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My parents, Howard and Tracy Kendler, were both academic
psychologists in the neobehaviorist tradition. Together, they got their
doctoral degrees in the early 1940s at the University of Iowa, where
they studied under Kenneth Spence, after whom I was named. They
gave me a loving and intellectually stimulating upbringing. I remember,
as a child, long summer evenings when after dinner my mother would
read books such as Huckleberry Finn, The Last of the Mohicans, and
The Red Pony to me and my brother. When I was back in school, I
would wait with anticipation for my father to come home and wrestle
with me on the living room floor or play football in the backyard. My
parents were always interested in and encouraged my academic
achievements and provided ample emotional and financial support
throughout college and medical school. Much of my curiosity and my
drive to learn and achieve surely comes from the genes and the
environment they provided for me. I dedicate this book to my father
and the memory of my mother with deep love and gratitude.

—K. S. K.

I dedicate this book to my husband, Jack McArdle, who has been a
source of strength, support, inspiration and fun throughout my years
with the VATSPSUD. Writing with him in mind encourages me to
aspire to his high standards of intellectual integrity and scientific
excellence. Thank you, dear reader.

—C. A. P.
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Introduction

This is a book about the causes of psychiatric and substance use disor-
ders. In it we describe the origins, methods, and results of one large-scale
study that systematically addressed why some individuals are highly vulnera-
ble and others are resilient to the development of these disorders. This study is
the Virginia Adult Twin Study of Psychiatric and Substance Use Disorders.
We refer to it by the admittedly cumbersome acronym VATSPSUD.

Although the study has limitations, it also has four noteworthy strengths
unusual in research of this kind. First, we follow an unselected population of
individuals through time. We do not study the correlates and causes of psychi-
atric disorders based on individuals who have received treatment and who
may not be representative of the entire population of affected individuals.

Second, this study takes seriously the possible role of genetics in the etiol-
ogy of psychiatric and substance use disorders. The participants in our investi-
gation are twins. Twins are a valuable “experiment of nature,” and studying
them can teach us a great deal about how genes influence human behavior.

Third, this study also takes seriously the role of environmental risk fac-
tors in psychiatric and substance use disorders. We made a major effort to
assess exposure to a wide array of potentially pathogenic environmental expe-
riences, as well as factors that may help protect against the development of
disorders.

Fourth, this study represents a serious effort to understand how genetic
and environmental risk factors interrelate in the development of psychopath-
ology. The title of this book was carefully chosen. We do not believe that the
etiology of psychiatric disorders can be understood solely by examining
genetic or environmental risk factors in isolation. Nor does it reflect a simple
adding together of genetic and environmental risk. Rather, the underlying
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process is almost certainly more subtle. Risk is likely to arise from an inter-
weaving of genes and environment.

We use data to test systematically a range of hypotheses about the etiol-
ogy of psychiatric and substance use disorders. Often, books in the mental
health field have a high “speculation to fact ratio.” We wanted to avoid that
pattern. As a result, this book might be considered “data dense.” To make it
as accessible as possible, we have attempted to focus on our key findings and
their implications for understanding the causes of mental disorders. We pro-
vide only the details necessary to understand our conclusions and how we
came to them. Readers interested in the more technical aspects of our mea-
surements and analyses can refer to the original publications in which much of
this work appeared.

We have three goals in this introduction. First, rather like an overture, we
preview the major themes that are developed throughout the book. Second,
we outline the structure of the book. Third, we offer a brief personal perspec-
tive on the development of the VATSPSUD and the key contributions of its
main developers (see Sidebar I.1).

OVERTURE

We suggest that readers be attuned to four major questions as they read
this book.

1. What can we learn about the role of genetic factors in the etiology of
psychiatric and substance use disorders? This question is answered by
the results of the VATSPSUD and our reviews of other studies.

2. Can we clarify the nature of the associations between key environ-
mental factors and the risk for psychopathology? Are environmental
factors causal or only correlational?

3. Can we begin to understand how genetic and environmental factors
together contribute to risk for psychiatric and substance use disor-
ders? Do they simply add together, or might they interweave in more
complex ways?

4. How do genes and environments combine over development to influ-
ence risk for psychiatric and substance use disorders?

In our effort to address these major questions of the book, we also con-
sider several narrower but related questions:

1. To what degree are the genetic and environmental risk factors for psy-
chiatric and substance use disorders specific or nonspecific in their
effects?

2. How important are shared or family environmental factors—those
environments that affect the members of a twin pair in the same way?

2 Int roduct ion



3

SIDEBAR I.1. Collaborators in the Development of the Virginia Adult
Twin Study of Psychiatric and Substance Use Disorders

Lindon Eaves completed his PhD in genetics at the University of Birmingham in 1970
with a thesis titled “Aspects of Human Behavior Genetics.” After having achieved the
height of success in British academic life—a faculty position at Oxford—he left in 1981
to move to Virginia Commonwealth University. The major focus of Dr. Eaves’s career
has been to further develop and apply the corpus of biometrical genetics to the prob-
lems of human behavior and psychopathology. This is no small task because all of the
standard methods used in animal and plant genetics, such as controlled breeding and
strict environment exposure, are not feasible in humans. As Lindon once said: “It just
means that if you want to study humans, you have to be that much smarter.” In many
ways, Lindon Eaves can be viewed as the intellectual godfather of the VATSPSUD.

Andrew Heath studied with Lindon Eaves at the University of Birmingham. His
early career was spent on methodological developments in biometrical genetics as
applied to human phenotypes. Subsequently, he has become a preeminent researcher of
genetic influences on alcoholism and other substance use disorders. He contributed to
the VATSPSUD during his several years at VCU and afterward as a close collaborator
on later waves of the female–female twin study and early phases of the male–male/
male–female study.

Ronald Kessler trained in sociology at New York University and quickly entered
the field of psychiatric epidemiology. When one of us (K.S.K.) realized that we needed
someone on the project with skills in this area, he began asking his colleagues whom
they considered to be the “best and brightest” young researcher in psychiatric epidemi-
ology. After two trusted colleagues both named Ron Kessler, Kendler made a “cold
call” to Ron—then an associate professor in the Department of Sociology and associ-
ate research scientist at the Survey Research Center at the University of Michigan.
They ended up talking for over an hour. Ron enthusiastically accepted the invitation to
collaborate, and throughout the project, especially in its early years, he provided
invaluable advice on a range of issues, including interview instruments, the assessment
of environmental risk factors, and the statistical methods of data analysis. Ron has
since gone on to become a leading international figure in the field of psychiatric epide-
miology.

Michael Neale joined the VCU group in 1986 following his doctoral studies in
biometrical genetics and psychology. Soon after arriving, he became a close collabora-
tor. He has, over many years, made numerous important intellectual contributions to
the VATSPSUD. His structural modeling software program, Mx, was written to aid
researchers conducting twin and family studies. Many of the advanced analyses we
describe in this book would not have been possible without Mike’s conceptual and sta-
tistical expertise. On a number of key occasions in the history of this project, we came
to Mike with critical substantive questions and were able to work out together how to
translate our often vague ideas into elegant analytic models.

We have highlighted these individuals because of their important roles in the early
stages of the VATSPSUD. But the thousands of interviews completed as part of the
VATSPSUD could not have been collected without the efforts of many talented and
dedicated colleagues and project staff. And of course we are particularly indebted to
the twins, who have been so generous with their time and willing to share their life
experiences.



3. It would be nice to assume that we can measure the history of psychi-
atric and substance use disorders without error, but we cannot. How
does unreliability of measurement alter the interpretation of our
results?

4. Do men and women have the same or different genetic and environ-
mental risk factors for psychiatric and substance use disorders?

5. How can we progress from initial findings that a risk factor and a dis-
order are correlated with each other to the much more difficult and
important problem of clarifying whether the relationship between
them is a causal one?

6. There is a large gap between genes and the clinical symptoms of psy-
chiatric and substance use disorders. Can we develop indices of
genetic risk and/or identify the “intervening” or “mediating” variables
that sit in the pathway from genes (or environmental risk factors) to
the outcome of illness?

7. Some disorders are best understood as a series of stages. For example,
it is not possible to abuse a substance until you have used it. Do
genetic and environmental risk factors differ across these stages?

8. The major focus of our study is on twins, who are always in the same
generation. However, by studying twins and their parents, we can
begin to ask what etiological factors are involved in the transmission
of risk of illness from parents to their children. In particular, do par-
ents convey risk to their children only through the genes they pass on
to them or also through the environments they provide for them?

STRUCTURE

In Part I, “Background,” Chapters 1 and 2 describe the scientific and
social context of the study and its methodology. Chapter 3 provides a brief
and (we hope) reader-friendly introduction to the statistical and conceptual
tools that we utilize in the rest of the book. We have attempted to avoid over-
whelming the reader with complex statistical models, but some basic knowl-
edge about the methods will be very helpful in understanding the rest of the
book. Therefore, we urge readers not to skip this part.

In Part II, “Genetic Risk,” we put on the hats of psychiatric geneticists
and examine the results of standard twin models applied to the large array of
psychiatric and substance use disorders that we studied. After reviewing these
results, we address the validity of the key assumptions of the twin model. We
examine the plausibility of our results and the extent to which they might be
distorted by possible biases in our methods.

In Part III, “Environmental Risk,” we change hats and view our results
from the perspective of psychiatric epidemiologists. We examine the effects of
both temporally distal environmental risk factors (such as parent–child rela-
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tionships) and temporally proximal environmental risk factors (particularly
stressful life events).

In Part IV, “A Closer Look at Genetic and Environmental Influences,” we
explore a range of issues, including sex differences and the causes of stability
and change in psychopathology. In this section, we also examine evidence for
the specific versus general effects of genes and environments on different
forms of psychopathology.

In Part V, “Bringing It All Together,” we conclude by exploring our cen-
tral theme: how genes and environment interweave in producing risk. This
includes what we call genetic control of exposure to the environment and
gene–environment interplay. We then present an integrative model for major
depression and end with a summary of our major conclusions.

We use a lot of abbreviations in this book. While this saves space and can
make for quicker reading, it can also sow confusion if readers forget what the
abbreviations mean. Therefore, we include a list of abbreviations at the front
of the book (pp. xiii–xiv).

THE DEVELOPMENT OF THE VATSPSUD

In this section, we describe our own motivations for undertaking this
work and pay homage to those who have influenced our thinking and choices.

Kenneth S. Kendler: I concluded medical school with what many viewed as
two contradictory impulses. I wanted to be a psychiatrist, and I wanted to be
a rigorous scientific researcher. Although I found my psychiatric training to be
very stimulating and personally rewarding, it was intellectually confused and
confusing. During the course of my residency, I received supervision from a
family therapist who was convinced that psychiatric disorders could be under-
stood as arising from disturbed patterns of family interactions, from a social
psychiatrist who believed that poverty was the most important risk factor for
most psychopathology, from psychoanalysts who were convinced that nearly
all psychiatric illness could be traced to deep intrapsychic causes that had their
roots in early childhood, and from a biological psychiatrist who was solely
interested in neurochemical molecular aspects of brain activity. I felt more as
if I were in a medieval university, faced with competing theological positions,
rather than in a modern medical setting. Surely, I kept thinking, it must be
possible to use the methods of natural science to evaluate the validity of these
varying positions.

In the fall of 1983, 3 years after the conclusion of my psychiatric training
and after a brief career in neurochemistry, I moved to the Medical College of
Virginia of Virginia Commonwealth University (VCU) to continue formal
training in genetics with Professor Lindon Eaves and shortly afterward spent 4
months studying biometrical genetics at the feet of the masters in Birmingham,
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England. Upon my return to VCU, the research team was expanded by the
arrival of two of Dr. Eaves’s very talented former doctoral students, Andrew
Heath and Nick Martin. With a great deal of help from Eaves and Heath, I
spent much of the next year analyzing questionnaire data collected by Martin
on a large number of twin pairs from the Australian twin registry. In good
English tradition, tea breaks were taken twice daily and provided the opportu-
nity for many stimulating conversations. The standing joke in our group was
that I was there as the “token” American.

Sometime in early 1984, discussions among Drs. Eaves, Martin, Heath,
and myself began about a new kind of psychiatric twin study. Later that year,
we began working on a grant application to the U.S. National Institute of
Mental Health, requesting funds for such a study. We decided the grant
should focus on depression and anxiety disorders because these were the most
common disorders in the general population and had not been previously
studied in twins. Because we knew that such disorders were more common in
females than in males, we decided to study only female–female pairs. Evidence
from other survey researchers suggested that women would be more coopera-
tive than men with such a study. Based on the degree of familial resemblance
for these disorders observed in other studies, we calculated how many twin
pairs we would need to study to estimate genetic and environmental influ-
ences. Our estimate was about 1,100 twin pairs, which seemed to us an
impossibly large number.

One problem remained. None of the members of our research team had
primary expertise in psychiatric epidemiology. Several colleagues suggested
that we contact Ronald Kessler. He enthusiastically agreed and contributed
his substantial knowledge about recruiting and assessing people in the com-
munity and measures of the environment to our project.

The first phase of VATSPSUD, our study of female–female twin pairs,
began when funds were formally awarded in February 1986. During this time
we had the great fortune to have Michael Neale join our group at VCU. The
second phase of the study began in 1992, when we obtained funding to begin
studying twins from male–male and male–female pairs. It was at this point
that Carol Prescott joined the research team.

Carol A. Prescott: My early training was in experimental psychopathology, a
field that tries to discover the processes underlying the development of psychi-
atric disorders. Under the guidance of my mentors, Milton Strauss (at Johns
Hopkins University) and Irving Gottesman (at the University of Virginia), I
conducted research to find attentional deficits and personality features that
could serve as markers of familial vulnerability to schizophrenia. During my
internship in clinical psychology, I became impressed with the pervasiveness
of substance abuse and its influence on the etiology and treatment of other
psychiatric disorders. In 1991 I moved to the Department of Human Genetics
at VCU for a postdoctoral fellowship in biometrical genetics as applied to
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alcohol use and alcoholism. A year later I had the opportunity to join the
Department of Psychiatry and to begin working on the VATSPSUD.

I joined the group with some trepidation, rather in awe of the reputation
and intellect of Drs. Kendler, Eaves, and their colleagues. Although I had
some quantitative background and experience in twin studies, I had trained
primarily as a clinician. I wondered whether I could hold my own in an envi-
ronment of matrix algebra and challenging argument. Looking back, I can say
that the VCU group functioned as a true meritocracy—my (then!) youth,
gender, and background were never held against me. My work on the
VATSPSUD has been very stimulating and rewarding, and I feel very fortunate
to have had this experience.

The rest of the story of the VATSPSUD—how we actually conducted the
study—is described in Chapters 1, 2, and 3. The remainder of the book details
what we have learned about the etiology of psychiatric and substance use dis-
orders.
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C H A P T E R O N E

The Scientific and Social
Context of the Virginia Adult
Twin Study of Psychiatric
and Substance Use Disorders

The study described in this book reflects the integration of develop-
ments in three research areas: biometrical genetics, psychiatric twin studies,
and psychiatric epidemiology. We review these briefly and then describe how
they were integrated into the Virginia Adult Twin Study of Psychiatric and
Substance Use Disorders (VATSPSUD). This chapter concludes with some
other introductory thoughts about our approach to the subject matter and
substance of this book.

BIOMETRICAL GENETICS

In its early years, the field of human genetics included two distinct
and sometimes antagonistic approaches to the study of genetic variation: bio-
metrical genetics and Mendelian genetics. Biometrical genetics focused on
quantitative traits—ones that could be measured, quantified, and then put on
a scale. Examples of such traits include height, blood pressure, and extrover-
sion. In contrast, Mendelian genetics was concerned with qualitative traits,
traits one either has or does not have. Examples of such traits include the
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color of peas in Mendel’s famous experiments, human blood group, and clas-
sical human genetic disorders such as cystic fibrosis and Huntington’s disease.

When studying humans, biometrical geneticists began by examining cor-
relations of quantitative traits in different classes of relatives, such as among
siblings or between parents and offspring. Mendelian geneticists, by contrast,
collected pedigrees and looked at specific patterns of transmission, such as
dominant, recessive, or sex-linked. For the first 20 years of the 20th century,
advocates of biometrical and Mendelian genetics fought vigorously over the
validity of the two approaches. It was the brilliant statistician Ronald Fisher
who showed, in his epic paper “On the Correlation between Relatives on the
Supposition of Mendelian Inheritance” (Fisher, 1918), that these two ap-
proaches were compatible. The inheritance patterns of quantitative traits
could be explained by assuming the existence of multiple genes, each of small
effect, that combine in the manner expected given Mendelian inheritance.

From the seminal work of Fisher and the earlier leader of the biometrical
school, Karl Pearson, a large body of increasingly elegant biometrical genetics
developed over the next 40 years. Although important work was done in the
United States, the two world centers of statistical genetics during this time
were both in the United Kingdom: Edinburgh and Birmingham. These centers
examined the genetics of organisms such as fruit flies, plants, and livestock,
which could be subject to experimentation. Driven in part by the practical
needs of animal and plant breeders, these groups developed sophisticated sta-
tistical models for the different ways in which genes influence phenotypes
(physical and behavioral outcomes) and are affected by different environmen-
tal conditions (Falconer, 1989; Lynch & Walsh, 1998; Mather & Jinks,
1982).

PSYCHIATRIC TWIN STUDIES

The first known description of the use of twins to study human differ-
ences was by Augustine of Hippo (354–430; De civitate Dei, Bk. 5). He
observed that the lives of a set of twins turn out differently, and he used this as
a way to falsify the accepted belief that the alignment of the stars at the time
of one’s birth determined destiny. The more formal scientific use of twins to
study the origins of individual differences in humans did not begin until the
last quarter of the 19th century. The English polymath Francis Galton wrote a
monograph, “Hereditary Genius,” which is probably the first systematic
behavioral genetics study in humans. Galton published an essay in 1875 in
Fraser’s Magazine with the propitious title “The History of Twins as a Crite-
rion of the Relative Powers of Nature and Nurture” (Galton, 1875). He was
interested in using twins to evaluate the power of environmental experiences
to make pairs similar or different. He did not then understand that twins
could be divided into two groups: identical (monozygotic, or MZ) and frater-
nal (dizygotic, or DZ). This was not finally clarified until the 1920s.
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The twin method as we now understand it consists of comparing the lev-
els of similarity of MZ and DZ twin pairs. This method was described in 1924
by the American psychologist Curtis Merriman (1924) and the German der-
matologist Hermann Siemens (1924). It did not take long for those working
on the problems of psychiatric disorders to apply this new methodology. Four
years later, Hans Luxenberger (1928) published the first systematic twin study
of a psychiatric disorder. The following 50 years saw the completion and pub-
lication of more than a dozen major twin studies of psychiatric illness.

In its infancy, psychiatric genetics—under the leadership of Ernst Rüdin
(whose critical contributions to the birth of this field were colored by his deal-
ings, later in his life, with the Nazi party in Germany)—was at the forefront of
the methodological developments of the emerging field of human genetics
(Zerbin-Rüdin & Kendler, 1996). From the mid-1930s until the 1970s, how-
ever, there was almost no contact between these two fields, and the method-
ological sophistication of psychiatric genetics suffered substantially.

With rare exceptions, these traditional twin studies of psychopathology
shared seven methodological limitations. First, they examined only severe
forms of psychiatric illness, usually schizophrenia or bipolar disorder. Second,
the twins were identified (ascertained) directly through hospitals or through
registries that collected their information from hospitals. This meant that, in
order to be included in these studies, twins had to be sufficiently ill to have
been hospitalized. Third, the psychiatric diagnoses of both members of a twin
pair were assigned by the same individual, typically on the basis of some kind
of personal interview and/or a review of medical records. Fourth, psychiatric
diagnoses were assigned by clinicians without the use of explicit diagnostic
criteria such as those listed in the Diagnostic and Statistical Manual of Mental
Disorders (DSM) of the American Psychiatric Association. Fifth, little effort
was made to measure environmental risk factors, although some studies
examined variables such as birth order, social class, age when the twins sepa-
rated, or parental loss. Sixth, with a few notable exceptions (e.g., Kallmann,
1946; Kendler & Robinette, 1983), sample sizes were small and rarely
included more than 100 twin pairs. Seventh, the statistical analyses of these
studies were limited, usually consisting solely of determining whether the level
of similarity (assessed as twin concordance, the proportion of pairs in which
both twins are affected) was greater in MZ than in DZ pairs. As we describe
in detail in Chapter 2, in the VATSPSUD we attempted to address all of these
limitations.

PSYCHIATRIC EPIDEMIOLOGY

The discipline of psychiatric epidemiology examines the distribution of
psychopathology within populations and the risk factors that influence that
distribution. Dohrenwend (1995) has proposed a useful framework for under-
standing the historical evolution of psychiatric epidemiology from its origins
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at the beginning of the 20th century until today. The first generation of stud-
ies, conducted between 1900 and World War II, relied almost exclusively on
reports from key informants and agency records for case detection. Rates of
illness were low (averaging under 4% in these studies) and were particularly
likely to underestimate conditions that did not lead to treatment or to contact
with the criminal justice system.

Second-generation studies, conducted between World War II and about
1980, relied largely on direct interviews with participants. Two different
approaches to these assessments dominated during this period. In most Euro-
pean studies, a single psychiatrist or a small group of clinicians personally
interviewed community residents. The interviews were “free form” and
unstructured, mimicking the standard clinical assessment. On this basis, the
clinicians would record their global psychiatric diagnoses. The second ap-
proach used a systematic approach to data collection that relied on brief ques-
tionnaires. The goal of using these instruments was not to obtain psychiatric
diagnoses but to produce a scaled score that reflected broad concepts such as
“mental illness,” “emotional adjustment,” or “symptoms of stress.”

The third generation of psychiatric epidemiological studies began in the
early 1980s with the development of structured and semistructured psychiat-
ric interviews that were closely linked to systems of “operationalized” diag-
nostic criteria. These interviews share two major characteristics. First, each
consists of a script of questions asked in a systematic order. Second, there are
formal algorithms for combining items to determine whether or not a respon-
dent meets criteria for a range of psychiatric diagnoses. The United States has
seen two major third-generation studies of psychiatric epidemiology: the
Epidemiologic Catchment Area Study, which interviewed more than 19,000
individuals at five study sites during the late 1970s (Robins & Regier, 1991)
and the National Comorbidity Survey (Kessler et al., 1994), which studied
more than 8,000 individuals from a national probability sample in the 1990s.

In addition to improving the assessment of psychiatric illness, during the
past 20 years clinical and epidemiological researchers in psychiatry have made
important advances in the assessment of putative risk factors. Well-studied
and validated instruments have been developed for use with general popula-
tion samples to assess key variables such as stressful life events, social support,
parent–child relationships, and childhood sexual abuse.

The use of structured interviews represented a substantial improvement
over previous methods of assessment. However, this approach is not without
its difficulties. Two are worth noting here (and others are described later in
the book). First, the diagnostic criteria are largely based on the experience of
clinicians working with patients in treatment settings; however, it remains to
be established that the patterns of symptoms seen in individuals in treatment
are the same as those for untreated individuals in the population. We know
that severity of illness tends to be milder in community than in clinical cases,
and there may be other important differences. A second limitation is that,
although the reliability of structured assessments exceeds that of the unstruc-
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tured interviews performed in earlier studies, their reliability is far from per-
fect. This is a particularly critical issue in genetic studies because unreliability
of measurement imposes an upper limit on the estimated impact of genetic
and environmental factors.

A NEW PARADIGM FOR TWIN STUDIES

Sometime in early 1984, a new paradigm for psychiatric twin studies
began to emerge out of discussions among Kendler, Eaves, Martin, and Heath
(see the Introduction). These discussions led eventually to the development of
the VATSPSUD. The new paradigm drew on the traditions of biometrical
genetics, psychiatric twin studies, and psychiatric epidemiology, merging the
strengths and attempting to address the limitations of each. We decided that
our study would have six key features.

1. It would be population based. Instead of selecting twins through treat-
ment facilities (with all the expected biases such as selection for severity and
comorbidity), we wanted to study a representative sample of twins from the
general population.

2. Our conceptual and analytic approach would be based on the rigorous
methods of biometrical genetics. Our goal was to test explicit hypotheses
about the role of genetic and environmental risk factors in the etiology of psy-
chiatric and substance use disorders and to obtain statistical estimates of their
importance.

3. We wanted to collect a sample large enough to obtain these estimates.
Most prior twin studies of psychiatric illness had too few participants to
resolve the question of whether familial resemblance was due to genetic or
shared environmental influences. Although large twin studies had been con-
ducted of psychological traits and symptoms of depression and anxiety using
mailed questionnaires (Eaves et al., 1989; Jardine, Martin, & Henderson,
1984), this would be the first large-scale interview-based twin study of psychi-
atric illness.

4. Because such large numbers of twins would have to be assessed, we
needed to borrow the methods that had been developed in psychiatric epide-
miology to assess accurately the history of psychiatric illness in large numbers
of individuals. The old model for twin studies—in which a single clinician
spends a year or two driving around the countryside conducting interviews—
was no longer feasible.

5. We wanted to take the environment seriously. It has sometimes been
said that for a “real” geneticist, environment is just something that gets in the
way of gene expression. That was not our view. We did not want to prejudge
the outcome of our results, and so we decided to spend at least as much of our
assessment evaluating environmental risk factors as we did in the assessment
of psychiatric and substance use disorders.
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6. The study would be longitudinal. By interviewing participants more
than once, it becomes much easier to move from correlational observations (in
which A and B tend to occur together) to more causal conclusions (A truly
increases the risk for B). As is seen later in this book, multiple waves of mea-
surement allowed us to address interesting questions that would not have been
possible if the twins had been interviewed only once.

GENES

At this point we need to say a bit about “genes.” Few concepts in biology
have been so long debated (Carlson, 1966; Kendler, 2005a). The gene can be
seen from a number of perspectives, particularly as the primary unit of evolu-
tion, a specific span of DNA, the source of information required for the pro-
duction of a particular biological molecule, or a latent (or unobserved) entity
that contributes to risk of illness. In this era of the sequencing of the human
genome, the double helix has achieved the status of a cultural icon (Nelkin &
Lindee, 1995).

The results reported in this book are not based on directly measuring
individual genes, as might be done with the now powerful methods of human
molecular genetics. Instead, by using information we obtain from twins (the
details of which are described in Chapter 3), we indirectly assess or infer the
impact of all of an individual’s genes on the risk for a particular trait or disor-
der.

Why in the era of the human genome project would we pursue such an
approach? Why did we not just measure everyone’s genes and directly study
the effects of each gene? Despite major advances in the science of human
genetics, we are not even close to having the capacity to do anything like this.
Indeed, only in the past few years have researchers begun to identify, in a way
that can be replicated across laboratories, individual genes that influence the
risk for psychiatric or substance use disorders. The human genome is extraor-
dinarily complex, with some 20,000–25,000 different genes. Many of these
genes are expressed in a variety of different forms in different tissues and at
different times. The genome contains a wide range of new kinds of genetic ele-
ments (such as short-inhibitory RNA) that influence gene expression and
function in ways we only dimly understand. Multiple control regions exist for
many genes, often separated from the gene itself by very large distances. In
addition to the problem of understanding the intricate biological aspects of
genome function, understanding the conceptual and statistical issues sur-
rounding the actions and interactions of these large numbers of genes and
their effects on human behavior and disease is also an extraordinarily daunt-
ing task that currently lies far beyond our power.

It may be possible years in the future to measure directly all the genes in
the human genome and, more important, to know what is being measured
and how to analyze it. But we are not there yet, nor are we even close. At the
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end of this book, we return to the question of the relationship between twin
studies and molecular genetics and show that these two scientific traditions
are ultimately mutually complementary.

What, then, does it mean to “infer” the action of genes from twins? Can
that be a very scientific way of doing things? Doesn’t science always require
that we measure things directly?

In fact, many scientific theories inferred the action of forces that could
not be directly measured at the time the theory was developed. When Newton
proposed his theory of gravitation, he inferred the action of this force from
features of planetary motion. When the electron was first discovered by
Thompson, it was not directly observed. Rather, its mass and electric charge
were inferred from its behavior in a cathode ray tube. The initial theories
about tectonic plates were proposed long before we had any idea of how the
earth’s crust could “float” over the earth’s surface. So the method used in this
book—to assess an underlying process indirectly though patterns of results
seen in nature—has a long and distinguished history.

THE SOCIAL AND POLITICAL CONTEXT
OF THE VATSPSUD

The question of the role of genetic factors in human behavior raises com-
plex emotional, social, and political issues. Although we wish it were other-
wise, medical genetic research has sometimes been applied to support particu-
lar political agendas and misused to justify the denial of human rights. This
troubled history sometimes affects attitudes toward modern psychiatric genet-
ics research and researchers. We address three related issues here.

First, we saw our task in the design and implementation of the
VATSPSUD to be that of “basic scientists” trying to understand how the
world works. We did not begin this study with a strong agenda to demon-
strate that psychiatric and substance use disorders are strongly influenced by
genetic factors. Similarly, we did not begin with a strong bias for or against
specific environmental theories about the origins of these disorders. Our goal
was to conduct the best study we could, incorporating as many of the risk fac-
tors we could and letting the data “speak for themselves.” We are not naive in
assuming that we have not shaped the results with our hypotheses. However,
we have tried earnestly to be ecumenical in our approach.

Second, we do not agree with many of the biases that exist about genes in
the popular imagination. Genes are not destiny. It is a stunningly common
misconception that genetic influence on a trait implies that the trait is inflexi-
ble and incapable of modification, whereas a role for environmental risk fac-
tors means great flexibility and ease of modification. This idea is just plain
wrong. Many traits that genes influence can be easily modified. The effects of
the single-gene disorder of phenylketonuria can be effectively reversed by a
simple modification of diet. Millions of people in the United States are taking
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cholesterol-lowering drugs that are quite effective at reducing their genetically
influenced levels of cholesterol. Depression, although genetically influenced,
can be effectively treated by both pharmacological and psychotherapeutic
means. In contrast, many environmental effects are relatively irreversible.
Severe social deprivation, head trauma, serious malnutrition, and severe phys-
ical or sexual abuse can produce long-lasting and sometimes irreversible
changes in an individual’s emotional and cognitive functioning. There is no
close relationship between the degree to which a trait is influenced by genetic
and environmental factors and the malleability of that trait.

Third, an even more sinister misconception held by some individuals is
that researchers interested in genetic sources of individual differences in
humans have dark, reactionary, and/or eugenic motives at heart. Genetic theo-
ries of human individual differences have been badly misused in the past.
However, to tar an entire scientific field for the past misdeeds of racist or
eugenic zealots is irrational. Were this logic to be applied widely in science, it
would result in the cessation of many areas of research, to the detriment of
mankind. We are both clinicians who have observed firsthand the suffering
that psychiatric and substance use disorders inflict on our patients, friends,
and family and those close to the sufferers. Our motive for conducting this
effortful work over many years has been to use the best science we could to
understand the etiology of psychiatric and substance use disorders so as to
enable better prevention and treatment. There is no deeper political agenda at
work here.

OUR PHILOSOPHY OF SCIENCE

A few words are also in order about the approach we have taken toward
the science you will be reading about in this book. First, we believe there is an
objective truth to be learned about the causes of human psychiatric and sub-
stance use disorders. We recognize that human beings are the most complex
organisms we know about and that many factors make it difficult to obtain
definitive results in human research. However, by conducting careful and
thoughtful scientific research, we believe we can begin to untangle this com-
plexity and contribute to the amelioration of these debilitating conditions.

Second, the VATSPSUD is an example of observational and not experi-
mental science. That is, in important ways our study bears more resemblance
to other observational sciences such as geology and astronomy than it does to
laboratory genetics. In laboratory studies, for example with rodents or fruit
flies, the scientist can have complete control over both the genetic composition
and the environment of individual organisms. By contrast, in observational
sciences, all the scientist can do is observe and interpret the world as presented
to him or her. In our study, neither genetic nor environmental risk factors
were in any way under our control. All we could hope to do was to record
carefully the relevant observations and attempt, through thoughtful interpre-
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tation, to uncover etiological principles. Because we cannot do experiments,
we can never be completely sure that we have ruled out the impact of hidden
biases on our findings. We have tried to address the biases we are aware of,
but our results are still vulnerable to those biases we do not know about.

Third, because of the nonexperimental nature of our area of research, it is
important to recognize that there is no such thing as a definitive study. No
study in human behavioral and psychiatric genetics, including this one, is
without significant flaws or limitations.

Fourth, we are firm believers in an approach to scientific inquiry that has
been called inference to the best explanation (Okasha, 2002). Scientists begin
with the desire to test a particular hypothesis. They then attempt to collect as
much information relevant to this question as possible, both in their own
studies and in studies of others reported in the literature. Taking all these
data, a scientist poses the following question: Can this entire set of data be
best explained by my hypothesis, or are there hypotheses that would better
explain these observations? Darwin’s wonderful and epoch-making book The
Origin of Species (1859) can be best understood as one long application of
inference to the best explanation to arrive at the claim that natural selection
provides the best available explanation for a wide variety of patterns observed
in nature. This model, which suggests that science is a continuing, integrative,
and cumulative process of refining explanatory models, is particularly appro-
priate for the subject matter of this book. It helps us emphasize that our goal
is to provide the best possible explanation given current knowledge. We are
not claiming to be in full possession of the truth.

One final comment is in order. In the writing of this book, we faced a
dilemma. On the one hand, it is important to set the results of our research in
the context of other relevant investigations in the fields of psychiatry and sub-
stance abuse. On the other hand, this book deals with such a wide set of disor-
ders and research questions that to do careful literature reviews in each rele-
vant area would require us to write a textbook of psychiatric epidemiology
and genetics with thousands of references and long, dry chapters. A compro-
mise was needed. We have provided brief reviews of the relevant literature,
often citing a few representative studies or a good review article. Readers who
are interested in more details may consult the works cited or the original jour-
nal articles in which much of this work has appeared. The reason for the brev-
ity of our references to other literature is not that we are unaware of the valu-
able contributions of our colleagues. Instead, it is that we value the clarity of
the presentation that we provide to you, our reader.
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C H A P T E R T W O

Methodology Used
in the VATSPSUD

In this chapter we describe the methods used to identify and recruit
study participants, select measures, and conduct our assessments. We also
summarize the evidence for the validity of our measures and procedures.

ORGANIZATION AND TERMINOLOGY

The VATSPSUD consists of two parallel studies. The first is of women
from female–female twin pairs and their parents. We refer to the twin portion
as the FF study and the parent portion as the FFP study. The second study is
of men and women from male–male and male–female twin pairs. We refer to
this as the MM/MF study.

A few comments about terminology are in order. We use the terms disor-
der, syndrome, or psychopathology rather than disease to refer to clinical
diagnoses. The term disease implies that the condition has a well-understood
etiology, and this is not the case for the conditions we study.

We use the terms twin and respondent to refer to the member of the
twin pair responding to a question. Cotwin refers to the respondent’s twin.
About 1% of the participants in our study are members of triplet and qua-
druplet births. We do not want to slight these individuals, who had to be
particularly patient during the interviews because they were asked the
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cotwin questions multiple times. However, for simplicity, we use the terms
twins and pairs to refer to all participants, including those from multiple
sibships.

It is also worth considering what terms to use to describe differences
between males and females. For the most part, our study is not able to distin-
guish whether the differences we find between men and women are due to
biology or culture. Because some of the differences appear to be based on bio-
logical sex, we consider it inaccurate to refer to these as gender differences.
We therefore opted to use the terms sex and sex differences to encompass both
chromosomally defined sex (i.e., XX or XY) and culturally defined gender. In
referring to study participants, we alternate between use of male and female
pronouns. We are aware of the degree to which women have been slighted in
biomedical research and are pleased that the VATSPSUD has helped to rem-
edy this situation in the field of psychiatric genetics. Our clinical vignettes
more often feature women than men, not because we consider women to be
more pathological but because more of our research has derived from the FF
sample.

SAMPLES

We describe the samples as they existed at the time of this writing (in late
2005). The analyses reported in the remainder of the book include descrip-
tions of the results from previously published papers, as well as new analyses
conducted for the book. Careful readers may note small discrepancies be-
tween sample sizes as reported in this book and in our papers. These differ-
ences reflect the changing nature of the databases. As anyone who has con-
ducted large-scale field work can tell you, there is never a final data set. No
matter how carefully we check the data prior to data entry, inconsistencies
will be found at the analysis stage, requiring further data cleaning or dropping
some participants from analyses. Even determining the numbers of partici-
pants can be difficult. Early published analyses include a handful of individu-
als who are no longer included because we subsequently found that they did
not meet our inclusion criteria (e.g., they were not born in Virginia or they
were born outside our birth cohort) or because twins no longer wished to par-
ticipate and requested removal of their interviews from the database. Accumu-
lation of more information, including DNA samples, has led us to change
zygosity assignments of a handful of twin pairs.

In planning this book, we considered running all of our analyses again on
a standard data set with our “final” sample. Ultimately we decided against
this because we consider it extremely unlikely that any meaningful differences
in results would be obtained. When you have sample sizes of thousands of
twins, inclusion or exclusion of a handful of individuals makes no practical
difference.
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Selection and Recruitment

The twins in our study were identified through the Virginia Twin Regis-
try (VTR). The registry was begun in 1980 by Walter Nance and Linda Corey,
professors in the Department of Human Genetics at Virginia Commonwealth
University. Multiple births were identified from birth records compiled by the
Virginia Department of Health Statistics, which maintains a database contain-
ing the birth date, sex, race, and parent names of all individuals born in the
Commonwealth of Virginia. Initially this work was done by hand (a research
assistant went through all the birth certificates since 1918), but more recently
VTR records have been updated by computer files.1

Contact information for the twins (or in the case of juvenile twins, their
parents) is obtained by matching names and birth dates to state records, such
as those of the Department of Motor Vehicles. This is quite successful for
identifying individuals who have remained in Virginia and obtained driver’s
licenses, but less so for identifying individuals who have left the state or have
changed their names (e.g., after marriage).

One limitation of our study is the absence of twins from ethnic minority
backgrounds. At the time we were designing the first study, previous question-
naire studies with VTR participants had obtained much lower participation
rates among nonwhite twins. Because only about 20% of native-born Virgin-
ians in this age range are nonwhite, we estimated that we would be able to
interview fewer than 100 twin pairs—far too few to provide reliable estimates
of heritability. On this basis, we judged that we could not expect to have ade-
quate sample sizes of ethnic minority twins to enable us to analyze them as a
separate group. For this reason, only pairs classified on birth certificates as
white were eligible for study inclusion. We now regret the decision and look
forward to the completion of several more representative twin studies now
underway in the United States.

The Female–Female Twin Study

As we described in the Introduction, for scientific and practical reasons,
the VATSPSUD began with female–female (FF) twin pairs. The design of the
FF studies is summarized in Figure 2.1. We first targeted pairs who were born
between 1934 and 1970. The registry identified 1,176 FF pairs in whom both
had returned at least one questionnaire in the past several years, and these
formed the wave 1 sample (FF1).

Of these 2,352 women, 2,164 (92.0%) were interviewed in FF1, includ-
ing both members of 1,033 pairs. The complete pairs include 590 MZ pairs,
440 DZ pairs, and 3 pairs whose zygosity could not be determined. Of those
twins who did not participate, 156 refused, 23 were lost to follow-up, and 9
did not refuse outright but could not be scheduled during the study time
frame. Wave 1 interviews were conducted from January 1987 through July
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1989. The FF1 study also included several self-report measures. These are
available for about 95% of participants.

After the FF1 sample was “complete,” we continued to enroll women and
to administer the FF1 interview through July 1994. Individuals who had been
eligible for FF1 but had refused or had not been located were contacted again
and asked to participate; 34 of these 188 were interviewed. Another 339 twins
born from 1970 to 1974 were contacted for the study as they turned 18, and
of these, 242 were interviewed. We refer to the 276 individuals in these two
groups as FF1+. Combining FF1 and FF1+, 2,440 women were interviewed
out of 2,691 eligible, representing 90.7% of all those we attempted to inter-
view using the wave 1 protocol. (Cooperation rates were somewhat lower for
the FF1+ group because it was an unfunded component of the study and we
spent less effort attempting to recruit those who were initially uninterested).
The FF1+ interviews were conducted simultaneously with collection of the
second and third interview waves. Therefore, FF1+ participants were not stud-
ied again until the fourth interview, and their parents were not included in the
parent study.

Our wave 2 (FF2) interviews began in March 1989 and were completed
in July 1991. Twins were eligible to participate if they were part of the origi-
nal FF1 sample (i.e., not in FF1+). Of these 2,164 women, 2,003 (92.6%)
completed the wave 2 interview, including both members of 938 pairs. Of
those who did not participate, 127 refused, 33 were lost to follow-up, and 1
was too ill to participate. The average interval between waves 1 and 2 was
17.3 months (SD = 3.8, range = 12–49).
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The wave 3 interview (FF3) was begun in November 1992 and completed
in April 1995. Twins were eligible to participate if they were included in FF1
(even if they did not complete FF2). Of the 2,164 eligible women, 1,899
(87.8%) were interviewed, including 854 complete pairs. Of those who did
not participate, 222 refused, 5 were lost to follow-up, 10 were deceased, 4
were too ill to participate, and 24 did not refuse outright but could not be
scheduled during the study time frame. Among women participating in the
FF2 and FF3 studies, the average interval between these two interviews was
45.0 months (SD = 4.0, range = 30–53).

Wave 4 (FF4) began in June 1995 and was completed in April 1997.
Twins were eligible to participate if they were part of the FF1 or FF1+ samples
and had not died (n = 9) or refused further contact (n = 136) as of their last
interview. Of the 2,295 eligible women, 1,940 (84.5%) were interviewed,
including 827 complete pairs. Of those who did not participate, 253 refused,
31 were lost to follow-up, 3 were deceased, 1 was too ill to participate, 2 did
not complete the interview, and 65 did not refuse but could not be scheduled
during the study time frame. Among the original FF1 participants, the average
interval between FF3 and FF4 was 31.5 months (SD = 6.8, range = 13–49).
Among those participating in the FF1+ and FF4 studies, the average interval
between these interviews was 36.1 months (SD = 8.8, range = 17–58).

For both the FF and MM/MF studies, waves were timed so that at least 1
year had elapsed between interviews. This was done so that “past year” events
and symptoms from one interview would not overlap with those assessed at
the next interview. Interview events were timed by the month of occurrence.
In practice, the length of the “past year” and the minimum interval between
interviews depended on the day in the month an interview occurred. For
example, a twin who was interviewed in August 1989 would report about
events occurring from August 1, 1988, until the day of the interview. She
would be eligible for her next interview beginning in September 1990.

Details of the variables used in our analyses are presented in the context
of the chapters describing our results. We present here some demographic
information. At the time participants completed the FF1 (or FF1+) interview,
they ranged in age from 18 to 54, with a mean of 29.3 years (SD = 7.7). Years
of formal education ranged from 4 years to doctoral degrees (coded as 20
years), with a mean of 13.5 (SD = 2.1). Median annual income was in the
$12,000–15,000 range for personal earnings and $35,000–40,000 range for
household income. As of our last contact, about 67% of the sample were mar-
ried, 5% were living with a partner, 10% were separated or divorced, < 1%
were widowed, and 17% were single. The majority of the sample described
their religious affiliation as Protestant (83%), with the remainder Roman
Catholic (9%), Jewish (1%), other (5%), and none or no preference (2%).
The majority of respondents were currently employed (82%). Among the
remainder, 2% were looking for work, < 1% were retired, 1% were disabled,
13% were keeping house, and 2% were students. Occupational status was
rated by interviewers using our adaptation of the 7-point Hollingshead scale
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(Hollingshead, 1957). Among those who were currently working or had ever
worked, 27% of participants fell in the upper two levels (professional and
upper management), 21% were in level 3 (middle management, small busi-
ness), 35% in level 4 (clerical), 3% in level 5 (skilled labor, small farms), and
the remaining 14% in levels 6 and 7 (semiskilled and unskilled labor).

The Female–Female–Parent Study

As part of our original grant from the National Institute of Mental
Health, we obtained funding to interview the biological parents of the FF sam-
ple. We attempted to interview all living parents of complete pairs from the
original FF1 sample (i.e., 1,030 pairs with known zygosity), regardless of their
role in rearing the twins. We identified 1,698 living parents and were able to
interview 86.7%, including 855 mothers and 617 fathers. The rest refused to
be interviewed or were too ill to participate. The sample includes 567 families
in which both parents were interviewed.

The Male–Male/Male–Female Twin Study

The basis for entry into the MM/MF study differed somewhat from that
for the FF study. We recognized that requiring FF pairs to be known to the
VTR and to have returned questionnaires may have led to a sample selected
for cooperativeness. For the MM/MF study, we therefore attempted to enroll
eligible twin pairs even if they had not previously participated in research.
This meant that we were starting with a sample that was more difficult to
locate and might be less cooperative than the FF sample. Therefore, instead of
relying on mailed questionnaires as our first contact, we chose to conduct a
telephone interview. The design of the MM/MF study is summarized in Figure
2.2.

In 1992 we obtained from the VTR names and (last known) addresses of
9,415 individuals from white MM and MF pairs born from 1940 to 1974. We
selected this age range to be comparable with the FF study.2 Because at least
one member of each pair had to be successfully “matched” to state records to
obtain contact information, we were unlikely to include pairs of which both
twins had left the state prior to obtaining driver’s licenses.

The wave 1 interview (MF1) was conducted between March 1993 and
October 1996 and complete interviews were obtained from 6,812 individuals
(5,092 men and 1,720 women). Of those who did not participate, 1,163
refused, 862 could not be located, 127 were deceased, 31 were too ill to par-
ticipate, and 388 did not refuse outright but could not be scheduled during the
study time frame. There were also 32 individuals who completed part of an
interview but ceased the interview prior to the psychopathology sections, so
that their interviews are considered incomplete. This represents a 72.3% com-
pletion rate among those who were eligible (i.e., excluding twins deceased
prior to the study).
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Individuals were eligible for the wave 2 interview (MF2) if they had com-
pleted wave 1. As with the FF study, interview waves of the MM/MF study
were conducted at least 12 months after the prior interview. Wave 2 was con-
ducted between April 1994 and October 1998. Complete interviews were
obtained for 5,621 individuals, 82.5% of those who had completed MF1. Of
those who did not participate, 851 refused, 51 were lost to follow-up, 24 were
then deceased, 2 were too ill to participate, and 263 did not refuse outright
but could not be scheduled during the study time frame. Among individuals
completing both interviews, the interval between waves 1 and 2 ranged from
12 to 66 months, with a median of 15.3 and an average of 19.0 (SD = 8.7).

As of this writing, we have recently completed a third wave of data col-
lection with twins from MM pairs. The goal of this study is to understand
influences on substance use initiation and lifetime patterns of substance use.
Analysis of the data from this study is now underway.

At the time they completed the MF1 interview, participants ranged in age
from 19 to 57, with a mean age of 35.1 years (SD = 9.1). Years of formal edu-
cation ranged from 1 year to doctoral degrees (coded as 20 years), with a
mean of 13.4 (SD = 2.6). About 59% of the sample were married, 13% were
separated or divorced, < 1% were widowed, and 28% were single. Of those
not married at the time of interview, 20% were living with a partner.

Religious affiliation, employment, occupational status, and income were
assessed as part of the MF2 interview. Religious affiliation was predominantly
Protestant (75%), with the remainder divided among Roman Catholic (8%),
Jewish (1%), other (2%), and no preference (14%). The majority of respon-
dents were currently employed (88%). Among the remainder, 3% were look-
ing for work, < 1% were retired, 3% were disabled, 4% were keeping house,
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and 2% were students. Employment varied by sex: 91% of males were cur-
rently employed and less than 1% of the remainder described themselves as
keeping house, whereas the values for women were 78% and 15%, re-
spectively. The median annual household income level was approximately
$45,000 for both men and women. Median income from personal earnings
was $18,000 for women and $30,000 for men. There was a good spread of
occupational status: 22% of participants fell in the upper two levels (profes-
sional and upper management), 19% were in level 3 (middle management,
small business), 21% in level 4 (clerical), 19% in level 5 (skilled labor, small
farms), and the remaining 19% in levels 6 and 7 (semiskilled and unskilled
labor).

Representativeness of Our Samples

Virginia is a diverse state, geographically and culturally. It ranges from
the Washington, DC, suburbs of northern Virginia to the shipbuilding mili-
tary hub of the Tidewater area in the southeast to the horse and tobacco farms
of the central region to the coal-mining mountainous areas of the far west.
The economic and educational characteristics of Virginia are near the national
median, suggesting that the results from our study can be generalized to indi-
viduals from other regions.

As discussed earlier, one limitation of our sample is that it is restricted to
individuals whose birth records identified them as white. We were interested
to see whether we could identify other characteristics that were associated
with study participation (or refusal) and that might give clues as to the repre-
sentativeness of the study.

We selected a long list of demographic variables, including sex, age, edu-
cational level, occupation, religious affiliation, employment and marital sta-
tus, and parenting status (defined as having children in the home or not), as
well as some indicators of psychopathology, including ever having had a
depressive period lasting at least 2 weeks, a period of drinking too much, and
use of illicit substances. We then studied whether any of these variables were
associated with study refusal or dropping out of later waves of the study.

As is found in most studies of twins, identical twins were somewhat more
willing than fraternal twins to agree to participate in the study and to continue
their participation in subsequent interview waves. Although we do not know
for sure why this is the case, identical twins seem to be more invested in their
identity as twins, and this may lead them to be more interested in involvement
in twin research. Probably for similar reasons, DZ twins from same-sex pairs
were more likely to agree than were those from opposite-sex pairs.

In addition to zygosity, the following variables predicted participation in
subsequent interview waves: being female, higher educational level, older age,
Protestant religious affiliation, and an absence of drinking problems. These
findings are similar to those observed in other longitudinal studies. Overall,
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the magnitude of the effects was small. The largest effect was that the average
educational level of participants in the FF studies increased by about one-half
year between the FF1 and FF4 studies (from 13.5 to 14.2 years).

ASSESSMENT

In this section we describe the basis for our decisions on what constructs
to assess. We finish the section by describing the selection and training of our
interviewers and handling of the data.

Overview

A number of factors guided our selection of measures. These included:
the overall goal of the particular wave of study, the need to balance breadth of
coverage of many topics with adequate measurement, the use of the same
measures that were used in prior waves, and the desire not to overburden the
study participants. We often selected abbreviated versions of measures (or
constructed short forms ourselves). The wording of some measures was
adapted to fit an interview format (i.e., rather than a self-report question-
naire). The major source for our measures of psychopathology and substance
abuse/dependence was the Structured Clinical Interview for DSM-III-R, devel-
oped by Robert Spitzer and colleagues at Columbia University (Spitzer,
Williams, & Gibbon, 1987). As the study went on, we adapted a number of
the sections to assess the revised criteria (DSM-IV), as well as the original ver-
sion.3 The constructs assessed across the entire study are summarized in
Sidebar 2.1. Details and references to particular measures are provided in the
chapters that follow.

The focus of each wave differed by study. FF1, FF2, and FFP interviews
were funded by the National Institute of Mental Health and focused on occur-
rence of and risk factors for major depression and anxiety disorders, although
they also included eating disorders and alcoholism. FF3 was funded by a pri-
vate donor (Rachel Brown Banks). It also assessed depression and anxiety but
had a greater focus on smoking. FF4 was funded jointly by the National Insti-
tute on Alcohol Abuse and Alcoholism and the National Institute on Drug
Abuse and included a detailed assessment of alcohol and illicit drug use,
abuse, and dependence.

FF1 and FFP were designed as in-person (face-to-face) interviews. This
was done to establish greater rapport and because we believed assessment of
some of the older parents might be difficult by telephone. About 10% of these
interviews were conducted by telephone, primarily because the respondents
were living outside Virginia. The remaining interviews (FF2, FF3, and FF4)
were designed as telephone interviews, but about 5% of these were conducted
in person. This occurred when respondents resided in an institutional setting
(long-term nursing care, jail, or prison), when they had hearing impairments,
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and when they expressed a preference for face-to-face interviews. Our use of
phone interviews was largely the result of budgetary concerns. They were, on
average, considerably less expensive than face-to-face interviews.

The content of the MM/MF interviews was parallel to that of the FF
study. The information collected in MF1 was a combination of that collected
in the questionnaires prior to FF1 and in the FF1 interview (excluding assess-
ment of lifetime anxiety). As mentioned previously, our first contact with the
MM/MF sample was by telephone. We decided that our detailed assessment
of alcohol and drug use would be more acceptable during a second contact
with the twins and better conducted as an in-person interview. Thus our MF2
interview is a combination of material from the FF2, FF3, and FF4 interviews
but with less emphasis on eating disorders and childhood sexual abuse than in
the FF interviews. About 20% of the MF2 interviews were conducted by tele-
phone, usually because the respondents were living outside Virginia. A larger
proportion of interviews in MF2 were done by telephone than for FF1 because
the MM/MF sample included more individuals who had moved out of state;
more males were in the military and stationed elsewhere temporarily; and
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SIDEBAR 2.1. Content of the Twin Interviews

Demographics: age, marital status, household composition, children, education, occu-
pational status, employment, income, religious affiliation

Twin variables: physical similarity, contact frequency (as children, adolescents, and
adults), relationship quality

Childhood risk factors: loss of parent, neglect, physical abuse, sexual abusea

Recent risk and protective factors: past-year stressful life events, social support, marital
quality, role satisfaction

Psychological factors: personality traits, coping styles, optimism, altruism

Psychopathology: major depression, generalized anxiety, panic disorder, phobias,
anorexia nervosa,a bulimia,a conduct disorder, antisocial personality, treatment
history

Substances: use, abuse, and dependence on caffeine,b tobacco, alcohol, and illicit drugs
(cannabis, sedatives, stimulants, cocaine, opiates, hallucinogens, and inhalants),
parental attitudes toward alcohol use, alcohol expectancies

Family psychopathology:c major depression, generalized anxiety, smoking,d alcoholism

Interviewer ratings: respondent cooperativeness, interview quality, household charac-
teristics

aFemales only; bMM/MF study participants only; casked about biological parents and cotwin;
dcotwin only.



more males wanted to be interviewed by telephone than in person. (Some
stated that this was more private than being interviewed at home in proximity
to their wives and children.)

Because of advice given to us by Ron Kessler early in the planning of the
project, all of our interviews tried to establish an expectation of our twins that
they would engage in what has been called “effortful responding.” Prior sur-
vey research has shown that respondents react to the cues given by interview-
ers. If an interviewer seems to be in a hurry to get done and is impatient when
the respondent stops to ponder a question, the respondent will tend to give
short answers and not work hard to remember accurately. If, by contrast, the
interviewer goes slowly and asks the respondent to think hard about the ques-
tions, he or she will typically try harder to provide accurate information.

For example, in each interview, we included a section that inquired about
psychiatric and substance use problems during the respondent’s entire life.
After introducing the material to be covered in that section and explaining
how it related to earlier parts of the interview, we always began by having the
interviewer read the following statement to the twin:

“Since these questions cover a long time period, please take your time to
think back over your entire life before answering. Accurate responses are
very important for this study.”

Several interviews included self-report components. Material was format-
ted as self-report when it was believed, based on prior literature, that the
information obtained would be more valid or reliable if not reported to an
interviewer. This pertained to topics that were socially stigmatizing (child-
hood sexual abuse, conduct disorder, and antisocial personality symptoms)
and items with response formats or reading levels that made them easier to
administer in questionnaire form (e.g., personality scales, drinking motiva-
tions).

Assessment of Zygosity

Classification of same-sex pairs as identical (monozygotic, or MZ) and
fraternal (dizygotic, or DZ) was conducted using a combination of question-
naire responses, photographs, and DNA testing. For female pairs, zygosity
was initially determined on the basis of blind review by two experienced twin
researchers using photographs in combination with standard questions about
height, weight, physical similarity, and the frequency with which the twins
had been mistaken for each other as children (Eaves et al., 1989). Blood sam-
ples were obtained from both members of 119 pairs of uncertain zygosity and
analyzed using DNA markers (Spence et al., 1988).

By the mid-1990s DNA testing was easily conducted using samples of
cheek cells (rather than blood samples, which are much more costly to collect
and process). As part of the FF4 and MF2 studies, we collected DNA from all
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twins willing to contribute samples. Using these samples, we validated our
earlier FF zygosity classifications by DNA testing from an additional 269 twin
pairs, oversampling those for whom our prior zygosity assignment was ques-
tionable. On the basis of these tests, zygosity was changed for 12 pairs (4.5%
of those tested), suggesting a correct original classification rate of at least 95%
for the entire sample. Zygosity of MM pairs was initially determined by the
algorithm developed on the FF sample and refined based on genotyping infor-
mation from 227 MM pairs.

We interviewed as many members of triplet and quadruplet sets as were
willing. Assignment of zygosity was done for each possible pair (i.e., three
possible pairs for triplets, six possible pairs for quadruplets). It turned out to
be a challenge to include all of the information from these individuals. In some
analyses we handled this by including all possible pairings (i.e., some individu-
als contributed to more than one pair). In other cases, we randomly selected
one pair per family and dropped others from the analyses.

Assessment Procedures

Although our interviews use a structured format, they still require clinical
judgment and understanding. We required that our interviewers have an
undergraduate degree in some form of behavioral science (usually psychology,
social work, or psychiatric nursing), as well as a master’s degree in a clinical
area or 2 years of clinical experience.

Training for in-person interviews consisted of 2 full weeks of classroom
training plus home practice sessions. Telephone interview training included a
week of classroom training plus home practice. Whenever participants were
willing, we audiotaped the interviews and used the tapes to monitor the inter-
viewers’ performance and adherence to the specified format. Each interview
was reviewed for quality and consistency by two senior staff members prior to
data entry. Some specialized ratings of life events (see Sidebar 8.4) were made
by senior interviewers and editors based on audiotapes and reviews of inter-
viewer notes.

For the FF1–FF2 interviews, Kendler reviewed each interview book and
made a clinical diagnosis based on the psychopathology sections. After we
(C.A.P. and K.S.K.) had reviewed and made diagnoses for about 1,500 MF1
interviews, we decided to compare our diagnoses with those obtained by a
computer algorithm. We found that they agreed over 98% of the time. We
therefore decided to eliminate the clinical diagnostic review, but required that
two experienced clinician-interviewers review each protocol to ensure that the
information put into the computer algorithm would be as accurate as possible.

Interview Validity and Reliability

We took a number of precautions to ensure that our interviews were as
accurate and unbiased as possible. Members of a twin pair were interviewed
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separately by different interviewers. An interviewer sometimes conducted
both the FF1 and FF2 interviews with the same twin, but in later assessments
and in the MM/MF study, this was rarely done. Interviewers who were
assigned members of a twin pair sometimes contacted each other with details
of how to get in touch with a twin, but they were instructed never to discuss
the content of interviews. The interview data were entered and verified
(entered a second time) using menu-driven computer screens.

We conducted several substudies to assess the reliability of our interview
and coding procedures. In FF1, we assessed interviewer reliability by having a
second interviewer sit in during 53 interviews and code a second interview
book. The results of this study supported the reliability of our interview pro-
cedures. (Details can be found in early publications based on the FF sample.)
We also conducted repeat interviews (by an interviewer who had not previ-
ously interviewed the respondent or cotwin) within 2 to 8 weeks of the origi-
nal interview with 194 respondents in the FF4 study and 191 respondents in
the MF2 study. The similarity of the original and repeat interviews provides
an index of test–retest reliability. These results are reported in Chapters 4
and 5.

We report two statistics to index the level of agreement across the two
assessments. The first is the tetrachoric correlation, as defined in Chapter 3.
The other is the kappa statistic (κ), which represents agreement corrected for
chance. Correcting for chance is important for infrequent conditions. For
example, imagine that we have an interview that classifies 10% of individuals
as having a disorder and 90% of individuals as unaffected. Then we adminis-
ter the interview to the sample again and again obtain the 10:90 split. We
look at the frequencies and find that 84% of the time respondents are assigned
to the same categories in both interviews. At first glance, 84% seems like
excellent agreement, but in fact we should not claim that our procedures are
reliable unless they result in consistent classifications at a higher rate than that
expected by chance.

We would expect that by chance alone, 82% of the sample (i.e., 0.1*0.1
+ 0.9*0.9) would obtain the same classification from both interviews. Thus
the 84% value represents only a 2% improvement out of the 18% possible
(i.e., 100%–82%). This represents a κ of 0.11 (0.02/0.18). Although there is
some disagreement about the interpretation of the κ statistic, generally values
higher than +0.80 are regarded as excellent, values from +0.60 to +0.80 as
good to very good, values from +0.40 to +0.60 as fair to good, and values
below +0.40 as poor to fair.

Confidentiality

In regard to the confidentiality of the interviews and data collection pro-
cedures, interview materials were all labeled by a study ID number, never by a
participant’s name. Of necessity, identifying information was mailed to field
interviewers but was kept locked away when not in use. After our studies were
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complete, we destroyed the database containing name and address informa-
tion. This means that we cannot link names of individuals to their interview
records.4

NOTES

1. Subsequently, the registry was expanded to include twins born in North
Carolina and South Carolina, and it is now known as the Mid-Atlantic Twin Registry
(MATR).

2. Although birth years for the FF sample ranged from 1934 to 1974, very
few pairs were born prior to 1940.

3. DSM-III-R and DSM-IV are the third revised and fourth editions of the
Diagnostic and Statistical Manual of Mental Disorders, respectively (American Psychi-
atric Association, 1987, 1994). The DSM contains the criteria used in the United States
for diagnosing psychiatric and substance use disorders.

4. A linking file is maintained by the MATR so that a twin wishing to with-
draw from the study could do so. However, the MATR does not have access to our
study materials, and we would need special permission to obtain the linking informa-
tion from the MATR.
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C H A P T E R T H R E E

Twinning and Twin Models

In humans, there are two very different kinds of twins. By far the better
understood, in terms of biological mechanism, is dizygotic (DZ) twinning.
Normally in humans, the female reproductive cycle releases (or, more techni-
cally, ovulates) a single egg in each reproductive (or menstrual) cycle. Some-
times, however, the system “misfires” and, instead of releasing one egg, it
releases two. If the woman who has just had such a misfiring has sexual inter-
course during the 2–3 days after ovulation (during which time she is fertile)
and no contraception is used, the two eggs may be fertilized by two different
sperm. This will produce DZ twins who are, genetically, just like other full
brothers and sisters: The twins come from two different eggs from the same
mother and two different sperm from the same father.1

After being secreted from the ovaries, the eggs migrate down the Fallo-
pian tubes (usually one from each side, but sometimes both from the same
side). It is in these tubes that the eggs are typically fertilized by sperm. In the
case of DZ twins, the two fertilized eggs then continue their migration down
the tubes and into the uterus, where they implant in random locations in the
lining. The embryos start to develop, each producing a fully separate placenta,
a distinct inner membrane (the amnion), and a distinct outer membrane (the
chorion). Sometimes, by chance, the two fertilized eggs implant close to one
another in the womb. In this case, as the placentas grow, they meet and
appear to merge, although actually remaining structurally separate. A micro-
scopic examination of the fused placentas would reveal that they were indeed
separate, but usually this cannot be seen just by looking at them in the deliv-
ery room. Same-sex DZ twins with fused placentas are sometimes a source of

34



confusion, because some physicians, seeing what appears to be a single pla-
centa, incorrectly conclude that the twins are monozygotic.

The most common natural cause of DZ twinning appears to be a subtle
“overdrive” of the ovaries by the control hormones secreted by the “master”
gland in the brain, the pituitary. Rates of DZ twinning are higher among older
mothers (being highest from age 35 to 40), women who have already had sev-
eral children, and women who are physically larger. DZ twinning differs
widely by ethnic group. It is most common in Africans, of intermediate fre-
quency in Europeans, and rarest in Asians (Cunningham, MacDonald, &
Gant, 1989). DZ twinning also appears to run in families, apparently for
genetic reasons, but only on the mother’s side. Fathers do not appear to have
much to do with twinning. Multiple births have become more common in
recent years due to the increased use of fertility drugs, which increase the
chance that multiple eggs will be ovulated. Like regular pairs of brothers and
sisters, DZ pairs come in three kinds—male–male, male–female, and female–
female—in what is close to a 1:2:1 ratio, as expected by chance.

By comparison, monozygotic (MZ) twinning remains something of a bio-
logical mystery. A single egg is fertilized by a single sperm. Then, for reasons
that are poorly understood, the egg splits into two separate eggs, resulting in
two individuals who, at least at the start of life, are genetically identical. The
biggest factor affecting the biology of MZ twinning is the timing of the split-
ting. If the egg splits within the first 3 days after fertilization (typically before
the egg implants in the uterine wall), each fetus will implant on its own and
develop a separate placenta and its own separate amnion and chorion. Such
early-splitting twins make up 20–30% of all MZ twins. From the perspective
of the obstetrician, these early-splitting MZ twins cannot be distinguished
from DZ twins.

More commonly, the split occurs between days 4 and 8 after fertilization,
usually soon after the fertilized egg has implanted in the wall of the uterus. In
this case, the twins share a single placenta, as well as the outer and earlier
developing of the two membranes (the chorion) but have distinct inner mem-
branes (amnions). This type accounts for 70–80% of MZ twins. If the split
occurs between 8 and 12 days after fertilization, then the twins share both
their inner and outer membranes and are therefore floating together in a single
amniotic sac. This is risky because the umbilical cords sometimes get entan-
gled. Fortunately, such late-splitting twins are rare—about 1% of MZ pairs.
Finally, if the twins split after about 12 days, they are unable to separate com-
pletely and form as conjoined (or as they used to be termed, “Siamese”) twins.
Fortunately, such pairs are extremely rare. Being genetically identical, MZ
twins are always of the same sex.

Unlike DZ twinning, MZ twinning is not related to maternal age, the
number of prior offspring, maternal size, or ethnic background. MZ twinning
also does not appear to run in families, although this is under some dispute.
By and large, MZ twinning appears to be a rare but rather wonderful accident
of nature that occurs at a modest but steady rate.
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There is a huge literature on the epidemiology of twinning, but here we
summarize only a few salient facts. Readers interested in more details may
consult Keith, Papiernik, Keith, and Luke (1995). Before the widespread use
of fertility drugs, twins constituted about 1 out of 80 pregnancies in women of
European populations in Europe and North America (MacGillivray, 1986). In
most of these countries, about one-third of the twins in the population are
MZ; one-third, same-sex DZ; and one-third, opposite-sex DZ.2

REPRESENTATIVENESS OF TWINS

Twins and twinning are fascinating topics of study in their own right. As
geneticists, however, we are interested in them primarily because they provide
a way for us to understand the causes of variation in behavior among people
in general. For the purpose of our studies, it is therefore important that twins
be representative of the rest of the nontwin population. On a broad array of
factors, twins do not appear to be any different from nontwins (termed single-
tons). There are two exceptions to this general rule. First, because the human
womb was basically designed for one—and it is (pardon the pun) a stretch to
have two—twins have a modest but significantly higher rate of prenatal and
perinatal complications. Compared with singletons, twins are more often pre-
mature at birth and have a higher probability of low birthweight and several
kinds of birth complications. Because of this, twins more often have disorders
that arise from these complications. Second, twins are more prone to have
delays in language development, at least in part because they have each other
to communicate with. They may be less interested in learning to communicate
with the outside world. However, they seem to catch up in their language
skills by the early years of elementary school.

Surprisingly few studies have examined whether twins differ from single-
tons in their risk for psychiatric disorders. We are aware of four studies that
have examined whether the rates of hospitalization for psychiatric disor-
ders differ in adult twins versus singletons (Chitkara, MacDonald, & Reveley,
1988; Kendler, Pedersen, Farahmand, & Persson, 1996b; Kringlen, 1967;
Rosenthal, 1960). All of these studies found no evidence that twins differed in
this respect. In the most recent and thorough of these studies, we, along with
colleagues from Sweden, studied admission rates using the excellent national
data available in that country. We could find no evidence that admission rates
for schizophrenia, bipolar illness, severe depression, or “neurotic” depression
differed either between twins and singletons or in MZ versus DZ twins
(Kendler et al., 1996b).

A number of studies, most of which used symptom rating scales rather
than formal diagnostic procedures, have compared twins and singletons in
childhood and adolescence. The eminent child psychiatrist Michael Rutter,
reviewing this literature, concluded that twins and singletons appear to
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be broadly comparable in their levels of psychiatric problems (Rutter &
Redshaw, 1991). In summary, although the evidence is not as extensive as we
would like, the available results suggest that twins are representative of the
general population with respect to prevalences of psychopathology.

ANALYSIS BASICS

In this section we describe some basic principles governing the way in
which we conduct analyses in this book and present the results. We confine
our discussion to model fitting and aspects of analyses that are specific to twin
research. We assume that the reader has a basic familiarity with the concepts
of means, variances, and correlations. Other statistical concepts are described
later in the book in the context of particular analyses. Readers can obtain
more details of twin modeling principles in a book by Neale and Cardon
(1992).

Twin-Pair Similarity

Many of our analyses rely on estimates of twin-pair similarity—how
closely the members of a twin pair resemble each other for a measure or disor-
der. The type of statistical estimate of similarity employed depends on the type
of variable being studied. When we study continuously scaled or multiple-
category variables (such as scores on personality scales or symptom counts),
we use Pearson (product–moment) correlations. We use tetrachoric correla-
tions for two-category (i.e., binary or dichotomous) variables and polychoric
correlations for variables with just a few (but more than two) categories. In
this book, we use r to represent a correlation, regardless of the type.

Estimation of tetrachoric and polychoric correlations relies on the as-
sumption that the categories represent values that would be obtained if cutoffs
were applied to a normally distributed variable (see Sidebar 3.1). When study-
ing an illness or disorder, we assume that there is a normal distribution of lia-
bility to develop the disorder. Individuals who have the disorder are assumed
to lie above a threshold of liability and individuals without the disorder to
have a below-threshold level of liability. This concept is illustrated in Figure
3.1. The scatterplot shows the scores of 50 twin pairs on a liability dimension
to which we have applied the (arbitrary) scores of 0 to 7. Now assume that
individuals with a liability score of 4 or higher are “affected” with a disorder
and that those below 4 are unaffected. These thresholds are illustrated in the
figure by the dashed lines. Applying the thresholds to the scores for twin 1 and
twin 2 results in four categories: both twins affected, twin 1 affected but twin
2 unaffected, twin 2 affected but twin 1 unaffected, and both twins unaf-
fected. The number of pairs in each of these categories is shown in the upper
table in the right portion of Figure 3.1. The tetrachoric correlation estimated
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SIDEBAR 3.1. Tetrachoric Correlations

The concept of a tetrachoric correlation can most easily be explained by a story. Imag-
ine you were given a research assignment to determine the correlation in height
between 100 pairs of fathers and their sons. You explained the project to your research
assistant and gave him a high-quality tape measure, telling him to measure everyone to
the nearest inch. However, he was rather lazy and disregarded your instructions. All he
did was to record whether the 100 fathers and their 100 sons were taller or shorter
than 5′10″. When you see the results, at first you are in despair—instead of 100 pairs
of measurements of height, all you have is a 2 × 2 table that tells you the number of
father–son pairs in which both were short, the father was tall and the son was short,
the father was short and the son was tall, and both were tall. But then a statistically
minded friend tells you about the tetrachoric correlation. She tells you that if you are
willing to assume that height is approximately normally distributed in the general pop-
ulation—a safe assumption—then calculating the tetrachoric correlation from that 2 ×
2 table will exactly reproduce what you would have gotten with a true correlation (if
your research assistant had done what he was told to do). In essence, you are calculat-
ing the father–son correlation in “liability” to being tall. The accuracy of your estimate
will be poorer because you have thrown away information, but it is (approximately)
equal to the correlation for height that you would have obtained if you had the precise
measurements. You are greatly relieved, and very thankful to Karl Pearson for devel-
oping this statistic back in 1901.

FIGURE 3.1. Correlations based on scores of 50 twin pairs.



from the data in this table is 0.34 and represents the correlation in the twin
pairs for the liability for the disorder. This is the reason that, in the literature,
tetrachoric correlations are sometimes called correlations of liability.

Next we consider a three-category example. In Figure 3.1, this is illus-
trated by dividing the twins into Low, Medium, and High categories based on
cutoffs of 2 and 4, resulting in nine categories for the pairwise data. The num-
ber of pairs in each of these cells is shown in the 3 × 3 table. The polychoric
correlation estimated from these data is 0.35. For comparison, the Pearson
correlation coefficient based on the “true” liability scores is 0.36.

The values from different correlation estimates are not always this close.
In this example, we know the tetrachoric is close to the true value, but in prac-
tice we would not be very confident about tetrachoric correlations estimated
from 50 pairs of twins. The 95% confidence interval (CI) for the tetrachoric
estimate of 0.34 is quite broad, ranging from –0.01 to 0.68. There is slightly
more precision for the three-category polychoric correlation (r = 0.35, 95% CI
= 0.10, 0.62). (See section on statistical significance and precision later in this
chapter for a description of CI.)

When the disorder is very infrequent (i.e., has a high threshold), there is
lower statistical power to estimate the tetrachoric correlation, and it may dif-
fer markedly from the correlation based on the “true” scores. For example,
applying a cutoff score of 5 to the data in Figure 3.1 results in an estimated
tetrachoric correlation of 0.50, with a 95% CI of –0.08 to 0.85. The major
reason the sample sizes in VATSPSUD are so large is that we wanted to obtain
estimates that are as accurate as possible, even for uncommon disorders.

Multiple-Threshold Test for Continuum of Measurement

For some analyses, we use multiple-category variables to represent a the-
oretical gradation of liability. For example, in analyses of phobic disorders,
we assign twins to three categories: no fear, fear without phobia, and phobia.
By using data from twins (or other pairs of relatives), we are able to test
whether the data are consistent with this ordering of categories.3 That is, we
can test whether these three categories represent differing levels of severity on
a single continuum of liability. For example, assuming that twins are corre-
lated for liability, we would predict that, relative to the probabilities in the
whole sample, if twin 1 has a low score, then twin 2 is more likely to have a
low score than a medium or high score.

Comparison of the observed pattern of scores with those expected
based on ordered categories can be used to calculate a chi-square statistic.
For the three-category variable shown in Figure 3.1, the chi-square for the
multiple-threshold test is 2.2, well below the value of 3.84 required for a 1-
degree-of-freedom test based on a significance level of p < 0.05. This means
that these data are consistent with (but not proven to be) a single dimension
of liability.
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Basics of Twin Models

The goal of twin analysis is to estimate the sources of individual differ-
ences in liability to develop a disorder. We assume that a person’s liability
arises from genetic and environmental factors, which combine over develop-
ment. In a basic twin design, we can identify the relative contributions of three
components. Additive genetic factors (often abbreviated A) are so called
because they are assumed to arise from multiple genetic loci whose effects
combine additively.4 Shared environmental factors (traditionally abbreviated
C for “common”) are factors that are shared by family members and make
them more similar, such as parental rearing styles, social class, familial atti-
tudes, and, for twins, the intrauterine environment. Finally, individual-specific
environmental factors (abbreviated E) are those that are not shared by family
members. For example, this might represent experiences in childhood that one
twin does not share with his cotwin and environments to which the twins are
exposed upon leaving home. It is important to note that when the study is
based on a single variable (rather than multiple measures of liability or assess-
ments on multiple occasions), the specific environmental component also
includes measurement error. We consider this issue more fully in Chapter 12.

To avoid possible confusion, we need to discuss the meaning of what we
call shared, common, or family environment. (All three of these terms are used
interchangeably by twin researchers. We generally use the term shared envi-
ronment because elsewhere in this book we use the term common to refer to
common factors in models based on factor analysis). The best way to
approach this is by contrasting the two concepts of objective and effective
shared environment. Let’s say that a pair of female twins, Martha and Megan,
grew up in a home with an abusive alcoholic stepfather, who is equally abu-
sive to both of them. Objectively, their stepfather was surely part of their
shared environment. However, since early childhood Megan was more self-
assured than her sister and developed a particularly strong bond with her
mother. Martha was more irritable and hard to get along with and was not as
close with her mother. Whereas Megan was able to cope pretty well with the
harsh treatment from her stepfather—through both her temperament and sup-
port from the mother—Martha was much more vulnerable. Effectively, the
stepfather’s behavior had a quite different impact on the twin sisters, contrib-
uting to a higher risk for future mental health problems in Martha than in
Megan.

Twin modeling estimates only effective environment. Shared environment
is measured indirectly as the resemblance in twin pairs above and beyond that
accounted for by genes. So the behavior of Megan and Martha’s stepfather—
which objectively affected them equally—would not contribute much to
shared environment as seen in twin modeling because it effectively contributed
to differences between them rather than to similarities.

The distinction between these two kinds of shared or family environment
is important to keep in mind, because failure to appreciate this creates confu-
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sion in interpreting the results from twin studies. In many areas of the social
sciences, when investigators study families, they are examining objective
effects. (Indeed, because they typically study one child per family, they could
not study effective environment even if they wanted to). When such investiga-
tors come to look at twin studies, they assume that our measure of shared
environment reflects objective effects—but it does not. Thus, if a twin study
finds little evidence of shared environmental effects, this does not mean that
family environment has no effect, only that the effect is not to make twins
more similar.

The relative contributions of the three components are estimated by com-
paring the similarity of MZ and DZ twin pairs. MZ twins within a pair
resemble one another because they share all of their genetic and shared envi-
ronmental factors, whereas DZ pairs share (on average) half of their genetic
variation plus the shared environmental component. To the degree that pair
resemblance among MZ pairs exceeds that of DZ pairs, this implies that
genetic factors are contributing to liability. If MZ and DZ pairs are equally
similar, this indicates that shared environmental, but not genetic, factors are
contributing to pair resemblance. To the extent that members of MZ pairs
are dissimilar, this implicates the role of individual-specific environmental
sources. See Sidebar 3.2 for details on how genetic and environmental esti-
mates are calculated.

The results from twin studies are typically reported in terms of propor-
tions of variance. The proportion of variation due to genetic factors is referred
to as heritability.5 This is a frequently used concept that is not always well
understood. Because heritability coefficients are proportions, the heritability
estimate from one study can be larger than that from a different study either
because the genetic variance is larger or because the environmental variance is
smaller. This means that heritabilities estimated in markedly different cultures
may not be comparable. See Sidebar 3.3 for more details on interpretation of
heritability coefficients.

Structural Models and Model Fitting

Many of our analyses employ model fitting implemented using structural
equation modeling (SEM) software programs. The term model is used because
the proposed structure usually represents a simplification of the true process
underlying the relations among the observed variables. Furthermore, the
model represents just one hypothesized portrayal; there may be several possi-
ble explanations of the process.

The model structure produces a set of mathematical equations that
summarize the expected variable characteristics (thresholds or means, vari-
ances, and correlations). The SEM program tests the model by calculating
the discrepancy between the observed data characteristics and those implied
by the model. This discrepancy is summarized by one or more indices of
model fit.
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SIDEBAR 3.2. Calculating Twin-Model Estimates

The logic of our approach to twin data can be easily illustrated. Let’s begin with two
key equations:

1. rMZ = a2 + c2

2. rDZ = ½a2 + c2

The first equation means that the correlation in liability between MZ twins is the
result of all the additive effects of genes (because MZ pairs share all their genes) and
their shared environment. By contrast, in the second equation, the correlation in liabil-
ity between DZ twins is the result of half of the effect of the additive genes (because
DZ pairs share, on average, half of their genes) and their shared environment.

If we have estimates of the values of rMZ and rDZ, we can rearrange the terms in
these formulas to calculate a2, c2, and e2 as shown in equations 3–5. Anyone who
remembers the basics of high school algebra should be able to derive these equations
from 1 and 2, so we will leave that to the interested reader.

3. a2 = 2(rMZ – rDZ)

4. c2 = 2rDZ – rMZ

5. e2 = 1 – rMZ

Equation 3 says that if you want to estimate the proportion of genetic variance
(a2) of a disorder, take the difference between the MZ and the DZ correlation and dou-
ble it. Equation 4 says that if you want to estimate the proportion of shared environ-
ment (c2), double the DZ correlation and subtract from that the MZ correlation.
Finally, equation 5 indicates that the proportion of individual-specific environment (e2)
can be calculated as the remainder after subtracting the MZ correlation from 1. All of
these calculations assume that the MZ and DZ correlations are known with equal
accuracy. Because this is never precisely true, estimates obtained algebraically will dif-
fer somewhat from those obtained using statistical software.

The following table shows examples of results from four hypothetical twin stud-
ies, including rough estimates of a2 and c2.

Pair correlations Proportions of variance

rMZ rDZ a2 c2 e2

Trait 1 0.60 0.60 0% 60% 40%

Trait 2 0.60 0.30 60% 0% 40%

Trait 3 0.80 0.40 80% 0% 20%

Trait 4 0.60 0.40 40% 20% 40%

The results for trait 1 are what you might observe for a measure such as religious
affiliation. Twin resemblance is high and equal in MZ and DZ twins. Twin similarity,
our analysis would suggest, is due entirely to the effects of shared environment. For
traits 2 and 3, twin resemblance is due entirely to genetic effects, with trait 2 having
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SEM is useful when estimates are based on several sources of information
(in the parlance of simultaneous equations, when there are more equations
than unknowns). For example, to estimate liability thresholds, we “average”
across the prevalences observed for twins 1 and 2 from both MZ and DZ
pairs.6 SEM is also useful for comparing or combining estimates from differ-
ent groups (e.g., males and females).

The model-fit statistics provide an absolute measure of model fit and can
also be used to compare the fits of alternative models. As is common in twin
studies, we tested alternative models by dropping components (i.e., the genetic
and/or shared environmental effects) and seeing if the simpler model fit our
data. In general, simpler models (those with fewer parameters) are preferred if
they do not result in substantially worse fit. For example, we can estimate a
model separately for males and females, then obtain a numerical index of the
change in fit when the parameters are required to be equal across males and
females. Based on this index, we can make a judgment about whether males
and females differ significantly in the sources of liability.

Statistical Significance and Precision

In research reports, statistical estimates are accompanied by a numerical
index of their precision, such as standard errors or probability levels. In this
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moderately high and trait 3 high heritability. Trait 4 is the most complex, in that the
twin results provide evidence that familial resemblance is due both to genetic and to
shared environmental factors.

The formulas and the table suggest three rough rules of thumb for interpreting
twin data that examines one trait at a time. First, if the MZ correlations are approxi-
mately twice as large as the DZ correlations (as seen for traits 2 and 3), twin resem-
blance is probably due entirely to genetic factors. Second, if MZ and DZ correlations
are approximately the same magnitude (as seen for trait 1), twin resemblance is proba-
bly due entirely to shared environmental effects. Third, if the size of the DZ correlation
is between 50 and 100% of that seen in MZ pairs (as seen for trait 4), then it is likely
that both genetic and shared environmental effects are operative.

In practice, the ability of twin studies to resolve sources of individual differences
depends on three factors. First is the nature of the variable being studied. Twin studies
have much more power with a continuous than with a dichotomous variable. If the
variable is dichotomous, there is more power with a common than with a rare trait. A
second factor is the sample size, and a third is the subtlety of the question. VATSPSUD
was designed to give us moderate power to distinguish, for a common disorder,
between models that attribute all of the familial aggregation to genes and those that
attribute it to shared environment. We have limited power to answer more subtle ques-
tions, such as whether familial resemblance for these disorders is due entirely to genetic
effects (e.g., heritability of 40%) or mostly to genetic effects with a small contribution
from the shared environment (e.g., heritability of 30%, shared environment of 10%).

SIDEBAR 3.2. continued
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SIDEBAR 3.3. Interpretation of Heritability Coefficients

When first confronted with a heritability statistic, a typical reaction is “so what does
this mean?” It is like learning about a new scale for height or temperature but being
given no guidelines with which to orient oneself. The table that follows lists a few
benchmarks for estimates of heritability in human populations.

Heritability Human traits/diseases

0% • Language
• Religion

20–40% • Myocardial infarction
• Lung cancer
• Breast cancer
• Personality
• Asthma

40–60% • Plasma cholesterol
• Adult-onset diabetes
• Blood pressure

60–80% • Weight
• Intelligence

80–100% • Height

These estimates are not precise results from meta-analysis but broad estimates
based on having read and reviewed the relevant literature (Kendler, 1983; King, Rot-
ter, & Motulsky, 2002; Lichtenstein et al., 2000). We suggest that, for purposes of
interpretation, heritability levels in humans can be usefully divided into five groups.

The first group of traits effectively has zero heritability. Here we pick as paradig-
matic two traits that run very strongly in families: religious affiliation and language.
That is, Baptists tend to beget Baptists, Jews beget Jews, and Buddhists beget Bud-
dhists. Similarly, the language children speak is always that of their caregivers (at least
until they enter school). We have good evidence that genes do not contribute to indi-
vidual differences for either of these traits. Instead, these characteristics “run in fami-
lies” because of a process called social learning or cultural transmission.

For the second group of traits, with moderate heritability, genetic factors account
for 20–40% of population individual differences. The risk for heart attack (more tech-
nically, myocardial infarction) fits in this category. Genes that influence lipid and cho-
lesterol metabolism make significant contributions to risk, but other factors, including
diet, level of stress, and smoking, are also important. Most twin and adoption studies
of the major dimensions of personality also suggest heritability in this range (Loehlin,
1992). Nearly all cancers also have moderate levels of heritability (Lichtenstein et al.,
2000), as does asthma.

The third group of traits, which have moderately high heritability, include two
well-studied biomedical traits: plasma cholesterol and blood pressure. For these traits,
heritability ranges from 40 to 60%: Genes and environment make approximately
equal contributions to the trait. Plasma cholesterol has been quite well studied. Indi-
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book, we report the 95% CIs around our estimates. These represent the range
of values within which we would expect the estimate to fall 95% of the time if
the hypothesized model represents the “true” model for the data.

The reader should keep in mind that for some types of estimates there are
theoretical lower or upper boundaries and the 95% CI will not be symmetri-
cal. For example, the 95% CI for a proportion of variance estimated at 0.75
might range from 0.30 to 1.00; it is asymmetrical because the upper limit can-
not exceed 1.0. The 95% CI is thus a better portrayal of the range of possible
values than assuming a symmetrical estimate (e.g., ±2 * standard error). See
Sidebar 4.2 for more details about CIs for the estimates from twin models.

Path Diagrams

SEM analyses are often portrayed as path diagrams. Figure 3.2 shows a
precise representation of a SEM for a basic twin analysis. We describe this dia-
gram in some detail because we use path models throughout the book to por-
tray our analyses and display the numerical results. The boxes represent
observed variables (the measures we obtain from our interviews and question-
naires). In Figure 3.2, the observed variables are binary and represent the pres-
ence or absence of disorder X for twins 1 and 2. Ovals are used to represent
unobserved, or latent, variables—those that are inferred from the characteris-
tics of the observed variables. One-headed arrows represent direct effects of
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vidual differences are about equally due to a variety of genes that influence cholesterol
absorption, transport, synthesis, and degradation and to environmental influences, the
most important being the amount of cholesterol consumed in the diet. Another com-
mon medical disorder—adult-onset diabetes—also has moderately high heritability.

The fourth group of traits, which have high heritability in the range of 60–80%,
includes two well-studied traits: weight and intelligence. As might be expected, weight
is a bit less heritable than height because it is more influenced by environmental factors
such as diet and levels of exercise. Intelligence has been extensively studied in family,
twin, and adoption studies, with nearly all heritability estimates in the range of 50 to
70%. Very few biomedical conditions have values this high, but heritabilities in this
range have been found for two severe psychiatric disorders—schizophrenia and bipolar
illness—that were not studied in VATSPSUD because of their relative rarity.

The fifth group, with very high heritability, contains only one very well-studied
trait: human height. A large number of studies going back to the early days of the 20th
century suggest that the heritability of height in human populations is close to 90%.
Estimates nearly as high are found for the size of other body parts (including the
brain). Having studied many adult MZ pairs, we can attest to the fact that such twins
rarely differ in height by more than half an inch. Aside from cases with substantial
malnutrition or trauma, differences among people in height are almost completely
determined by the genes they inherited from their parents.

SIDEBAR 3.3. continued



one variable on another (e.g., regression weights or factor loadings), whereas
two-headed arrows represent indirect effects (correlations), without any sense
of one variable affecting the other.

Figure 3.2 includes a latent variable for each twin, representing the liabil-
ity to develop disorder X. As described earlier, the pair correlations of liability
are inferred based on the frequencies of X in twin 1 and twin 2. Variation in
liability arises from the three components, which are all unmeasured vari-
ables. Based on the principles of genetic segregation and twinning, the correla-
tion between the genetic components (rA) is fixed to be 1.0 for MZ pairs and
0.50 for DZ pairs. Based on the assumptions of the twin model, the correla-
tion between the shared environmental components (rC) is fixed at 1.0 for
both types of twins. By definition, the specific environmental components (E)
are not correlated across members of a twin pair (i.e., rE = 0 and is not
shown). We use lower-case letters to indicate the quantities that are estimated
in the analysis (technically, parameters). In Figure 3.2, these include additive
genetic variance (a), shared environment (c), individual-specific environment
(e), and the location of the threshold (t) on the liability dimension. The sub-
scripts on these variables (1 and 2) correspond to twin 1 and twin 2. For most
models, these estimates are equated across twins 1 and 2. The variance in lia-
bility associated with each component is calculated as the square of each of
these quantities (i.e., a2, c2, e2), and the total variance in liability is the sum of
the three variances (a2 + c2 + e2).
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FIGURE 3.2. Basic twin model to estimate genetic and environmental sources of liabil-
ity to a disorder. Env = environment.



Figure 3.3 shows a reduced version of our path diagram that is similar to
the diagrams we use throughout this book. This diagram represents the same
model as Figure 3.2, but it has been simplified for clarity of presentation. We
omit the latent variable representing liability from the diagram, but it is
implied whenever we analyze a categorical outcome. Rather than showing the
raw estimates of a, c, and e (which need to be squared and sometimes stan-
dardized for interpretation), we display the variance proportions, shown in
white boxes.

Throughout this book, we have attempted to emphasize the big picture
and substantive results and interpretations, rather than dwelling on the details
of the analyses. For readers who, like us, share a penchant for methodological
minutiae, technical details can be found in footnotes, appendices, and the
original publications describing these studies.

NOTES

1. If a woman has intercourse with two different men in the 2–3 days after
ovulating two eggs, it is possible that the eggs will be fertilized by the sperm of two dif-
ferent fathers, producing “dizygotic half-siblings.” However, such cases are very rare
and, for the purposes of this book, can safely be ignored.

2. We do not discuss here “higher order” births in any detail. As described
in Chapter 2, our study did include a small number of triplets and one set of quadru-
plets. Triplets can come in all varieties; they can arise from one, two, or three separate
eggs. Some are “trizygotic” in that all three triplets are related to each other genetically
as regular brothers and sisters. They can be monozygotic, with all three being geneti-
cally identical. Or two of the triplets can be identical and the third dizygotic to his or
her two identical triplets. Quadruplets can also come in all varieties, but we leave it to
our readers to work these out!
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FIGURE 3.3. Simplified portrayal of basic twin model.



3. In fact, similar tests could be conducted for any pair of variables that one
would expect to be moderately correlated.

4. There are other genetic mechanisms, including dominance (when alleles
at a locus do not combine additively) and epistasis (when the alleles from different loci
interact), which we do not consider here. Twin models are not at all powerful in their
ability to detect such effects, especially in the presence of additive genetic effects. In this
book, we focus solely on additive genetic effects because, even in the VATSPSUD, our
ability to detect dominance or epistasis is low.

5. Several definitions of heritability can be estimated in other behavior
genetic designs. The definition employed here is the proportion of variance attributable
to additive genetic effects, known in the literature as narrow-sense heritability.

6. It is not precisely an average because the estimates are weighted by the
number of observations, which may differ for MZ and DZ pairs.
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C H A P T E R F O U R

Internalizing Disorders

In Part II of this book we take the perspective of genetic epidemiologists
and examine the results from our studies of twin resemblance. This chapter
describes our studies of the common internalizing disorders. In the next chap-
ter, we present similar analyses of the externalizing disorders. These terms
arose from child and adolescent psychiatry. Internalizing disorders are charac-
terized by internal suffering, usually manifested in anxiety or depression.
Externalizing disorders are characterized by acting out in the external envi-
ronment either by antisocial behavior or by taking psychoactive substances.
As clinicians commonly say, individuals with internalizing disorders make
themselves miserable, whereas individuals with externalizing disorders make
people around them miserable.

The internalizing disorders studied in VATSPSUD include major depres-
sion, panic disorder, generalized anxiety, and phobias. We begin each section
with a description of the clinical features of the disorder and summarize
briefly what is known about its prevalence in adults in the general population.
We then describe how we assessed the disorder in our sample, present the
results from our twin analyses, and discuss how the results fit into the larger
literature on genetic influences on risk for developing these disorders.

MAJOR DEPRESSION

Major depression (MD) is a particularly complex psychiatric disorder
that includes alterations in mood and emotion, in capacity to experience plea-
sure and be interested and involved in the activities of the world, in
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neurovegetative functions (e.g., appetite, body weight, and sleep), in cognition
(e.g., inappropriate guilt), and in psychomotor activity (e.g., agitation or
retardation). MD is one of the oldest well-recognized syndromes within medi-
cine, having been described in medical texts since ancient times (Jackson,
1986). MD is also a public health problem of substantial magnitude because it
is both relatively common and associated with considerable impairment in
occupational and psychosocial functioning. A recent World Health Organiza-
tion review predicts that by the year 2020, MD will be second only to cardio-
vascular illness in the total disease burden imposed on humankind worldwide
(Murray & Lopez, 1996).

Epidemiological studies have produced a wide range of estimates of pop-
ulation prevalence for MD (Boyd & Weissman, 1981). The most widely
quoted values for the lifetime prevalence (the percentage of individuals who at
some time in their lives would meet criteria for a disorder) of MD in the
United States is from the National Comorbidity Survey (NCS) and is based on
interviews conducted between 1990 and 1992 (Kessler et al., 1994b). Using
DSM-III-R criteria, this study reports lifetime prevalences for MD to be
12.7% for men and 21.3% for women. A second NCS study, completed in
2003, reported lifetime prevalences for MD slightly lower than those found in
the original NCS (Kessler et al., 2003).

Figure 4.1 shows the prevalences of lifetime MD and the other internaliz-
ing disorders among male and female twins from same-sex pairs participating
in the VATSPSUD. As defined by DSM-III-R, MD is a very common disorder
in our study, experienced by 34.4% of women and 28.5% of men sometime in
their lifetimes. We also included a more narrow definition of MD (see Sidebar
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FIGURE 4.1. Lifetime prevalences of internalizing disorders in twins from same-sex
pairs. MD = major depression; GAD = generalized anxiety disorder.



4.1). Prevalences based on this definition were substantially lower: 22.2% in
women and 18.9% in men.

The VATSPUD prevalences for MD are considerably higher than those
found in the NCS. Two possible reasons for this are (1) that our methods
detected episodes that would have been missed in other studies, and (2) that
our methods exaggerated symptoms and identified episodes that did not actu-
ally meet criteria. We believe the evidence is consistent with the first explana-
tion. In contrast to the NCS, the VATSPSUD used several procedures that
increase the detection of MD, including employing clinically trained inter-
viewers who used an interview that relied on clinical judgment and repeated
assessments of MD.1 Other evidence comes from an important recent study of
MD among adolescents who were followed with repeated assessments up to
the age of 21 (Wells & Horwood, 2004). The results of this study suggest that
MD is very common (37% met criteria for MD based on at least one inter-
view), that the forgetting of prior episodes occurs frequently, and that people
rarely “make up” depressive episodes.2 We interpret these results to indicate
that the high prevalences of MD found in our study are likely to be valid.

Genetic and Environmental Influences

A large number of family studies conducted since the early decades of this
century have consistently shown that MD runs (or more technically “aggre-
gates”) in families (Tsuang & Faraone, 1990). A meta-analysis of five modern
studies that met rigorous methodological criteria found that first-degree rela-
tives of individuals with MD have a nearly threefold increased risk of develop-
ing MD compared with control samples (Sullivan, Neale, & Kendler, 2000).
There have been three adoption studies of MD, and two of these found signifi-
cant genetic effects on risk for MD. However, none of the adoption studies
met modern methodological criteria. Earlier twin studies that did not use
modern methods and that were based on hospitalized cases (e.g., Bertelsen,
Harvald, & Hauge, 1977) suggested that MD has a genetic component. How-
ever, when we began our study, the relative role of genes and environment in
contributing to the familial aggregation of mild to moderate MD (the kind
most common in the general population) had not yet been investigated using
modern research methods.

Our estimates of twin-pair resemblance for lifetime DSM-III-R and nar-
rowly defined MD are summarized in Figure 4.2. Consistent with prior family
studies, we found strong evidence of resemblance for MD within twin pairs.
We highlight four aspects of these estimates: First, for male and female twins,
resemblance was consistently greater among MZ than among DZ pairs. Sec-
ond, for both MZ and DZ pairs, resemblance among female pairs was higher
than among males. Third, the patterns of twin resemblance for the narrow
and DSM-III-R definitions of MD are quite similar. Fourth, as will often be
seen in this book, despite our large sample size, the degree of resemblance for
MD in these twin pairs is known with only modest accuracy. For example, for
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SIDEBAR 4.1. Assessment of Major Depression (MD)

The DSM-III-R definition of MD (American Psychiatric Association, 1987)—which is
the version used most commonly in this volume—includes three major requirements:
(1) an episode of at least 2 weeks’ duration, (2) the presence of at least five of nine so-
called “A” criteria (of which at least one must be either depressed mood or loss of
interest/pleasure), and (3) that the disorder cannot be better understood as resulting
from medical illness, the effects of medication, or grief.

In the VATSPSUD, we assessed, in separate sections of our interviews, MD in the
year prior to interview and lifetime MD prior to the past year. When we considered
“lifetime” MD in this and other chapters, we combined these two separate assess-
ments so that an individual was regarded as having a positive lifetime history of MD if
he or she reported an episode that met criteria in the past year and/or prior to the past
year.

Our assessment methods differed for these two time periods.
In our “lifetime minus the past year” assessment, we used a slightly adapted ver-

sion of the SCID interview for DSM-III-R diagnoses (Spitzer & Williams, 1985). Two
probe questions were used:

1. “Looking back over your life (except the last year), have you ever had a time
when you were feeling depressed or down for at least 7 days in a row?”

2. “What about a time lasting at least 7 days when you were uninterested in
things or unable to enjoy the things you used to?”

Individuals who responded positively to one or both of these probes were then
asked about the remaining symptomatic criteria for MD for the episode in their lives
that they identified as the worst. Those positive for three or more symptoms were then
asked for further details, including number and length of lifetime episodes, age at
onset, and whether they had received treatment.

For assessing episodes of MD occurring during the previous year, our approach
was different. Everyone was asked about 16 symptoms of depression, which included
all the DSM-III-R criteria. Several of the individual criteria, however, were “dis-
aggregated” into several different questions. For example, we asked separate questions
about weight gain and weight loss and about insomnia and hypersomnia. Individuals
who indicated that they experienced two or more symptoms were then asked which
symptoms co-occurred, and we reconstructed the syndromes that they had experi-
enced. In the analyses presented in this chapter, we also employ a narrower definition
of MD, which requires a minimum duration of illness of 4 weeks (instead of the 2
required by DSM-III-R) and the presence of significant episode-related impairment.

For many of our diagnostic categories, we assessed test–retest reliability, having
the same twins interviewed twice by different interviewers with the same interview pro-
tocol. For MD, 375 individuals were reinterviewed, with an average interval of 30 days
between interviews. For lifetime DSM-III-R MD, the test–retest reliability was reason-
ably good (r = 0.88, κ = 0.66 [95% CI = 0.58, 0.74]). For narrowly defined MD, it was
a bit lower but still in the good range (r = 0.79, κ = 0.54 [95% CI = 0.45, 0.63]).



DSM-III-R MD, the correlation in MZ female twin pairs is 0.40 with a 95%
CI of 0.29–0.51. (See Appendix 4.1 for sample sizes, pair correlations, and
95% CI for all the disorders described in this chapter.)

The next step was to analyze the pair-resemblance information using sta-
tistical models for twin data. We concentrate here on the substantive results.
(Chapter 3 contains a description of our model-fitting approach and nu-
merical details can be found in Appendix 4.2.)

The estimated genetic contributions to risk for lifetime MD are shown in
Figure 4.3 and details can be found in Appendix 4.3. Four aspects of these
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FIGURE 4.2. Similarity of same-sex twin pairs for lifetime history of major depression
(MD). MZF = monozygotic female; DZF dizygotic female; MZM = monozygotic male;
DZM = dizygotic male; r = correlation coefficient.

FIGURE 4.3. Estimated genetic proportions of variance in risk for major depression
(MD). Bars indicate 95% confidence intervals based on AE models.



results are noteworthy: First, for both men and women, twin-pair resemblance
for liability to (or risk for) lifetime DSM-III-R MD could be explained largely
or entirely by genetic factors. For both men and women, genetic factors
account for 30–40% of the variation in liability to lifetime MD. The estimated
genetic effects were similar for MD defined according to DSM-III-R and based
on our narrow definition. The estimates of heritability based on males and
females combined were 36% for DSM-III-R MD and 37% for narrowly
defined depression.

Second, we were unable to find evidence of shared environmental contri-
butions to the etiology of MD. Contrary to expectations of some major seg-
ments of the mental health community, twin studies have found that for mood
and anxiety disorders, the effects of shared environment are quite modest. We
return to this issue in later chapters.

Third, in the full models, the confidence intervals around our estimates of
the genetic and shared environmental effects are quite large and, except for
the genetic estimate in males, include zero (see Sidebar 4.2 and Appendix 4.3).

Fourth, estimates for individual-specific effects are substantially
higher than for either genetic or shared environmental effects. In analy-
ses that include only one assessment of MD, we cannot distinguish how
much of the individual component is due to errors of measurement versus
“true” individual-specific environmental effects. We know that some of these
individual-specific effects are due to error from not having measured MD with
perfect reliability. We return to this issue in Chapter 12, in which, by using
two time points of measurement, we can begin to distinguish measurement
error from true environmental effects.
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SIDEBAR 4.2. Confidence Intervals

When attempting to estimate sources of liability to a dichotomous trait such as MD
(that is, individuals are categorized as either affected or unaffected), the twin method is
a blunt tool. The CIs are larger for the genetic and shared environmental estimates
compared with the specific environment because the genetic and shared environmental
estimates are correlated with each other (they are both indices of familial resemblance),
whereas specific environment is independent of the other estimates.

As described in Chapter 3, one way to evaluate the importance of genetic and
environmental estimates is to drop them from the model (i.e., set them equal to zero)
and see what effect this has on the statistical fit of the model. For nearly all the disor-
ders presented in this chapter, dropping the shared environmental effects did not
worsen the model fit. Consequently, a “reduced” model that includes only genetic and
individual-specific environmental effects can be considered preferable to the full model
because it is consistent with the data and is simpler. In Appendices 4.3 and 5.3 we
report the CIs for the full models and for reduced models that had significantly
improved fit relative to the full model for that disorder.



Discussion and Implications

Our findings in the VATSPSUD are similar to those obtained subse-
quently by other investigators in other populations. MD has been studied in
five other community and clinical samples of twins in which the evaluations
were based on diagnostic criteria assessed by structured interviews. Our
study is most comparable methodologically to two large population-based
twin studies: one of twins of both sexes in Australia (Bierut et al., 1999)
and the other of male pairs from the U.S. Vietnam Era Twin Study (VETS,
Lyons et al., 1998). Like ours, these studies found no evidence for the influ-
ence of shared environmental factors. Heritability estimates for MD were
similar: 24% in men and 44% in women in the Australian study and 36%
in the men from the Vietnam Era Twin Registry. Our findings can also
be usefully compared to the largest clinically ascertained twin study of
MD completed to date (McGuffin, Katz, Watkins, & Rutherford, 1996).
Heritability estimates based on this sample were somewhat higher than
those we obtained for males (58%) but very similar to our results for
females (38%).

In collaboration with Patrick Sullivan and Michael Neale, Kendler con-
ducted a meta-analysis of all these studies (Sullivan et al., 2000). We formally
tested the similarity of the results and found that the heritability estimates did
not differ statistically. Heritability for lifetime MD across all these samples
was estimated to be 37% (95% CI = 33%, 42%).

These results have a number of implications for how we define and think
about major depression. First, they suggest that genetic factors are just as
important in mild forms of depression as in more severe forms. Although
there is a tendency in the field to think that disorders defined more narrowly
are more severe and likely to be “more genetic,” we found that the role of
genetic and environmental factors in the etiology of more narrowly defined
MD closely resembles that found for depression diagnosed using the rather
broad DSM-III-R criteria. That is, there was no evidence from a genetic per-
spective that narrowly defined MD is a better definition for genetic or biologi-
cal studies. Indeed, in a paper based on our female sample in which we com-
pared twin resemblance for a number of other definitions of MD, we found a
modest trend for the narrowest definitions of MD to be the least heritable
(Kendler, Neale, Kessler, Heath, & Eaves, 1992b). These results undercut
a common conception of psychiatric disorders—that the severe disorders
are medical conditions with strong biological components, whereas milder
syndromes are just “problems of living” best understood from a social-
psychological perspective. Furthermore, these findings support the validity of
our diagnostic approach to MD. If our relatively high rates of depression
arose because we detected many “false positive” cases, the heritability of MD
should have increased when we used the narrower definition. This did not
happen.
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Another implication of our results is that they provide a hint that the impor-
tance of genetic risk factors in MD may differ in men and women. When we ana-
lyzed the sexes together, the difference was not statistically significant.

In Chapter 9, we reconsider this question of differing levels of heritability
of MD in men and women and address another question about sex differences
that is subtler and more interesting: Do men and women differ qualitatively in
their genetic and environmental risk factors? For example, do the genetic risk
factors for MD in women overlap completely with those in men, or are there
some genetic factors that predispose to MD in only one sex?

PANIC DISORDER

Panic disorder is one of the most dramatic of psychiatric conditions. Its
defining feature is the “panic attack.” Panic attacks are rapid-onset and rela-
tively short-lasting periods of intense anxiety that are usually accompanied by
a number of physical and psychological symptoms. The most typical physical
symptoms are cardiovascular, especially rapid heart rate and chest pain; respi-
ratory, particularly the feeling of being short of breath or choking; and gastro-
intestinal, most frequently nausea. The most common psychological symp-
tom, in addition to the feeling of intense anxiety, is the fear of dying or “losing
control.”

Panic attacks probably represent the misfiring of a neural system built
into us to respond to situations of extreme danger. Almost all of us have had
one or more times of extreme fright—perhaps just avoiding a car collision or
right before opening night of a high school play—when we have experienced
symptoms that closely resembled those of a panic attack. A panic attack is the
occurrence of a fright response when there is no actual danger. It is as if the
body is generating a dramatic false alarm.

In full-blown panic disorder, panic attacks occur frequently and often
unpredictably. Prior to the publication of the DSM-III in 1980, no distinction
was made between panic disorder and other forms of what was then known as
anxiety neurosis. Based largely on the pioneering work of the psychiatrist
Donald Klein—who showed that individuals with panic disorder had rela-
tively specific and often dramatic responses to low doses of antidepressants—
the crafters of DSM-III subdivided the old category of anxiety neurosis into
panic disorder and generalized anxiety disorder (GAD), which is distinguished
by sustained periods of high levels of free-floating anxiety. Since that time,
panic disorder has been rapidly accepted as a valid psychiatric disorder in the
United States and many other areas of the world. Many individuals who suffer
from panic disorder are substantially disabled by their attacks, often develop-
ing phobic avoidance of places or situations in which these attacks are likely
to occur.

One important practical problem in analyses of panic disorder is its rela-
tive rarity. When we applied full DSM-III-R criteria for panic disorder, we
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found lifetime prevalence rates in VATSPSUD of 1.1% in males and 3.2% in
females. These rates lie between those found in the Epidemiologic Catchment
Area Study (1.0% in males and 2.1% in females; Eaton, Dryman, &
Weissman, 1991) and those reported in the first National Comorbidity Survey
(2.0% in males and 5.0% in females; Kessler et al., 1994) and are therefore
likely to be broadly representative of U.S. adults.

However, even with the large numbers of individuals studied in
VATSPSUD, the low prevalences of panic disorder meant that our sample
contained rather few cases, and this made it difficult for us to get stable esti-
mates from standard twin models. As we noted in Chapter 3, the ability of
twin studies to partition resemblance between relatives into genetic and envi-
ronmental sources when studying a dichotomous trait is critically dependent
on the frequency of the disorder (Neale, Eaves, & Kendler, 1994a). We there-
fore investigated several broader definitions of panic.

Our most stable and (we believe) valid results for this disorder were
obtained using a multiple-threshold definition model (but, as we discuss later,
even here we had some difficulty). This definition included three categories
based on lifetime history of panic symptoms: broad panic disorder, panic
attacks that did not meet criteria for broad panic disorder, and no panic
symptoms (see Sidebar 4.3). Broad panic disorder had a lifetime prevalence of
5.5% and 2.4% in female and male twins, respectively. Another 7.0% of
female and 3.4% of male twins had panic attacks but did not meet criteria for
broad panic disorder.

Genetic and Environmental Influences

When we began our study, relatively little was known about genetic influ-
ences on panic disorder. The single twin study that had then been conducted
suggested that genetic factors played only a modest role in the development of
this disorder (Torgersen, 1983). However, that study was based on a small
sample, containing only 29 pairs of twins in which one or both had panic dis-
order. Despite the absence of strong evidence, there was a widespread belief
that panic disorder was a distinct and highly heritable condition. Several stud-
ies had shown that panic disorder or panic-like syndromes strongly aggre-
gated in families (Crowe, Noyes, Persico, Wilson, & Elston, 1988; Crowe,
1990). Feeding the excitement were results of an analysis of the inheritance
pattern of panic disorder in pedigrees that suggested that the disorder might
be the result of a single autosomal dominant gene (Pauls, Bucher, Crowe, &
Noyes, 1980).

The left portion of Figure 4.4 displays twin-pair correlations for the
broad definition of panic disorder in male and female twins from VATSPSUD.
For the sake of simplicity, we have not included the CI in this figure (or subse-
quent figures) showing pair correlations, but these estimates are available in
Appendices 4.1 and 5.1. As we saw with MD, in both sexes the MZ pair
correlations exceed those for DZ pairs. However, even using our broad
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SIDEBAR 4.3. Assessment of Panic

The DSM-III-R criteria for panic disorder include the occurrence of an attack without
an external stimulus, repeated attacks within a month or recurring worry about having
another attack, development of a full-blown attack within 10 minutes, and at least 4 of
13 possible symptoms.

We based our assessment of a lifetime history of panic disorder on the SCID inter-
view for DSM-III-R. A single probe question was used to evaluate the criterion of the
fear being unexpected:

“Thinking back over your entire life, have you ever had a spell or attack when you
suddenly felt frightened or extremely uncomfortable in a situation in which you
didn’t expect to feel that way?”

Our interviewers were explicitly trained to discount incidents in which the panic
attacks occurred in response to real danger or to a clear phobic stimulus (e.g., someone
with a snake phobia who had barely avoided stepping on a snake).a If the response to
the probe question was still positive, we then assessed the remaining criteria, including
questions about the maximum number of attacks in any 4-week period, the longest
duration of worry about another attack, and the time required for the attack to
develop (from the first symptom to a full attack). We asked the twin to identify the
worst attack she or he remembered clearly and asked which of the 13 individual symp-
toms occurred.

We developed a definition of “broad panic disorder” that required at least two
panic attacks per month, the emergence of a full attack within 30 minutes, and at least
4 of the 13 symptoms. We tested the validity of our definition in two ways: First, the
multiple-threshold model provides a statistical test to determine whether the categories
examined—here, broad panic disorder and panic attacks without meeting criteria for
broad panic—really represent different measures of severity of the same underlying
condition. These models passed this test easily. Second, we examined several external
variables to validate our definition of panic-like syndromes, including panic-associated
avoidance and panic-associated treatment seeking. We found surprisingly little differ-
ence on these variables between those who endorsed our broad panic and those who
met full DSM-III-R criteria for panic disorder (Kendler, Gardner, & Prescott, 2001b).
These results led us to feel reasonably comfortable with using this broad definition. For
our twin analyses we employed a three-category definition of panic: no symptoms,
panic attacks without broad panic, and broad panic.

The test–retest reliability of our panic definitions among 194 MF2 participants
was in the good range: for any panic attacks, κ = 0.53 (95% CI = 0.23, 0.83) and for
the three-category definition, κ = 0.44 (95% CI = 0.17, 0.71).

aDiscriminating between what did and did not represent a real danger proved to be more chal-
lenging than we had expected. This problem is illustrated by the following case, which caused
much debate among the senior staff of the VATSPSUD:

Janet (not her real name) was a 54-year-old married twin who lived, along with her hus-
band, in a remote area of western Virginia. She had always felt mildly uncomfortable when
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definition, we observed only one pair of DZ male twins who both had
panic disorder. This led to some difficulty estimating the correlation in this
group.

The right portion of Figure 4.4 presents the genetic estimates based on
our full model. As would be expected from the twin correlations, the results
suggest that the heritability of panic-like syndromes is higher in males than in
females (36% vs. 23%). However, not surprisingly given the imprecision of
the correlations, these estimates are not significantly different in males and
females. The estimated genetic proportion based on the model combining the
sexes is 32%, with no evidence for shared environmental effects (see Appen-
dix 4.3 for details).
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her husband traveled for his job. This concern became greater when a break-in and robbery
was reported in a nearby town. Janet reported that her “attacks” started during the first
business trip her husband had taken after she heard about the robbery. Each time, her
attacks began with her “hearing” some unusual noise, such as the sound of footsteps out-
side. She would rush out, in a full-blown panic, convinced that someone was trying to break
into the home, but always find no one there.

Did Janet have true panic attacks? Was she really in danger, living on her own in a remote area?
We eventually decided to be conservative and not rate these as panic attacks. We were confronted
with a number of such uncertain cases. If Janet’s interview had been conducted on a different day
or by a different interviewer, the information obtained might have led us to make a different deci-
sion. This story illustrates the impossibility of obtaining perfect measurement of psychiatric disor-
ders.

FIGURE 4.4. Pair similarity and estimated genetic variance for lifetime history of
broadly defined panic disorder in same-sex twin pairs.

SIDEBAR 4.3. (continued)



Discussion and Implications

The most interesting aspect of our results for panic disorder is how simi-
lar they are to the results obtained for the other mood and anxiety disorders
we studied. Our expectation that panic disorder would stand out as having an
especially high heritability was not realized. Since the first publications based
on the VATSPSUD, panic disorder has also been examined in the VETS study
(Scherrer et al., 2000). This study reported a heritability estimate for panic
disorder of 43%, a bit higher than ours but within the confidence interval of
our estimates.

In an earlier study of panic disorder with just our female–female sam-
ple (Kendler, Neale, Kessler, Heath, & Eaves, 1993d), we had used the twin
method to ask a simple but clinically relevant question. Some individuals
with panic disorder start to avoid going places—such as crowded shopping
malls or even church—where their panic attacks might occur. We wondered
whether panic disorder with such symptoms of avoidance and panic without
any such avoidance behavior are qualitatively different from one another or
whether they represent different levels of severity of the same underlying
condition. Using the multiple-threshold model, our answer was clearly the
latter. Our results suggest that individuals who experience panic disor-
der with avoidance—which in the extreme leads to agoraphobia (see the
description later in this chapter)—have a more severe form of the same
underlying condition as individuals who have panic disorder without avoid-
ance.

We remained somewhat puzzled by the inconsistency between our find-
ings of modest twin resemblance for panic disorder and the results of several
early family studies that found the risk for panic disorder to be more than 10
times greater in relatives of individuals with panic disorder than in controls
(e.g., Crowe, Noyes, Pauls, & Slymen, 1983; Mendlewicz, Papadimitriou, &
Wilmotte, 1993). However, more recent studies have reported much lower
familial aggregation for panic disorder, findings more consistent with our own
results (e.g., Fyer et al., 1996; Maier, Lichtermann, Minges, Oehrlein, &
Franke, 1993). One explanation is that all major family studies of panic disor-
der to date have been carried out using clinically ascertained probands who
may be a quite selected and more severe sample than individuals in the com-
munity with panic disorder (Eaton et al., 1991). This is relevant because the
etiological importance of familial/genetic factors might differ in treated and
untreated cases of panic disorder. Alternatively, it is possible that studies of
panic disorder in the general population may include a large proportion of
people who do not have “true” panic disorder. As reflected in the case history
of “Janet” (see Sidebar 4.3) and prior definitions of anxiety disorders, distin-
guishing between panic and nonpanic forms of anxiety is problematic, in part
because panic attacks may occur as part of other anxiety disorders (Argyle &
Roth, 1989; Marks, 1987).
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GENERALIZED ANXIETY DISORDER

As noted in our discussion of panic disorder, prior to the development of
DSM-III, what we now call generalized anxiety disorder (GAD) was part of
the broad syndrome of anxiety neurosis. For good reason, the architects of
DSM-III believed that panic disorder was sufficiently distinctive to become its
own category. Phobias and obsessive–compulsive disorder also became sepa-
rate categories. This left the question of what to do with the remaining
patients who presented with anxiety as a prominent clinical feature but who
did not manifest the paroxysmal severe attacks characteristic of panic disor-
der. The decision was to create a new category with the somewhat awkward
name of “generalized anxiety disorder.” The underlying logic was this:
Whereas panic disorder was defined by brief attacks of severe anxiety,
GAD would be characterized by relatively persistent, generalized, and “free-
floating” anxiety. DSM-III-R listed 18 individual symptoms covering a broad
range of physical, cognitive, and emotional aspects of anxiety.

Whereas panic disorder took off as a diagnostic category, GAD has
remained something of a “poor stepchild” among the anxiety disorders. Some
researchers and clinicians consider it to be a wastebasket category, not repre-
senting a true syndrome but used for individuals who do not fit neatly into the
definitions of other anxiety disorders. Nowhere is the confusion about this
syndrome more clearly demonstrated than in the wide shifts that have
occurred in the required minimum duration of illness. In its first incarnation
in the Research Diagnostic Criteria (Spitzer, Endicott, & Robins, 1975),
GAD, like MD, required a minimum of 2 weeks’ duration of symptoms. In
DSM-III, without any empirical basis, the minimum duration was set at 1
month. Then DSM-III-R, on the basis of what some (ourselves included)
regard as rather slender evidence, expanded the minimum duration to 6
months!

The criteria used to define GAD in the VATSPSUD are described in
Sidebar 4.4. In nearly all of our analyses, we have used a 1-month duration of
illness. Based on this definition, GAD was a relatively common lifetime disor-
der, diagnosed in 25.9% of women and 14.7% of men in our sample. These
values are much higher than those reported in the NCS (6.6% in females and
3.6% in males), but these results are not comparable because the NCS used
much more restrictive criteria.3 When we applied to the VATSPSUD criteria
similar to those used in the NCS, we obtained rates close to those found in the
NCS: 3.5% in males and 5.8% in females (Hettema, Prescott, & Kendler,
2001b).

The results of our twin study of GAD are summarized in Figure 4.5. For
both males and females, pair resemblance is higher for MZ than for DZ pairs.
As with MD, resemblance for GAD is higher in MZ female than in MZ male
pairs. Heritability of GAD is modest in both sexes, and no evidence was found
for any role of shared environment in the etiology of GAD.
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SIDEBAR 4.4. Assessment of Generalized Anxiety Disorder (GAD)

The DSM-III-R definition of GAD—the version used most commonly in this volume—
includes 18 individual symptoms of anxiety divided into three broad categories of
motor tension, autonomic hyperactivity, and vigilance and scanning. A minimum of
6 such symptoms are required to meet diagnostic criteria.

As in our assessment of MD (see Sidebar 4.1), we assessed GAD in two sections
of our interviews: in the year prior to interview and lifetime GAD prior to the
past year. Individuals were regarded as having a positive lifetime history of GAD
if they reported an episode that met criteria in the past year and/or prior to the past
year.

Our assessment methods differed for the two time periods.
In our “lifetime minus the past year” assessment, we used a slightly adapted ver-

sion of the SCID interview for DSM-III-R diagnoses (Spitzer & Williams, 1985). A sin-
gle probe question was used:

“Thinking back over your entire life, except the last year, have you ever had a time
when for at least 1 month you were anxious, nervous, or worried more days than
not?”

For assessing GAD during the previous year, however, we used two probes, a variant
of the preceding one and a second probe reflecting the somatic features of anxiety:

1. “During the last year, have you had a time lasting at least 5 days when you
felt anxious, nervous, or worried most of the time?”

2. “During the last year, have you had a time lasting at least 5 days when most
of the time your muscles felt tense or you felt jumpy or shaky inside?”

If one or both of the probe questions was answered positively, individuals were
then asked whether, during their worst episode of anxiety, they had experienced the 18
specific “D” criteria for DSM-III-R GAD. If the answers to at least three of these ques-
tions were positive, we then asked several follow-up questions about the focus of the
anxiety, the number and longest duration of prior episodes, age at onset, and treatment
history.

In forming diagnoses, we did not use DSM-III-R criterion “C,” which requires
that GAD not be diagnosed if it occurs only during an episode of MD. For the analyses
reported in this chapter, we use a 1-month minimum duration rather than the 6
months specified by DSM-III-R.a

The test–retest reliability of GAD was calculated for 194 individuals reinter-
viewed with an average interval of 30 days between interviews. For 1-month GAD, the
test–retest reliability was fair: κ = 0.33 (95% CI = 0.14, 0.51).

aA contentious issue in the conceptualization of GAD is its relationship with MD. Not infre-
quently, these disorders co-occur in the same individual at the same time. We chose to ignore this
criterion because we did not want to prejudge the nature of the relationship between GAD and
MD. We examined the impact of applying this diagnostic rule on results of our twin modeling

(continued)



As with most of the other disorders studied in this chapter, the model that
required equal estimates for men and women did not fit significantly worse
than the model allowing sex differences. The estimated genetic proportion
based on combining the sexes was 28% (95% CI = 2%, 38%).

Discussion and Implications

Only two other meaningful twin studies of GAD have been conducted.
Among 49 twin pairs in which one twin was seen in a clinical treatment set-
ting and had an anxiety disorder, the risk for GAD was higher among the MZ
(40%) than among the DZ (10%) cotwins (Skre, Onstad, Torgersen, Lygren,
& Kringlen, 1993), a result consistent with a strong genetic effect. In the study
using methods most similar to ours, Scherrer et al. (2000) examined GAD
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and found it was modest (Kendler, Neale, Kessler, Heath, & Eaves, 1992b), a result we took as
further justification for our approach.

We also took an empirical approach to defining a minimum duration of illness (Kendler et
al., 1992b). Requiring 6 months of illness resulted in lifetime prevalence rates about one-fourth
those needed for a definition requiring a 1-month duration. Based on the multiple-threshold
model (see Chapter 3), we found that individuals with shorter or longer durations of GAD could
be seen as having differing levels of severity of the same underlying condition. Because we had
much more statistical power with the more common 1-month definition of GAD, we have used
this definition in nearly all subsequent analyses in the VATSPSUD.

FIGURE 4.5. Pair similarity and estimated genetic variance for lifetime history of gen-
eralized anxiety disorder in same-sex twin pairs.

SIDEBAR 4.4. (continued)



with a minimum 1-month duration in 3,362 male twin pairs from the VETS.
The lifetime prevalence in this sample was a bit lower than in ours (12.3%).
The estimated heritability of GAD was 38%, somewhat higher than that
obtained in the VATSPSUD but within the confidence intervals of our esti-
mates. As in our study, there was no evidence for an effect of shared environ-
ment on risk for GAD.

Our findings lead to two observations that have particularly interesting
implications for the definition and etiology of GAD. First, the heritability of
GAD is only slightly lower than that of panic disorder. This argues against the
hypothesis that when anxiety neurosis was divided by the architects of DSM-
III into panic disorder and GAD, all the biological cases of anxiety neurosis
were classified as panic disorder and those classified as GAD constitute a
“ragbag” set of cases arising from psychosocial dysfunction. It appears that
the contribution of genetic factors is of similar magnitude for both the parox-
ysmal severe anxiety attacks in panic disorder and the chronic free-floating
anxiety of GAD.

A second observation is that the heritability of GAD is similar to that
obtained for MD. Both conditions are characterized by chronic dysphoria
(unpleasant mood). This raises the interesting question of the relationship
between the genetic risk factors for MD and GAD. We will examine this in
some detail in Chapter 11.

PHOBIAS

Phobias are a common type of anxiety disorder characterized by a rela-
tively persistent, irrational, and dysfunctional fear of specific objects or situa-
tions. The assessment of what is irrational and dysfunctional requires some
judgment. For example, fear of being attacked when walking alone at night
may be reasonable in some areas of our cities and should not form the basis
for a psychiatric diagnosis.

We spare the reader the typical table seen in many textbooks of abnormal
psychology containing literally dozens of Greek terms for specific kinds of
phobias. From a research perspective, the more pragmatic issue is finding the
optimal way to group the wide diversity of individual phobias. As is common
with such diagnostic questions, among mental health researchers, there are
“lumpers” and “splitters.” The most influential lumpers in recent times have
been the authors of the recent DSM editions (American Psychiatric Associa-
tion, 1980, 1987, 1994), which reduce the richness of phobias to three classes:
agoraphobia, social phobia, and simple (or specific) phobia. The extreme
splitters would argue that every feared object deserves its own phobia subtype.

In the VATSPSUD, we decided to take a middle ground. We assessed a
lifetime history of phobias using an adaptation of the Phobic Disorders section
of the Diagnostic Interview Schedule (DIS), Version III-A (Robins & Helzer,
1985), which in turn was based on the DSM-III criteria. We assessed 22 spe-
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cific unreasonable fears grouped into five categories: animal phobia, blood–
injury phobia, situational phobia, social phobia, and agoraphobia (literally
“fear of open places” but now defining a broader syndrome).

Our approach differed from that adopted in the DSMs by dividing the
category of simple or specific phobia into three distinct groups: animal, situa-
tional, and blood–injury. We were concerned that irrational fears of animals
and specific situations—especially closed-in places and high places—might be
partly etiologically distinct. Phobias of physical injury or seeing blood differ in
one important way from the more typical phobias (Marks, 1988). In individu-
als with typical phobias, exposure to the phobic stimulus (such as snakes,
heights, or public speaking) reliably produces increased activity in the sympa-
thetic nervous system as manifested by increases in pulse rate and blood pres-
sure, as well as sweating and flushing. By contrast, when individuals with
blood–injury phobias are exposed to phobic stimuli (such as needles or
blood), they typically experience increased parasympathetic activity, mani-
fested by a slowing of the heart rate and a reduction in blood pressure, leading
to pallor and sometimes fainting.

In addition to classification of phobia types, another important diagnos-
tic issue is how one determines whether a fear is associated with dysfunction.
Three criteria that have been used to judge dysfunction are level of distress,
degree of functional impairment, and treatment seeking. In the VATSPSUD,
we employed a definition of significant objective impact on behavior (see
Sidebar 4.5).

Theories of Etiology

Phobias are of particular interest to genetic epidemiologists because there
are several well-developed competing etiological theories that can be tested
with data from twins. We focus here on three of them, each of which suggests
that phobias arise mainly from one of the three domains of risk factors
included in our twin models: individual-specific environment, family environ-
ment, or genes.

One school of thought theorizes that phobias arise as a result of classical
conditioning from the accidental pairing of benign stimuli with fear-inducing
objects or situations (Eysenck, 1979; Marks, 1987; Rachman, 1977; Watson
& Rayner, 1920). For example, you could develop a lifelong fear of dogs
because, as a 3-year-old child, you had the terrifying experience of being
knocked down and bitten by a large dog. This theory postulates that phobias
should be entirely environmental in origin. Furthermore, it would predict that
any twin resemblance for phobias should result only from the correlated expo-
sure among family members to such a coincidental pairing of stimuli. For
example, twins might share a phobia of dogs because they were both attacked
by the vicious dog owned by the next-door neighbor. Given that exposure to
phobic stimuli is expected to be mostly random, this etiological theory would
predict that most of the risk for phobias is due to individual-specific environ-
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SIDEBAR 4.5. Assessment of Phobias

Diagnostic criteria for phobias require a persistent irrational fear, accompanied by dys-
function or impairment. We assessed lifetime history of specific fears of 22 objects or
situations by asking:

“Have you ever had an unreasonable fear of . . . ?”

If the respondent answered yes, we asked additional questions to address whether
the fear was unreasonable and whether avoidance of the feared object or situation had
ever had a significant objective behavioral impact on his or her life. For example,
behavioral impairment would be indicated if a respondent with fear of flying turned
down a desired job promotion and a needed pay increase because the new job required
extensive airplane travel, or if a respondent with fear of snakes repeatedly refused to
go on family camping trips despite resulting marital strife. The behavioral impairment
also could be as simple as an individual with a fear of elevators always taking the
stairs, even if that meant climbing many flights in hot weather. Respondents who suf-
fered substantial distress from their irrational fears but never changed their behavior to
avoid the feared objects were not rated as having a phobia.

The fears were grouped into five classes:

1. Animal phobia—bugs, spiders, mice, snakes, bats, other animals
2. Blood–injury phobia—sight of blood, needles or injections, dentists or hospi-

tals, certain diseases (such as cancer or AIDS)
3. Situational phobia—tunnels, other closed places, bridges, airplanes, other

high places
4. Social phobia—meeting new people, giving a speech, using public bathrooms,

eating in public
5. Agoraphobia—going out of the house alone, being in crowds, being in open

spaces

We also formed a category of “any phobia,” which included the preceding cate-
gories plus responses to the item: “Is there anything else you’ve been unreasonably ter-
rified to do or be near?” and which did not fit in one of the other categories (e.g., fear
of water or darkness).

The test–retest reliability for our assessment of phobia was calculated based on
383 individuals reinterviewed with an average interval of 30 days between interviews.
The test–retest reliability estimates were fair to good: any phobia, κ = 0.45 (95% CI =
0.34, 0.55); animal, κ = 0.40 (95% CI = 0.23, 0.56); blood–injury, κ = 0.30 (95% CI =
0.10, 0.51); situational, κ = 0.43 (95% CI = 0.29, 0.57); social, κ = 0.44 (95% CI =
0.25, 0.63); and agoraphobia, κ = 0.50 (95% CI = 0.27, 0.74).



ment (i.e., experienced by one twin in a pair but not the other), with a bit due
to shared environmental factors such as the dog next door.

Social learning theory provides the basis of another etiological theory of
phobias. Among human and nonhuman primates, the fear of objects or situa-
tions can be learned from observing the fear responses of others (Bandura,
1986). Many phobias begin in childhood (Burke, Burke, Regier, & Rae,
1990), when other family members, particularly parents, are potential sources
for their “vicarious” acquisition. For example, if you repeatedly see your
mother scream and jump up on a chair when she sees a mouse in the kitchen,
it is not unreasonable that you may acquire the same reaction without ever
having been, yourself, directly traumatized by a mouse (and despite the sub-
stantial exposure to benign views of mice, such as Mickey and Minnie). If the
social learning theory of phobia acquisition is correct, this would predict that
phobias are entirely environmental in origin but that many of the environmen-
tal factors would be shared among members of a twin pair (who would both
be exposed to their parents as possible phobic role models).

As first observed by Darwin (1877), the choice of feared objects and situ-
ations in phobias is not random (Marks, 1987; Ohman, 1986). This has been
explained by two related theories of inherited phobia-proneness: (1) a pre-
paredness to develop conditioned fears of certain stimuli (Seligman, 1971) or
(2) innate fears that require no learning (Gray, 1982). Both theories suggest
that through natural selection man has evolved an inherited predisposition to
form phobic reactions to certain stimuli. (The theories differ as to whether
exposure plus subsequent conditioning is required to manifest this predisposi-
tion.) Both theories provide an explanation as to why individuals are more
prone to form fears of snakes, spiders, rats, and high places than of objects
that are considerably more dangerous in the modern world, such as handguns,
electric outlets, and knives. This would occur, the theories predict, because
only objects or situations that reflected true danger over the tens of thousands
of years of human evolution would produce phobia-proneness. Guns, knives,
and electric outlets are too new in evolutionary time to have yet produced
enough selection for fears of them.

If there is an inherited form of phobia-proneness, it is likely that it would
have evolved through a process called stabilizing selection (Hartl, 1980). Sta-
bilizing selection arises when having a moderate level of a trait is more “fit”
from an evolutionary perspective than having a high or low level. In the case
of phobias, it was probably best for our ancestors to be moderately afraid of
what the world threw at them. If phobia-proneness was too low, they would
get into danger too easily. If phobia-proneness was too high, they would
spend too much time and energy on their fears and avoid many situations that
could lead to good things such as food, safety, and sexual relations. Stabilizing
selection results in substantial additive genetic variation in populations (Hartl,
1980; Lande, 1976; Mather, 1966). Thus the inherited-phobia-proneness the-
ory predicts that there should be significant genetic influences on the predispo-
sition to phobias.
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Phobias were quite common in the VATSPSUD. The lifetime diagnosis of
any phobia was met by 30.0% of the females and 21.9% of males in our sam-
ple. Figure 4.1 shows the prevalences for each of the phobia subtypes. They
range from a low of about 4% for agoraphobia to a high for situational pho-
bias of 13% in females and 10% in males. These values are similar to those
found in national epidemiological studies. Based on DSM-III-R definitions,
the NCS examined three types of phobias, for which they found the following
lifetime prevalences (combined across males and females): agoraphobia,
6.7%; simple phobia, 11.3%; and social phobia, 13.3% (Magee, Eaton,
Wittchen, McGonagle, & Kessler, 1996). In the Epidemiologic Catchment
Area Study, the lifetime prevalences of any phobia varied widely between
sites, ranging from 7.8% in New Haven to 23.3% in Baltimore (Robins et al.,
1984).

Genetic and Environmental Influences

We describe the results separately for our twin analyses of any phobia
and each phobia subtype, as the pattern of results differed for some subtypes.
As shown in Figure 4.6, twin resemblance for the lifetime diagnosis of any
phobia was substantially greater in MZ than in DZ pairs for both FF and MM
twin pairs. The results from our model fitting are summarized in Figure 4.7
(and details are in Appendices 4.2 and 4.3). For females, the full model esti-
mates the heritability of liability to any phobia to be 31%, and the effect of
the shared environment is zero. The pattern of results in males is very similar
except that the heritability estimates are somewhat smaller. Examining the
two sexes together, we found (as we did for all the phobia subtypes) that
heritability estimates in females and males were not significantly different.
The estimated genetic variance based on the combined sample is 27%.
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Animal Phobia

In the course of our work with the VATSPSUD, we came to regard ani-
mal phobia as the “archetypal” phobia. The definition was simple and the
phobic stimulus easily and clearly delineated—an irrational fear of any living
creature that significantly influenced behavior. We found a large sex differ-
ence in prevalence of animal phobias, with lifetime prevalence estimates of
10.4% in females and 5.2% in males. The pattern of twin resemblance in Fig-
ure 4.6 shows modest twin similarity that is greater in MZ than in DZ pairs
and is a bit larger in males than in females. When examining the two sexes
separately, we found no evidence for shared environmental effects. The esti-
mated heritability of animal phobias was rather higher in males than in
females, but this was not a significant difference. The estimated heritability of
animal phobias based on combining the male and female data is 26%.

Blood–Injury Phobia

Blood–injury phobias were, along with agoraphobia, the rarest in the
VATSPSUD, with lifetime prevalence rates of 6.0% and 5.8% in females
and males, respectively. This lack of a sex difference in prevalences is
noteworthy—something rarely seen in anxiety disorders, in which female pre-
ponderance is the rule.

As noted earlier, blood–injury phobia stands out from all the other pho-
bias. We hypothesized that the pattern of twin resemblance for blood–injury
phobia might differ substantially from that of other, more “typical” phobias.
As shown in Figure 4.6, the twin-pair correlations for MZ pairs are similar to
those seen for the other phobia subtypes. The DZ correlations are a bit
unusual in that they are actually negative in both males and females. How-
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ever, the confidence intervals around these correlations are very broad and not
really different (from a statistical perspective) from those seen for most of the
other subtypes (see Appendix 4.1).

The results of twin modeling are shown in Figure 4.7. Heritability for
blood–injury phobia was estimated to be about 30% in both males and
females, with no evidence for shared environmental factors. When we com-
bined the data across the sexes, heritability was estimated at 31%.

Situational Phobia

Second perhaps to animal phobias, our category of situational phobias
includes the most typical kinds of phobic fears—closed-in places, high places,
and airplanes. It was the most common class of phobias, with lifetime
prevalences of 13.0% in females and 9.5% in males. The pattern of resem-
blance, shown in Figure 4.6, is similar to that seen for the other phobias (ex-
cept perhaps for the negative DZ correlation in male pairs).

Our results suggest no evidence for shared environmental effects on lia-
bility to develop situational phobias. All the pair resemblance was estimated
to be due to genetic factors. When the sexes were examined together, the esti-
mated heritability was estimated to be 34%. The remaining liability was due
to individual-specific environmental effects.

Social Phobia

Along with agoraphobia, social phobia includes a set of phobic stimuli
that are somewhat less circumscribed than those seen with the more typical
animal and situational phobias. In the VATSPSUD, our assessment asked
explicitly about four fears: meeting new people, giving a speech, using public
bathrooms, and eating in public. The prevalence for lifetime social phobia in
our sample was 8.0% in females and 6.3% in males.

Pair resemblance for social phobia was similar to that seen for other pho-
bias among MZ twins but somewhat different for DZ pairs (Figure 4.6). The
correlation in DZ pairs was higher than half that seen in MZ twins, and this
trend is particularly marked in females. This means that for both males and
females, there was evidence for both genetic and shared environmental effects.
When we combined the data for males and females, the sources of risk for
social phobia were estimated as 17% genetic and 15% shared environmental,
with the remaining 68% due to individual-specific environmental effects.

Agoraphobia

Although the literal meaning of agoraphobia is “fear of the marketplace”
(agora in Greek), the term has come to have a rather different meaning. We
operationalized it as an irrational fear of going out of the house alone, being
in crowds, or being in open spaces. Of all the phobias, agoraphobia has per-
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haps the most diffuse, nonlocalized kind of phobic stimuli. In this way, it is an
atypical phobia.

As shown in Figure 4.6, twin resemblance for agoraphobia was particu-
larly strong in female MZ pairs, and the difference in resemblance in MZ and
DZ pairs was more pronounced in females than in males. As would be
expected from this pattern, when the sexes were examined separately (Figure
4.7), heritability of liability to agoraphobia was considerably higher in
females than in males, and there was a modest shared environmental effect for
males.

Despite the large differences in parameter estimates between males and
females, these were not significantly different. We do not know whether this
result means that the sources of individual differences in agoraphobia are the
same in the two sexes or that they are different but that we lack the power to
detect the difference because agoraphobia is a relatively infrequent disorder.
Our analysis combining male and female twins suggested that individual dif-
ferences in liability to agoraphobia were due only to genes and individual-
specific environment. The level of heritability, 43%, was higher than that seen
with most other phobias.

Discussion and Implications

In a recent review and meta-analysis of family and twin studies on anxi-
ety disorders with our colleague Jack Hettema (Hettema, Neale, & Kendler,
2001a), we identified four family studies of phobias that met our inclusion cri-
teria for methodological quality. The results of these studies agreed well with
one another in suggesting that phobias clearly ran in families, with close rela-
tives of an individual with phobias having a substantially increased risk of
having a phobia themselves. Nearly all of the twin studies of “phobia” have in
fact relied on self-report questionnaires that assessed fears rather than on
interviews that diagnosed clinical phobias (Neale & Fulker, 1984; Phillips,
Fulker, & Rose, 1987; Rose, Miller, Pogue-Geile, & Cardwell, 1981; Rose &
Ditto, 1983; Stevenson, Batten, & Cherner, 1992; Torgersen, 1979). These
studies have consistently suggested that genetic factors contribute to these
phobia-like fears. Twin studies of clinically defined phobias, aside from those
coming from the VATSPSUD (Kendler, Neale, Kessler, Heath, & Eaves,
1992c; Kendler, Karkowski, & Prescott, 1999b; Kendler, Myers, Prescott, &
Neale, 2001c; Neale et al., 1994b), have been few and far between. Two ear-
lier studies had sample sizes too small for useful analysis, although both found
concordance rates to be higher in MZ than in DZ pairs (Carey & Gottesman,
1981; Torgersen, 1983). Recently, one study of social phobia in adolescent
female twins reported heritability estimates of 28% and, in contrast to our
findings, no evidence for shared environmental effects (Nelson et al., 2000).

What can we conclude from our twin study of phobias? First, we would
argue that the results support the inherited phobia-proneness model. Genetic
effects were detected for any phobia and for each of the five phobia sub-
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types. The magnitude of such effects ranged from quite modest (for social
phobia) to moderately robust (for agoraphobia in females).

Second, with the possible exception of social phobia, we found no consis-
tent evidence for shared environmental effects on phobias. These results are
inconsistent with the predictions of social learning theory for phobias if, as
seems plausible, parents or other household members are prime models from
whom phobic fears are learned. Our results do suggest that if social learning
plays any role in the etiology of phobias, it is most likely to have its effects on
social phobia.

Third, the largest proportion of risk for phobias was the result of
individual-specific environment. What is unclear is what proportion of these
effects reflects true environmental factors—such as those predicted by the con-
ditioning theory of phobia formation—and what reflects unreliability of mea-
surement. We do know that the reliability of our definitions of phobias was
far from perfect, so there is surely some error in our measurement. (We con-
sider the effects of measurement error on heritability estimates for phobias in
Chapter 12.) However, these results are at least partly consistent with the con-
ditioning theory of phobia formation.

Fourth, when we began these analyses, we wondered, given the dramatic
differences in its clinical presentation, whether blood–injury phobia would
prove to be very different from the other phobias. At least with respect to the
broad breakdown of risk factors into their genetic and environmental constit-
uents, it does not look different from the other, more typical phobias.

Fifth, these results do not address what are perhaps the most interesting
questions about the role of genetic and environmental risk factors in phobias.
For example, how closely related are these risk factors for the individual pho-
bia subtypes? Would we find one large set of genetic risk factors that predis-
poses to all phobia subtypes—so that the type of phobia that an individual
develops is solely the result of particular environmental experiences? Or
would we find distinct genetic risk factors for the individual phobias? Are
there environmental risk factors that predispose to more than one phobia sub-
type? We address these and other complex questions in Chapter 11.

SUMMARY

What are the “take-home messages” from this chapter—our first look at
common psychiatric disorders through the eyes of the psychiatric geneticist?
We would emphasize two. First, genetic factors make significant but not over-
whelming contributions to individual differences in risk for the common
mood and anxiety disorders. This was true for all the disorders we examined.
Second, with the possible exception of social phobia, we found no convincing
evidence that shared environment contributes substantially to risk for these
conditions.
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These results are just a start. Think of them, perhaps, as the opening
themes of a symphony. We have not asked how valid the assumptions of the
twin method are when applied to these disorders. We have not examined how
the genetic and environmental estimates might change when we correct for the
effects of measurement error (recalling that our estimates of individual envi-
ronment are confounded with measurement error). We have not explored the
specificity of the genetic and environmental risks for these individual disor-
ders, nor whether genetic effects in males and females are the same or differ-
ent. Finally, we have not asked how genetic risk factors might relate to or
interact with environmental risk factors. These important issues will be exam-
ined closely in Parts IV and V of this book.

NOTES

1. Some evidence suggests that the more detailed the questioning about
MD, the higher the observed prevalence. In the Lundby study, which used repeated
personal interviews over 25 years of all inhabitants of a delimited area in Sweden
(Hagnell, Lanke, Rorsman, & Ojesjo, 1982), lifetime risks for MD in a birth cohort
somewhat younger than our sample (born 1957–1972) were even higher than in the
VATSPSUD: 30% for men and 49% for women.

2. Participants were interviewed at ages 15, 16, 18, and 21. At age 21, 18%
of the sample reported a lifetime history of MD. However, if all four interviews were
examined together, 37% of the sample reported meeting lifetime criteria for MD at
least once. Furthermore, very few individuals at age 21 described depressive symptoms
occurring earlier in their lives that they had not reported when they were younger.

3. The NCS required 6 months’ minimal duration and eliminated cases in
which the GAD episodes occurred only when the individual also had MD.
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APPENDIX 4.2. Model-Fitting Information: Change in Fit Relative to Full Model
for Male and Female Twin Pairs Analyzed Separately

Disorder Model df

LRT

Females Males

Major depression
(MD)

AE 1 0.3* 0.0*
CE 1 3.1 5.0
E 2 52.2 31.8

Panic disorder AE 1 < 0.1 0.0*
CE 1 < 0.1 2.4
E 2 11.8 8.9

Generalized anxiety
disorder (GAD)

AE 1 0.0* 0.0
CE 1 4.1 0.9
E 2 21.8 8.3

Any phobia AE 1 0.0* 0.0*
CE 1 3.9 1.5
E 2 18.9 11.7

Animal phobia AE 1 0.0 0.0*
CE 1 0.8 1.3
E 2 3.3 6.5

Blood–injury phobia AE 1 0.0* 0.0*
CE 1 2.0 1.3
E 2 6.0 4.9

Situational phobia AE 1 0.0* 0.0*
CE 1 3.6 3.2
E 2 18.1 7.9

Agoraphobia AE 1 0.0* 0.2
CE 1 2.8 0.2
E 2 13.0 5.8

Social phobia AE 1 0.3 0.0
CE 1 0.5 0.1
E 2 13.1 3.2

Note. LRT is likelihood ratio test, representing the fit of this model compared to the full (ACE) model.
*Best-fitting model by Akaike’s Information Criterion (AIC; Akaike, 1987); if no *, full model is best (or
the fits of AE and CE cannot be distinguished).
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C H A P T E R F I V E

Externalizing and
Substance Use Disorders

In this chapter we describe the results from VATSPSUD for twin analy-
ses of externalizing, eating, and substance use disorders. There is often resis-
tance to the notion of genetic influences on conditions that are typically
viewed as arising from poor self-control and/or deprived environments. These
disorders obviously have a volitional component different from that seen for
the mood and anxiety disorders. That is, whereas anxiety and depressive con-
ditions are things that people “have,” these disorders relate to things that peo-
ple “do.” However, in our study and in others, the genetic influences on liabil-
ity are as large (or larger) for substance use disorders as for mood and anxiety
disorders. In this age of widespread acceptance of biological psychiatry and
the pharmacological treatment of mood states, we should not forget that until
recently there was great skepticism about the existence of genetic influences
for any psychiatric condition (e.g., Szasz, 1984).

We first consider antisocial behavior in childhood and adulthood and
then disorders associated with misuse of licit and illicit substances, and we
conclude by examining bulimia. As in Chapter 4, we describe the clinical fea-
tures of each disorder and summarize what is known about its prevalence in
the general population. We include sidebars describing how we assessed the
disorder in the VATSPSUD, present the results from our twin analyses, and
discuss how these results fit into the larger literature on genetic influences.
Details of our analyses of externalizing disorders can be found in Appendices
5.1–5.3. The chapter concludes with a discussion of how genetic and environ-
mental factors might contribute to risk for liability to develop these disorders.
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ANTISOCIAL BEHAVIOR

Antisocial behavior is typically grouped into two clinical disorders based
on the age of the person affected. Conduct disorder (CD) refers to antisocial
behaviors occurring in childhood and early adolescence (usually defined as
before age 15, but sometimes before 18). CD encompasses several types of
deviant behavior, including delinquency (skipping school, running away from
home, lying), property crime (theft, vandalism, setting fires), cruelty (torturing
animals), and violent or aggressive behavior (starting fights, assault, robbery,
rape).

Antisocial personality disorder (ASP) refers to behaviors displayed in late
adolescence and adulthood. The DSM-III-R defines ASP as a “pervasive pat-
tern of disregard for and violation of the rights of others” (American Psychiat-
ric Association, 1987, p. 649) as evidenced by three or more of the following
behaviors: illegal activities, deceitfulness, impulsivity, aggressiveness, reckless-
ness, consistent irresponsibility, and lack of remorse. The DSM also requires a
history of CD for the diagnosis of ASP. However, so that we could view these
two syndromes as distinct entities, we did not use this criterion in the
VATSPSUD. We therefore employ the term adult antisocial behavior (AASB)
to refer to our definition (see Sidebar 5.1).

These disorders are characterized by a habitual pattern of behavior, not
just isolated incidents. Individuals with CD and ASP engage in these behaviors
intentionally. A boy who gets into fights because he cannot control his anger
when taunted by the neighborhood bully has poor impulse control but proba-
bly does not have CD. A woman who is a heavy drug user may be neglectful
of her children and unable to hold a job, but she may not have ASP. Another
important feature of CD and ASP is that individuals with these disorders com-
monly experience little remorse for their actions. This is the classic feature of
sociopaths: They are not constrained by society’s rules and may even enjoy
flouting them.

Clinical studies suggest that the rates of CD are much higher among boys
than girls. However, epidemiological studies suggest that the sex difference is
less marked. One cohort study of 15-year-olds found that CD occurred among
8.6–12.1% of males (depending on the definition employed) compared with
7.5–9.5% of females (Fergusson, Horwood, & Lynskey, 1993). Some re-
searchers argue that these sex differences exist because the definition of CD
reflects disruptive behaviors that are more often shown by males and that are
likely to lead to treatment or incarceration. Girls may engage in other sorts of
behavior that are equally antisocial but are less noticeable and not illegal,
including lying, manipulative behavior, and acting out sexually. Some evidence
suggests that CD problems in females tend to be limited to adolescence, where-
as males are more likely to have enduring patterns of antisocial behavior
(Fergusson & Horwood, 2002; Moffitt, Caspi, Rutter, & Silva, 2001). Most
individuals with CD appear to grow out of their behaviors as they become more
mature. The prevalence of antisocial behavior among adults is much lower.
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Externalizing and Substance Use Disorders 83

SIDEBAR 5.1. Assessment of Antisocial Behavior

In the VATSPSUD we used items based on DSM-III-R criteria to assess conduct disor-
der (CD) and adult antisocial behavior (AASB). CD was assessed in the MF1, MF2,
and FF4 interviews; AASB was assessed at MF2 and FF4. The interviews used the same
criteria but somewhat different response formats, which are described here.

CONDUCT DISORDER

We assessed CD using 11 items inquiring about the frequency of playing hooky from
school, running away overnight, telling lies, stealing, starting fires, engaging in vandal-
ism, being cruel to animals, starting fights, using a weapon in a fight, hurting others,
and committing robbery.a Individuals were considered to meet criteria for CD if they
were positive for three or more items. We formed two sets of diagnoses: CD-15, which
indicates whether or not individuals met criteria for CD prior to age 15, and CD-18,
which indicates whether or not they met criteria for CD prior to age 18.b

In our MF1 interview, we asked the CD items in a yes/no format: for example,
“Before the age of 18, did you play hooky a lot from school?” Individuals were consid-
ered positive for a criterion if they answered “yes.” We then asked, “How old were
you when this began?”

Based on feedback from the interviewers in our MF1 study, we were concerned
that the items were being underendorsed, perhaps because respondents were reluctant
to admit to these behaviors to an interviewer. Evidence from other studies had sug-
gested that behaviors seen as socially unacceptable are more frequently disclosed when
more anonymous data collection methods are used. When it came time to design our
FF4 and MF2 interviews, we therefore placed the items in a self-report questionnaire,
which asked, “Please indicate how often you did these things during two periods: (a)
when you were age 14 and younger, and (b) when you were age 15 to 17.” The
response choices were: 6+, 3–5, 1–2, and 0. For each item we chose a cutoff (1–2 or 3–
5) that most closely matched the wording of the DSM criterion. Responses were used
to code the CD-15 and CD-18 variables, as previously detailed. The analyses described
in this chapter are based on the CD-18 definition as assessed in the FF4 and MF2 inter-
views.

ADULT ANTISOCIAL BEHAVIOR

We use the term AASB to distinguish our definition from the DSM definition of antiso-
cial personality disorder (ASP), which requires a history of CD. Although it is common
for antisocial behavior in adulthood to be preceded by CD, we decided not to make
this a requirement, so that we could study how the two disorders co-occurred.

AASB was assessed in the MF2 and FF4 interviews as part of a self-report ques-
tionnaire. We used 17 items based on DSM-III-R ASP criteria. These asked the fre-
quency with which respondents, since the age of 18, had: quit a job without having
another lined up, borrowed money without plans to repay it, run up bills they couldn’t
afford to pay, drifted without a regular place to live, conned someone, took advantage
of someone, neglected their children, were irresponsible at work, got fired, stole or

(continued)



Results from Twin-Pair Models

In the VATSPSUD we used modifications of the DSM-III-R criteria for
antisocial behavior (see Sidebar 5.1). The analyses presented here are for
cases of CD that began before age 18. Figure 5.1 shows the lifetime
prevalences in our sample of the disorders described in this chapter. Based
on our definitions, 4.4% of females and 19.1% of males from same-sex
VATSPSUD pairs met criteria for CD. These values are somewhat higher
than those found in some epidemiological studies, particularly among males.
For CD, this may be because we used retrospective assessments among
adults of behaviors before age 18, whereas other studies are based on inter-
views of adolescents about recent antisocial behavior. It is also possible that
our use of a self-report method (rather than an interview) encouraged
greater endorsement of antisocial behaviors. A study in Australia based on
telephone interviews of adult twins found prevalences of CD similar to ours:
3% in women and 18% in men (Slutske et al., 1997).

In the VATSPSUD, 2.4% of females and 8.3% of males met criteria for
AASB. These values are also difficult to compare with epidemiological studies
that have used DSM-defined ASP (which requires a history of CD, as well as
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destroyed property, were arrested, were convicted of a crime, caused an accident
because of driving under the influence, put themselves or others in danger through
reckless behavior, got into physical fights, intentionally injured someone, and/or hit a
spouse or romantic partner.

The response choices for these items were: never, 1–2 times, 3–5 times, and more
than 5 times. Responses to the 17 items were combined to reflect the seven DSM crite-
ria, using what we judged to be the most appropriate cutoff score for each item. Indi-
viduals who were positive for three or more criteria were counted as having AASB.c

The test–retest reliability of our assessment of antisocial behavior was calculated
for 295 individuals who were reinterviewed with an average interval of 30 days
between interviews. The test–retest reliability for CD-18 was κ = 0.65 (95% CI = 0.51,
0.80) and for AASB was κ = 0.42 (95% CI = 0.09, 0.74), representing good to fair reli-
ability.

aWe did not ask an item corresponding to the rape criterion. In other data sets that we examined,
the few people admitting to this behavior all endorsed a sufficient number of other symptoms to
meet CD criteria. We decided the additional information that might be obtained from a few
respondents was not worth the risk of offending many others.
bWe are grateful to two of our colleagues, who conducted the original analyses of antisocial
behavior in the VATSPSUD and created the algorithms for forming these diagnoses. Rise
Goldstein studied CD among the FF pairs. Kristen Jacobson studied CD among male pairs and
AASB among male and female twins.
cWe did not fully assess the DSM criterion that the individual feel no remorse for his or her
behavior. It was our judgment that the reliability with which this could be rated using self-report
or interviewer judgment was too low to be useful.

SIDEBAR 5.1. (continued)



adult symptoms). However, our results do show the usual pattern of sex dif-
ferences and decline of rates between adolescence and adulthood.

The twin-pair correlations and genetic variance proportions for CD and
AASB are shown in Figure 5.2. (See Chapter 3 for discussion of pair correla-
tions and twin-pair models.) These are among the few disorders for which we
found evidence of sex differences. Among females, pair resemblance for CD
and AASB was much stronger among MZ than among DZ pairs, leading to
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FIGURE 5.1. Lifetime prevalences of externalizing and substance use disorders among
twins from same-sex pairs. ASB = antisocial behavior; Ab/Dep = abuse/dependence.

FIGURE 5.2. Pair similarity and estimated genetic variance for adolescent and adult
antisocial behavior in same-sex twin pairs. MZF = monozygotic female; DZF =
dizygotic female; MZM = monozygotic male; DZM = dizygotic male.



genetic estimates of over 60%, with little evidence of shared environmental
effects. In contrast, male MZ and DZ pairs were more similar, leading to
modest estimates of genetic and shared environmental effects. Among males,
the estimated proportions of variance for CD were 16% genetic, 32% shared
environment, and 52% specific environment. For AASB, the estimates were
24% genetic, 19% shared environment, and 57% individual-specific factors.

As noted in Chapter 4, we have limited ability to detect sex differences
when the prevalence of the disorder is low in one or both sexes. Because of
this, we could not reject the hypothesis that males and females have equal esti-
mates. The estimated proportions of variance based on combining the sexes
for CD were 26% genetic, 25% shared environment, and 49% individual-
specific environment. For AASB, the estimates combined over sex were simi-
lar: 28% genetic, 22% shared environment, and 50% specific environment.
(See Appendix 5.3 for CIs for these estimates.)

Genetic Influences: Evidence and Implications

Twin studies of antisocial behavior have covered a range of outcomes and
methods, from questionnaire studies of aggression to interview studies of anti-
social personality. Overall, the results support the existence of both genetic
and shared environmental influences on liability to CD (Thapar & Scourfield,
2002). Two studies using methodology similar to our own (retrospective
reports of CD using structured interviews of adult twins from population-
based registries) were conducted with males in the VETS and adult twins from
an Australian volunteer registry. The estimates for CD from the VETS were
10% genetic, 30% shared environmental influences, and 60% specific envi-
ronment (Lyons et al., 1995). The Australian study reported a heritability for
DSM-III-R CD of 43%, with 25% shared environment and 32% specific envi-
ronment, among females, and 65% heritability, 4% shared environment, and
31% specific environment among males (Slutske et al., 1997). However, these
values were not significantly different between males and females, perhaps
because of the low prevalences among females.

Most studies of adult antisocial behavior have reported heritabilities in
the range of 30–60% and have found little evidence for influence of the shared
environment (McGuffin, Moffitt, & Thapar, 2002). For example, the esti-
mates from the VETS study were 43% genetic, 5% shared environment, and
52% individual-specific environment (Lyons et al., 1995).

What might it mean that there are genetic influences on antisocial behav-
ior? Some research suggests that what is inherited is a predisposition to behav-
ioral disinhibition. This cluster of behaviors includes poor impulse control,
reduced ability to anticipate the consequences of one’s behavior, and excessive
emotionality (Iacono, Malone, & McGue, 2003; Slutske et al., 2002b). This
hypothesis is consistent with the observation that most (but not all) individu-
als with CD grow out of their behavior. Children’s behavior is motivated
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more by immediate rewards than by long-term outcomes. Maturity brings the
ability to recognize consequences, inhibit behavior, and accept delayed gratifi-
cation.

Another theory is that genetic factors influence liability for antisocial
behavior by influencing physiological reactivity (Brennan et al., 1997). Some
evidence suggests that people with antisocial behavior are less responsive in
their physiological measurements (such as those obtained during a polygraph
test). The idea is that these individuals may be less amenable to social control
because they are constitutionally insensitive to punishment or the threat of
punishment. If you have ice water in your veins, this will not necessarily cause
you to become antisocial, but it might make it much harder for outside influ-
ences to modify your behavior.

Shared Environmental Influences

It is not surprising that there might be shared environmental influences
on antisocial behavior among juveniles. Twins are often part of each others’
peer groups, and it is likely that younger twins may be engaging in antisocial
behaviors together. Shared environmental effects might also represent neigh-
borhood and community effects. One might predict that, as the twins get
older and their social networks diverge, the influences of the shared environ-
ment will decrease.

Critics of the twin method have sometimes claimed that all results from
twin studies look basically the same: moderate heritability and no shared envi-
ronment. The results for CD—in which shared environment has been reliably
detected across multiple studies—belie this criticism. Although the twin
method is often a blunt research tool, it has been shown to be sensitive enough
to detect the shared environmental influences on CD.

The differing results from adolescent and adult twin studies have led to
the proposal that there may be different forms of antisocial behavior with dis-
tinct causes (DiLalla & Gottesman, 1989; Moffitt, 1993). One form is
thought to have strong environmental influences and to be limited to adoles-
cence. Another form that is more genetically influenced persists into adult-
hood and is hypothesized to be less amenable to environmental intervention.
We return to this issue in Chapter 10, where we describe some longitudinal
twin analyses of antisocial behavior.

SUBSTANCE ABUSE AND DEPENDENCE

In this section we consider the results from the VATSPSUD for twin anal-
yses of three licit (or legal) substances: alcohol, nicotine, and caffeine; and six
illicit substances: cannabis, sedatives, stimulants, cocaine, opiates, and halluci-
nogens. We selected these substances because they were among those most
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commonly used and abused. However, misuse of several of the illicit sub-
stances was too infrequent (especially among women) to permit us to obtain
precise estimates of genetic and environmental influence.

We defined illicit drug use as use of illicit substances or improper use of a
prescription medication. Improper use was defined as using more than a doc-
tor prescribed or for other purposes than a doctor prescribed. The classifica-
tion of substances into the categories of licit and illicit is based more on histor-
ical events than on clinical criteria or pharmacological action. Many illicit
substances are less addictive than those available legally or by prescription.
The addictive potential of substances can be studied in animals by examining
how hard they will work to obtain the substance after just a few exposures. In
humans, a frequently used index of addictiveness is the proportion of regular
users who become physically dependent. Based on these criteria, nicotine is
one of the most addictive drugs.

In the VATSPSUD, we studied substance dependence and abuse. In broad
terms, dependence refers to physiological (or sometimes psychological) de-
pendence, whereas abuse refers to the adverse consequences of substance use
that may occur with or without dependence. Sidebar 5.2 describes the criteria
we used to define substance abuse and substance dependence.

The DSM applies the same criteria to most classes of substances, includ-
ing alcohol, nicotine, and illicit drugs. However, not all criteria pertain
equally well to all substances. Therefore we used alternative criteria for nico-
tine dependence and problem use of caffeine (see Sidebars 5.4 and 5.5).

We now turn to the twin-model results for each substance and how these
compare with other studies in the literature. We end this section by discussing
the implications of these results for understanding the etiology of substance
use disorders.

Alcohol

In the VATSPSUD, over 92% of women and 97% of men reported that
they had consumed a full drink at least once in their lives. Alcohol use disor-
ders were common; 7.7% of women and 25.4% of men met DSM-IV criteria
for alcohol dependence. (See Sidebar 5.3 for a description of our assessment of
alcohol use disorders.) Another 7.8% of women and 14.8% of men met crite-
ria for alcohol abuse without dependence (Kendler, Heath, Neale, Kessler, &
Eaves, 1992a; Prescott, Aggen, & Kendler, 1999). These values are somewhat
higher than those reported in some U.S. epidemiological studies (Kessler et al.,
1994). However, this may be in part because of study differences in rates of
abstinence. The prevalences of alcohol use disorders among drinkers in our
sample are comparable to those observed among drinkers in other studies. For
example, prevalences of DSM-IV alcohol dependence among female and male
drinkers participating in a recent epidemiological study of alcohol disorders
were 11.8% and 27.6%, respectively (Grant, 1997).
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SIDEBAR 5.2. Substance Abuse and Dependence in the DSM

The distinction between substance abuse and substance dependence is sometimes
murky, and the criteria for these disorders have been revised across editions of the
DSM. For example, several criteria grouped under dependence in DSM-III-R are listed
under abuse in DSM-IV.

In the VATSPSUD, the FF1–FF3 interviews were constructed based on DSM-III-
R. The FF4, MF1, and MF2 interviews were created after DSM-IV was adopted (in
1994), and we constructed the interviews so that we could form diagnoses based on
both DSM-III-R (to be comparable to our past research) and DSM-IV (to be compara-
ble to other studies using the newer criteria). Like most of our work on substances, the
analyses reported in this chapter were based on DSM-IV criteria.

Under DSM-IV, the abuse criteria include:

Use that is hazardous to oneself or others (e.g., using a car, machinery, guns, or
knives while one is under the influence).

Legal problems or traffic accidents.
Use that interferes with responsibilities (such as work or school).
Use that interferes with relationships.

In the VATSPSUD, we defined an episode of abuse as a period lasting at least 4 weeks
during which at least one of these four criteria was experienced.

Under DSM-IV, dependence is defined as having at least three of seven criteria:

Tolerance: needing to use more of the substance to get the same effect or getting
less of an effect from using the same amount.

Withdrawal: experiencing physical symptoms associated with cessation of use, or
using the substance (or a substance from a related class) to avoid withdrawal
symptoms.

Inability to keep oneself from using, or using more than intended.
Persistent desire to quit or multiple failed attempts to quit or cut down on use.
Spending excessive amounts of time obtaining, using, or recovering from use of

the substance.
Giving up important occupational or social activities in favor of substance use.
Continuing to use despite serious medical or psychological consequences.

In the VATSPSUD, an episode of dependence was defined as a period lasting at least 4
weeks, during which three or more of these criteria were experienced.

In the DSM, the same criteria are applied to all substance classes, including nico-
tine, caffeine, alcohol, prescribed medications, and illicit drugs. However, it is readily
apparent that some criteria are not equally applicable to all substances. Except for
underage users, obtaining alcohol and nicotine does not present much of a problem,
whereas access may be a major preoccupation for users of illicit substances. Except in
extreme amounts, it is not hazardous to use caffeine. Similarly, not all substances have

(continued)
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a clear withdrawal syndrome. Cannabis is eliminated very slowly from the body, and
even heavy users who stop abruptly will not typically experience physical symptoms of
withdrawal (although they may have psychological symptoms). These considerations
led us to alter the criteria used to define problem use of nicotine and caffeine (see
Sidebars 5.4 and 5.5).

In the DSM, abuse and dependence are rated hierarchically, so that one cannot be
classified as having abuse if one also meets criteria for dependence. In the VATSPSUD,
we did not use this hierarchical rule but rated the presence or absence of both disor-
ders. It was thus possible to meet criteria for abuse and dependence, abuse only,
dependence only, or neither.

For alcoholism, we had sufficient cases to consider both abuse and dependence.
For caffeine and nicotine, the abuse criteria are not very meaningful. For illicit sub-
stances and misuse of prescribed substances, we often had too few cases to consider
both disorders. In the analyses reported in this book, we have usually combined the
cases into a category of abuse and/or dependence, abbreviated as abuse/dependence.

SIDEBAR 5.2. (continued)

SIDEBAR 5.3. Assessment of Alcohol Use, Abuse, and Dependence

Alcohol disorders were assessed in the FF1, FF3 (for past-year only), FF4, MF1, and
MF2 interviews. There were minor differences between interviews in the structure and
detail of the items. The FF4 and MF2 interviews had the same format, and they form
the basis for most of the analyses we report in this book. We describe the assessment
procedure used in these interviews. Compared with the other interviews, they con-
tained additional consumption questions and assessed more detailed follow-up ques-
tions about the particular criteria. We first asked a series of questions about frequency
and quantity of alcohol consumption for the past year and for the year in which the
twin drank most (if this was other than the past year). We then asked three probe ques-
tions:

1. “Think back about your use of alcohol over your entire life. Has there ever
been a period in your life when you drank too much?”

2. “Has there ever been a period in your life when someone else objected to your
drinking?”

3. “Has there ever been a period in your life when you would drink instead of
working or spending time with hobbies, family, or friends?”

Interviewers were trained not to code single events but to require that periods lasted at
least 7 days.

If the twin was rated positive for any of the probe questions or exceeded a drink-
ing threshold, he or she was then asked a series of items to assess the abuse and
dependence criteria. We used consumption information, as well as endorsement of

(continued)



Genetic and Environmental Influences

The left side of Figure 5.3 displays the twin-pair correlations for liability
to alcohol disorders. For both dependence and abuse/dependence, MZ twin
pairs are more similar than DZ pairs. The correlation for dependence among
DZ female pairs appears unusually low, but it does not differ significantly
from the other DZ correlations; the relatively small number of pairs in this
group and the relatively low prevalence of dependence among women means
that this correlation has a particularly wide confidence interval (r = 0.07, 95%
CI = –0.26, 0.41).
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problems, because of the concern that not everyone who had experienced alcohol-
related difficulties would identify them as a problem. The consumption thresholds
were intended to identify approximately the top 25% of drinkers within each sex. Men
were rated as above threshold if they reported a single-day consumption of at least 13
drinks or had consumed 7 or more drinks at least once a week for at least 4 consecu-
tive weeks. The values for women were 7 drinks and 4 drinks, respectively.

We next asked a series of items to assess lifetime presence of the abuse and
dependence criteria. When items were answered positively, follow-up items were used
to assess their severity or duration. If one or more symptoms were endorsed, we asked
the person his or her age at the onset of the first symptom, the number of episodes, and
the duration of the longest episode. We formed syndromes by identifying those symp-
toms that clustered together (similar to the syndromes for MD; see Sidebar 4.1). We
then asked the person’s age at onset of the syndrome and the duration of the longest
episode.

We did not score abuse and dependence hierarchically but rated the presence or
absence of both. It was therefore possible to meet criteria for both abuse and depend-
ence, abuse only, dependence only, or neither. We used the multiple-threshold model
(see Chapter 3) to explore the scaling among the different categories. Relatively few
individuals met criteria for dependence without abuse, and they were not distinguish-
able from individuals who met criteria for both dependence and abuse. The results of
our analyses are consistent with abuse and dependence being on the same continuum
of severity. Consequently, we have conducted analyses using alcohol dependence (AD),
alcohol abuse and/or dependence (AAD), and a multiple-threshold (MT) definition
consisting of three categories: unaffected, abuse only, and dependence with or without
abuse. For some analyses we have used a definition of problem drinking that includes
individuals who endorsed one of the probe criteria but did not meet diagnostic criteria
for alcohol abuse or dependence.

The analyses described in this chapter are based on the DSM-IV AD and AAD
definitions as assessed in the FF4 and MF2 interviews. The test–retest reliability for
these definitions was calculated for 382 individuals reinterviewed with an average
interval of 30 days between interviews. The value for AD was κ = 0.72 (95% CI =
0.61, 0.82) and for AAD was κ = 0.74 (95% CI = 0.66, 0.82).

SIDEBAR 5.3. (continued)



The heritability estimates, shown in the right side of Figure 5.3, are simi-
lar for both disorders in both sexes, ranging from 50 to 61%. The estimates
did not differ significantly across males and females. The estimates combined
across sex for alcohol dependence were 56% genetic, 0% shared environment,
and 44% specific environment; for alcohol abuse/dependence, they were
52% genetic, 6% shared environment, and 42% specific environment. The
shared environmental estimate for abuse was not significantly different from
zero.

The results of twin studies of males have consistently demonstrated a sig-
nificant role for genetic factors in contributing to vulnerability to alcoholism.
The heritability estimates in most studies are 50–60%. In contrast, the results
from studies of female twins are less consistent. The earliest studies found low
heritability for females, and this led to a widespread belief that alcoholism is
“not genetic” in women. More recent studies have found heritability estimates
more similar to those seen among males. Our results are close to those
obtained in the study most similar to ours; analyses of interview data from
the Australian twin registry found heritability estimates of about 60% for
both males and females (Heath et al., 1997). We believe that the variability
among studies of female twins is probably due to methodological differences
in how the samples were found and measured and that the heritabilities from
population-based studies provide the best estimates (see Prescott & Kendler,
2000).
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FIGURE 5.3. Pair similarity and estimated genetic variance for lifetime history of alco-
holism in same-sex twin pairs.



Nicotine

Nicotine is the psychoactive substance found in tobacco products.
Among VATSPSUD twins from same-sex pairs, 40% of females and 73% of
males reported smoking regularly (defined as seven or more cigarettes a week)
for a month or more at some point in their lives. As shown in Figure 5.1,
6.5% of females and 16.7% of males met criteria for our rigorous definition
of nicotine dependence based on the Fagerstrom Test for Nicotine Depend-
ence (FTND; see Sidebar 5.4). These rates are quite a bit lower than those
reported by studies that used the broader DSM criteria. For example, in a sub-
set of the National Comorbidity Survey, 24% of the sample met DSM-III-R
criteria for lifetime nicotine dependence (Breslau, Johnson, Hiripi, & Kessler,
2001).
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SIDEBAR 5.4. Assessment of Tobacco Use and Nicotine Dependence

We assessed tobacco use and nicotine dependence in our FF3 and MF2 interviews. In
the MF2 interview we assessed all forms of tobacco use, including cigarettes, cigars,
pipe smoking, snuff, and chewing tobacco. With the FF sample we asked about
tobacco use only in the form of cigarettes, because very few women use other forms of
tobacco.

We first asked a series of questions assessing the use of tobacco during the age
when use was heaviest. Individuals who reported ever smoking regularly in their life-
times (which we defined as seven or more cigarettes a week for at least 1 month) were
asked items from the Fagerstrom Tolerance Questionnaire (FTQ; Fagerstrom &
Schneider, 1989), a widely used scale among tobacco researchers. For the analyses
reported here, we employed a modified version of the FTQ called the Fagerstrom Test
for Nicotine Dependence (FTND; Heatherton, Kozlowski, Frecker, & Fagerstrom,
1991), which has been found to be a better index of dependence. The FTND is most
applicable to cigarette smokers, but we also administered it (using modified wording)
to individuals whose tobacco use was in forms other than cigarettes. Example items
include: how soon after waking one smokes the first cigarette, whether one smokes
while sick in bed, and whether it is difficult to refrain when smoking is forbidden. We
administered several other items constructed to assess the DSM-III-R dependence crite-
ria of withdrawal symptoms and failed attempts to quit.

For the analyses reported in this chapter, we used a cutoff on the FTND so that
individuals with a score of 7 or higher were considered dependent and those with a
lower score were considered unaffected. This is a strict cutoff, the same as that used to
select participants for studies of nicotine withdrawal. Nonsmokers and individuals
who experimented with tobacco but never became regular smokers were also classified
as unaffected.

The test–retest reliability of the FTND was calculated for 193 individuals who
were administered the MF2 interview twice. For classification as dependent or not de-
pendent, the test–retest reliability was κ = 0.75 (95% CI = 0.62, 0.88).



Genetic and Environmental Influences

Figure 5.4 shows the pair correlations and genetic estimates for nicotine
dependence. Among both females and males, MZ pairs are more similar than
DZ pairs. The estimated proportions of variance for nicotine dependence were
52% genetic, 6% shared environment, and 42% individual-specific factors for
females and 57% genetic, 11% shared environment, and 32% individual-
specific factors for males. Not surprisingly, these values did not differ signifi-
cantly between sexes; the combined estimates are 55% genetic, 11% shared
environment, and 34% individual-specific factors. The shared environmental
estimates were not significantly different from zero.

Most twin studies of nicotine dependence have used proxy measures,
such as persistent smoking. These studies typically find moderate heritabilities
(30–40%) and some evidence for shared environmental influences (see Li,
Cheng, Ma, & Swan, 2003; Sullivan & Kendler, 1998). The VETS and Aus-
tralian twin registry study also directly assessed nicotine dependence (using
items developed from DSM-III-R criteria). In the VETS, the best-fitting twin
model estimated heritability to be 60% and found that shared environmental
effects did not contribute to liability to nicotine dependence (True et al.,
1999). The Australian study found a heritability of 56% and little evidence of
shared environmental effects for DSM-IV nicotine dependence (Lessov et al.,
2004). Thus the available evidence suggests the importance of genetic factors
and perhaps a small role for shared environmental factors in creating familial
resemblance for nicotine dependence.

94 GENETIC RISK

FIGURE 5.4. Pair similarity and estimated genetic variance for lifetime history of nico-
tine dependence in same-sex twin pairs.



Caffeine

Caffeine is the most commonly used psychoactive substance in the world.
It is consumed primarily in the form of tea, coffee, and caffeinated sodas, but
it is also found in chocolate. Caffeine is used daily by about 80% of the
world’s population (James, 1997).

The usual abuse and dependence criteria do not apply very well to caf-
feine. We assessed withdrawal and intoxication as defined by DSM-IV crite-
ria, as well as heavy use and toxicity (see Sidebar 5.5). Although we assessed
caffeine use in both male and female twins, the questions about other sequelae
of caffeine use were administered only to female twins participating in the FF4
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SIDEBAR 5.5. Assessment of Caffeine Use and Use-Related Problems

Caffeine use was assessed in our MF2 and FF4 interviews, but only the FF4 interview
included questions about caffeine-related effects. Use was assessed for the year prior to
interview and for the year of greatest use. Frequency of caffeine consumption was
assessed by asking the typical number of days per month caffeine was consumed.
Quantity was assessed separately for coffee, tea, and caffeinated soda in terms of aver-
age daily consumption (on days when caffeine was used). We converted use into
approximate number of milligrams (mg) of caffeine using the following estimates:
brewed coffee, 125 mg/cup; instant coffee, 90 mg/cup; tea, 60 mg/cup; and caffeinated
soft drinks, 40 mg/can.a We calculated a monthly use variable by multiplying the aver-
age mg/day on days caffeine was used by the number of days per month caffeine was
consumed. We defined a heavy use variable as daily or near-daily consumption of 625
mg of caffeine (i.e., the equivalent of five cups of brewed coffee).

We used seven items to assess problematic caffeine use.b Two items based on the
DSM criteria assessed tolerance. Four items assessed caffeine withdrawal symptoms,
including headaches, marked fatigue or drowsiness, marked anxiety or depression, and
nausea or vomiting. These were taken directly from Appendix B of DSM-IV, in which
criteria for caffeine withdrawal were listed as a syndrome “provided for further
study.” Another item asked about toxicity using a shortened list of the DSM-IV criteria
for caffeine intoxication, including feeling ill, shaky, or jittery after caffeine use.

The test–retest reliability for these measures, based on 189 women interviewed
twice, was good to excellent. The correlation for monthly use was r = 0.77 (95% CI =
0.70, 0.82). The test–retest reliability estimates for the categorical items were: heavy
use, κ = 0.76 (95% CI = 0.62, 0.91), r = .95 (95% CI = 0.89, 1.00); withdrawal, κ =
0.63 (95% CI = 0.44, 0.81), r = .86 (95% CI = 0.73, 1.00); tolerance, κ = 0.41 (95%
CI = 0.24, 0.58), r = .68 (95% CI = 0.49, 0.87); and toxicity, κ = 0.60 (95% CI = 0.47,
0.72), r = .84 (95% CI = 0.74, 0.95).

aThese values are approximations; the actual amounts will depend on portion sizes and amount
of coffee and tea used for brewing. The FF4 study was conducted before the widespread use of
high-caffeine sodas. We did not measure caffeine consumption in food products, as these make
very small contributions to overall caffeine consumption.
bOur colleague Debra Foley aided in the development of these items.



study. We therefore focus on them here. The prevalences among female twins
were: heavy use in the past year, 6.1%; tolerance, 15.5%; withdrawal, 24.0%;
and toxicity, 12.8%.

Genetic and Environmental Influences

The left side of Figure 5.5 shows pair correlations for our indices of caf-
feine use and use-related problems among female twins.1 The values vary, but
for all the indices the MZ pair correlations are significantly greater than the
DZ pair correlations. The genetic estimates, shown in the right side of Figure
5.5, were: monthly use, 43%; heavy use, 77%; tolerance, 40%; withdrawal,
35%; and toxicity, 45%. There was no evidence for shared environmental
influences on liability to caffeine use-related problems. In aggregate, these
results suggest that genetic factors contribute to liability to levels of caffeine
use, as well as to an array of caffeine-related problems.

To our knowledge, there have been no similar twin studies of caffeine use
and use-related problems. Studies of caffeine consumption have been con-
ducted using twins from national registries of male and female twins in Fin-
land and Sweden and male twins participating in the World War II Veteran
Twin Study (Carmelli, Swan, Robinette, & Fabsitz, 1990; Kaprio, Sarna,
Koskenvuo, & Rantasalo, 1978; Pedersen, 1981). Heritability estimates from
these studies ranged from 36 to 51%. The studies from the Scandinavian sam-
ples found some evidence for small shared environmental effects, but the other
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FIGURE 5.5. Pair similarity and estimated genetic variance for lifetime history of caf-
feine use and problem use among female twin pairs. Data from Kendler and Prescott
(1999b, Table 1).



U.S. sample, like our own, did not. In sum, the available evidence supports the
existence of moderate genetic influences on liability to use caffeine and to
develop a range of problems associated with caffeine use.

Illicit Substances

Use of illicit substances (or misuse of prescription drugs) was quite
common among VATSPSUD participants (Kendler, Karkowski, Neale, &
Prescott, 2000a; Kendler, Karkowski, & Prescott, 1999d; Kendler & Prescott,
1998). More than 56% of males and 50% of females from same-sex twin
pairs reported having tried such drugs at least once (see Sidebar 5.6). By far
the most commonly used drug was cannabis (usually in the form of mari-
juana), which was used by 52% of males and 48% of females. Prevalences of
other drug use among males were: sedatives, 11%; stimulants, 19%; cocaine,
17%; opiates, 6%; and hallucinogens, 14%. Among females, they were: seda-
tives, 8%; stimulants, 10%; cocaine, 14%; opiates, 3%; and hallucinogens,
10%.

Figure 5.1 shows the prevalences of drug abuse/dependence among males
and females for six classes of illicit drugs and for the combined category of
“any drug.” Eleven percent of females and 22.3% of males met criteria for
abuse/dependence for one or more substances. Males had significantly higher
prevalences for all drug classes. By far the most common substance disorder
was cannabis abuse/dependence (7.8% female, 18.6% male), followed by
stimulants (3.3% female, 7.8% male), cocaine (3.6% female, 5.7% male),
sedatives (1.8% female, 3.2% male), hallucinogens (0.9% female, 3.5%
male), and opiates (0.6% female, 2.0% male).

The prevalences of use and abuse/dependence observed in our study are
broadly similar to those obtained in recent U.S. epidemiological studies
(Anthony, Warner, & Kessler, 1994; Substance Abuse and Mental Health Ser-
vices Administration [SAMHSA], 1997). For example, the lifetime prevalence
of cannabis use among adult participants in the NCS (Anthony et al., 1994)
was 41% for females and 52% for males, very similar to the values we
observed. These findings suggest that the VATSPSUD can be considered
broadly representative of the U.S. adult population in terms of substance use
and misuse.

Genetic and Environmental Influences

Figure 5.6 shows the twin-pair correlations for abuse/dependence for any
substance and the individual drug classes. For all the categories but one (opi-
ates in males), MZ pairs were significantly more similar than DZ pairs. Over-
all, the MZ pair correlations are the highest of all the disorders studied in the
VATSPSUD, with most ranging from 0.60 to 0.80. The estimated genetic pro-
portions of variance in liability to abuse/dependence are shown in Figure 5.7.
There was no evidence for contributions of shared environmental effects ex-
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SIDEBAR 5.6. Assessment of Illicit Drug Use, Abuse, and Dependence

Illicit drug use was assessed in our FF4 and MF2 interviews. We defined illicit drug use
as use of an illicit substance or improper use of a prescription medication. Improper
use was defined as using more than a doctor prescribed or use for other purposes than
a doctor prescribed. Respondents who reported improper use were asked a series of
questions about their age at first use and frequency and quantity of use over their life-
times. These questions were organized by pharmacological class into cannabis, seda-
tives, stimulants, cocaine, opiates, hallucinogens, and “other” (most commonly inhal-
ants and steroids). Preparations that included two or more substance classes were
coded under both. Respondents were given or mailed (if interviewed by telephone) a
page listing various classes of drugs and their common forms (including prescription
and street names).

Based on their responses to the “use” items, individuals were routed one of three
ways for each class of drugs:

1. Individuals who reported using drugs from a particular class 11 or more times
in a month were asked all the DSM-IV abuse and dependence criteria for that
substance (see Sidebar 5.2).

2. Those who reported using a class of substance at least 6 times in their lives but
fewer than 11 times in a month were asked the DSM-IV abuse items for that
substance. If they responded positively to any of the abuse items, they were
asked the dependence items. If they responded negatively to all the abuse
items, they skipped the dependence questions.

3. Individuals who had used drugs from a class fewer than 6 times in their lives
were not asked any of the abuse or dependence items.

The abuse and dependence items were asked “for the time when you used the most.”
For those who were positive for one or more criteria, we also asked about their age at
first symptom, the duration of their longest episode, whether they had sought treat-
ment, and whether drug episodes overlapped with episodes of depression and alcohol-
related symptoms (if such episodes were reported in prior sections of the interview).

The test–retest reliability for abuse/dependence was calculated for 383 individuals
who received the MF2 or FF4 interview twice. The kappa coefficients and tetrachoric
correlations for abuse/dependence were: any substance, κ = 0.70 (95% CI =0.60,
0.80), r = 0.93 (95% CI = 0.88, 0.98); cannabis, κ = 0.65 (95% CI = 0.53, 0.77), r =
0.91 (95% CI = 0.85, 0.98); sedatives, κ = 0.63 (95% CI = 0.39, 0.87), r = 0.92 (95%
CI = 0.81, 1.00); stimulants, κ = 0.70 (95% CI = 0.51, 0.90), r = 0.95 (95% CI = 0.88,
1.00); cocaine, κ = 0.67 (95% CI = 0.48, 0.86), r = 0.94 (95% CI = 0.86, 1.00); opi-
ates, κ = 0.77 (95% CI = 0.51, 1.00), r = 0.97 (95% CI = 0.92, 1.00); and hallucino-
gens, κ = 0.66 (95% CI = 0.35, 0.97), r = 0.95 (95% CI = 0.85, 1.00).



cept for cocaine abuse/dependence in males, for which the estimates were:
genetic, 39%; shared environment, 26%; and individual specific, 35%. Except
for cocaine and opiates, the estimates were very similar for males and females.
Even for these drugs, the estimates were not significantly different across the
sexes, again because of the low prevalences of these disorders.

There have been few twin studies of illicit substance use and abuse. Sev-
eral studies have been conducted using twins identified in clinical settings, but
the results are difficult to interpret because the samples were identified not
because of their drug use disorders but because they were being treated for
other disorders (e.g., alcoholism, psychosis, or affective disorders). A study of
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FIGURE 5.6. Similarity of same-sex twin pairs for lifetime history of abuse or depend-
ence of illicit substances.

FIGURE 5.7. Estimated genetic variance in risk for substance abuse/dependence.



188 twin pairs identified through drug treatment centers reported heritability
estimates for abuse/dependence on five of the same drug classes that were
included in our study (all but hallucinogens). Heritability estimates among
males were 57–78%, similar to those observed in our study. The results
among females were more variable (0–73%) but with large confidence inter-
vals due to the relatively small sample size of 66 female twin pairs (van den
Bree, Johnson, Neale, & Pickens, 1998). The only twin study using a method-
ology similar to our own is the VETS (Tsuang et al., 1996). Among these male
twins, genetic estimates were lower than those observed in our study for any
drug (34%), for hallucinogens (25%), for cannabis (33%), and for sedatives
(38%), but they were similar for stimulants (51%). The value for opiates
(69%) was higher than that found among VATSPSUD males but similar to
that found among females. The VETS also found evidence for shared environ-
mental influences on any drug abuse/dependence (28%), cannabis (29%), hal-
lucinogens (19%), and sedatives (6%).

In summary, the available evidence from twin studies of abuse/depend-
ence on illicit drugs is consistent with our findings of at least moderate but
possibly strong genetic influences and also of some evidence for shared envi-
ronmental factors.

Genetic Mechanisms

As we noted at the beginning of this chapter, the idea that there are
genetic influences on substance use disorders is often met with resistance. It is
important to emphasize that what is inherited is a predisposition toward a
pattern of behavior. There are no genes that code directly for developing a
substance use disorder. Genetic influences are not destiny. There is still room
for individual choice and environmental intervention.

Assuming we accept the evidence that genetic influences affect the devel-
opment of substance use disorders, how might this occur? The details are not
yet clear, but it probably involves a combination of three factors: specific drug
mechanisms, general effects through the brain’s reward pathways (regions and
connections responsible for the experience of pleasure and reward), and indi-
rect mechanisms via other genetically influenced behaviors.2

Specific Drug Effects

Specific drug mechanisms include genes that code for aspects of brain
function that are likely to be specific to a particular class of substance. For
example, genes are known to code for receptors in the brain that interact spe-
cifically with nicotine, opiates, and benzodiazepines (a group of prescription
antianxiety drugs that includes Valium and Xanax). Some psychoactive sub-
stances such as alcohol probably act through several different discrete recep-
tor systems, whereas others, such as cocaine and amphetamines, act largely by
inducing release of specific kinds of neurotransmitters in the brain and/or by
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blocking their reuptake back into nerve terminals. Animal studies have shown
that alterations of these genes can have dramatic effects on the responses to
these drugs.

General Liability

The rewarding effects of most, and perhaps all, drugs of abuse appear to
depend on common brain pathways that utilize the neurotransmitter dopa-
mine (Koob & Le Moal, 1997). Genetic variation in the functioning of this
“hedonic” (or pleasure-related) brain system is another way in which genes
might influence risk for substance use disorders. For example, genetic differ-
ences may be associated with the degree of pleasure that is experienced on first
using a drug, which in turn would relate to risk for further use and potential
addiction.

Genetic variation may also influence an individual’s experience of differ-
ent aspects of drug effects on mood, anxiety, and mental alertness and
unpleasant side effects such as drowsiness, nausea, or headaches. Different
individuals may experience these effects to a greater or lesser degree or as
more or less pleasurable or aversive. An active area of alcohol research is iden-
tifying motivations for drinking and studying how these relate to individual
differences in risk to develop alcoholism. We describe some of this work in
Chapter 15.

Other evidence relevant to general genetic mechanisms comes from stud-
ies of pharmacological treatments for addiction. Naltrexone, a drug that
blocks opiate receptors, reduces craving not only for opiates but also for alco-
hol and possibly other drugs (Srisurapanont & Jarusuraisin, 2005). Further-
more, the effectiveness of this treatment varies with genetic differences among
people (Oslin et al., 2003). We also know that genes can influence how drugs
are absorbed in the body and then metabolized and excreted. Variation in any
of these systems could have an impact on the liability to develop drug-related
problems.

Indirect Effects

The third mechanism for genetic influence on substance disorder liability
is through other genetically influenced characteristics. For example, some
individuals may be more prone to abuse substances because of personality
traits, such as risk taking or sensation seeking. Problems of impulse control
increase the risk for the development of substance abuse, as well as for antiso-
cial behavior. Such mediating variables (traits that lie in the pathway between
genes and disorders) have been widely studied, and there is evidence that they
may have a strong genetic basis (Hicks, Krueger, Iacono, McGue, & Patrick,
2004). Chapter 11 describes some of our research on this issue.

Individuals may also develop substance disorders because they are medi-
cating themselves for symptoms of other psychiatric disorders, such as anxiety
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or depression. To the degree that these disorders are genetically influenced,
this could lead to the patterns of familial resemblance for substance use disor-
ders observed in the VATSPSUD and other genetically informative studies. We
return to this issue in Chapter 11, in which we discuss studies that address
general versus specific genetic risk for substance use disorders.

The Role of Environmental Factors in Liability
to Substance Use Disorders

Studies of substance abuse may be difficult to compare across cultures or
historical periods. Cultural acceptance of smoking (especially in women) has
fluctuated greatly in the past several generations. Societal interventions, such
as prohibition in the United States in the early 20th century or the opening of
borders in Eastern Europe, rapidly affected the availability of substances. Such
factors may lead to differences among studies of the relative importance of
genetic and shared environmental factors in producing familial resemblance
for substance use and abuse. As we saw for caffeine consumption, two studies
conducted in Scandinavia found evidence for shared environmental factors,
whereas this was not the case for the studies of U.S. twin samples.

As we described in Chapter 3, most psychiatric disorders are assumed to
be multifactorial in origin, arising from a combination of genetic and environ-
mental risk factors. For the other disorders studied in VATSPSUD, environ-
mental risk is ubiquitous; no one has a stress-free life. But with substance
abuse, a necessary risk factor is the availability and consumption of the sub-
stance.

Individuals must expose themselves to the substance before a genetic pre-
disposition to develop dependence can be expressed. Exposure to this risk fac-
tor is incomplete, self-selected, and likely to be nonrandom with respect to
genetic risk. Among individuals who have a family history of substance abuse
(and are at above-average genetic risk), some will have increased environmen-
tal risk (the substance is in their environment) and others will have decreased
environmental risk (associated with a repugnance for substance use that arises
from witnessing its effects).

Exposure differs for different types of substances. Unlike alcohol, which
nearly everyone tries, a substantial minority of the population does not use
sufficient nicotine to become dependent, and many never even try illicit sub-
stances. It is possible that many individuals who have a genetic predisposition
to become dependent never have the opportunity to express their liability.

The processes that determine exposure to a substance are likely to differ
from those that affect development of addiction once drug exposure has
occurred. Some evidence suggests that environmental factors shared by family
members are important for exposure but less important for development of
dependence contingent upon exposure. This may explain why the evidence for
shared environmental factors is greater for illicit drugs than for more com-
monly used substances (alcohol, nicotine, and caffeine). We return to this
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issue in Chapter 12, in which we describe analyses that address the stage
aspects of substance involvement.

BULIMIA

Bulimia nervosa is one of the newest of psychiatric disorders; it was first
described as a clinical syndrome in 1979. The core symptom of bulimia is
binge eating, wherein individuals consume unusually large amounts of food in
relatively short time periods. During these binges—which might, for exam-
ple, consist of a large-sized pizza followed by a box of cookies and a
dozen donuts—individuals feel “out of control.” Individuals with bulimia
attempt to counteract the effect of this excess food consumption to reduce
their chances of gaining weight. These compensatory behaviors can range
from relatively normative activities such as excessive exercise to laxative abuse
and, in the most extreme form, self-induced vomiting (or “purging”). Individ-
uals with bulimia are typically quite preoccupied with their weight and body
shape.

Of the major psychiatric disorders, bulimia has one of the largest differ-
ences in rates between the sexes. Although it does occur in males, it is so rare
that even in our large sample we would not have found enough affected males
to reach any useful conclusions. We therefore assessed this disorder only in
women.

Bulimia is also unusual in one other way. In one sense, it is an internaliz-
ing disorder in that affected individuals tend to suffer, often feeling anxiety
and guilt about their binge episodes. However, like the externalizing disor-
ders, bulimia is characterized both by deviant behavior (that is, something
people do rather than something they have) and problems with impulse con-
trol. We decided to include bulimia in this chapter, but it could have been
placed in Chapter 4.

Bulimia is one of the psychiatric disorders in which empirical research
supports an important etiological role for cultural factors. The prevalence of
bulimia has significantly increased in Western countries in recent years, and in
non-Western countries the prevalence is strongly related to the degree of con-
tact with Western culture (Keel & Klump, 2003). For example, in the Pacific
islands of Fiji, a substantial rise in eating disorder pathology in adolescent
girls occurred after the introduction of television and the associated exposure
to Western ideals about body image (Becker, Burwell, Gilman, Herzog, &
Hamburg, 2002). These results suggest that the risk for bulimia is related to
cultural models of ideal body size.

When we first examined bulimia in 1991, etiological models for the con-
dition overwhelmingly emphasized intrapsychic and sociocultural mecha-
nisms. Only two twin and no adoption studies of bulimia had been published,
and the two twin studies included very small sample sizes (11 and 27 pairs,
respectively).
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In our sample of 2,163 women participating in the FF1 interview, 60, or
2.8%, met DSM-III-R criteria for bulimia. This is within the range of
prevalences found in prior studies of bulimia among young female popula-
tions of 1.7–4.2% (Kendler et al., 1991a). Another 63 women had broadly
defined bulimia (see Sidebar 5.7). Consistent with other epidemiological stud-
ies, we found that exercise was the most common compensatory behavior
among those meeting criteria for bulimia, followed by strict dieting, self-
induced vomiting, and fasting.

In our twin modeling, we examined both the narrow definition of bulimia
(only those meeting DSM-III-R criteria) and our broad definition. The twin-
pair correlations and genetic estimates are shown in Figure 5.8. The correla-
tions were: MZ, 0.55 and DZ, 0.29 for the narrow definition; and MZ,
0.51 and DZ, 0.25 for the broad definition. For both narrowly and broadly
defined bulimia, our best-fitting model included only genetic factors and
individual-specific environment, with heritability estimates of 55% and 50%,
respectively.

Since our initial report in 1991, results of studies examining bulimia or
bulimic symptoms have been reported from two other population-based
female twin samples. In the Australian Twin Registry, Wade, Neale, Lake, and
Martin (1999) found that their best-fit model for bulimia estimated herit-
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SIDEBAR 5.7. Assessment of Bulimia

The DSM-III-R criteria for bulimia nervosa include recurrent episodes of binge eating,
a feeling of a loss of control during these episodes, compensatory behaviors designed to
avoid weight gain, and overconcern with body weight and shape. We based our assess-
ment of a lifetime history of bulimia on the SCID interview for DSM-III-R (Spitzer &
Williams, 1985). A single probe question was used to evaluate the criterion of eating
binges:

“Have you ever in your life had eating binges during which you ate a lot of food in
a short period of time?”

Our interviewers were explicitly trained to discount episodes in which the amount
and kind of food consumed was within the normal range. If the response to this ques-
tion was positive, we then assessed the remaining criteria, including recording the spe-
cific form of compensatory behavior (e.g. self-induced vomiting, laxative abuse, fast-
ing).

Individuals who probably or definitely met all the DSM-III-R criteria were con-
sidered to be positive for narrowly defined bulimia. Those who met most but not all
criteria but who were judged on review of the interview to have clinically significant
bulimic symptoms were considered to have broadly defined bulimia.

Although we assessed bulimia in both the FF1 and FF3 interviews, we report
results largely from the FF1 interview, for which we did not obtain a measure of test–
retest reliability.



ability at 62% and, like our study, found no evidence for shared environment.
In postpubescent adolescents from the Minnesota Twin Registry, the best-fit
model for eating disorder symptoms estimated heritability at 54% (Klump,
McGue, & Iacono, 2003). These results, along with our original findings, sug-
gest strongly that, as with all the other disorders that we have examined in
VATSPSUD, a woman’s vulnerability to bulimia is significantly influenced by
her genetic makeup.

NOTES

1. The caffeine analyses were originally published in Kendler and Prescott
(1999b).

2. Much of the evidence for these mechanisms comes from research on ani-
mals, particularly rodents, but also primates. Although animal analogues have their
limitations (e.g., it is difficult to create animal equivalents for hazardous use or occupa-
tional interference), many aspects of drug dependence have parallels in animal behav-
ior. It is relatively easy to measure how hard an animal will work to obtain a drug,
whereas ascribing mental states (depression, anxiety) is much more problematic.
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FIGURE 5.8. Pair similarity and estimated genetic variance for lifetime history of
bulimia nervosa among female twin pairs. Data from Kendler et al. (1991, Tables 3
and 4).



106

A
PP

EN
D

IX
5.

1.
Sa

m
pl

e
Si

ze
s,

Pr
ev

al
en

ce
s,

an
d

Pa
ir

R
es

em
bl

an
ce

fo
r

Ex
te

rn
al

iz
in

g
D

is
or

de
rs

D
is

or
de

r
Se

x
N

Pr
ev

al
en

ce
(%

)
Z

yg
os

it
y

N
o.

of
pa

ir
s

T
et

ra
ch

or
ic

co
rr

el
at

io
n

95
%

C
I

O
dd

s
ra

ti
o

95
%

C
I

C
on

du
ct

di
so

rd
er

F
1,

45
7

4.
4

M
Z

33
1

0.
64

0.
35

,
0.

92
16

.0
5

4.
09

,
63

.0
3

D
Z

20
3

0.
20

–0
.3

4,
0.

74
2.

39
0.

27
,

21
.2

8

M
2,

75
6

19
.1

M
Z

63
3

0.
48

0.
35

,
0.

61
4.

51
2.

88
,

7.
05

D
Z

42
5

0.
40

0.
23

,
0.

57
3.

44
1.

99
,

5.
94

A
du

lt
an

ti
so

ci
al

be
ha

vi
or

F
1,

48
6

2.
4

M
Z

34
5

0.
73

0.
44

,
1.

00
33

.1
0

6.
40

,
17

1.
2

D
Z

21
0

0.
43

–0
.1

2,
0.

97
7.

07
0.

70
,

71
.7

6

M
2,

75
1

8.
3

M
Z

63
4

0.
38

0.
15

,
0.

61
4.

43
1.

89
,

10
.4

0
D

Z
42

2
0.

33
0.

10
,

0.
57

3.
30

1.
44

,
7.

56

A
lc

oh
ol

de
pe

nd
en

ce
F

1,
92

5
7.

7
M

Z
50

1
0.

65
0.

49
,

0.
82

12
.5

0
5.

76
,

27
.1

1
D

Z
32

6
0.

07
–0

.2
6,

0.
41

1.
33

0.
37

,
4.

75

M
2,

92
1

25
.4

M
Z

70
1

0.
53

0.
42

,
0.

64
5.

01
3.

41
,

7.
37

D
Z

48
4

0.
29

0.
14

,
0.

44
2.

30
1.

48
,

3.
56

A
lc

oh
ol

ab
us

e/
de

pe
nd

en
ce

F
1,

92
5

15
.5

M
Z

50
1

0.
55

0.
40

,
0.

69
6.

14
3.

53
,

10
.6

6
D

Z
32

6
0.

30
0.

09
,

0.
51

2.
54

1.
31

,
4.

93

M
2,

92
1

40
.2

M
Z

70
1

0.
59

0.
50

,
0.

68
5.

60
4.

01
,

7.
84

D
Z

48
4

0.
33

0.
20

,
0.

46
2.

42
1.

67
,

3.
51

N
ic

ot
in

e
de

pe
nd

en
ce

F
1,

90
3

6.
5

M
Z

49
4

0.
54

0.
31

,
0.

78
9.

26
3.

45
,

24
.8

7
D

Z
31

7
0.

35
0.

05
,

0.
65

3.
74

1.
25

,
11

.2
0

M
2,

92
4

16
.7

M
Z

69
9

0.
65

0.
54

,
0.

76
9.

78
5.

98
,

15
.9

9
D

Z
48

5
0.

40
0.

24
,

0.
56

3.
41

2.
03

,
5.

72

C
af

fe
in

e
m

on
th

ly
us

e
F

1,
92

0
—

M
Z

49
9

0.
41

0.
34

,
0.

48
a

D
Z

32
5

0.
24

0.
14

,
0.

34
a



107

C
af

fe
in

e
w

it
hd

ra
w

al
F

1,
19

5
22

.3
M

Z
21

8
0.

36
0.

14
,

0.
58

2.
83

1.
43

,
5.

57
D

Z
13

7
–0

.1
3

–0
.4

5,
0.

18
0.

67
0.

25
,

1.
80

A
ny

ill
ic

it
dr

ug
ab

us
e/

de
pe

nd
en

ce
F

1,
92

5
11

.0
M

Z
50

1
0.

70
0.

57
,

0.
83

13
.3

7
7.

01
,

25
.5

0
D

Z
32

6
0.

19
–0

.0
8,

0.
46

1.
94

0.
79

,
4.

79

M
2,

93
5

22
.3

M
Z

70
4

0.
77

0.
70

,
0.

85
15

.7
6

10
.1

2,
24

.5
3

D
Z

48
9

0.
38

0.
24

,
0.

53
3.

06
1.

95
,

4.
80

C
an

na
bi

s
ab

us
e/

de
pe

nd
en

ce
F

1,
92

5
7.

8
M

Z
50

1
0.

72
0.

58
,

0.
86

17
.1

4
8.

01
,

36
.7

1
D

Z
32

6
0.

24
–0

.0
8,

0.
55

2.
45

0.
77

,
7.

78

M
2,

93
5

18
.6

M
Z

70
4

0.
76

0.
68

,
0.

84
15

.3
6

9.
63

,
24

.5
0

D
Z

48
9

0.
38

0.
23

,
0.

54
3.

16
1.

94
,

5.
15

Se
da

ti
ve

ab
us

e/
de

pe
nd

en
ce

F
1,

92
5

1.
8

M
Z

50
1

0.
59

0.
24

,
0.

95
19

.3
6

3.
35

,
11

2.
04

D
Z

32
6

0.
31

0.
09

,
0.

53
b

M
2,

93
5

3.
2

M
Z

70
4

0.
59

0.
32

,
0.

85
16

.3
4

4.
66

,
57

.2
3

D
Z

48
9

0.
04

–0
.3

9,
0.

47
1.

20
0.

15
,

9.
44

St
im

ul
an

t
ab

us
e/

de
pe

nd
en

ce
F

1,
92

5
3.

3
M

Z
50

1
0.

69
0.

45
,

0.
92

24
.2

3
6.

84
,

85
.8

4
D

Z
32

6
0.

37
–0

.0
3,

0.
77

5.
03

0.
99

,
25

.5
4

M
2,

93
5

7.
8

M
Z

70
4

0.
69

0.
55

,
0.

82
15

.6
6

7.
82

,
31

.3
7

D
Z

48
9

0.
22

–0
.0

2,
0.

47
2.

29
0.

95
,

5.
54

C
oc

ai
ne

ab
us

e/
de

pe
nd

en
ce

F
1,

92
5

3.
6

M
Z

50
1

0.
80

0.
64

,
0.

95
40

.7
6

13
.5

6,
12

2.
58

D
Z

32
6

0.
16

–0
.3

3,
0.

65
2.

15
0.

26
,

17
.9

9

M
2,

93
5

5.
7

M
Z

70
4

0.
63

0.
45

,
0.

81
13

.8
7

6.
01

,
32

.0
2

D
Z

48
9

0.
46

0.
21

,
0.

70
6.

07
2.

35
,

15
.6

8

O
pi

at
e

ab
us

e/
de

pe
nd

en
ce

F
1,

92
5

0.
6

M
Z

50
1

0.
82

0.
46

,
1.

00
c

16
5.

33
8.

27
,

33
04

.9
7

D
Z

32
6

0.
65

0.
34

,
0.

95
b

(c
on

ti
nu

ed
)



108

A
PP

EN
D

IX
5.

1.
(c

on
tin

ue
d)

D
is

or
de

r
Se

x
N

Pr
ev

al
en

ce
(%

)
Z

yg
os

it
y

N
o.

of
pa

ir
s

T
er

ac
ho

ri
c

co
rr

el
at

io
n

95
%

C
I

O
dd

s
ra

ti
o

95
%

C
I

O
pi

at
e

ab
us

e/
de

pe
nd

en
ce

(c
on

t.
)

M
2,

93
5

2.
0

M
Z

70
4

0.
21

0.
06

,
0.

37
b

D
Z

48
9

0.
10

–0
.0

6,
0.

25
b

H
al

lu
ci

no
ge

n
ab

us
e/

de
pe

nd
en

ce
F

1,
92

5
0.

9
M

Z
50

1
0.

68
0.

25
,

1.
00

c
49

.3
0

3.
82

,
63

5.
8

D
Z

32
6

0.
58

0.
29

,
0.

86
b

M
2,

93
5

3.
5

M
Z

70
4

0.
70

0.
51

,
0.

88
24

.1
8

8.
78

,
66

.6
3

D
Z

48
9

–0
.0

2
–0

.1
5,

0.
12

b

B
ul

im
ia

—
na

rr
ow

F
2,

16
3

2.
8

M
Z

59
9

0.
55

0.
27

,
0.

83
12

.6
2

3.
64

,
43

.7
2

D
Z

43
2

0.
29

0.
00

,
0.

58
4.

11
0.

48
,

35
.2

6

B
ul

im
ia

—
br

oa
d

F
2,

16
3

5.
7

M
Z

59
9

0.
51

0.
29

,
0.

73
7.

49
3.

17
,

17
.6

6
D

Z
43

3
0.

25
–0

.0
9,

0.
58

2.
77

0.
76

,
10

.0
7

N
ot

e.
O

dd
s

ra
ti

o
is

od
ds

of
a

tw
in

be
in

g
af

fe
ct

ed
if

th
e

co
tw

in
ha

s
th

e
di

so
rd

er
ve

rs
us

if
th

e
co

tw
in

do
es

no
t

ha
ve

th
e

di
so

rd
er

.
a N

ot
ca

lc
ul

at
ed

be
ca

us
e

ba
se

d
on

co
nt

in
uo

us
va

ri
ab

le
.

b Z
er

o
ce

ll,
or

no
t

av
ai

la
bl

e;
co

rr
el

at
io

ns
ca

lc
ul

at
ed

us
in

g
M

pl
us

pr
og

ra
m

w
it

h
co

ns
tr

ai
nt

of
eq

ua
l

th
re

sh
ol

ds
fo

r
tw

in
1

an
d

tw
in

2.
c E

st
im

at
e

hi
t

up
pe

r
bo

un
d.



109

APPENDIX 5.2. Model-Fitting Information: Change in Fit Relative to Full Model
for Male and Female Twin Pairs Analyzed Separately

Disorder Model df

LRT

Females Males

Conduct disorder AE 1 0.0 3.2
CE 1 2.2 0.6
E 2 12.0 40.1

Adult antisocial
behavior

AE 1 0.0 2.9
CE 1 2.2 0.6
E 2 12.1 60.1

Alcohol dependence AE 1 0.0 < 0.1
CE 1 8.6 7.2
E 2 32.4 81.7

Alcohol abuse/
dependence

AE 1 < 0.1 0.2
CE 1 3.9 11.0
E 2 45.6 132.9

Nicotine dependence AE 1 < 0.1 0.4
CE 1 1.9 8.9
E 2 20.0 102.7

Caffeine monthly use AE 1 0.8 a
CE 1 6.9
E 2 154.5

Caffeine withdrawal AE 1 0.0 a
CE 1 2.2
E 2 6.5

Any drug abuse/
dependence

AE 1 0.0 0.0
CE 1 11.3 26.4
E 2 59.4 190.1

Cannabis abuse/
dependence

AE 1 0.0 0.0
CE 1 8.1 21.4
E 2 49.5 161.5

Sedative abuse/
dependence

AE 1 0.0 0.0
CE 1 1.3 4.1
E 2 4.7 11.8

Stimulant abuse/
dependence

AE 1 < 0.1 0.0
CE 1 2.1 10.4
E 2 20.4 53.3

Cocaine abuse/
dependence

AE 1 0.0 0.9
CE 1 6.9 1.7
E 2 36.3 40.7

Opiate abuse/
dependence

AE 1 0.0 0.0
CE 1 1.4 0.0
E 2 6.4 0.0

(continued)
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APPENDIX 5.2. (continued)

Disorder Model df

LRT

Females Males

Hallucinogen abuse/
dependence

AE 1 0.0 0.0
CE 1 0.9 6.7
E 2 4.6 24.4

Bulimia—narrow AE 1 < 0.1 a
CE 1 1.8
E 2 12.3

Bulimia—broad AE 1 0.0 a
CE 1 1.6
E 2 18.5

Note. LRT is likelihood ratio test, representing the fit of this model compared to the full (ACE) model.
aBulimia and caffeine use and withdrawal not assessed in male pairs.
*Best-fitting model by Akaike’s Information Criterion (AIC; Akaike, 1987); if no *, full model is best
(or the fits of AE and CE cannot be distinguished).
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C H A P T E R S I X

Twin Model Assumptions

Every statistical analysis is based on assumptions about measurement
and about the processes underlying the variables being measured. In this chap-
ter we describe two additional assumptions made in twin studies: random
mating and the equal environment assumption (EEA). If an assumption is
found to be invalid, we say that there has been a failure of the assumption.
Failure of the assumptions of the twin model can lead to incorrect genetic and
environmental estimates. This possibility has been the basis for many critiques
of the twin method. We thus give particular attention to these assumptions
and consider the evidence concerning their validity in the VATSPSUD.

RANDOM MATING

Twin models assume random mating with respect to genetic background;
that is, when choosing a mate, one does not select someone with a similar
genetic history. The failure of this assumption is known as assortative mating.
The effect of assortative mating for genetic background on twin study results
is to underestimate the magnitude of genetic influences and overestimate
shared environmental influences on a characteristic. The reason for this arises
from the mathematical predictions of the twin model: If parents are geneti-
cally correlated, then the genes of their DZ twin offspring (and other non-MZ
offspring) will be correlated in excess of the 0.50 predicted by genetic theory.
This will reduce the observed difference between the similarity of MZ and DZ
pairs, leading to a lower estimate of heritability.
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We know that spouses (and other couples who produce offspring) do not
select each other randomly. Couples tend to come from similar socioeconomic
and educational backgrounds. However, the critical assumption for our twin
models is not that couples come from different backgrounds but that they are
uncorrelated for their genetic liability to the disorder of interest. This is diffi-
cult to study. When we assess the parents of twins, we are assessing their
expressed trait (e.g., whether they’ve ever been depressed), not the underlying
genetic liability that contributes to that trait and that cannot be directly mea-
sured. Even if couples have similar traits, this does not necessarily mean that
the assumption is violated. It is likely that some of the similarity observed
between spouses is due to the long-term influences of living together. That is,
it is being a couple that leads to the similarity, not the other way around. Such
“congruence” does not represent a violation of the assumption of random
mating, because it would not alter the proportion of genes shared by DZ
twins.

In our judgment, two major pieces of evidence justify ignoring the effects
of assortative mating on the outcomes studied in VATSPSUD. First, although
the mothers and fathers interviewed as part of the FFP study did tend to
resemble one another in their rates of disorders (we studied MD, GAD, and
alcoholism), the overall degree of resemblance was modest (Maes et al., 1998)
and too low to cause a significant bias in our twin models.

Second, the effects of assortative mating on genetic and environmental
effects in a population are actually rather complex. The largest concern is
overestimating the impact of shared environment. However, as we saw in
Chapters 4 and 5, we have actually found less evidence for shared environ-
mental effects than we expected, suggesting that violations of this assumption
are not a substantial problem in this study.

EQUAL ENVIRONMENT ASSUMPTION

The EEA requires that twins from MZ pairs and DZ pairs are equally
similar for the environments relevant to the development of a particular trait.
This assumption is necessary because the twin model assumes that the correla-
tions of the shared environmental component for both types of pairs equal
1.0 (see Figure 3.2). If the shared environment of MZ pairs is actually
more similar than that of DZ pairs, this will inflate the difference in correla-
tions between MZ and DZ twins and produce an overestimate of genetic
influences.

The EEA has long been of interest to both twin researchers and critics of
the twin method. Three major methods have been developed to evaluate the
validity of the EEA (Kendler, 1983), including direct measurement of environ-
mental similarity based on variables obtained from twin report, indirect mea-
surement of similarity of treatment based on physical similarity, and pair simi-
larity based on true versus perceived zygosity. We applied each of these
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methods, as well as a fourth method of our own devising based on parents’
reports of their approach to rearing twins. We describe the basis for each
method and then describe the results of its application to the VATSPSUD.

Similarity of Environmental Exposures

The first method rests on observations that particular aspects of the
childhood, adolescent, or adult environment—such as sharing playmates as
children—are more similar for twins from MZ pairs than for those from DZ
pairs (Kendler, Heath, Martin, & Eaves, 1986; Kendler et al., 1992a; Loehlin
& Nichols, 1976; Rose, Kaprio, Williams, Viken, & Obremski, 1990). If these
measured environments, acting directly or as indices of other aspects of envi-
ronmental similarity, influence twin resemblance for traits (such as liability to
develop MD), then this might represent a violation of the EEA. Most research-
ers find that MZ twins have a higher score on such measures of similarity than
do DZ twin pairs. The untutored student might conclude from this that twin
studies are in big trouble. However, this student would be missing a key step.
Twin studies of psychiatric disorders would indeed be in some trouble if MZ
pairs had more similar environments than DZ pairs and if we could show that
these environments altered risk for a particular psychiatric disorder. To pick a
silly example, imagine that twins from MZ pairs were much more highly cor-
related for eating peanut butter than were DZ pairs. This would jeopardize
the validity of our twin studies only if it could also be shown that the con-
sumption of peanut butter affected risk for MD. Even if such an effect were
found for MD, there is no guarantee that a similar effect of peanut butter
would exist for twin resemblance for anxiety disorders or alcoholism. There is
no such thing as a “generic” violation of the EEA. Potential violations of the
EEA must be evaluated disorder by disorder.

In the VATSPSUD, we used several standard measures of environmental
similarity (see Sidebar 6.1). The typical way we analyzed these data was to
predict the pair similarity for a particular trait or disorder from zygosity and
measures of similarity of childhood environment. We have performed such
analyses for all the disorders studied in the VATSPSUD. In the large majority
of cases, the EEA was supported. That is, we did not find that twin pairs with
more similar childhood environments were more similar for psychiatric out-
comes.

In our early studies of the EEA, we also used what is an admittedly crude
measure of similarity of adult environment—the frequency of pair contact,
typically measured for the year prior to the interview. Our results for this
measure have been more mixed. We found no evidence that twin pairs who
were in frequent contact were more likely to be concordant for major depres-
sion, anxiety, or eating disorders. However, among both female and male
twin pairs, we found (even after controlling for zygosity) a significant associa-
tion between current frequency of contact and twin resemblance for alcohol
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SIDEBAR 6.1. Assessment of Twin Environmental Similarity

In the VATSPSUD, we assessed childhood environmental similarity using four items
first proposed by Loehlin and Nichols (1976). In our interviews with female twins,
these questions were:

“I’m now going to ask you several questions about how close you and your twin
sister were as children. How often . . .

1. did you share the same room?
2. did you have the same playmates?
3. did you dress alike?
4. were you in the same classes at school?”

The response options were “always,” “usually,” “sometimes,” or “never.” Typically,
we have summed these items to produce a single index. The questions were modified
appropriately when administered to male and opposite-sex twin pairs.

In examining the four traditional questions on childhood environments, we real-
ized that they could be improved on in at least three ways. First, we developed ques-
tions to assess similarity of adolescent environments. Three items assessed the degree to
which twins shared peers and activities:

“As teenagers, how often would . . .

1. you and your twin have the same friends?
2. you and your twin go around with the same group?
3. your twin go out with you if you went to the movies or a dance?”

As with the childhood items, the possible responses to these items were “always,”
“usually,” “ sometimes,” or “never.”

Second, we assessed, with two items, the twins’ view of their relationship within
the twinship. One was:

“When you were growing up, were you emotionally closer to your twin than would
be usual for ordinary sisters?”

The response options ranged from “a lot closer” to “just about as close as ordinary sis-
ters.” The second item was:

“Some twins like to be as alike as possible in their dress, interests, and personality.
Other twins like to be as different from one another as possible. When you and
your twin were growing up, did you . . . ?”

The response options ranged from “always try to be as alike as possible” to “always
try to be as different as possible.”

(continued)



dependence (Kendler et al., 1992a; Prescott et al., 1999). How should this
result be interpreted? Do twins in more frequent contact develop more similar
drinking habits and problems, or do twins with more similar drinking patterns
have more frequent contact?

We suspect that both processes are at work. That is, a twin’s drinking
habits are probably influenced by the drinking habits of his or her cotwin. But
it is also likely that twin pairs with very similar drinking habits are more likely
to socialize together than are pairs in which one member likes to drink and the
other abstains. Analyses of other traits suggest that, on average, similarity of
behavior influences frequency of contact more than the other way around
(Kendler, 1983; Morris-Yates, Andrews, Howie, & Henderson, 1990). How-
ever, we decided to take a “worst case scenario” and reanalyze our data
assuming that all the causal effects go from contact to drinking and not from
drinking to contact.1 In so doing, we found that the estimated heritability of
broadly defined alcohol dependence declined modestly, from 61 to 46%. This
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Third, we assessed the way in which the twins perceived themselves as being
treated by their social environment. We attempted to assess whether they were seen as
individuals (the differences between twins in a pair were emphasized) or as a pair (they
were commonly treated as “the twins,” thereby emphasizing their similarity to each
other). We inquired of the twins, in separate questions, the extent to which their par-
ents, relatives, teachers, friends, and peers “nearly always” or “usually” emphasized
“your similarity” or emphasized “your differences.”

We included these items in the FF3 interview, getting complete information from
1,865 twins and both members of 821 pairs of known zygosity. We then conducted a
factor analysis using these items, the four childhood items, and adult contact fre-
quency. When we studied the characteristics of the items, we found that they clustered
into three independent factors. Childhood Treatment was based on the four childhood
environmental similarity items. Cosocialization included items assessing the degree to
which the twins socialized with one another in adolescence and childhood, as well as
their emotional closeness. Similitude included items that reflected the degree to which
the twins’ similarities, rather than their differences, were emphasized by parents, teach-
ers, and friends and one item that assessed how much the twins themselves tried to be
as alike as possible.a

We checked these factors by seeing how closely the two members of a twin pair
agreed in their ratings of their relationship, then created scores for each factor and
computed the pair correlations for the scores. We found reasonable agreement between
twins. Pair correlations for the three factors were: Childhood Treatment, 0.62;
Cosocialization, 0.63; and Similitude, 0.49 (all significant at p < 0.0001).

aThe interpretation of similitude is somewhat difficult in EEA studies because high scores on this
factor could be a result rather than a cause of the similarity of the twins’ behavior.

SIDEBAR 6.1. (continued)



means that at the most violations of the EEA accounted for only one-fourth of
the genetic variance estimated from a standard twin model.

As a further illustration of our approach to the testing of the EEA, we
describe in detail our attempt to use measures of childhood and adult environ-
mental similarity to predict similarity in our male–male pairs for the use and
abuse of illicit substances (Kendler, Karkowski, Neale, & Prescott, 2000a).
We used drug use because, given evidence that it can be strongly influenced by
the social environment, it might be more vulnerable to violations of the EEA
than psychiatric disorders such as MD or panic disorder. We examined four
phenotypes defined by level of involvement (use, heavy use, abuse, and
dependence)2 for each of six substances (cannabis, sedatives, stimulants,
cocaine, opiates, and hallucinogens) and a summary category of “any sub-
stance.” We tested the effects of similarity of childhood environment (based
on answers to the childhood environment questions from interviews or ques-
tionnaires) and frequency of contact as adults. This made for 7 substance
classes times 4 phenotypes times 2 kinds of environment for a total of 56 inde-
pendent tests of the EEA.

After adjusting for zygosity, the similarity of childhood or adult environ-
ments significantly predicted twin resemblance in 7 of the 56 tests. That is not
a very impressive number given that 3 positive results would be expected by
chance alone. The positive tests did not point to any particular level of use or
class of substance. However, all the significant effects were in the predicted
direction—an unlikely event by chance alone. We found that similarity of
childhood environment predicted twin similarity for stimulant use, hallucino-
gen use, heavy use of cannabis, and heavy use of any substance. Frequency of
contact as adults predicted twin resemblance for heavy use of cocaine, halluci-
nogen abuse, and sedative dependence. To evaluate the size of these possible
biases, we conducted analyses designed to detect and correct for the effects of
the EEA (Hettema, Neale, & Kendler, 1995).

We included in the twin model an additional measured variable that rep-
resents environmental similarity of the twin pair (see Figure 6.1). If environ-
mental similarity affected liability (i.e., if the specified shared environment
path, cs, were significantly greater than zero) and if inclusion of this variable
decreased the estimate of the genetic variance, this would suggest a failure of
the EEA.

For each of the conditions for which we detected evidence of a possible
violation, we conducted follow-up analyses, using our composite measure of
childhood similarity or adult contact frequency. For nearly all of the analyses,
the variance accounted for by environmental similarity was negligible (averag-
ing 7%) and not significantly different from zero. The one exception was fre-
quency of adult contact and heavy cocaine use. With the inclusion of this vari-
able, the heritability of liability declined from 80 to 60%. Overall, these
results do not provide impressive evidence in favor of major violations of the
EEA for drug use, abuse, and dependence in our study.
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One problem with these tests of the EEA is that “absence of evidence” is
not “evidence of absence.” In other words, by failing to find strong evidence
for violations of the EEA, we have not produced definitive evidence that the
EEA is valid. The results we obtained could arise from our having used inade-
quate measures of the relevant environment.

We therefore developed additional questions so that we could apply a
stronger test of the EEA. These items focus on adolescent experiences because
we thought these might be more important than childhood experiences in
influencing risk for psychiatric or substance use disorders. We also decided to
use a factor score approach so that the measures would be more reliable. The
items clustered into three factors, which we termed Childhood Treatment,
Cosocialization, and Similitude (see Sidebar 6.1).

We compared the scores on these factors in MZ pairs with those of DZ
pairs. As expected, the factor scores for MZ twins were substantially and sig-
nificantly higher than those for DZ twins on the Similitude and Cosocial-
ization factors. To our surprise, the two twin groups did not differ in their
reported levels of similarity of Childhood Treatment.

The critical analysis relevant to the EEA is whether the scores on these
environmental factors predict pair similarity for psychopathology. We studied
five psychiatric and two substance dependence disorders (MD, GAD, panic
disorder, phobias, bulimia, nicotine dependence, and alcohol dependence)
using two different models.3 We had a total of 42 individual statistical analy-
ses: 7 disorders by 3 factors by 2 statistical methods. To our surprise, none of
the results was significant at the 5% level, even though two or three signifi-
cant associations would be expected by chance alone. With our new and, we
believe, improved measures, we were unsuccessful at showing possible viola-
tions of the EEA.

When a method obtains so many negative findings, the researcher ought
to consider the possibility that something is really wrong with the approach.
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FIGURE 6.1. Twin model including measure of pair similarity.



To reassure ourselves that this was not the case, we included a phenotype that
we knew was strongly influenced by peer group—smoking initiation (that is,
the decision whether or not to become a regular smoker; Urberg, Shyu, &
Liang, 1990). When we repeated the EEA analyses on smoking initiation, we
indeed found a significant effect, not for Childhood Treatment or for Simili-
tude but for Cosocialization—exactly the factor we would have predicted.
The effects were not huge, but they were statistically significant using both
of our methods. We again assumed a worst-case scenario: that all of the
measured effect on smoking was due to EEA violation (i.e., that peers in-
fluence smoking, not that adolescents select their friends to be similar for
smoking habits). As we saw with illicit substances, the results were under-
whelming. The estimated heritability of smoking initiation declined from 83
to 73%.

Parental Treatment

We were sufficiently preoccupied with the validity of the EEA that we
decided to take another approach to this problem (Kendler, Neale, Kessler,
Heath, & Eaves, 1994b). Prior studies suggested that parents of MZ twins
treat the twins more similarly than do parents of DZ pairs (Loehlin &
Nichols, 1976; Scarr, 1968). If this is true, and if the kind of parental treat-
ment for which MZ pairs are more highly correlated than DZ pairs signifi-
cantly influences the risk for particular forms of adult psychopathology, then
differential parental treatment would violate the EEA.

We asked all interviewed parents the following question:

“We’re interested in learning how you approached raising twins. Some
parents of twins like to emphasize the similarity of their twins by doing
such things as dressing them alike. Other parents of twins like to stress
their differences. Would you say you: nearly always emphasized their
similarity, usually emphasized their similarity, usually emphasized their
differences, or nearly always emphasized their differences?”

Although parents varied widely in their reported approach to rearing
twins, there was a strong association between our assigned zygosity and the
reported approach to raising twins in both mothers and fathers. Both parents
were more likely to emphasize the similarities in MZ twins and the differences
in DZ twins. We then applied our EEA structural equation model (SEM; Fig-
ure 6.1) to these data, now treating parental ratings of their approach to twin
rearing as the specified shared environment. For the four disorders tested
(MD, GAD, phobias, and problem drinking), we found no evidence that twin
resemblance was explained by similarity of maternal or paternal treatment.
Again, we found no support for EEA violations.

In sum, despite our best efforts, our studies employing measured similar-
ity of the environment yielded little evidence of EEA violations. It appears
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that concerns about the EEA in the literature, at least with respect to psychiat-
ric disorders, are not well supported empirically.

Physical Resemblance

A large body of evidence suggests that physical attractiveness influences a
wide range of social interactions (Patzer, 1985) and thus may be relevant for
psychological functioning. Some critics of the twin method have claimed that
the greater physical resemblance of twins from MZ pairs may cause resem-
blance for psychological traits.

Given the striking degree of physical resemblance of MZ twins, one
would expect MZ pairs to be more correlated for attractiveness than DZ
pairs. If, for example, being attractive increases self-esteem and thereby
reduces the risk for depression, this could be a violation of the EEA.4 To test
the EEA by this method requires some measure of the degree of physical
resemblance of the twin pairs. Using this measure, the simple task is then to
ask, separately for MZ and DZ pairs, whether pair similarity for a particular
disorder is predicted by physical similarity of the pair.

When we interviewed our twins face-to-face, we took photographs (with
permission), initially for the purpose of zygosity determination. However, we
also realized that we could use them to test the EEA (Hettema et al., 1995).
Along with our close colleague Jack Hettema, we developed a reliable system
for rating pair physical resemblance from these photographs. We rated all 882
pairs of female–female twins for whom we had usable photographs from both
twins. As might be expected, the average similarity scores were higher in MZ
than in DZ pairs, but variation was seen within each zygosity group.5

Using the structural model described earlier (Figure 6.1), we then in-
cluded physical similarity as a specified form of shared environment in the
twin models for five disorders: MD, GAD, phobia, alcohol dependence, and
bulimia. For four of the disorders (MD, GAD, phobia, and alcohol depend-
ence), we found no evidence for violations of the EEA. The cs path could be
set to zero without a significant worsening of model fit. However, for bulimia,
the results were ambiguous and differed depending on how bulimia was mea-
sured. In one analysis we found no evidence for EEA violations, but in another
the results suggested that nearly all twin resemblance could be explained
through the cs path.

Our conclusion is that for four of the disorders, the results are consistent
with the EEA. For bulimia, our results were ambiguous, and it is possible our
heritability estimates are biased upward.

Perceived versus True Zygosity

Probably the most clever method for testing the EEA was initially pro-
posed by Scarr (1968). It is based on the proposition that similarity of twins
may be influenced by the expectations of twins and their parents that MZ
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pairs will be more similar than DZ pairs. This method involves comparing
trait similarity in twin pairs as a function of their “real” zygosity and their
“perceived” zygosity. This method is possible because a substantial propor-
tion of twins are actually misinformed as to their true zygosity. Many but not
all of these errors arise because parents are provided incorrect information at
birth. As described in Chapter 3, 20–30% of MZ pairs—those that split early
in development—have two placentas and two inner and outer sacs in the
womb. Obstetricians not highly familiar or experienced with twin pregnancies
sometimes conclude that such pairs are DZ and so inform the parents. The
opposite error also occurs. As we noted in Chapter 3, by chance, DZ embryos
can implant so close together in the wall of the uterus that during develop-
ment their placentas grow together. If not carefully examined in a laboratory,
these fused placentas look like a single placenta and can lead an obstetrician
to conclude that the twins, if they are the same sex, must be MZ.

To test the EEA by this method, we compare four types of twin pairs—
real MZ twins who think they are MZ, real MZ twins who think they are DZ,
real DZ twins who think they are MZ, and real DZ twins who think they are
DZ. These four types form a particularly interesting natural experiment. If the
EEA is valid, then pair similarity for a trait should be determined completely
by actual zygosity and not be influenced by perceived zygosity. In contrast, if
pair similarity is influenced by perceived zygosity, then this suggests a failure
of the EEA.

This method of evaluating the EEA has one distinct advantage over the
other approaches we utilized. Whereas the other methods require the investi-
gator to assess particular sources of trait similarity in twins (physical appear-
ance, dressing alike as children, actions of parent), this method provides a
global test for all potential environmental influences that are dependent on
attitudes and expectations associated with zygosity.

In our female–female sample, we asked each twin whether, in her opin-
ion, she and her cotwin were definitely identical, probably identical, probably
fraternal, definitely fraternal, or she was not sure what kind of twins they
were (Kendler, Neale, Kessler, Heath, & Eaves, 1993b). We then compared
these responses to our objective zygosity determination, which (at this stage in
the VATSPSUD) was based on self-report measures, photographs, and, when
there was uncertainty, DNA analyses. In our 1,030 FF pairs with clearly
assigned zygosity, we found that in 477 of the 590 pairs (80.8%) classified as
MZ, both twins agreed that they were definitely or probably identical. In 395
of the 440 (89.8%) pairs classified as DZ, both twins agreed that they were
definitely or probably fraternal. We then fit our structural model for testing
the EEA (Figure 6.1)—this time with perceived zygosity as the specified shared
environment. For all five disorders we tested (MD, GAD, phobias, bulimia,
and problem drinking), we could set the cs path to zero. These results mean
that, in our data, once true zygosity was taken into account, perceived
zygosity did not contribute further to twin resemblance. Twin pairs who were
really MZ but thought they were DZ were approximately as similar as other
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MZ pairs. Pairs who were really DZ but believed they were MZ were as simi-
lar as other DZ pairs.

Whereas most large twin studies obtain information only from the twins
themselves, we had information from our interviews with the parents of the
female–female twin pairs. We asked the same question of the parents regard-
ing the zygosity of their twin offspring. Compared with our objective assign-
ment of zygosity, mothers and fathers were correct about the zygosity of their
twins 84 and 79% of the time, respectively. Using mothers’ perceived zygosity
and then fathers’ perceived zygosity as indices of a specified shared environ-
ment, we fit models for four of our more common disorders: MD, GAD, pho-
bias, and problem drinking. The results were very similar to those based on
twins’ beliefs. In none of the 8 analyses (4 disorders times 2 parents) did we
detect evidence that parental perceived zygosity had an impact on twin resem-
blance.6

SUMMARY

It is quite reasonable to be concerned about biases in twin studies of psy-
chiatric and drug abuse disorders. Twin studies are not controlled experi-
ments, and therefore biases can certainly creep in. In our view, the most likely
biases in studies of reared-together twins are due to violations of the EEA.
Such biases are of particular concern because they lead to overestimations of
heritability.

Consistent with other studies, we found evidence that some aspects of the
environment of members of MZ pairs are, on average, more similar than
those of members of DZ pairs. However, using four different methods (twin
ratings of similarity of childhood, adolescent, and adult environments; simi-
larity of parental treatment; ratings of physical similarity from photographs;
and comparisons of true versus twin-perceived and parent-perceived zygosity),
we found no consistent evidence for significant EEA violations. We were
unable to show that the kinds of environmental experiences for which MZ
pairs are more similar than DZ pairs have anything to do with subsequent risk
for psychiatric or substance use disorders.

A few findings suggested possible violations of the EEA. However, when
we corrected for these effects, the result was only a modest decline in
heritability estimates. Our results are generally consistent with those of other
twin studies, which also find little support for any widespread or consistent
violations of the EEA.7

One explanation for the lack of findings is that our methods have poor
power to detect EEA violations. Therefore, in our study of parental perceived
zygosity and approaches to rearing, we performed formal power analyses
(Kendler et al., 1994b). The power depended on the prevalence of the disor-
der. For the more common disorders of MD and alcoholism, we had greater
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than 70% power to detect effects of violations of the EEA that accounted for
as little as 5% of the variance in liability.

What can we conclude from our efforts? We would be surprised if the
EEA were found to be precisely correct. Violations probably occur. Our guess
is that they are more frequent for traits involving social behavior (such as drug
use) than for disorders such as depression and anxiety. However, we also
think it is unlikely that the EEA produces large-scale biases in the results we
have obtained from the VATSPSUD. We cannot rule out the possibility that
we have simply not measured the right kind of environment. But for us, the
smattering of positive results compared with the large number of negative
findings and the absence of any consistent picture of violations across a range
of methods speaks volumes. The heritability estimates presented in this book
may not be precisely correct, and some of them might be slightly inflated due
to EEA violations that are below the level our methods can detect. However,
on the basis of the data reviewed in this chapter, we would argue that the esti-
mates from our twin analyses are substantially correct.

NOTES

1. In this early study (Kendler et al., 1992a), we used a rather simplistic
method of randomly excluding from the analysis high-contact MZ and low-contact
DZ pairs until the two groups of twins were matched in level of contact. Later, we
made these corrections statistically and obtained similar results.

2. Use meant any lifetime use. Heavy use was defined as using the substance
more than 10 times in a month. (See Sidebars 5.2 and 5.6.)

3. In the first, or pairwise, approach, we predicted concordance for the dis-
order in twin pairs from the mean factor score of the twin pair, controlling for the
effect of zygosity. This model asks, separately, within MZ and DZ twins, whether—
correcting for any relationship between factor scores and affection status (whether nei-
ther, one, or both were affected)—twin pairs who scored more highly on these factors
were more likely to be concordant for the disorder. In the second, or individual,
method, we predicted the probability of the cotwin being affected from the twin’s fac-
tor score, the twin’s affection status, and the interaction between them. For example,
evidence for a violation of the EEA would be found if one twin’s affection status was a
significantly better predictor of her cotwin’s affection status when the twin reported
high frequencies of social contact with the twin during adolescence.

4. In the largest study of its kind, we found no relation between level of
beauty (rated from photographs) and level of depressive symptoms in our sample of
female–female pairs (McGovern, Neale, & Kendler, 1996). However, even if such an
association did exist, it would not be precisely correct to call it a violation of the EEA.
This is better described as an evocative genotype–environment interaction in which
“genes for beauty” affect level of social support or praise and thus influence risk for
depression. This is not really, then, a “bias” in the estimate of heritability but repre-
sents an unusual “outside the skin” pathway through which genes might influence risk
(see Chapter 14).
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5. We formed a rough 1–7 scale, from most to least similar in appearance.
Rater 1 scored all 882 pairs, and raters 2 and 3 scored 100 pairs each. Finally, rater 1
scored the same 100 pairs some weeks later, long after he could remember the scores
he had assigned to particular pairs. Our test–retest reliability among the three raters
was good (r = 0.68), and the test–retest reliability of rater 1 was excellent (r = 0.77).
For our structural models, we most commonly utilized a dichotomy or a trichotomy of
pairs based on their degree of similarity (Hettema et al., 1995). The correlation
between zygosity (being MZ) and our dichotomous measure of similarity was 0.78.

6. As might be expected, a similar relationship was found between parental
perceived zygosity and the parents’ approach to raising twins. This made us curious
about the origins of parental treatment of twins. Did parental treatment relate to the
parents’ ideas about the zygosity of their children or to their true zygosity? In mothers,
perceived zygosity strongly predicted rearing approach, whereas true zygosity did not.
In fathers, both perceived zygosity and true zygosity significantly predicted rearing
behavior.

7. Kendler (1983) reviewed the extant literature—then nine studies—
concluding that they provided no consistent evidence of violations of the EEA. The lit-
erature since then has grown considerably. Most studies continue to support the EEA
(e.g., Heath, Jardine, & Martin, 1989; Klump, Holly, Iacono, McGue, & Willson,
2000; Morris-Yates et al., 1990; Xian et al., 2000). However, a few studies have
emerged that raise concerns about this assumption (e.g., Clifford, Hopper, Fulker, &
Murray, 1984; Kaprio, Koskenvuo, & Rose, 1990), although the assumptions of at
least one of these studies have been questioned (Lykken, McGue, Bouchard, &
Tellegen, 1990).
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C H A P T E R S E V E N

Childhood Experiences and
Risk for Psychopathology

We now switch perspectives. In Part II, we were psychiatric geneticists
trying to quantify the magnitude of the etiological role of genetic factors in
common psychiatric and substance use disorders. In Part III, we take the per-
spective of psychiatric epidemiologists. Our goal is to understand the associa-
tion between key environmental risk factors and these psychiatric and sub-
stance use disorders. In Part II, we considered our sample as essentially a large
collection of twin pairs and analyzed twin-pair similarity to estimate genetic
and environmental contributions to risk. In Part III, we view the participants
as an epidemiological cohort—a large, representative sample of adults born in
Virginia. Here we use a variety of analyses, attempting first to quantify the
association between environmental risk factors and the risk for psychiatric
and substance use disorders. Then we begin to struggle with a central theme of
this book—how, in the study of environmental risk factors, can we move from
correlation to causation?

We consider environmental risk factors in two groups. In Chapter 8, we
explore the effects of proximal risk factors—those occurring in the 1-year
period preceding the interview. In this chapter, we examine distal risk
factors—events or experiences from childhood and adolescence—and their
associations with the lifetime occurrence of the disorders assessed in the
VATSPSUD. We attempt to answer three questions:
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1. Is parenting received in childhood associated with psychopathology
experienced in adulthood?

2. Is loss of a parent during childhood a risk factor for the development
of psychiatric disorders?

3. Is childhood sexual abuse associated with adult psychopathology?

IS PARENTING RECEIVED IN CHILDHOOD ASSOCIATED
WITH ADULT PSYCHOPATHOLOGY?

Our studies of parenting in the VATSPSUD have attempted to address
four questions: What aspects of parenting are associated with adult psycho-
pathology? Do these associations differ for different types of disorders? Do
the parenting styles of mothers and fathers interact to influence risk for psy-
chopathology? Are these associations truly causal or merely correlational?

There is a long history behind the assumption that the way children are
raised has a profound long-term impact on their psychosocial development
(Maccoby, 1992). The focus on the relationship between parental rearing
behavior and mental health is a more recent phenomenon but has generated a
large literature (Parker & Gladstone, 1996; Perris, Arrindell, & Eisemann,
1994). Before describing our results, we review five issues raised by this
research that influenced our work.

One central theme of prior literature is figuring out how many meaning-
ful dimensions of parenting exist. As might be expected, many scales have
been developed over the years to measure parenting behavior. In an incisive
review of the early literature, Maccoby and Martin (1983) observed a broad
consensus for one parenting dimension that reflects the level of warmth or
lovingness communicated to the child by his or her parents’ words and
actions. This dimension has received a variety of names, including “love ver-
sus hostility,” “acceptance versus rejection,” and “warmth” (e.g., Perris et al.,
1994). Another dimension identified by Maccoby and Martin (1983) that has
less consensus reflects the level of control and authority that the parents
attempt to impose upon the child. Names for this dimension have included
“autonomy versus control,” “restrictive versus permissive,” “strictness,” and
“protectiveness.” They noted that evidence has accumulated that this second
dimension can be separated into two relatively distinct factors that reflect level
of control and the degree of “autonomy giving.” Several other dimensions for
parenting behavior have been proposed, but there is much less consensus
about them. As described in Sidebar 7.1, for the VATSPSUD we selected a
scale for parenting that contains the three most agreed-upon dimensions
(Coldness, Protectiveness, Authoritarianism).

A second focus of prior literature is addressing whether the association
between parenting and subsequent psychopathology is mainly a result of the
direct effect of individual dimensions (e.g., low parental warmth increases risk
for adult depression) or whether the relationships are more complex, reflect-
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SIDEBAR 7.1. Assessment of Parenting in the VATSPSUD

We focused on the parenting received by the twins as recalled by the twins, their
cotwins, and their parents (Kendler, 1996b). The measure we used to assess parenting
is a shortened form of the Parental Bonding Instrument (PBI; Parker, Tupling, &
Brown, 1979; Parker, 1989, 1990), a widely studied and validated scale. The PBI was
designed to assess two dimensions quite similar to those identified in the prior litera-
ture by Maccoby and Martin (1983): warmth and overprotection. However, analyses
conducted by us and by other researchers have shown that the overprotection items are
better grouped into two scales reflecting parental Protectiveness and Authoritarianism.
High scores on the Protectiveness scale reflect an overprotective and controlling
approach to parenting, whereas high scores on Authoritarianism indicate a parental
style that discourages autonomy and independence. For consistency with the other
scales, we reversed the direction of the warmth scale, renaming it Coldness, with high
scores reflecting low levels of warmth and caring in the parent–child relationship.

Examples of these items (using wording from the version that asked twins about
the parenting they received from their mothers) are:

• Coldness—My mother: “was emotionally distant from me” and “enjoyed talk-
ing things over with me” (reverse).

• Protectiveness—“was overprotective of me” and “tended to baby me.”
• Authoritarianism—“was consistent in enforcing rules” and “let me dress in any

way I pleased” (reverse).

We defined the age range covered by the PBI as up to the twins’ 16th birthdays.
We changed the pronouns in the items as needed to permit responses from parents,
twins, and cotwins. Twins and parents were given four response options to each item,
which ranged from “a lot” to “not at all.”

Each twin answered four sets of PBI items for the ways she perceived herself as
having been raised by her mother and by her father and for the ways she perceived her
cotwin as having been raised by their mother and by their father. Each parent com-
pleted two sets of PBI items reflecting his or her perceptions about raising each twin.

The analyses we describe are based on 787 families for whom we have complete
data on the PBIs from both twins and at least one parent (see Kendler, Myers, &
Prescott, 2000b, for more detail). Our analyses are of the female twin pairs, because
we did not interview parents of male and opposite-sex twins about the parenting they
provided. In these analyses we combined the reports on parenting from the twin, the
cotwin, and the mother or father. For example, for the level of mother’s coldness to
twin 1, we combined the reports of the mother describing how she raised twin 1; of
twin 1 describing how she was raised by her mother; and of twin 2 describing how she
perceived twin 1 was raised by her mother. We assumed that the combined report of
multiple informants would reflect more accurately the true parenting because it would
be less influenced by error or bias than the report of any single informant.

The scores of the PBI scales are arbitrary and without any inherent meaning. To
allow us to compare results across the three parenting dimensions, we standardized
the PBI scores. We took every rating and put it on a normal distribution so that scores
of –1.0 and +2.5 would mean, respectively, that the score was 1 standard deviation
below the mean or 2½ standard deviations above the mean.



ing an interaction either between parenting dimensions or between the parent-
ing received from the mother versus that from the father. For example, one
influential theory postulates that the most pathogenic form of parenting
results from a combination of low levels of warmth and high levels of control
(Parker, 1983). Alternatively, other studies suggest that the pathogenic effect
of having one cold and distant parent can be largely offset by having a warm
and loving relationship with the other parent (Werner, 1987). Our study was
able to investigate the presence and nature of such interactions.

A third issue, too infrequently addressed in the prior literature, is whether
there is any specificity in the association between dimensions of parenting and
risk for particular psychiatric and drug abuse disorders. The literature on the
parenting–psychopathology link has focused overwhelmingly on depression.
Little attention has been given to addressing whether the kind of parenting
that increases risk for depression also affects the liability to anxiety disorders
or substance use or whether different patterns of parenting predispose to dif-
ferent kinds of disorders. Our study was designed to address these questions.

Also too infrequently studied is a fourth issue—whether parenting
received from fathers is of similar importance to that received from mothers.
Perhaps due to the nearly exclusive focus of psychodynamic schools on the
mother–child relationship, father–child relationships remain understudied.

Fifth, and perhaps most important, few studies of the association be-
tween parenting behavior and psychopathology have investigated the rea-
son for these associations. In particular, previous studies have too quickly
assumed that “correlation equals causation” and that parenting directly
causes psychopathology. However, there are alternative explanations. Figure
7.1 illustrates three possible explanations for the association between parent-
ing and psychopathology (in this case, depression), only one of which (a) is
causal. Parental coldness could be associated with offspring depression
because of a true causal relationship—being raised by rejecting parents might
negatively affect self-esteem and vulnerability to stress, thus directly increasing
risk for developing depression (Figure 7.1a). But Figures 7.1b and 7.1c show
two alternative explanations worth considering. In Figure 7.1b, a set of geneti-
cally influenced traits affect both parenting style and risk for depression.
These traits might make parents less capable of being loving and warm and,
when passed on genetically to their children, increase the risk of depression in
those children.

Another plausible explanation is illustrated in Figure 7.1c: that character-
istics of children influence the behavior of their parents. Early research on
parent–child relationships focused on the unidirectional nature of the relation-
ship (i.e., parent → child). But, influenced by a well-known article by Bell
(1968), research conducted more recently has acknowledged the inherent
bidirectionality of the parent–child relationship. Certain childhood traits (e.g.,
a highly irritable temperament) may make it more difficult for parents to
respond to a child with warmth and understanding and also increase that
child’s risk for later episodes of depression (Figure 7.1c). As we shall see,
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studying twins and their parents can help us choose among these alternative
explanations.

In the VATSPSUD, we studied three dimensions of parenting—
Protectiveness, Authoritarianism, and Coldness—based on an abbreviated
version of the Parental Bonding Instrument (PBI; see Sidebar 7.1). We began
by examining the association between each of the three dimensions and the
seven psychiatric and substance use disorders assessed in the VATSPSUD. We
examined these associations separately for maternal and paternal parenting.
Based on prior results showing that the prevalences of the disorders differ
among women of different ages, we included age at interview as a covariate in
these analyses.

The results are shown in Figure 7.2a. We quantified the magnitude of the
parenting–psychopathology associations by using odds ratios (ORs). Because
the PBI scores are standardized, the ORs reflect the change in risk expected for
a change of 1 standard deviation in the parenting score. So the OR of 1.26 for
maternal coldness and depression means that for every 1 standard deviation
increase in the mother’s coldness, the risk for MD increases by 26%. We
found that each of the parenting dimensions is associated with the internaliz-
ing disorders. The relationship with bulimia and the substance use disorders is
less consistent, but parental coldness appears to be important.

We do not want to overinterpret these results. Our analyses have a major
limitation in that they include only two variables in what is certainly a com-
plex causal system. As shown in Figure 7.1, other variables could account for
the association between parenting and adult psychopathology. For example, if
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FIGURE 7.1. Alternative explanations for an association between parenting received
in childhood and adult depression. (a) Causal model; (b) indirect influence via genetic
factors; (c) parenting and depression influenced by childhood characteristics.
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FIGURE 7.2. Odds ratios (OR) for the association between parenting dimensions and
lifetime psychiatric and substance use disorders among adult twins. MD = major
depression; GAD = generalized anxiety disorder; Dep = dependence; Mo = mother; Fa
= father. (a) Without adjusting for covariates; (b) after adjusting for covariates; *signif-
icantly greater than 1.0 (p < 0.05). Data from Kendler, Myers, and Prescott (2000b,
Table 1).



the association between parenting and twin psychopathology were largely
noncausal and mediated through parental psychopathology (as depicted in
Figure 7.1b) or through childhood temperament (Figure 7.1c), then the
parenting–psychopathology association would disappear when these addi-
tional variables were added to the analyses.

To try to determine whether the association between parenting and later
outcome is likely to be causal, we conducted a second series of analyses, add-
ing measures that reflect six domains associated with parenting behavior:
demographic features, family characteristics, parental symptoms and person-
ality, parental lifetime psychopathology, child vulnerability, and childhood
temperament. Including these variables in the analysis allows us to test specifi-
cally for the noncausal paths illustrated in Figures 7.1b and 7.1c. If their inclu-
sion decreases the OR for the parenting–psychopathology association, this is
evidence that the association is noncausal. The results are shown in Figure
7.2b and discussed subsequently.

We can reach four major conclusions from this study. First, the magni-
tude of the associations between parenting behavior and psychopathology,
although usually statistically significant in our large sample, is modest. For
example, moving from an average level of maternal coldness to 1 standard
deviation above the mean (which is equivalent to moving from a score higher
than obtained by ~50% of the population to a score higher than ~84% of the
population) increases the lifetime risk for most disorders by 20–60% (i.e., OR
of 1.2 to 1.6).

Second, the effects of dysfunctional parenting are not specific to a partic-
ular diagnosis. In general, the associations are strongest for the internalizing
disorders of major depression and the three anxiety disorders (GAD, panic
disorder, and phobias). The associations are weaker between parenting and
bulimia, alcoholism, and drug dependence, but this could be due to method-
ological factors.1

Third, the addition of other family risk variables (Figure 7.2b vs. 7.2a)
produces only a modest reduction in the relationships between parenting and
offspring psychopathology. These results increase our confidence that the
association between parenting behavior and psychiatric and substance disor-
ders in the offspring is at least partly causal and not the result of the mecha-
nisms illustrated in Figures 7.1b and 7.1c.

Fourth, the strength of association is similar for parenting by mothers
and by fathers. As least for girls, obtaining poor-quality parenting from their
fathers appears to be as important as poor parenting from their mothers.

Interactions among Parent Dimensions

These initial sets of analyses address many of the important questions we
began with about the relationship between parenting and risk for psychopath-
ology. However, as noted earlier, one question inadequately addressed in the
prior literature is the importance of interactions between dimensions of par-
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enting. Parker and colleagues (Leon & Leon, 1998; Parker, 1979, 1983;
Rodgers, 1996) have suggested that a parenting style termed “affectionless
control,” characterized by both high levels of coldness and high levels of con-
trol, is particularly pathogenic—especially for depression. In our study, this
hypothesis would predict positive interactions between Coldness and either
Protectiveness or Authoritarianism in influencing risk for psychiatric disor-
ders. Other interactions might be important for risk for other disorders but
have received less attention.

We therefore examined, separately for each disorder and separately for
mothers and fathers, all the possible two-way interactions between the three
parenting dimensions. The results are strikingly unimpressive. The number of
significant interactions is slightly more than would be expected by chance (given
that we did so many analyses), and none of them are the same across mothers
and fathers (further suggesting that these may be chance results). Our results do
not support the hypothesis that certain key combinations of parenting (e.g., high
Coldness and high Protectiveness) are especially pathogenic for children.

We also wanted to examine whether the parenting received from the
mother and the father interact with each other in predicting risk for psycho-
pathology in their offspring. Both clinical experience and some research find-
ings (Werner & Smith, 1989) suggest that a good relationship with one parent
can offset the pathogenic impact of a bad relationship with the other parent.
This hypothesis predicts a positive interaction between high levels of maternal
and paternal coldness in predicting psychopathology in offspring. That is,
having a cold, unloving relationship with both parents is predicted to have
more than twice the negative effect of such a relationship with one parent.
Our results do not support this hypothesis. No significant positive interactions
were seen for parental coldness for any of the seven disorders examined.
However, there is modest evidence that above-average levels of parental pro-
tectiveness and authoritarianism in both parents is associated with higher than
expected risk for several disorders.

Interpretations

As described in Chapters 4 and 5, the results from our traditional twin
modeling suggest no evidence that shared family environment affects risk for
most of the disorders studied in the VATSPSUD. Now we are claiming to have
found significant, albeit modest, associations that we suspect are causal
between parenting behavior and risk for these same disorders. How can we
explain these apparently contradictory findings?

In fact, these two sets of findings are entirely consistent. One reason for
this is a conceptual one: Although twins have the same parents and (are
assumed to) receive the same type of parenting from them, they may react to
the parenting in different ways. If the twins’ reactions are guided in part
by genetically influenced characteristics (e.g., temperament), then parenting
effects would show up in twin models as genetic, not shared environmental,
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effects. Another reason is statistical: Our standard twin modeling is not a sen-
sitive method for detecting small shared environmental effects, particularly in
the presence of moderate degrees of heritability. Based on the results of our
parenting analyses, the aggregate effect summed across all three parenting
dimensions and across both parents would create an overlap in liability
between siblings of between 1 and 4%. Our twin sample is not large enough
to detect effects of this size.2

IS PARENTAL LOSS A RISK FACTOR
FOR PSYCHIATRIC DISORDERS?

Two major descriptive traditions within psychology and psychiatry have
focused on children’s loss of a parent as a critical risk factor for subsequent
psychiatric disorders. Psychoanalytic theory suggests that depression fre-
quently arises as a result of stressful experiences in adulthood, reactivating the
trauma of early parental loss (Breier et al., 1988). Attachment theory, deriving
from the seminal work of Bowlby (1980), postulates an evolutionarily derived
instinctive pattern of attachment behavior in infancy and childhood, the dis-
ruption of which can have substantial and diverse long-term consequences.

Four key issues in the literature have influenced our work. First, very few
studies have explored the relationship between parental loss and risk for a
broader spectrum of disorders (Tennant, 1988). Motivated by the work of
Freud and other psychoanalysts, most studies of parental loss have examined
only depression. Our understanding of parental loss as a risk factor would dif-
fer considerably if its effects were specific (influencing risk for depression
only) rather than more general (increasing risk for a whole range of disor-
ders). Our study design enabled us to address this issue.

Second, there are two major causes of parental loss: death and divorce.
These may represent quite different risk factors because parental separation is
often accompanied (and preceded) by parental strife and other aspects of fam-
ily dysfunction, whereas this is not often the case with the death of a parent.
We therefore studied separately the loss of parents due to death and to marital
breakup (see Sidebar 7.2).

Third, relatively little attention has been paid to the importance of the
timing of parental loss and the increased risk of illness. Nearly all studies of
the impact of losing a parent have examined whether a given outcome (e.g.,
MD) has or has not ever occurred (Tennant, 1988) but not the time course of
increased risk for onset of disorders in relation to the loss. Therefore, we stud-
ied the time course of the change in risk after loss of a parent. In particular,
we wanted to know whether parental loss is associated with a lifelong
increased risk of illness or if parental loss produces a temporary “spike” of
increased risk that returns to baseline over some period of years.

Fourth, as we address repeatedly in this book, the tricky issue of causality
has rarely been adequately addressed in the literature on parental loss.
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Although loss of a parent itself could contribute directly to increased risk for
subsequent psychopathology (similar to parental coldness, as in Figure 7.1a),
there are also indirect mechanisms (similar to those depicted in Figures 7.1b
and 7.1c). Parents may have genetically influenced traits that increase the risk
of death or divorce and that, when passed on to their children, increase their
risk for psychopathology. Alternatively, a child may have certain traits (e.g.,
high levels of CD) that cause sufficient family strife to increase both the risk of
parents’ divorce and the child’s risk for later psychopathology. In Chapter 15
we take another critical look at the causal nature of the relationship between
parental loss and psychopathology in the offspring by combining information
from twins and their interviewed parents.

In VATSPSUD we studied the association between parental loss and risk for
seven disorders. The results are portrayed in Figure 7.3.3 Loss of a parent was
associated with a significantly increased risk of MD, GAD, panic disorder, AD,
and drug abuse/dependence, but not with risk for phobias or bulimia. The lack
of an association with bulimia might be caused by a reduction in statistical
power due both to the relative rarity of the condition and to the fact that this dis-
order was assessed only in female twins. The results shown in Figure 7.3 are dif-
ferent from those presented in Figure 7.2, so the findings cannot be compared
directly. Parenting quality is something one experiences over many years; our
results reflect the effects of parenting on risk for disorders accumulated over the
entire lifetimes of the twins. By contrast, loss of a parent is temporally discrete: It
happens at one particular time. The results shown in Figure 7.3 reflect the risk
for a disorder in the year of loss of the parent. If we analyze the effects of parental
loss using the same methods that we did for parenting quality, the magnitudes of
all these effects are modest: They correspond to an increase in lifetime risk of 30–
70%, quite similar to those seen in Figure 7.2.

We also found that there are differences associated with a parent’s death
versus parents’ divorce. Parent death is quite specific, significantly increasing
risk only for MD. Although we are not major fans of psychoanalytic theory,
we must admit that this finding is consistent with the prediction from Freud’s
famous essay “Mourning and Melancholia” (Freud, 1917/1957). By contrast,
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SIDEBAR 7.2. Defining Parental Loss

Parental loss was defined as a physical separation from a mother, father, or substitute
parent figure occurring prior to the twins’ 17th birthdays. Long-term separations, such
as those due to military service, were not counted as long as the parent returned to the
family at the conclusion of the separation. We counted as divorce a few cases of long-
term marital separation that occurred without a legal divorce. If twins experienced
more than one type of loss, we used the age at the first loss event.

For these analyses, our assessment of MD explicitly excluded episodes that could
be normal grief reactions (i.e., lasting less than 3 months and following the death of a
family member or close friend).



loss of a parent due to divorce is largely nonspecific, increasing risk for mood,
anxiety, and substance use disorders.

What can we learn about the relationship between loss and risk of illness
by examining the time course of increased risk? We first tested whether the
increase in risk of illness after parental loss that we depicted in Figure 7.3 was
permanent or whether the risk decreased over time. Figure 7.4 portrays these
two scenarios. A constant change in risk after parental loss is depicted as a
solid line. The dashed line shows the expected pattern if there is a decay of
risk. In this case, an initial “jump” in risk occurs during the year after the loss
of the parent, followed by a decline, reflecting the speed with which the risk
returns to baseline.4

The results of our analyses are summarized in Figure 7.5. For four of the
five analyses in which we detected a significant effect of parental loss by death
or divorce (see Figure 7.3), the impact of the loss decays over time. The decay
is relatively slow for all disorders, ranging from 21 years for GAD to 49 years
for panic disorder. Because these participants had lost parents when they were
16 or younger, this means that the increase in risk for these disorders associ-
ated with parental loss persists into middle adult life. Only with alcohol
dependence is there a permanent increase in risk associated with parental loss.
For MD, the one disorder for which we could meaningfully make the compar-
ison, the impact of death on risk is much shorter-lived than the impact of
divorce. The estimated times for return to baseline risk are 13 years for death
and 35 years for divorce.
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FIGURE 7.3. Hazard ratios (HR) for the association between type of parental loss and
the same-year onset of psychiatric and substance use disorders among male and female
twins; *significantly greater than 1.0 (p < 0.05). MD = major depression; GAD = gen-
eralized anxiety disorder; Ab/dep = abuse/dependence.
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FIGURE 7.5. Results from analyses of the time course of the significant effects of
parental loss on risk for psychiatric disorder. GAD = generalized anxiety disorder; MD
= major depression; Alc = alcohol; Ab/dep = abuse/dependence.

FIGURE 7.4. Alternative models for the time course of the effect of parental loss on
risk for psychiatric disorder.



What do these results tell us about the relationship between loss and risk of
psychopathology? We tentatively suggest the following interpretation. By far
the shortest time to recovery is seen for MD and parent death. Here, we suspect
that parent death acts like a true highly traumatic discrete event. In contrast, the
risk for MD, GAD, and panic disorder following loss of a parent due to divorce
is increased for a considerably longer period, 20 to 35 years. We may be seeing
the longer term impact of the marital and family dysfunction that is often associ-
ated with parental divorce. For drug abuse/dependence, the increased risk asso-
ciated with parental divorce does not return to baseline for 55 years, and for
alcohol dependence it never returns to baseline. Here we suspect a mixed pic-
ture, including direct effects of parental and family discord, as well as indirect
factors. In Figure 7.6 we depict what may be the source of the indirect associa-
tion between parent divorce and offspring substance abuse, occurring because
both are influenced by the parent’s liability to substance abuse.

How do our findings relate to the literature? As noted earlier, many stud-
ies have found an association between loss of a parent and depression (e.g.,
Lloyd, 1980; Tennant, Smith, Bebbington, & Hurry, 1981; Tennant, Hurry,
& Bebbington, 1982; Tennant, 1988), with far fewer studies looking at other
disorders (e.g., AD; Hope, Power, & Rodgers, 1998). Of note, most studies
have not detected an increased risk for MD after parent death (Agid et al.,
1999; Birtchnell, 1980; Crook & Eliot, 1980; Tennant, 1988). Indeed, when
we applied standard statistical models to our sample, we did not detect an
association between parent death and increased risk for MD. The increased
risk for depressive onsets may be modest and detectable only by statistical
methods that focus on the time course of excess risk, as we have done here.

The most comparable study in the literature was done by Kessler and col-
leagues. Using data from the NCS (Kessler, Davis, & Kendler, 1997), they
examined parental death and divorce separately. As we did, they found paren-
tal divorce to be associated with a wide variety of mood, anxiety, and sub-
stance use disorders. However, they found no consistent association between
parental death and risk for MD or any other psychiatric or substance use dis-
order, a result that differs from our finding for parental death and MD.
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FIGURE 7.6. Indirect association between parental divorce and offspring substance
abuse.



IS CHILDHOOD SEXUAL ABUSE
ASSOCIATED WITH PSYCHIATRIC DISORDERS?

Another childhood experience with implications for later psychopatholo-
gy is sexual abuse. Careful estimates of prevalences in the general population
are difficult to obtain, but studies of women from Europe, North America,
New Zealand, and Australia have suggested that in these populations, 20–
35% had received some kind of unwanted sexual attention during childhood
and 5–15% had experienced severe forms of sexual abuse, such as attempted
or completed intercourse (Fergusson & Mullen, 1999). A large amount of
research documents an association between childhood sexual abuse (CSA) and
adult psychopathology. The rates of CSA reported by women undergoing psy-
chiatric treatment are much higher than the rates for the general population.
In epidemiological samples, women who report CSA are more likely to have
significant symptoms of depression, anxiety, eating disorders, and substance
abuse. The impact of CSA among men is less well studied.

As with quality of parenting, the assumption of most research is that CSA
is a direct risk factor for future psychopathology (Figure 7.7a). However, CSA
often occurs in the setting of other potential risk factors for psychopathology,
including parental psychopathology and family dysfunction, some or all of
which might increase risk for psychopathology (Figure 7.7b).

An important issue in CSA research is whether reports of abuse are valid
and reliable. We assessed CSA using a self-report method because in a prior
survey respondents had indicated that they would prefer to answer CSA ques-
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FIGURE 7.7. Alternative explanations for an association between childhood sexual
abuse and adult psychopathology.



tions by self-report rather than by interview. We believe that our use of ques-
tionnaires increased participants’ willingness to disclose information about
this difficult topic. It is likely, however, that some portion of cases was missed
because women did not wish to reveal their experiences.

A total of 427 women (30.3% of the sample) reported one or more epi-
sodes of some form of CSA (Kendler et al., 2000c). Sexual invitation, sexual
kissing, fondling, and exposing had similar prevalences, ranging from 17–
21%. Sexual touching and intercourse were less common, reported by 10.6
and 8.4% of the sample, respectively.

The prevalences of CSA found in our study are in the same range as those
reported by other researchers, suggesting that if there is underreporting in our
study it is occurring at rates similar to those seen in other samples (Fergusson
& Mullen, 1999). We found that cotwin reports confirmed CSA in many
cases, but not all. This is not too surprising, because about one-third of the
women in our sample who reported CSA also reported that they had told no
one about it. Thus many twins may be unaware of their sisters’ experiences.

As in our analyses of parenting quality, the goal here was to understand
the association between CSA and adult psychopathology.5 We subdivided
CSA into three categories based on the most severe form of CSA a twin
reported (see Sidebar 7.3). The prevalences of each form were: nongenital
CSA, 7.8%; genital CSA without intercourse, 14.1%; and intercourse, 8.4%.

Figure 7.8a presents the increase in lifetime risk for psychiatric and sub-
stance use disorders associated with the different levels of CSA based on self-
report. Rates are relative to those among women with no CSA.

Several conclusions can be drawn from these results. First, the association
between CSA and psychopathology is stronger than we saw for the other dis-
tal environmental risk factors examined in this chapter (parental loss and par-
enting). Second, a relatively clear “dose–response” curve is seen. For all the
disorders, the risk for psychopathology is stronger for the most severe form of
CSA (intercourse) than for the nongenital forms. Third, the impact of CSA is
not specific—it is associated with increased risk for all the forms of psychiatric
and substance use disorders we examined.

Because we are concerned with possible noncausal reasons for the
CSA–psychopathology association, we repeated these analyses, controlling
for possible confounding family factors. These included: quality of parents’
marriage, parent–child relationship (based on the PBI scales), family finan-
cial status, measures of whether family members got along, frequency of
church attendance, parental education, parental disciplinary practices, and
prolonged parent–child separations prior to age 16. In addition, as a partial
control for genetic predisposition for psychopathology, we included parental
psychopathology based on our interviews with the parents. By including
these variables, we attempted to determine whether CSA has a direct effect
on risk of disorder (Figure 7.7a) or is only an index of other family risk fac-
tors (Figure 7.7b).
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The results from these analyses are shown in Figure 7.8b. These results
are based on about half the sample sizes of the prior analyses because they
required personal interviews with both parents. Overall, the results are similar
to those without the covariates (Figure 7.8a). This suggests that little of the
association between CSA and psychopathology is mediated through parental
psychopathology and family environmental variables (Figure 7.7b), giving us
greater confidence that the association may be a direct causal effect of experi-
encing CSA (Figure 7.7a). We reconsider this issue using a different and
potentially more powerful method in Chapter 15.

SUMMARY

We emphasize the following four findings from this chapter:

1. The risk for adult psychiatric and substance use disorders is signifi-
cantly correlated with a history of having experienced (a) poor parent-
ing, (b) parental loss, and (c) CSA.

2. Overall, the association of psychopathology with parenting and
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SIDEBAR 7.3. Assessment of Childhood Sexual Abuse

As part of our FF4 interview, we included a self-report questionnaire that assessed CSA
based on a questionnaire developed by Mullen and colleagues (Mullen, Martin, Ander-
son, Romans, & Herbison, 1993). The sample includes 1,411 twins who returned
mailed questionnaires with complete information about CSA. For 903 of these women,
we also had reports about their CSA experiences from their cotwins. We assessed prev-
alence of different types of CSA using the following items:

“Before you were 16, did any adult, or any other person older than yourself,
involve you in any unwanted incidents like . . .

a. inviting or requesting you to do something sexual?
b. kissing or hugging you in a sexual way?
c. showing their sex organs to you?
d. touching or fondling your private parts?
e. making you touch them in a sexual way?
f. attempting or having sexual intercourse?”

The possible responses to these items were: “never,” “once,” and “more than once.” In
addition to asking the twin these questions about herself, we asked her the same ques-
tions about her cotwin, adding the response option “not sure.”

We divided CSA into three categories based on the most severe form of CSA a
twin reported. We termed these: nongenital CSA (items a, b, and c), genital CSA with-
out intercourse (items d and e), and intercourse (item f).
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FIGURE 7.8. Odds ratios (OR) for the association between self-reported childhood
sexual abuse (CSA) and psychiatric and substance use disorders among female adult
twins. MD = major depression; GAD = generalized anxiety disorder; Dep = depend-
ence. (a) Without covariates; *significantly greater than 1.0 (p < 0.05). Data from
Kendler et al. (2000c, Table 2). (b) After adjusting for other family risk factors and
parental psychopathology; *significantly greater than 1.0 (p < 0.05); ^ too few cases to
estimate. Data from Kendler et al. (2000c, Table 5).



parental loss is relatively modest. The correlation is stronger, how-
ever, for CSA, which in its severest form is associated with three- to
sixfold increases in risk of illness.

3. With one key exception, these risk factors are generally nonspecific in
their impact. Parental death stood out in having a specific association
with a single disorder—MD.

4. Evidence presented here and augmented by that reported later in the
book suggests that much of the association observed between these
environmental factors and risk for adult psychiatric and substance use
disorders is causal. That is, disturbed parenting, loss of a parent in
childhood, and CSA appear to be true environmental risk factors for
adult psychopathology.

The findings in this chapter support key themes of this book. From the
perspective of psychiatric geneticists, we saw in Chapters 4 and 5 that genetic
factors were important true risk factors for psychiatric illness. Now the
approaches of psychiatric epidemiology show that environmental risk factors
also play an important causal role. Rigorous efforts to control for possible
confounding factors do not make the effects of these environmental risk fac-
tors go away. To be comprehensive, etiological models for psychiatric illness
must consider both sets of risk factors.

NOTES

1. In our first model (with age as the only covariate), the ORs for bulimia,
alcohol dependence, and drug dependence were of the same magnitude as those for
the other disorders. Much of the reduction in the OR for the second model was due
to the inclusion of an item on teenage rebelliousness as reported by parents. Because
early drug and alcohol use may have contributed to this parental perception, it is possi-
ble that inclusion of this item in the model represents an “overcorrection” of the
results.

2. For example, using our standard ACE twin model, if a disorder has a
true heritability of 30%, with 10% of the variance due to shared environmental fac-
tors, 80% power to detect that shared environmental effect would require ~50,000
twin pairs (Neale et al., 1994a)!

3. These analyses were conducted using Cox survival models with time-
dependent covariates. When there was no statistical evidence for a decay of risk, we fit
a simple “proportional hazards” model that gives a single estimate (in the form of a
hazard ratio, or HR) of the change in risk of illness after parental loss. Another feature
of this model is that any onset of a disorder prior to parental loss is censored and plays
no role in the analyses. This model could be examined only for disorders with a mean-
ingful age at onset. Thus we did not examine adult antisocial behavior, in which age at
onset is not typically a meaningful concept. Some of the results were previously pub-
lished in Kendler et al., 2002c.
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4. When we found evidence for a decay of risk, we included two estimates:
the instantaneous hazard ratio, reflecting the increase in risk that occurs in the year
after parental loss, and the decay constant, which reflects the speed with which the
increased risk returns to baseline.

5. We did not include phobias in this study because for many women the
onset of phobia preceded the CSA, and we were interested in the association between
CSA and risk for later psychopathology. In defining GAD, we used a 1-month rather
than 6-month minimum duration of illness. See original report (Kendler et al., 2000c)
for details of covariates.
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C H A P T E R E I G H T

Adult Experiences and Risk
for Psychopathology

In Chapter 7, we examined the association between distal risk factors
and lifetime psychopathology. In this chapter, we deal with proximal risk fac-
tors (events that occurred during the 1-year period preceding our interview)
and their associations with the onset of episodes of MD and GAD during the
same time period. We examine two major proximal risk factors: stressful life
events and quality of social relationships.

STRESSFUL LIFE EVENTS

The research we present on stressful life events (SLEs) addresses the ques-
tions: How strongly does the occurrence of an SLE predict the onset of a
depressive or anxiety episode? Does the type of event matter? What other
aspects of life events are most salient with respect to risk for subsequent psy-
chopathology? Do different kinds of events or aspects of events relate differ-
ently to the risk for anxiety versus depression? To understand the context for
these questions and why our work may seem fixated on methodological
details, it may be helpful to have a summary of prior research in this area.

The hypothesis that SLEs can lead to psychiatric illness goes back hun-
dreds of years, but serious scientific study of the relationship between stress
and psychopathology in natural settings began only in 1967 with the publica-
tion by Holmes and Rahe (1967) of their Social Readjustment Rating Scale.
Since that time, many studies have been performed attempting to understand
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the degree and nature of the association between the experience of life stress
and the development of psychiatric disorders.1

The Social Readjustment Rating Scale is a self-report checklist of com-
mon experiences that require readjustment in one’s accustomed pattern of life.
Four problems were quickly seen with this approach to measurement of stress.
First, the definition of experiences was broad and included items that could
reflect psychiatric symptoms, such as changes in sleeping or eating habits and
sexual difficulties. Second, many of the experiences did not have a clear time
of onset but were chronic problems better described as “difficulties” than
“events.” Third, the questionnaire format relied on the respondent to be the
sole judge of what constituted an event, making the measure subject to differ-
ences among people in their perception of what constitutes an event. No
objective third party (such as a trained interviewer) was involved in the rating
process. Fourth, the checklist recorded only whether the event had or had not
occurred in a given time period (e.g., the past year) and not the date of the
event. Valuable information was thereby lost regarding the temporal relation-
ship between stress and the onset of psychopathology.

These difficulties were perceived by the next generation of life-event
researchers, particularly Brown (e.g., Brown & Harris, 1978), Dohrenwend
(1978), and Paykel et al. (1969), who suggested a number of methodological
improvements. Event lists were proposed that eliminated items reflecting
symptoms or chronic difficulties. Interview-based measures were developed
that dated the occurrence of the event and attempted to “objectify” event rat-
ings.

Despite these methodological advances, several active areas of concern
remain, three of which we discuss here. First, even within a single category of
events, severity can vary widely. Two approaches have been developed to deal
with this event heterogeneity, but each has limitations. The first method is to
have respondents rate the severity of the event. However, this is likely to exag-
gerate the association between events and psychopathology. In what has been
called “seeking after meaning,” we humans are prone to rate as more severe
those events that upset us more. A second approach is to have an objective
rater (such as an interviewer) gather more information about the event that
can be used to rate event severity independently of the person’s reaction to it.
This method poses practical difficulties of collecting objective information
about event severity and training raters not to be biased by the reaction of the
respondent to the event.

A second problem, raised in response to the first rating scale proposed by
Holmes and Rahe (1967), is that only some of the bad things that happen to
us in life are truly independent of our own actions. These are sometimes called
“fateful” events. However, for a large proportion of events, it is quite difficult
to determine how much our behavior contributed to that event. Human
nature often leads us to believe that being fired by a supervisor or having con-
flict with a spouse is the other person’s fault. But the reality is likely to be
more complex and interactive. Thus it is probably best not to rely on self-
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report but instead to collect objective information from the respondent and
then rate the event on its degree of independence or dependence.

The third methodological issue is that the severity of an event probably
does not capture all that is relevant about the risk it poses for subsequent psy-
chiatric illness. In addition to being rated by severity, events can also be mean-
ingfully grouped into potentially important categories based on the type of
event (e.g., illness, relationship difficulties) or based on particular themes.
Paykel and colleagues proposed studying “entrance events” and “exit events”
(Paykel et al., 1969). Brown has proposed that events be rated on four dimen-
sions: loss, humiliation, entrapment, and threat (Brown, Harris, & Hepworth,
1995).

In the VATSPSUD, we adapted and developed measures of stressful life
events in an attempt to address all of these methodological issues. We assessed
a large number of SLEs in our interviews (see Sidebar 8.1). Figure 8.1 depicts
the frequency of occurrence of 15 categories of SLEs based on the third wave
of interviews with our female twin pairs. The occurrence of these events
ranged widely, from assaults, which were very rare (occurring in only 0.09%
of all months), to network crises, which were reported for 4.2% of all months.

We first tested for the relation between occurrence of an event and risk
for an episode of MD.2 All but two of the events, serious legal problems and
being robbed, are significantly associated with an increased risk of MD onset
during the same month in which the event occurred. Figure 8.2 portrays the
ORs for the onset of MD in the month of SLE occurrence. Most of the events
are associated with an increase of 2 to 7 times the baseline risk. For example,
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FIGURE 8.1. Stressful life events per month among female adult twins. Data from
Kendler, Karkowski, and Prescott (1998).
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SIDEBAR 8.1. Types of Stressful Life Events

In this chapter, we focus on SLEs that were assessed during personal interviews. The
interviewer read a list of possible events, instructing the twin to respond positively if
“any of these events happened to you during the past 12 months.” Because of differ-
ences in length and structure of the different interviews used in the VATSPSUD, the
individual SLE items were not always identical. However, we created 15 categories of
SLEs that were the same across all the waves: 11 categories of “personal” events and 4
classes of “network” events, which concerned members of the respondent’s social net-
work.

PERSONAL EVENTS

Assault (assault, rape, or mugging)
Robbery
Legal problems (trouble with police or other legal trouble)
Major financial problems
Serious housing problems
Job loss (laid off from a job or fired)
Serious difficulties at work
Serious illness or injury
Serious marital problems
Divorce/separation (including broken engagement or breakup of another serious

romantic relationship)
Loss of confidant (separation from loved one or close friend other than spouse/

partner)

NETWORK EVENTS

Interpersonal conflict (serious trouble getting along with an individual in the net-
work)

Crisis (a serious personal crisis experienced by someone in the network)
Illness (serious illness of someone in the network)
Death (of an individual in the network)

In some analyses, we divided the network into close and other. Close members of
the network include the twin’s spouse or cohabiting partner, children, parents, cotwin,
and other nontwin siblings. Other members of the network include the categories of
“other close relative” and “someone else close to you.”

If the twin responded positively to an event, the interviewer dated it to the month
in which it occurred. Our interviewers made an effort to rate only events that were a
clear departure from the ongoing pattern of people’s lives. Thus an individual with a
marriage that was consistently bad for the entire year prior to interview would not be
rated on an SLE for “serious marital problems.” The intent was to examine the effects
of particular events rather than levels of life stress in general.

Items referring to marriages or spouses were also asked about cohabiting part-
ners. We used the phrase “living together in a marriage-like intimate relationship” to
define partnerships and did not distinguish between same- and opposite-sex partner-
ships.



network illness has an OR of 2.5, indicating that the risk of MD is 2.5 times
greater among twins who reported an illness of someone in their personal net-
work compared with twins who did not. The highest risk is observed for the
most rare event, assault, which has an OR of 17.9.

We also examined the duration of elevated risk for depressive onsets in
the months after the SLE. The time course differs widely across event catego-
ries. Some SLEs, such as job loss and network events, increase risk for a
depressive onset only in the month of their occurrence. Other events, includ-
ing financial, legal, and interpersonal problems, produce longer periods of
risk. One explanation is that events that increase risk of MD for only a single
month tend to be temporally discrete. You lose your job on a specific day, and
if you are going to become depressed, it happens right away, not after a delay.
By contrast, most events that produce a delayed risk for MD may reflect smol-
dering problems that flare up and then die down but do not entirely go away.

Figure 8.2 also depicts the ORs for the onset of generalized anxiety syn-
drome (GAS; see definition in Sidebar 8.2) in the month of occurrence of the
SLE. Thirteen of the 15 SLEs (all but robbery and network death) are signifi-
cantly associated with an increased risk of GAS onset in the month of event
occurrence. Unlike with MD, nearly all of the anxiogenic effects of these
events occur in the month of the event. Only two types of events are associ-
ated with occurrence of GAS episodes in subsequent months: Interpersonal
conflict with a member of one’s social network is associated with a modestly
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FIGURE 8.2. Odds ratios (OR) for major depression (MD) and generalized anxiety
syndrome (GAS) among female twins associated with occurrence of a life event in the
same month; *p < 0.05. Data from Kendler, Karkowski, and Prescott (1998, Tables 1
and 4).



increased risk of GAS in the subsequent month, and marital difficulties are
associated with increased risk for up to 3 months after the event.

We were interested in knowing whether any of the events have a specific
risk for MD versus GAS. Using the same data set, we calculated the ratio of
the ORs predicting the onset of MD and GAS in the month of the event occur-
rence. As is evident in Figure 8.2, only network death has high specificity for
MD (ratio = 7.6, meaning that death of a network member was 7.6 times
more likely to result in an episode of MD than in an episode of GAS). Five
events have modest specificity for MD (ratios from 1.3 to 2.0): assault, serious
financial problems, serious housing problems, divorce/separation, and net-
work conflict. Three events have modest specificity for GAS (MD:GAS ratios
< 0.8): legal problems, work problems, and loss of confidant. The remaining
six lack specificity for MD versus GAS. These results suggest that SLEs have at
most modest specificity for depression versus anxiety. However, our results do
not take into account individuals who experienced syndromes with a mix of
depressive and anxiety symptoms. Later in the chapter we return to this issue
using more exact methods.

Severity and Number of Events

To deal with the problem of heterogeneity within event categories, we
adapted Brown’s severity measure of “long-term contextual threat” (LTCT,
see Sidebar 8.3 and Brown, 1989). Across all events we studied, the risk for
MD in the month of event occurrence significantly increases with greater
LTCT. The observed risks for a depressive onset are shown in the left side of
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SIDEBAR 8.2. Diagnostic Definitions Used in SLE Studies

• Major depression (MD): based on DSM-III-R criteria (see Sidebar 4.1), except
that we did not exclude episodes that followed the death of someone close to the
respondent (i.e., what might be considered normal grief).

• Generalized anxiety syndrome (GAS): based on DSM-III-R GAD criteria (see
Sidebar 4.4) except that, as with MD, we required only a 2-week minimum duration of
illness. We used this definition so that our analyses could focus on the differences
between the symptoms of GAS and MD rather than on differences in duration of the
two syndromes. We did not use the diagnostic hierarchy, which would exclude the
diagnosis of GAS if it coincided with a depressive episode.

• Pure MD: during the MD episode, the participant never met criteria for GAS.
• Pure GAS: during the GAS episode, the participant never met criteria for MD.
• Mixed MD/GAS: during one episode without any 2-week remission, the partic-

ipant met criteria for both MD and GAS.

See Chapter 4 for further details on assessment of depression and anxiety syndromes.



Figure 8.3. The risk for an onset of MD approximately doubles with each
increasing level of LTCT. Although most of the pathogenic effects of SLEs are
restricted to those with high threat ratings, even SLEs rated as having minor
or low moderate levels of LTCT significantly increase the risk for a depressive
episode.

We also studied the effects of experiencing multiple events during the
same month. The right side of Figure 8.3 shows the observed risk of an
MD episode associated with experiencing between zero and three events. Risk
for MD increases substantially with more events. Nearly a quarter of women
who experienced three events in the same month developed a depressive epi-
sode.

Independence versus Dependence of Events

A certain proportion of the bad things that happen to us in life are truly
independent of our own actions. Examples of such “fateful events” include
the death of a parent from cancer, job loss due to closing of a factory, or a car
accident in which an 18-wheeler jumps the divide and smashes into a whole
row of cars going the opposite direction. However, for a substantial propor-
tion of events, such as relationship conflicts or financial crises, our actions
help to create the event. In some of our interviews we rated the degree to
which events were independent of or dependent upon the respondent’s behav-
ior (see Sidebar 8.3).
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FIGURE 8.3. Relative risk for onset of a major depressive episode among female twins
by severity of a life event (SLE) and number of life events in the same month. Risk is
scaled relative to the average risk in the sample. Data from Kendler, Karkowski, and
Prescott (1998).
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SIDEBAR 8.3. Life Event Ratings

In our later interviews (FF3, FF4, MF2), in addition to recording the occurrence of
SLEs, we rated two additional dimensions: severity of threat and dependence/indepen-
dence, based on the work by Brown and colleagues.a

LONG-TERM CONTEXTUAL THREAT

To capture the variability in SLEs, we adapted Brown’s severity measure of “long-term
contextual threat” (LTCT; see Brown, 1989), using a 4-point scale: minor, low moder-
ate, high moderate, and severe. “Threat” refers to the degree to which adapting to the
event will require changes to the core aspects of the person’s life plans or self-concept.
“Long term” is defined as lasting at least a week, so a high-threat event that resolves
very quickly would get a lower LTCT rating. The “contextual” part of LTCT indicates
that ratings are based on what most people would be expected to feel about an event
given a particular context and personal history, taking no account either of what the
respondent says about his or her reaction or about any psychiatric or physical symp-
toms that followed it.

Threat ratings were developed to deal with the problem that events are quite het-
erogeneous in their psychological impact based on the circumstances in which they
occur. Here are two examples of deaths of parents that would differ in their LTCT rat-
ings.

Jill is a 24-year-old graduate student whose 52-year-old father died suddenly of a
heart attack while mowing the lawn. Jill had a warm and loving relationship with
her father. He was the main breadwinner for the family of five children and was
paying Jill’s tuition and living costs at school. After his death, Jill dropped out of
school, moved back home, and got a job so she could help her mother raise her
younger siblings.

George is a 54-year-old factory worker whose 81-year-old mother recently died in
her sleep. She had suffered from Alzheimer’s disease for 7 years. George had vis-
ited his mother weekly at her nursing home, but she had not recognized him for 2
years and had not spoken at all for the previous 10 months. Recently, she lost
control of her bladder and bowel functions. Several times after visiting her,
George told his wife, “My mother was a proud woman. She would have hated to
see herself like this.”

Although both of these events would be rated as “death of parent,” from a psy-
chological perspective they reflect quite different levels of stress. In addition to her psy-
chological adjustment, the loss of her father had a major effect on Jill’s life. In contrast,
George was relieved at his mother’s death; from his perspective, “My real mother died
a long time ago.”

EVENT INDEPENDENCE VERSUS DEPENDENCE

In our later interviews, we adapted Brown’s procedures to characterize the degree to
which the respondent’s behavior contributed to the SLE (see Brown, 1989).b After
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Using a statistical method called event history analysis, we explored the
relationship between our dependence/independence dimension and the risk for
onset of MD.3 Across different categories of SLEs, dependent events are more
strongly associated with the occurrence of a depressive onset than are inde-
pendent events. However, definitely or probably independent SLEs still
strongly predict the occurrence of an onset of MD (OR = 2.9).

Psychological Dimensions of Events and Episode Type

Measures of severity do not capture all that is relevant about events with
respect to the risk they pose for subsequent psychiatric illness. In addition to
grouping events into categories (such as personal or network) or levels of
long-term contextual threat, we can also group or rate them by particular
themes. We applied a system also developed by Brown (1989) to rate the level
and subcategories of entrapment, danger, loss, and humiliation (see Sidebar
8.4).

Our study of psychological dimensions is based on the female twins par-
ticipating in our FF3 interview who reported events that met criteria for high
moderate or severe LTCT. We first examined these higher threat events and
their associations with pure MD, pure GAS, and mixed syndromes (see
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inquiring about the context and origin of the specific event, interviewers rated each
individual life event as definitely independent, probably independent, probably depen-
dent, or definitely dependent. For SLEs involving interpersonal difficulties, interview-
ers were instructed to assume that the events were dependent unless convincing evi-
dence was presented to the contrary. This was done to compensate for the ubiquitous
human trait of describing relationship problems as “the other person’s fault.”

aSee Brown and Harris (1989) for descriptions of the original approach to the rating of life events
by Brown and colleagues. Their method of rating LTCT and dependence was to have the inter-
viewer present a description of the event and its context to a committee of experienced raters who
would each rate levels of LTCT and dependence. Given the sample size of our study, this
approach would have required more resources and person-power than we had available. There-
fore, we adapted Brown’s ratings to be done by the interviewer on the spot. This took extensive
training, as well as lots of quality-control checks, to ensure, as much as possible, that the inter-
viewers were being objective and not allowing the participants’ emotional responses to influence
the ratings. The structure of our interview helped with this task, as SLEs were always asked in the
early phases of the interview prior to assessing psychiatric symptoms. The test–retest reliability
for LTCT was κ = 0.41, while interrater reliability was κ = 0.67 (Kendler et al., 1998).
bAs with the LTCT ratings, we adapted the committee-based assessment methods of Brown and
colleagues and had our interviewers make the ratings (see Brown & Harris, 1989). Test–retest
and interrater reliabilities for dependence were κ = 0.63 and κ = 0.79, respectively (Kendler et al.,
1999b).

SIDEBAR 8.3. (continued)



Sidebar 8.2). Individuals who experienced such an event have 10 times higher
risk for developing a pure MD episode, 4.5 times higher risk for a pure
GAS episode, and 6.6 times the risk for developing a mixed depression/anxi-
ety episode in the same month, compared with individuals experiencing no
event.

We then looked at the psychological dimensions and whether they were
associated with differential risk for the development of depression and anxiety
episodes. Figure 8.4 summarizes the results for the effect of events in the
month of their occurrence.
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SIDEBAR 8.4. Psychological Dimensions of Life Events

In our FF3 and MF2 interviews we conducted very time-intensive ratings of four psy-
chological dimensions: loss, humiliation, entrapment, and danger.a These ratings were
made according to rating guidelines (see Brown, 1996) based on descriptive informa-
tion written in the interview, the narrative summary written by the interviewer, and
audiotapes of the interview. For each SLE that met LTCT ratings of high moderate or
severe, trained raters (not the interviewers) scored 4 dimensions, using a 5-point scale
(ranging from 0 = not present to 4 = severe). For all of the categories but danger, we
scored additional subcategories. Raters ignored emotional reactions and remained
blind to whether onsets of psychiatric symptoms occurred during the rating period.b

Loss: Diminution of a sense of connectedness or well-being, potentially covering
every aspect of life, including a real or anticipated loss of a person, material posses-
sions, health, respect in the community, employment, or a cherished idea about oneself
or someone close to oneself. Subcategories: death, respondent-initiated separation,
other key loss, lesser loss.

Humiliation: Feeling devalued in relation to others or against a core sense of self,
usually with an element of rejection or sense of role failure. Subcategories: other-
initiated separation, other’s delinquency, put-down.

Entrapment: Ongoing circumstances of marked difficulty of at least 6 months’
duration that the subject can reasonably expect will persist or get worse, with little or
no possibility that a resolution can be achieved as a result of anything that might rea-
sonably be done. Subcategories: long-term sustained, long-term worsened, failed posi-
tive event.

Danger: The level of potential future loss, including both the chance that a given
traumatic event will recur or a possible sequence of circumstances in which the full
threat or dire outcome has yet to occur.

aThis practice differed from that used by Brown and colleagues, who rated humiliation and
entrapment only for events with high ratings of loss or danger. See Brown et al. (1995); Brown
(1996).
bInterrater reliability estimates (weighted κ) obtained for a sample of ratings were: loss, 0.77;
humiliation, 0.87; entrapment, 0.92; and danger, 0.79. When both raters agreed on a nonzero
dimension score, the weighted κ estimates (and sample size) for the categories were: loss, 0.91 (n =
348); humiliation, 0.99 (n = 107); and entrapment, 0.92 (n = 47).



Loss

The concept that loss is the central feature of depressogenic experiences can
be traced back at least to Freud (1957). It was first introduced into SLE research
by Paykel and colleagues (1969), who created a category of “exit events” that
were predicted to be particularly potent at predisposing to depression.

As hypothesized, even among individuals with high-threat events, high
ratings of loss are associated with significantly increased risk for pure depres-
sive episodes in the same month as an event (HR = 1.7; see Figure 8.4) but not
1, 2, and 3 months after event occurrence.

We then looked at the associaton between risk and subcategories of loss
(see Sidebar 8.4). We used the hazard ratio (HR) statistic to index the increase
in risk associated with experiencing an SLE. Because all the participants
included in these analyses had experienced some form of SLE, the risk (haz-
ard) for developing a disorder was scaled relative to the “lesser loss” event
category. For example, we found an HR of 3.0 for pure MD following a
death, meaning that the risk of developing MD is 3 times greater for a partici-
pant who had someone close to her die compared to the risk for someone who
experienced lesser loss. Risk for pure MD episodes is also substantially
increased by the loss subcategories of respondent-initiated separation (HR =
3.2) and other key loss (HR = 2.6), relative to the category of lesser loss.
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FIGURE 8.4. Hazard ratios (HR) in the month of event occurrence for pure depres-
sion (MD), pure generalized anxiety syndrome (GAS), and mixed syndromes as a func-
tion of life event ratings on the dimensions of loss, humiliation, entrapment, and dan-
ger. The baseline for the calculation of the hazard ratio was risk for episode onset in
months containing a serious stressful life event; *significantly different from chance
(1.0) at p < 0.05. Data from Kendler, Hettema, Butera, Gardner, and Prescott (2003c,
Table 2).



The associations between loss and risk for mixed episodes are simi-
lar to those for pure depression. The only substantial difference is that
respondent-initiated separation is associated with onset of pure MD but not
mixed episodes.

We found some evidence consistent with the prediction that loss is spe-
cific for depression. Overall, high ratings of loss are associated with onset of
pure GAS episodes, but analyses of the loss subcategories indicate that pure
GAS episodes are significantly predicted, in the month of event occurrence,
only by other key loss. Two other subcategories of loss associated with
depressive onset, death and respondent-initiated separation, do not increase
risk for pure anxiety episodes.

Humiliation

Both evolutionary theory and observations of animal behavior have pos-
tulated that reduction of status or rank in group settings—forcing the individ-
ual into a subordinate position—is the essential depressogenic attribute of
events (Gilbert, 1992). In humans, humiliation in a public setting is among the
most potent possible experiences of subordination. Our results support this
view. High-threat events rated high in humiliation are associated with
increased risk for onset of pure depressive and mixed depression/anxiety epi-
sodes in the same month in which the event occurred (Figure 8.4). However,
there is no evidence for an increase in pure anxiety episodes.

Risk for pure depressive episodes varies with the type of humiliation.
Compared with those high-threat events with no evidence of humiliation, the
risk of a pure depressive onset is substantially increased for events involving
other-initiated separation (HR = 3.1), with a weaker but still significant effect
seen for put-down (HR = 1.7) but not for other’s delinquency.

Entrapment

Research in both humans and animals has suggested that helpless entrap-
ment may be a key feature of depressogenic experiences. Individuals in such
circumstances may be unable to alter their situations and may, thereby,
develop a state of learned helplessness (Seligman, 1975).

Contrary to these predictions, we found that events with high ratings of
entrapment were not significantly associated with increased risk for pure
depression, pure anxiety, or mixed syndromes in the same month (Figure
8.4). However, these types of events did increase risk for mixed depressive/
anxiety syndromes in the month following the event (HR = 1.33; results not
shown in Figure 8.4). When we examined entrapment subcategories, this
association was due primarily to events characterized by long-term sustained
entrapment.
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Danger

Danger reflects the anticipation of future adversities. Prior research
suggests that such anticipation may particularly predispose individuals to
develop anxiety symptoms (Finlay-Jones & Brown, 1981). For example, loss
of a job may increase risk for depression, but the threat of job loss
(e.g., hearing that 20% of the employees at one’s workplace will be laid off
in the next month due to budget problems) is more likely to predispose to
anxiety.

Our results replicated these findings. Events with high ratings on danger
are not associated with increased risk for pure MD episodes but are associated
with increased risk for pure anxiety episodes in the same month (HR = 1.18 in
Figure 8.4) and up to 3 months following the event (HR = 1.5).

Consistent with the notion that the impact is due to delayed effects, we
found an increased risk for mixed episodes with onsets occurring in the month
following an SLE rated high in danger (HR = 1.5) but not significant evidence
for onsets occurring in the same month.

Combinations of Loss and Humiliation

Loss and humiliation have similar associations with risk for pure MD and
for mixed depression/anxiety episodes. We explored the risk for these syn-
dromes predicted by combinations of the loss and humiliation subcategories.
The highest risk of onset (21.6%) occurs for events characterized as other-
initiated separation and other key loss. By contrast, events involving other-
initiated separation and lesser loss carry a much lower risk for onset (2.6%).
Events characterized as other key loss also have risks of about 10% if they are
accompanied by humiliation subcategories of other’s delinquency or put-
down. Four other combinations carry risks for depressive onsets of about
10%. Two of these are “pure” loss events with zero ratings for humiliation:
death and respondent-initiated separation.

The most interesting of these results is that by far the greatest risk for
MD is seen for events that were rated high on both loss and humiliation. The
risk is more than twice that seen for traumas that (like death of a close rela-
tive) are pure loss events. These results suggest that environmental experiences
that involve loss of status and elicit “psychobiological programmes of defeat
and submission” (Gilbert, 1992, p. 207) appear to be more depressogenic
than those that involve solely loss.

Causality

As we have stated previously, correlation does not equal causation. We
have clearly shown that SLEs and onsets of disorder are strongly correlated
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in time. What evidence do we have that the association is causal? As epi-
demiologists, we can use data from the VATSPSUD to address this question in
two ways. (In Chapter 15, we examine how the use of genetically informative
samples helps us to address causality in other ways.)

First, we looked at measurement issues. As described earlier, the strongest
association between SLEs and onsets is seen for the month in which the event
occurred. This raises the possibility that the onset of disorder caused the
event, and not the other way around.

We asked about the SLEs in one section of the interview, before we
assessed psychiatric symptoms that had occurred during the past year. At the
end of this latter section, we inquired of twins with depressive onsets in the
past year whether anything had happened to precipitate the episode. Using
data from the first two waves of our study (Kendler et al., 1995a), we exam-
ined interviews from 96 twins who had reported a serious SLE and a depres-
sive onset in the same month. Most (84%) of the time twins responded with
the same previously reported SLE. In another 11%, they reported a different
SLE that co-occurred in the same month in an understandable sequence of
events that included the serious SLE. We replicated these results for a later
wave (Kendler et al., 1998), in which a review of 102 similar cases revealed
none in which the depressive onset plausibly caused the SLE. Thus, although
our results do not provide a definitive answer to the question of causality, in a
very high proportion of cases in which a severe SLE and an onset occurred in
the same month, the twins themselves believed the SLE had occurred before
and had had a causal influence on the depression and not the other way
around.

Our second approach to addressing causality was to use our measures of
dependence/independence. With dependent SLEs, the relationship between the
event and the subsequent onset of anxiety or depression is causally ambigu-
ous. It is possible that some aspect of the respondent’s own behavior, such as
his or her temperament or prodromal symptoms of the disorder, caused the
SLE and predisposed to the onset of illness. In contrast, the causal relationship
is much clearer for independent SLEs, because these fateful events could not
plausibly be the result of the respondent’s behavior.

As noted previously, we found that after adjusting for event severity, de-
pendent SLEs are more closely associated with depressive onsets than are inde-
pendent SLEs. This suggests that there is some degree of noncausal association
between dependent events and MD. Our reasoning is as follows. We can plau-
sibly assume that for independent SLEs, the entire relationship with depres-
sion is due to the fact that SLEs increase risk for MD (i.e., SLE → MD). For
dependent SLEs, part of the relationship is also causal (i.e., SLE → MD), but
part of the relationship is probably noncausal and due to traits (such as neu-
roticism) that increase risk both for SLEs and for MD. Our finding that (after
controlling for event severity) dependent SLEs were indeed more strongly
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associated with MD than independent SLEs suggests that the difference is due
to these noncausal mechanisms. However, the finding that events rated as
probably or definitely independent are also strongly associated with risk for
depression suggests that a substantial proportion of the association between
SLEs and MD is causal. We will return to this critical issue, using a quite dif-
ferent approach, in Chapter 15.

SOCIAL SUPPORT

Social support can be broadly defined as the degree of caring and suste-
nance an individual obtains from his or her social environment. Interest in the
nature of human social relationships and their impact on health has a long tra-
dition in the field of mental health and the disciplines of sociology, social psy-
chology, and public health. Indeed, a vast body of research has demonstrated
that the quality of social relationships predicts general health and mortality
(House, Landis, & Umberson, 1988), psychiatric symptoms (Kessler, Kendler,
Heath, Neale, & Eaves, 1992), and emotional adjustment to stress (Monroe
& Steiner, 1986).

Several aspects of social support have been identified. One of these has
been called social integration—the feeling of being part of a community. Two
other aspects are emotional support, the provision of assistance with psycho-
logical needs, and instrumental support, the provision of material needs such
as transportation, money, or physical assistance (Antonucci, 1985).

We combined these dimensions to create a global measure of social sup-
port (see Sidebar 8.5) and tested whether low levels increased the risk for the
onset of episodes of MD or 1-month GAD (used in these analyses rather than
GAS). However, we were concerned about the direction of causal effects. If
we found that low social support was associated with MD (or GAD), how
could we be sure that the low social support was causing the disorder and not
that the disorder was causing lower social support? This is a realistic concern,
because it is known that individuals in episodes of a disorder find it difficult to
participate in social interactions and often reduce their level of social contact.
Furthermore, the social network of individuals with high levels of depression
and anxiety can experience “support fatigue.” That is, early in episodes of ill-
ness, individuals often elicit increased support as people try to help them cope.
But if episodes persist, social support often declines, as friends and acquain-
tances get burned out and find it hard to be around individuals who are so fre-
quently dysphoric.

We took two steps to try to assure ourselves of the direction of causal
effects. First, we used our longitudinal data. We examined whether levels of
social support at one wave could predict the risk for MD (or GAD) at a future
wave. Because the waves were always separated by at least a year, we knew
that depressive or anxiety episodes assessed at a later wave could not be influ-
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encing social support measured at the earlier wave. This approach is illus-
trated in Figure 8.5a.

We found that a lower level of global social support at an earlier inter-
view predicts moderately increased risk for developing future episodes of MD
and GAD. Compared with women with an average level of social support,
those who had 1 standard deviation lower than the average have about a 40%
increased risk for developing an episode of depression in the year prior to a
future interview (OR = 1.41; 95% CI = 1.27, 1.57). A similar result is seen for
GAD (OR = 1.40; 95% CI = 1.26, 1.55).

A second concern was that the association between low social support
and future risk for MD and GAD could also be an artifact of having had past
episodes, which both decrease social support and increase risk for future epi-
sodes. Therefore, in a second set of analyses, we controlled for history of
depression (or anxiety, as appropriate) in the year prior to the time 1 inter-
view and then tested whether social support was still predictive of future epi-
sodes. This model is depicted in Figure 8.5b. As expected, the direct effect of
social support decreases somewhat, but for both MD and GAD, social sup-
port significantly predicts risk for future episodes even after controlling for

Adult Experiences 163

SIDEBAR 8.5. Measuring Social Support

For the analyses reported in this chapter, we assessed social support using a self-report
questionnaire administered to the FF sample and as part of the first wave of interviews
with the MM/MF sample. This instrument included 24 items that assessed frequency
of social contact and degree of emotional and instrumental support received from the
social network.

The first five items recorded the frequency of social contact with the cotwin,
friends, and other relatives and attendance at meetings of “clubs or other organiza-
tions” and “church or other religious services.” Another item assessed the presence
and number of confidants.

The remaining 18 items assessed the quality of social support received from six
classes of relationships: spouse or partner, cotwin, children, parents, other relatives,
and friends. Three questions were asked for each relationship:

“How much does X listen to you if you need to talk about your worries or prob-
lems?”

“How much does X understand the way you feel and think about things?”
“How much does X go out of his or her way to help you if you really need it?”

In exploring the structure of the items, we found that we could use a single factor as a
measure of global social support. We standardized levels of social support so that
change in risk for MD or GAD was expressed in terms of standard deviation units.
Because we scored social support in the “reverse” direction, an OR of greater than 1
means that low levels of social support indicate an increased risk for developing a dis-
order.



history of past episodes. The OR for MD is 1.27 (95% CI = 1.14, 1.42) and
for GAD is 1.33 (95% CI = 1.20, 1.49).

We can conclude two things from these results. First, low social support
appears to be a true risk factor for the development of episodes of MD and
GAD. However, overall the effect is smaller than that seen with SLEs and CSA
(see Chapter 7). Second, without proper controls, it would be easy to overesti-
mate the predictive power of social support. For MD, as an example, it
appears that part of the association between social support and future risk for
MD is indirect and the result of prior depression, predicting both poor social
support and future depression.

Our results are consistent with most but not all studies that suggest that
social support has a moderate direct effect on risk for psychiatric disorders
(Cohen & Wills, 1985; Henderson, 1998). Some studies suggest that low lev-
els of social support increase risk—most typically for depression—only in the
context of life stress. This is sometimes called the buffering model of social
support (Cohen & Wills, 1985). In the VATSPSUD, we do not see much evi-
dence for this model. We have found that high levels of social support do not
seem to protect individuals from the depressogenic effects of SLEs (Wade &
Kendler, 2000).

In these analyses, we emphasized the traditional view of social support as
something that “happens” to individuals. Although we studied how episodes
of MD or GAD might affect support levels, our approach may have failed to
capture all the ways in which individuals might be responsible for their own
social environments. In an influential article with a provocative title that
begins “Social Support as an Individual Difference Variable . . . ,” Sarason
and colleagues (Sarason, Sarason, & Shearin, 1986) argue that the conceptu-

164 ENVIRONMENTAL RISK

FIGURE 8.5. Models for social support and depression.



alization of social support as a solely environmental variable that acts on the
person is mistaken. Instead, individuals help to create their social support
through stable aspects of their temperament and behavior.

SUMMARY

In this chapter, we examined the impact of proximal environmental risk
factors and showed that social support and several dimensions of SLEs are
associated with increased risk for MD and GAD in the last year. As we saw in
Chapter 7 with childhood experiences, these results are consistent with adult
experiences having a causal influence on the risk for psychopathology. How-
ever, there is reason to postulate that noncausal processes are involved as well.
We explore this issue further in Chapter 13, where we examine genetic influ-
ences on SLEs and social support.

NOTES

1. See Brown & Harris, 1989; Dohrenwend & Dohrenwend, 1984; Holmes
& Rahe, 1967; Kessler, 1997; Paykel, 1994; and Thoits, 1983, for reviews of the asso-
ciation between SLE and depression. See Kendler et al. (1995a) for information about
our assessment of the reliability of SLE ratings.

2. These analyses used the statistical technique of discrete time survival anal-
ysis, which examines each “person-month” of observation as to which if any SLEs
occurred in that month and whether episodes of MD or generalized anxiety syndrome
(GAS; see Sidebar 8.2) started in that month. Analyses using the FF sample are based
on data from the FF3 interview on 1,898 twins with 24,648 person-months of expo-
sure. Analyses combining the FF3 and MF2 data include 7,322 twins with 98,592
person-months. See Allison (1982) and Laird and Olivier (1981) for details of analyses
and Kendler, Karkowski, and Prescott (1998) and Kendler, Hettema, Butera, Gardner,
and Prescott (2003c) for further details of the statistical methods.

3. These life history analyses used the standard method of logistic regres-
sion applied to person-months to examine whether event occurrences predict onsets
and, if so, with what kind of time lag. Across all SLEs in this sample, LTCT and
dependence ratings were positively correlated (Spearman rank, n = 2,971, r = 0.23,
p < 0.0001), meaning that dependent events had higher threat ratings than indepen-
dent events. Therefore, when examining the relationship of event dependence and risk
for MD, we adjusted statistically for LTCT levels. The original analyses are reported in
Kendler, Karkowski, and Prescott (1999b).
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C H A P T E R N I N E

Sex Differences

In Part II of this book, we adopted the typical perspective of a psychiat-
ric geneticist interested in determining the heritability of psychiatric and sub-
stance use disorders. In Part III, we put on the hat of the psychiatric epidemi-
ologist and examined the association between several putative environmental
risk factors and their association with these same disorders. In Part IV, we
break out of these rather conventional perspectives and start to demonstrate
the richness of our design and analytic methods. In the four chapters in this
section, we address a diverse series of topics, each of which is quite important
to understanding pathways of risk. We hope the reader finds that the concep-
tual “wall” between the genetic and environmental perspectives starts to
break down in this section as we consider the joint actions of genes and envi-
ronment. This wall will, we hope, dissolve completely in the final section of
this book.

TYPES OF SEX DIFFERENCES

Clinical and epidemiological studies have repeatedly demonstrated that
rates of psychiatric and substance use disorders differ in men and women. As
we described in Chapters 4 and 5, our study replicates these findings. How-
ever, we were also interested in exploring some deeper and more intriguing
questions about sex differences. Our goal in this chapter is to address whether
the genetic and environmental sources of variability in risk are different for
men than for women. This is a change from the focus of much of the research
on sex differences, which addresses questions about “mean differences” in
rates of disorders (e.g., do men have higher rates of substance abuse?) or in
risk factors (e.g., do women have better social support?).
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Two distinct kinds of questions can be asked about the sources of sex dif-
ferences in genetic risk for psychiatric and substance use disorders.1 The first
and simpler question is quantitative: Are genetic factors more important in the
etiology of a particular disorder in males or in females? This is the question
that we addressed systematically in Chapters 4 and 5, when we described the
results from twin analyses of internalizing and externalizing disorders. These
analyses included four groups of twin pairs (male MZ, male DZ, female MZ,
and female DZ) and addressed whether the etiological role of genetic and
environmental risk factors for these disorders differed for males and females.
Although the estimates were rather different for some disorders (including CD
and abuse of or dependence on some illicit substances), none of the differences
reached statistical significance. As we noted in Chapter 4, this may be due in
part to limited statistical power.

The second, subtler, and (we think) more interesting question is qualita-
tive: Are the genes involved in the etiology of a disorder the same or different
in men and in women? The analysis of qualitative sex differences is more com-
plex than the analysis of quantitative differences. Therefore, we have chosen
to devote a separate chapter to these results, rather than including them in
Chapters 4 and 5.

To understand the nature of this question, a brief background in sex-
limited and sex-modified genetic effects will be helpful. Geneticists who con-
cern themselves with issues such as producing chickens that will lay more
eggs or cows that will produce more milk have pondered this problem for
some time. How, for example, would you select sires for a herd of dairy
cows? You cannot measure milk production in bulls and take the highest
producer to sire a herd because bulls, like males of all species, do not lac-
tate. However, males do have genes that influence lactation. By measuring
the milk production of a bull’s female relatives (i.e., mother and sisters), one
can infer the bull’s milk-producing genotype. This is an example of a sex-
limited genetic effect, in which genes influence a phenotype in one sex but
are “silent” in the other. Examples in humans would be the genetic predis-
positions to cancer of the uterus or prostate, which can be manifested only
in, respectively, females and males, because the other sex does not possess
the relevant organ.

Sex limitation does not apply to psychiatric and substance use disorders
because both men and women are susceptible to all these disorders. Rather,
the related concept of sex-modified gene expression is relevant. Here, the
genetically influenced phenotype is present in both males and females, but
gene expression is modified by the biological and cultural differences between
the sexes.

One human trait that demonstrates sex-modified gene expression is chest
circumference. In males, chest circumference is influenced by one major set of
genes, those that govern the size of the body’s bone structure. In contrast,
among females, chest circumference is influenced by two sets of genes: those
that govern the size of the body’s bone structure and those that influence the
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size of the breast. Many studies have shown that the genes that have a strong
influence on general body size are much the same in men and women. How-
ever, genes for breast size will not be manifested in men. Therefore, in rela-
tives of different sexes, the genes for chest circumference will be partially cor-
related (due to genes for body size that affect both sexes) and partially
uncorrelated (due to genes for breast size that act only in females). Thus, when
trait similarity is lower among pairs of opposite-sex relatives than among
pairs of same-sex relatives, geneticists suspect the presence of sex-modified
gene expression.

How can twin research use these methods? MZ twins are of no help.
Although long wished for by twin researchers, opposite-sex MZ twin pairs do
not occur. DZ pairs, on the other hand, come in three varieties—MM, FF, and
MF. As you may recall from Chapters 1 and 2, we decided to include MF or
opposite-sex (OS) pairs in the second stage of the VATSPSUD because we
were interested in exploring sex differences. Although they frequently have
been excluded from other twin studies (which typically focus on same-sex
pairs), qualitative sex differences can only be studied by including OS DZ
pairs. Indeed, OS pairs are probably nature’s best experiment for the study of
sex effects in humans. In such pairs, two individuals—one male and one
female—are conceived at the same time, develop in the same womb, are born
at the same time, and are reared in the same family.

Coming back to our example of chest circumference, we would expect
higher correlations among male DZ pairs (who share genes for general body
size) and among female DZ pairs (who share genes for both general body size
and breast size) than we would expect among OS DZ pairs (who share genes
for general body size but not for breast size).

The degree of resemblance between genetic risk factors for men and
women is expressed by a statistic called the genetic correlation (rg). This corre-
lation can vary from zero (risk factors are completely different) to unity (risk
factors are completely overlapping). The twin-pair correlations for three levels
of rg are shown in Figure 9.1. Although the figure depicts hypothetical data,
the values are in the range we observe for disorders studied in the VATSPSUD.
The MZ correlations are about twice as great as the same-sex DZ correla-
tions, indicating that familial resemblance is due to genetic factors. There is
some evidence of quantitative sex differences, because the correlations are
higher for FF than MM pairs. The key piece of information for evaluating
qualitative sex differences comes from the opposite-sex pair correlation. If this
correlation falls midway between that of the male and female DZ correlations,
rg will equal unity, meaning the genetic risk factors in men and women are
completely overlapping. If the OS correlation is zero, rg would be estimated to
be zero, meaning the genetic risk factors in men are entirely independent of
those in women. The third pattern (the black bars in Figure 9.1) shows an
example in which the genetic risk factors are divided equally into those that
affect both males and females and those that are sex specific; here, rg would be
estimated to be 0.5.2
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MAJOR DEPRESSION

As elsewhere in this book, we first focus on MD. After we describe in
detail our analyses testing for qualitative sex differences in MD, we review the
results for other disorders.

Our first approach to modeling sex differences in risk for lifetime MD
was relatively straightforward. We began by examining the tetrachoric corre-
lations in all five groups of twin pairs (Kendler, Gardner, & Prescott, 1999a;
Kendler & Prescott, 1999a). Twin-pair similarity was lower in the OS DZ
pairs (0.10) than in the two groups of same-sex DZ pairs (0.17 in FF and 0.12
in MM pairs).3 These values are consistent with the existence of qualitative
sex differences.

We used the twin-pair correlations for MD to test three hypotheses: (1)
that the same genetic factors operate in males and females (rg = 1.0); (2) that
entirely different genetic factors operate in males than in females (rg = 0); and
(3) that genetic factors operating in males and females partially overlap (rg

takes a value between zero and one). By a small margin, the fit of the partially
overlapping model (3) was superior to that of the same-factors model (1), and
both fit better than the no-overlap model (2). The estimate for rg was 0.52.
This means that the genetic risk factors that predispose to MD in men and
women have both substantial overlap (52%) and substantial differences.
However, even with the sample sizes we obtained in VATSPSUD, the figure
has a substantial sampling error attached to it and is better thought of as a
rough guideline rather than a precise value.
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FIGURE 9.1. Twin-pair similarity for traits with different degrees of sex-modified
gene expression. rg = genetic correlation; MZF = monozygotic female; DZF = dizygotic
female; MZM = monozygotic male; DZM = dizygotic male; DZOS = dizygotic oppo-
site sex.



The finding of qualitative sex differences in MD, though intriguing, stood
on slim statistical grounds, so we looked for a way to confirm or disconfirm
it. We had obtained lifetime histories of MD on two separate occasions from
our MM/MF sample and on three occasions from our FF sample. In order to
reexamine sex-dependent models for MD, we combined twins’ reports about
their lifetime histories of MD from two waves of interviews (Kendler,
Gardner, Neale, & Prescott, 2001a). The major advantage of using informa-
tion from multiple interviews is that it allows us to remove the effects of mea-
surement error (see Chapter 12). Theoretically, this procedure should substan-
tially improve our power to discriminate between competing models. We
again fit the same three models to DSM-III-R criteria for lifetime MD and
could now reject the hypotheses that rg was equal to 1 or to 0 by a more com-
fortable statistical margin. The estimate of rg was 0.55, very close to the value
obtained in the earlier analysis. Although our two studies were not indepen-
dent of one another (because the data analyzed in the first set of analyses were
included in the second set), these results confirmed our initial findings and put
them on a stronger statistical foundation.

These analyses also produced an interesting result about quantitative sex
differences for MD. As reported in Chapter 4, our initial separate analyses of
MM and FF pairs yielded higher heritability estimates in females (0.41) than
in males (0.31). However, the results did not differ significantly from one
another. When we reexamined this question in our second set of analyses
(using two waves of assessment and including OS pairs), the heritability esti-
mates were very similar to those we had obtained originally—but the addi-
tional information allowed us to reject equal heritability in the two sexes.

In summary, our results suggest that there are both quantitative and qual-
itative sex effects for MD. Genetic risk factors were more important for
depression in women than in men. Furthermore, they were also partially dis-
tinct in the two sexes.

The literature on the impact of sex on genetic risk for MD is far from
clear. With respect to quantitative differences, results from other twin studies
are mixed. One major study reported higher heritability in females than in
males (Bierut et al., 1999), but other studies have not found significant differ-
ences (Kendler, Pedersen, Neale, & Mathe, 1995b; McGuffin et al., 1996).
However, the low power to detect these effects means that negative findings
from these smaller twin studies are hard to interpret.

Even less is known about qualitative sex effects on genetic risk for MD.
Most but not all prior family studies have found higher levels of resemblance for
MD in pairs of same-sex relatives than in opposite-sex relatives (Faraone,
Lyons, & Tsuang, 1987; Merikangas, Weissman, & Pauls, 1985; Reich et al.,
1987). The major twin study from Australia that found quantitative sex differ-
ences (Bierut et al., 1999) chose not to report results for sex-specific gene effects
because of low power. A study of lifetime MD in more than 15,000 pairs of
twins from the Swedish Twin Registry produced results strikingly similar to
those obtained in the VATSPSUD. In this study, higher heritability was found in
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women (42%) than in men (29%), with an estimated genetic correlation
between the two sexes of 0.63 (Kendler, Gatz, Gardner, & Pedersen, 2006).

If gender differences in genetic risk factors for MD do exist, how might
they arise? Because men and women are exposed to different social and psy-
chological factors of etiological relevance for MD (Bebbington, 1996), it is
possible that differences in exposure evoke distinct genetically based variation
in the two sexes. Alternatively, biological factors, including levels of gonadal
hormones during early development (Collaer & Hines, 1995) and the variable
hormonal environment of the menstrual cycle and pregnancy (Seeman, 1997),
could elicit distinct sets of genetic factors in women and in men (Garcia et al.,
1989). In particular, some evidence suggests that there are genetic factors that
specifically predispose women to depression in the postpartum period. Such
genes, like those affecting breast size, would be expressed in women but not
expressed in men, causing the genetic correlation in liability to MD to fall
below 1. Although these are speculations, they are deserving of careful
research, as they suggest that genetic factors contribute, perhaps in important
ways, to differences in risk for and prevalence of MD in men and women.

ANXIETY DISORDERS

The story of sex effects in panic and generalized anxiety disorder can be
briefly told. We found no evidence for quantitative or qualitative effects in
either condition (Hettema et al., 2001b; Kendler, Gardner, & Prescott,
2001b). However, we put only modest stock in these negative results because
of the problems with low power associated with these analyses, especially for
panic disorder because of its rarity. It is probably best to say that with respect
to panic disorder, sex effects on genetic risk factors are unknown.

For our analyses of sex differences in phobias, we broadened the defini-
tion to include irrational fears. As you may recall, our diagnosis of phobias
had two requirements: (1) the presence of significant irrational fear and (2)
objective behavioral changes associated with that fear (see Sidebar 4.5). As
described in Chapter 4, the majority of individuals who reported these fears
did not describe significant behavioral effects of their fears and thus did not
meet the second criterion for phobias. (The exception was for agoraphobic
irrational fears, for which a majority did report interference.) Using the three-
level definition (no fear, fear without interference, phobia) gave us greater sta-
tistical power to detect sex differences.

The results were heterogeneous for the different categories of phobias.
For three types (agoraphobia, situational phobia, and blood–injury phobia),
the best-fit model suggested qualitative but not quantitative sex effects. That
is, heritability in males and females was estimated to be the same (analogous
to what we found in Chapter 4), but there was evidence that the genetic fac-
tors were not completely overlapping in the sexes. The genetic correlations
estimated from the best-fit models were low: 0.24 for agoraphobia, 0.40 for
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situational phobia, and 0.35 for blood–injury phobia. Because these had wide
confidence intervals, the particular values should not be taken too seriously.
They do suggest, however, that for these phobia subtypes, the genetic risk fac-
tors in men and in women are even less correlated than they are for major
depression.

The results for animal phobia were different. For this disorder the best-fit
model was one with equal heritability in men and women and a genetic corre-
lation of 1. That is, we found no evidence for quantitative or qualitative sex
differences.

The results for social phobia (which, as discussed in Chapter 4, was nota-
bly different from the other phobia types) were harder to interpret. They sug-
gested that social phobia was the result of genetic factors in males and of fam-
ily environment in females.

There are really no other good studies examining the impact of sex on the
pattern of genetic risk factors for anxiety disorders. Other large twin studies
have apparently chosen not to devote resources to assessing these common
and in some cases disabling syndromes. We do not feel on firm enough ground
to speculate about the sources of sex differences in risk for these disorders, nor
are we confident that sex effects do not exist for panic disorder and GAD. The
most we can conclude is that our results on fears and phobias are suggestive.
Sex may alter how genes influence our liability to at least some classes of anxi-
ety disorders. Further enlightenment in this area must await additional
research.

ANTISOCIAL BEHAVIOR

As we described in Chapter 5, there are large sex differences in the preva-
lence of antisocial behavior (ASB). At all ages, males are more likely than
females to exhibit these characteristics. The results from our analyses based on
same-sex twin pairs indicated that there are significant quantitative sex differ-
ences in the relative proportions of genetic and environmental influences on
ASB (Figure 5.2).

The results remained similar after we included opposite-sex DZ pairs in
the analyses.4 For childhood ASB (CD occurring before age 15), we found sig-
nificantly more genetic influence among males than among females. For ado-
lescent ASB (CD occurring between ages 15 and 17), we found no sex differ-
ences in genetic influences. For adult ASB, the genetic influence was greater
among females than among males. Thus it appears that for females genetic
influences increase over time, whereas for males they decrease. This raises the
question of whether childhood and adult ASB are due to the same or different
sets of genetic and environmental factors. We return to this issue in Chapter
10, in which we examine how genetic influences change over time.

Our analyses of qualitative sex differences suggested that the genetic fac-
tors that influence ASB in males and in females are largely overlapping. For
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childhood and adolescent ASB, the estimated values for rg were very close to
1.0. For adult ASB, the estimate was 0.62, suggesting that there may be some
qualitative sex differences. However, this estimate did not differ significantly
from 1.0, perhaps because the low prevalence of adult ASB in women (< 4%)
limits the statistical power.

There is relatively little literature on sex differences in genetic influences
on ASB. The twin study most comparable to ours, of Australian adult twins
from the general population, found somewhat lower heritability for conduct
disorder in females than in males (43 and 65%, respectively; Slutske et al.,
1997). However, these values were not significantly different—perhaps, again,
because of the low prevalence of ASB among females.

ALCOHOLISM

In our study of twin similarity for alcoholism described in Chapter 5, we
examined several different definitions, including a narrow definition (DSM-IV
alcohol dependence), a broad definition (DSM-IV alcohol abuse or de-
pendence), and a multiple-threshold definition (unaffected, abuse only, and
dependence with or without abuse). As in our analyses based on same-sex
pairs (Figure 5.3), we found virtually no evidence for quantitative sex differ-
ences (Prescott et al., 1999).

However, we did find significant evidence for qualitative sex differences.
The results are summarized in Figure 9.2. For each of these definitions, the
twin-pair similarity of opposite-sex pairs was lower than that of same-sex DZ
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FIGURE 9.2. Twin-pair similarity and estimated male–female genetic correlations for
alcoholism. r = correlation; rg = genetic correlation; dep = dependence; mult thresh =
multiple threshold; # depend sx = number of dependence symptoms. Data from
Prescott, Aggen, and Kendler (1999, Table 2).



pairs. The estimated values of rg were very similar for all of the definitions we
examined. They ranged from 0.40 for number of DSM-IV alcohol dependence
symptoms to 0.48 for DSM-IV alcohol dependence. All of the values were sig-
nificantly greater than zero and less than unity.

These results indicate that, although genetic influences on risk for alco-
holism are equally important for females and males, these genetic factors only
partially overlap in the two sexes. Some twin and family studies provide hints
of possible qualitative and quantitative differences in genetic risk factors for
alcohol problems in men versus women (McGue, Pickens, & Svikis, 1992;
Prescott et al., 2005a; Prescott, Kuhn, & Pedersen, 2005b), but others do not
(Heath et al., 1997). The lack of consistency among studies may be due to dif-
ferences in methodology and limited sample sizes, so at this stage it is difficult
to reach any definitive conclusions.

If qualitative sex differences in genetic risk for alcoholism do exist, how
might they arise? Several studies suggest that alcoholism is a heterogeneous set
of disorders. Subtypes of alcoholism may differ in the degree to which they are
genetically influenced. One subtype, characterized by early age of onset and
antisocial behavior, is much more common among males than females and has
been found in some studies to be particularly heritable (Cadoret, Troughton,
& O’Gorman, 1987; Cloninger, 1987b; McGue et al., 1992). Another sub-
type, about equally common in men and women, is characterized by later
onset, symptoms of depression and anxiety, and, perhaps, less genetic influ-
ence. Our twin analyses of multiple disorders (described in Chapter 11) found
that alcoholism has genetic overlap with other externalizing disorders and, to
some degree, with the internalizing disorders. This finding suggests that the
genetic factors underlying antisocial alcoholism differ from those underlying
other subtypes. Such a pattern could produce the evidence we see for qualita-
tive sex differences. For example, if one set of genes predisposes to the male-
preponderant antisocial alcoholism and another set predisposes to a more
female-preponderant alcoholism with depressive or anxiety symptoms, lower
correlations would be produced between male–female twin pairs than among
same-sex pairs.5

NICOTINE DEPENDENCE

Our analyses of sex differences for nicotine dependence used two
definitions—one a score based on the Fagerstrom Test for Nicotine Depend-
ence (FTND; Heatherton et al., 1991) and the other a dichotomous measure
(abbreviated here as ND) based on the closely related Fagerstrom Tolerance
Questionnaire (FTQ; see Sidebar 5.4). This work was conducted in collabora-
tion with our colleague Hermine Maes (Maes et al., 2004). For both mea-
sures, we found very little evidence for quantitative sex differences. As we
described in Chapter 5, the same-sex correlations were very similar for males
and females, and we could not reject the hypothesis of equal genetic influ-
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ences. The twin-pair correlations among opposite-sex pairs (0.30 for ND and
0.35 for FTND) were very similar to those observed among male DZ pairs
(ND = 0.36, FTND = 0.35) and female DZ pairs (ND = 0.38, FTND = 0.40).
Thus our results do not provide any evidence for qualitative sex differences.
Contrary to our finding with alcoholism, the genetic influences on nicotine
dependence appear to arise from the same sources for males and females.

There is very little literature on sex differences in genetic influences on
nicotine dependence. Most other twin studies that have assessed tobacco-
related traits have used amounts consumed (e.g., number of cigarettes
smoked) or duration of smoking. These studies have generally not found
evidence for sex differences in heritability (Madden, Pedersen, Kaprio,
Koskenvuo, & Martin, 2004).

ILLICIT SUBSTANCE ABUSE AND DEPENDENCE

As we noted in Chapter 5, because of the low prevalences of illicit sub-
stance use disorders in the VATSPSUD, we had limited power to detect quan-
titative sex differences. Even for opiate abuse/dependence, in which the
heritability estimates were quite different for males and females (0 and 77%,
respectively), we could not conclude that these are significantly different.

We conducted formal analyses of quantitative and qualitative sex differ-
ences for cannabis and cocaine, two substances for which we thought we
might be able to detect such differences because these substances had rela-
tively higher rates of use and abuse/dependence compared with most of the
other illicit substances we examined. We also used multiple-threshold defini-
tions in an attempt to gain more statistical power. The heritability estimates
were similar to those obtained previously (Figure 5.7). The estimated genetic
effects were: for cannabis, 73% in males and 49% in females; for cocaine,
40% in males and 74% in females. Despite the addition of more than 1,000
OS twin pairs to the analysis, these quantitative sex differences did not reach
statistical significance. However, it is possible that there are true differences
but that our analyses were underpowered to detect them. In contrast, we
found no evidence of qualitative sex differences. The estimated values for rg

were 0.98 for cannabis and 1.0 for cocaine, exactly what would be expected if
the genetic factors for males and females completely overlapped.

Only two other twin studies have published results from analyses of
illicit substance use disorders in male and female twins (Gynther, Carey,
Gottesman, & Vogler, 1995; van den Bree et al., 1998). Both of these were
based on small clinical samples and did not have the statistical power to
address either quantitative or qualitative sex differences in genetic influence.
Thus, although there are some hints that men and women may differ in the
magnitude of genetic influences on substance use disorders, the evidence is far
from conclusive.
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SUMMARY

Psychiatric epidemiologists have long been interested in the impact of sex
on psychiatric and substance use disorders. This is not surprising, because it is
rare to find a disorder for which sex is not a strong predictor of risk. The vast
majority of psychiatric epidemiological studies conducted in the United States
and around the world in the past 20 years have found that women are sub-
stantially more prone to develop internalizing disorders and men are much
more prone to develop externalizing disorders. Often these effects are strong
and among the most reproducible of known risk factors.

By contrast, sex effects are much less “on the radar screen” for psychiat-
ric geneticists. If there is anything that we can conclude from this chapter, it is
that this attitude is likely to be held in error, at least for some important disor-
ders (in particular, MD and alcoholism). We are a bit more confident of this
conclusion because, in studies of simpler organisms (such as fruit flies and
rodents), it is by no means rare to find genetic effects that affect behavior dif-
ferently in males and females (Kendler & Greenspan, in press).

Men and women differ in important ways both in their social roles and in
their biology. Thus it is not surprising that expression of some genetic risk fac-
tors would be moderated by these differences.6 We will take up another
important topic in sex differences in Chapter 11, where we will examine the
evidence for sex-dependent expression of alcoholism and depression and ask,
might the genetic risk factors that predispose to depression in women increase
the risk for alcoholism in men?

NOTES

1. The same methods outlined here can be applied to examining sex differ-
ences in shared environmental risk factors. Our discussion focuses on sex differences in
genetic effects largely because we found so little evidence for shared environmental
effects on risk for the disorders we examined in VATSPSUD. Standard twin studies do
not provide power to determine whether a reduced correlation in opposite-sex (versus
same-sex) DZ twins is a result of qualitative sex effects on genetic or on shared envi-
ronmental factors. However, we believe we are on firm ground in our analyses in
assuming that genetic effects are responsible for these sex effects, because our analyses
of the same-sex twin pairs revealed so little evidence for the importance of the shared
environment.

2. We follow the traditional convention of using the term rg to refer to the
genetic correlation, with a scaling of –1.0 to +1.0, rather than the term rA used else-
where in the book, which is expected to equal 0.50 for opposite-sex twins. Of interest
to the more quantitatively inclined, when rg = 1, the correlation in the OS pairs should
equal the square root of the product of the correlations of the MM and FF DZ pairs.

3. The results differ a bit from those presented in Chapter 4 because they
are based on the third rather than the first wave of interviews from our FF sample.
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4. This work was conducted in collaboration with our colleague Kristen
Jacobson. These results were published in Jacobson, Prescott, and Kendler (2002) and
are described in more detail in Chapter 10.

5. Heterogeneity of subtypes may also help to explain why some early adop-
tion and twin studies concluded that genetic factors were less important for females
than for males. Many of these studies were based on twin pairs identified because one
of the twins was hospitalized for a psychiatric or substance use disorder. However, the
reasons for entering treatment often differ for men and for women, particularly in
early studies, when substance abuse treatment was associated with a great deal of
stigma for women. Twin studies using volunteer samples or population-based registries
have found genetic influences to be of equal importance in men and women (Heath et
al., 1997; Prescott et al., 2005b).

6. We have not, in these discussions, considered the possible role of genes
on the X chromosome contributing to sex differences. As readers may recall from their
last basic biology class, all female mammals have two X chromosomes, receiving one
from their mother and one from their father. Males have only one X chromosome,
which they always get from their mother, and one Y chromosome, which they always
get from their father. X chromosomes are rather large and contain more genes than the
small Y chromosome. In all the cells in a female’s body, one of the X chromosomes is
randomly “silenced.” This means that, in both males and females, cells have only one
functional X chromosome. If disorders are due to genes on the X chromosome, they
have a distinctive pattern of resemblance in relatives. Most strikingly, risk in fathers
and sons is uncorrelated because they do not share an X chromosome. Also, because
one X chromosome is randomly silenced in women, MZ twin sisters resemble one
another less than MZ twin brothers do. The patterns of family resemblance observed
in our sample and other twin studies do not closely resemble the pattern predicted for
X-linked inheritance. We therefore consider other mechanisms—such as sex-limited
gene expression—to be more plausible explanations for the sex differences we
observed.
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C H A P T E R T E N

Genetic and Environmental
Influences on Stability
and Change

The twin models presented in this book thus far have not dealt directly
with the critical issue of time. In this chapter, we ask: How does the impact of
genetic and environmental risk factors on psychiatric and substance use disor-
ders vary over time? As with the sex differences discussed in Chapter 9, the
changes in these risk factors can be of two kinds—quantitative and qualita-
tive. Quantitative change means that the same genetic or environmental risk
factors operate over time, but their importance varies. Qualitative change
means that across time new sets of risk factors become operative.

Although the popular concept of genes often seems to imply that they are
“set” or “immutable” in their impact, this is far from the case. As we have
learned more about the actions of genes, it has become clear that the genome
is a highly dynamic system. The expression of individual genes is constantly
being turned “on” or “off” or “up” or “down” in response to the internal sig-
nals of development, physiological changes, and environmental experiences.

When considering development, we typically think of childhood and ado-
lescence, with puberty as the paradigmatic example. However, developmental
changes continue to occur throughout adult life. The brain is not fully “grown
up” until at least the late 20s. Male baldness, the graying and then whitening
of hair, the putting on of weight in middle adulthood, and the cessation of
menstruation in women at menopause are all examples of the developmental
processes that continue into middle and late adult life. Twin studies have con-
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sistently shown substantial heritabilities for these developmental changes—
genetic factors play an important role in influencing the individual differ-
ences in the timing of these developmental milestones of adult life (Fabsitz,
Carmelli, & Hewitt, 1992; Kirk et al., 2001; Snieder, MacGregor, & Spector,
1998).

Studying twins through time can also clarify the time course of the effects
of environmental risk factors for psychopathology. Some experiences may
have such a profound effect on the individual that they convey an increased
risk for psychopathology for years or even decades.1 Other experiences may
have a much shorter effect, increasing risk of illness for only days or weeks.
Such effects can be discriminated in models that examine twins at two or more
points in time. In this chapter, we consider the evidence for genetic and envi-
ronmental influences on stability and change in MD, ASB, and alcohol con-
sumption.

STABILITY AND CHANGE IN MAJOR DEPRESSION
IN WOMEN

We begin by considering the influences on stability and change in risk for
MD among female twin pairs. This study was based on episodes of MD in the
year prior to interview, as reported at the first and second FF interviews
(Kendler, Neale, Kessler, Heath & Eaves, 1993e). By design, the second inter-
view occurred at least 12 months after the first. On average, the interval
between these interviews was 17 months, which meant that we asked the
twins about the occurrence of MD episodes during two nonoverlapping time
periods. For convenience, we refer to these two interviews as time 1 and
time 2.

Given the relatively short time period between these two interviews, we
predicted that the genetic risk factors for MD should not change measurably.
That is, we expected a high correlation between the genetic risk factors as
assessed at time 1 and at time 2. A more interesting question was what we
would see for the correlation between the environmental risk factors.

As we discussed earlier in this book, environmental risk factors for adult
psychiatric disorders can be grouped into two sets. One set, which we have
called distal, includes important adverse events usually experienced in child-
hood or adolescence that produce enduring long-term increases in risk. In
Chapter 7 we reviewed the evidence for three such risk factors: premature loss
of a parent, poor parental rearing behavior, and CSA. If most of the environ-
mental risk for MD comes from distal experiences, we should see a high corre-
lation between the environmental risk factors for time 1 and time 2. This
would occur because an individual at high risk for MD at time 1 due to a
childhood trauma would still be at high risk from that trauma when inter-
viewed again 1 or 2 years later.
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The second set of risk factors, which we have called proximal, includes
recent environmental adversities (i.e., those experienced close to the time of
the onset of a disorder). As we described in Chapter 8, a feature of these
kinds of adversities, which include stressful life events (SLEs), is that most
of them result in only a transient increase in risk of illness. The risk for an
onset of MD is increased for only a few months after the occurrence of
most types of SLEs. If proximal experiences were the predominant source of
environmental risk for MD, then we would expect a low correlation of the
environmental risk factors across time.2 For example, imagine that a twin
has experienced a bad SLE during the year prior to her time 1 interview
that markedly increased her liability to MD. When we interview her again
at time 2 (at which point more than 12 months would have passed since the
occurrence of the SLE), her susceptibility to MD would be back down to
her baseline level because her increased risk from that prior SLE would have
entirely dissipated.

The results are summarized in Figure 10.1. We spend some time here
explaining these results. They show how critical information about the action
of genetic and environmental risk factors over time can be derived from a sim-
ple pattern of correlations in twins.

Stability and Change 183

FIGURE 10.1. Observed tetrachoric correlations for major depression among female
twin pairs during two 1-year intervals. (a) MZ pairs; (b) DZ pairs. Adapted from
Kendler, Neale, Kessler, Heath, and Eaves (1993e, Figure 2). Copyright 1993 by the
American Medical Association. Adapted by permission.



The figure shows the correlations for the liability to MD over time among
MZ (Figure 10.1a) and DZ (Figure 10.1b) twin pairs. For each type, we have
three kinds of correlations. It will take a bit of effort to keep these straight,
but it will be worth the effort! The first of these are cross-twin within-time
correlations. This type of correlation reflects the degree of resemblance
between the two members of a twin pair assessed at approximately the same
time. This is the typical pair correlation utilized in the twin models described
in Chapters 4 and 5. The second type of correlation is within-twin cross-time.
This type represents the within-person stability of the liability to MD between
the time 1 and time 2 assessments. The third correlation—and the most infor-
mative about the sources of change—is cross-twin cross-time. This reflects, for
example, the correlation in liability to MD for twin 1 at time 1 with her
cotwin (twin 2) at time 2.

Consider a hypothetical pair of MZ twin sisters: Mary, twin 1, and
Maggy, twin 2. Imagine that our job is to predict, from Mary’s risk for time 1
MD, Mary’s own risk for time 2 MD and Maggy’s risk for time 2 MD.
Because Mary and Maggy share all their genes, the stable genetic factors that
influence Mary’s risk for time 1 MD would be reflected equally well in Mary’s
or Maggy’s time 2 MD. However, this is not the case for enduring environ-
mental effects. Imagine that Mary had had a major environmental trauma in
childhood that produced an enduring increase in her risk for MD but that
Maggy had not experienced this trauma. In this case, Mary’s time 1 MD
would better predict her own time 2 MD than it would predict Maggy’s time
2 MD. This would occur because the correlation between Mary’s risk at time
1 and her risk at time 2 reflects both enduring genetic and environmental
effects, whereas the correlation of Mary’s risk at time 1 with Maggy’s risk at
time 2 reflects only the enduring genetic effects.

With this background, let’s look at the data. We expected the within-twin
cross-time correlations to be comparable across all the twins (twin 1 and twin
2 from MZ and DZ pairs), and this was indeed the case. The values ranged
from 0.33 to 0.51 (the differences are consistent with statistical variation).
These results tell us that, across time, an individual’s risk for MD is moder-
ately stable.

The cross-twin within-time correlations for past-year MD were substan-
tially higher among MZ twin pairs than for DZ pairs both at time 1 (0.44 vs.
0.12) and at time 2 (0.48 vs. 0.13). These results tell us that past-year MD is
relatively heritable. Given the results for lifetime MD (Chapter 4), this is not
too surprising.

The key is the cross-twin cross-time correlations. Looking first at the MZ
twins in Figure 10.1a, twin 1’s risk for time 1 MD is correlated with her own
risk for time 2 MD at 0.40, about the same as the correlation with twin 2’s
risk at time 2 (0.38). Similarly, twin 2’s risk at time 1 is correlated about the
same with her own risk at time 2 (0.51) as with the risk of twin 1 at time 2
(0.49). This is the pattern of results that would be predicted if enduring
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genetic effects were largely or totally responsible for the stability of risk for
MD over time, with enduring environmental effects playing little or no role.3

It is also worth noting that the cross-twin cross-time correlations in DZ twins,
seen in Figure 10.1b, are about half those of the within-twin cross-time corre-
lations (and the cross-twin MZ correlations). This is what would be predicted
by a model in which genetic factors were largely or completely responsible for
the longitudinal stability of risk for MD.

We then submitted the data to formal model-fitting using the model illus-
trated in Figure 10.2. Here we are interested in estimating the cross-time cor-
relations of the genetic (rA), shared environmental (rC), and unique environ-
mental (rE) factors. As with other analyses with MD, no evidence was found
for shared environmental factors that contribute to liability to MD. In the full
model, the genetic correlation was nearly 1 and the unique environmental cor-
relation nearly 0. In the best-fit model, shown in Figure 10.2, the genetic cor-
relation was constrained to unity and the unique environmental correlation to
zero.

Implications

There are three major implications of these results. First, the difference
between the temporal patterns for genetic and environmental risk factors
could not be more striking. Whereas the genetic risk factors for MD were
entirely stable across time, the environmental risk factors were entirely occa-
sion specific in their effect. In the case of MD, genes appear to provide a stable
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FIGURE 10.2. Results from best-fitting two-wave twin model for major depression in
women. Adapted from Kendler, Neale, Kessler, Heath, and Eaves (1993e, Figure 3).
Copyright 1993 by the American Medical Association. Adapted by permission.



background level of liability that is relatively constant, at least through the
middle years of adult life. These results illustrate the advantages of longitudi-
nal analyses: The differences in the temporal nature of the genetic and envi-
ronmental risk factors would have gone undetected had we examined the
twins only once.

Second, in aggregate, environmental risk factors are etiologically impor-
tant for MD, but their impact on liability to MD is short-lived, probably last-
ing for just a few months. Note that we can reach this conclusion without
actually measuring the events themselves. These analyses powerfully demon-
strate how genetically informative designs can provide key insights into the
actions of environmental risk factors.

Third, the heritability of “1-year” MD is 44% (see Figure 10.2), reassur-
ingly similar to that found for lifetime MD (41% for DSM-III-R MD in
women; see Figure 4.3).4 At this point, some readers may be scratching their
heads. We devoted all of Chapter 7 to showing that experiences in childhood
produce a lasting impact on risk for a range of psychiatric and substance use
disorders, including MD. Now we appear to be saying the opposite. What
gives?

Of the three distal risk factors examined in Chapter 7, two (parental loss
and poor parenting) tend to make twins similar rather than different in their
risk.5 For this reason, they appear in our models as shared rather than unique
environment. Our model-fitting analyses of past-year MD indicate no evi-
dence for shared environmental effects. However, as we noted in Chapter 7,
unless we had a twin sample many times larger than the VATSPSUD, we
would not expect to be able to detect a shared environmental effect of this size
using traditional twin models (which assess the environment through latent
variables rather than directly).

The third risk factor, CSA, which was moderately correlated for twins
within a pair, would sometimes contribute to shared and sometimes to unique
environmental effects. When severe CSA occurred to one twin but not to the
other, its effect on risk was substantial and might have been expected to show
up in our analyses as an enduring environmental effect. However, it did not,
probably because of the relative rarity of severe CSA. Recall that not only are
SLEs much more common in aggregate than CSA, but also that the more
severe ones have a much stronger immediate association with onset of MD
than does the enduring increased risk that we see with severe CSA.6 Thus our
interpretation is that the reason that, in our models, the aggregate impact of
unique environmental effects on MD showed no strong continuity of risk over
time is that the effects of SLEs (that show up in our models as time-specific
environmental effects) dominated the rarer and typically less potent early risk
factors (that would appear in our models as enduring environmental effects).7

If this study were repeated with a larger sample size, we would predict that the
correlation in individual-specific environmental effects on MD over time
would be detectable but modest, probably in the range of 0.10–0.20.
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Figure 10.3 illustrates the temporal effects of genetic and environmental
risk factors on MD suggested by these results. The figure depicts the liability
to MD over time for three hypothetical individuals, Laura, Mimi, and Helen,
who have three different levels of genetic risk for MD. We assume that an
individual’s liability at a particular time is the sum of her baseline genetic risk
and the effects of recent stressors. (Her baseline risk would also be influenced,
to a modest degree, by exposure to early environmental traumas.) If the total
liability exceeds a theoretical threshold (the dashed line in the figure), the indi-
vidual develops an episode of MD.

Suppose that over the time period portrayed, each of the three women
experiences one mildly stressful and one highly stressful life event. Each of
these events, for short periods of time, increases the women’s liability to MD.
For Laura, the low-risk individual, neither event precipitates a major depres-
sion because, even when under high stress, her total liability remains below
the threshold. For Mimi, who has intermediate genetic liability, only the
severe event causes her to develop MD. But for Helen, who has high genetic
risk, even a mild life event is severe enough to cause her to cross the threshold
and develop a depressive episode. Although it is a much simplified heuristic,
this model does capture the clinical implications of these analyses.8 We should
emphasize that, although we have depicted the genetic effects as stable across
the time period shown here (in middle adulthood), genetic liability may expe-
rience larger fluctuations during other developmental periods, such as puberty
and menopause.
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FIGURE 10.3. Schematic representation of the longitudinal interplay of genetic and
environmental factors in creating risk for major depression (MD).



INFLUENCES ON THE DEVELOPMENT
OF ANTISOCIAL BEHAVIOR

In Chapter 5, we described the twin-pair results for CD and AASB.
Although these disorders are conceptualized as manifestations of the same
construct, we obtained somewhat different patterns of results in our twin
analyses. These findings were similar to those from other twin and adoption
studies (Cloninger & Gottesman, 1987; Lyons et al., 1995; Miles & Carey,
1997) in suggesting more shared environmental influence on CD than on
AASB and more genetic influence on AASB than on CD. We speculated that
the shared environmental effects for CD might be due to the fact that twins
often share the same friends and social settings during early adolescence,
whereas later in adolescence and into early adulthood they go their separate
ways, encountering new environments and opportunities to express their
genetic liability.

What our earlier results do not address is whether the genetic factors that
influence CD and AASB are the same or different. Our colleague Kristen
Jacobson conducted several analyses to address the genetic influences on anti-
social behavior across development (Jacobson et al., 2002).

These analyses were based on data collected by self-report question-
naires administered as part of our fourth interview wave of FF pairs and
our second interview with MM and MF pairs. We asked twins to report the
frequency with which they had engaged in ASBs during three age periods:
before age 15, from age 15 to 17, and at 18 and older. The measures for
CD and ASB differ to reflect age-relevant behaviors (see Sidebar 5.1). Our
analyses were based on a model that included three possible sets of genetic
and environmental factors (A, C, and E). One set influences early adolescent
ASB and also carries forward to influence ASB later on in life. A second set
reflects new genetic and environmental influences that arise after age 15.
The third set is included to estimate genetic and environmental influences
that are specific to adulthood.

Figure 10.4 portrays hypothetical results from such an analysis. The top
figure (10.4a) depicts a case in which the genetic and environmental variance
estimates are stable over time. If we were to conduct a standard twin analysis
of the data at these three times, we might conclude (erroneously) that there
was no change occurring in the genetic and environmental factors. However,
in this example, the genetic influences (shown in black) and shared environ-
mental influences (shown in dark gray) endure over time, but there is new
variation in the individual-specific influences (shown in light gray shades) at
stages 2 and 3.

In the second figure (10.4b), both the relative amounts of variation and
the sources of this variation are changing over the stages.9 The total amount
of genetic variance increases from 25 to 35%. The genetic variance at stage 2
is due to a combination of 15% enduring genetic influences (those that con-
tinue from stage 1) and new genetic sources that enter after stage 1 (A2 =
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15%). At stage 3, the genetic variance is due to 10% enduring from stage 1,
10% enduring from stage 2, and 15% new genetic variance (A3). The shared
environmental variance is due to the same source throughout (C1), but its
influence decreases over time (from 15 to 5%). The individual-specific vari-
ance estimate is 60% at all three stages, but it arises from completely different
factors at each stage.

The concept of “new” genetic variance emerging over time might at first
seem strange. But recall that the human genome is dynamic. It might help to
imagine an example in which we were studying height in children from the
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FIGURE 10.4. Hypothetical results for genetic and environmental influences for a
trait over three developmental stages. (a) Total genetic and environmental influences
are stable over time. Genetic influences (A) and shared environmental influences (C)
endure over time; individual-specific influences (E) are largely enduring, with some
new variation in stages 2 and 3. (b) Genetic variance increases and is in part due to
new sources over time. Shared environmental influence decreases and has no new
sources over time. The amount of individual-specific environmental variance is stable
but comes from completely new sources at each stage.



ages of 5 to 15. It would be perfectly plausible to find one set of genes that
influence height throughout these years but another set of genes whose effects
emerge at puberty. The reason is that individuals have different-sized “growth
spurts” at puberty, in part because of genetic differences in the hormonal
changes they undergo and in the growth patterns in response to these hor-
monal alterations.

Now let’s turn to our actual results. Figure 10.5a summarizes the results
for males. As we saw in Chapter 5, among males there is little evidence of
genetic influences on ASB in early adolescence; the estimated genetic variance
is just 6%. Shared environmental factors account for 28%, and the remaining
64% is attributable to individual-specific environmental effects and measure-
ment error. By late adolescence the pattern has changed, with the total genetic
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FIGURE 10.5. Estimated proportions of genetic and environmental variance for ado-
lescent and adult antisocial behavior in (a) males and (b) females. Adapted from Jacob-
son, Prescott, and Kendler (2002, Figure 3). Copyright 2002 by Cambridge University
Press. Adapted by permission.



variance increasing to 42%. Most of this (25%) is attributed to new genetic
effects (A2), with the rest due to the genetic factor contributing to early ado-
lescent ASB (A1). Conversely, the influence of the shared environment has
shrunk to just 6%, and all of this is attributed to the same shared environmen-
tal factors that influence early adolescent ASB (C1). There is no evidence of
new shared environmental influences (i.e., C2 does not differ from 0% and
thus is not shown in the figure). In contrast, it appears that the individual-
specific environment is changing. Of the 52% E effects, 36% are estimated as
being new (E2) and only 16% as continuing from early adolescence. This sug-
gests that environmental influences on ASB (such as those of peers not shared
by twins) remain important but are not the same over time. This might reflect
the changes in peer groups that arise when boys move from middle school to
high school.

Interestingly, although the total genetic and environmental proportions
remain virtually the same from late adolescence to adulthood, our analysis
indicates that new genetic and individual-specific environmental influences
arise in adulthood. Of the 40% of genetic variance seen for ASB in adulthood,
almost none (1%) is due to the genetic factors that influence ASB in early ado-
lescence; 20% is shared with late adolescent ASB; and 19% is new to adult-
hood. Similarly, of the 49% individual-specific environmental variance, most
(39%) is estimated to arise in adulthood (E3), with only small amounts carry-
ing forward from early (E1 = 6%) or late (E2 = 4%) adolescence. As with late
adolescence, there is no evidence for new shared environmental factors. The
11% shared environmental variance is attributed to the same factor that influ-
ences early adolescent ASB.

The results for females are shown in Figure 10.5b. As we saw in Chapter
9, there is stronger evidence for genetic influences on early adolescent ASB in
females (A1 = 29%) than in males. Otherwise, the results are broadly similar
to those seen for males. The genetic factor carries forward to a small degree,
but there is evidence of new genetic variance occurring both in late adoles-
cence (A2 = 36% of the total 50% genetic variance) and in adulthood (A3 =
23% of the total 43%). The shared environmental influences are small in
early adolescence (C1 = 9%) and decrease over time, with no evidence for new
shared environmental effects. As with the males, the individual-specific vari-
ance ranges from about 40 to 60%, and this is largely occasion specific, that
is, the individual-specific factors that influence ASB do not appear to persist
over time.10

We can draw two important conclusions from these analyses. First, as
suggested by the cross-sectional results from our sample and other studies, the
relative importance of shared environmental factors declines across adoles-
cence, whereas genetic factors increase in importance. Second, these changes
are due in large part to important new genetic and environmental influences
that arise during late adolescence and adulthood and affect antisocial behav-
ior at distinct developmental stages.
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STABILITY AND CHANGE IN ALCOHOL CONSUMPTION
IN WOMEN

In our final example of this chapter, we consider the genetic and environ-
mental influences on alcohol consumption among women. We studied alcohol
consumption rather than past-year episodes of alcoholism, which were infre-
quent among women and not assessed in our early interviews. Although the
results presented in Chapter 5 provide little evidence for shared environmental
effects on risk for alcoholism, there were several reasons that these factors
might be important for alcohol consumption. First, the fact that several twin
studies, including our own, have found that both MZ and DZ twin pairs are
strongly correlated for the age at which they begin to use alcohol suggests the
importance of family or peer influences on this important alcohol-related vari-
able (we consider this in more detail in Chapter 15). Second, because drinking
patterns are to some degree socially acquired, we might expect that frequency
of drinking (e.g., whether one is a weekend or a daily drinker) might be a
familial–environmental characteristic.

We analyzed reported drinking in the year prior to the first and third
interviews conducted with the female twin sample. Here we present results for
two measures: drinking frequency, the number of days in a typical month in
which one or more alcoholic drinks were consumed; and drinking quantity,
the typical number of drinks consumed on a drinking day. This work was
based on 496 MZ and 351 DZ female twin pairs who had used alcohol some-
time during the assessment period (Prescott & Kendler, 1996).11

The average drinking frequency for the sample was 3.4 days per month
(SD = 5.3), but with a wide range (0–30 days). The average drinking quantity
was 1.4 drinks per drinking day (SD = 1.3), with a range of 0 to 13 drinks.
Over time, the twins tended to reduce both their frequency of drinking and the
quantity they consumed. The average per-year change in the sample was a
decrease of –0.1 drinking days per month and –0.06 drinks per occasion.
However, the type of change was quite variable among the sample, with some
individuals increasing, some decreasing, and some remaining stable.

The approach we used differs somewhat from that employed in the prior
two examples. Because we were assessing drinking in adulthood, we did not
use the “developmental” model portrayed in Figures 10.4 and 10.5. In addi-
tion, because our outcome measures were continuous rather than categorical
(as with the MD example, for which we assessed the presence or absence of
MD during the preceding year), we were able to estimate genetic and environ-
mental influences on stability and change. We applied our twin model to
study average drinking frequency and quantity (i.e., the average across time 1
and time 2) and change in drinking frequency and quantity (calculated as the
time 2 minus the time 1 values).

The results are summarized in Figure 10.6. For drinking frequency aver-
aged over the two interviews, there was substantial genetic influence (41%;
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95% CI = 33, 49) and also evidence for shared environmental influences
(20%; 95% CI = 12, 28), with the remainder attributable to individual envi-
ronment (39%; 95% CI = 36, 41). The pattern, however, was quite different
for the sources of change in frequency across the two interviews. Individual-
specific factors were responsible for the great majority of the change in drink-
ing frequency (83%; 95% CI = 77, 89), with only a small influence of genetic
factors (17%; 95% CI = 13, 21) and no evidence for shared environment.

The results for the average drinking quantity across the two interviews
were similar to those for frequency, with variance proportions of 41% genetic
(95% CI = 31, 51), 15% shared environment (95% CI = 6, 24), and 44%
individual environment (95% CI = 41, 47). Variation in how drinking quan-
tity changed across the two occasions, however, was due predominantly to
individual-specific effects (88%; 95% CI = 82, 94). To the degree that there is
familial resemblance for change in drinking quantity, however, it was attribut-
able to shared environmental effects (12%; 95% CI = 1, 23) and not to
genetic factors.

In summary, we saw distinct sources of individual differences in the kinds
of factors that influenced stability versus change in drinking patterns. We
found moderate genetic influences on the average level of drinking quantity
and frequency across the two interviews. By contrast, changes in patterns of
alcohol consumption appeared largely to result from influences unique to each
individual twin, with only relatively small genetic or shared environmental
effects. Using a different approach from that used in our first example with
multiple assessments of MD, we found that these analyses again showed the
value of adding time to twin models.
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FIGURE 10.6. Estimated proportions of variance for stability and change in alcohol
consumption among females. Env = environment. Data from Prescott and Kendler
(1996, Table 5).



Effects of Age and Cohort

Like other samples with a broad age range, the VATSPSUD showed sig-
nificant differences in alcohol and drug use associated with different birth
cohorts. Men and women who were born in the 1950s (and thus were teenag-
ers in the late 1960s and early 1970s) tended to show higher use of psychoac-
tive substances than those born either earlier or later. Another influence on
substance use is ease of access to the substance. Some evidence suggests that
whereas Prohibition in the United States had little long-term effect on the
drinking patterns of individuals who were already drinkers, those who came
of age while alcohol was illegal were less likely to become regular drinkers.
The legal drinking age in Virginia changed from 18 to 21 in 1980, a time
when many individuals in the VATSPSUD were adolescents.

Age-related changes in drinking patterns are also associated with devel-
opmental stage. A typical pattern is an experimental phase followed by
increasing drinking during adolescence, peak drinking in young adulthood,
and then reductions over time coinciding with taking on new roles and
responsibilities (Johnstone, Leino, Ager, Ferrer, & Fillmore, 1996).

Because of the impact of developmental stage, the direction and amount
of change observed across the 5-year interval between our two assessments at
the FF1 and FF3 interviews might be expected to differ for individuals from
different historical cohorts. Thus we repeated our analyses, allowing different
results for the different age groups.

We first tested for cohort differences by dividing the sample into two
groups based on whether the legal drinking age was 18 or 21 at the time the
participants turned 18 and by looking to see whether these groups differed in
their drinking patterns. We found little evidence for an effect of legal drinking
age on drinking frequency or quantity.

To test for age differences in drinking patterns, we divided the sample
into six age groups based on their ages at the wave 1 interview: under 21, 21–
25, 26–30, 31–35, 36–40, and 41 and older. Figure 10.7 summarizes the
results of the twin analyses by age groups. Unlike categorical variables, for
which we present the results as proportions of variance (i.e., they add up to
100%), when we use continuous variables (such as number of days or drinks)
we can estimate whether the absolute amount of genetic and environmental
variance changes across groups. For all four measures, we scaled the values so
that the total variance was 100% at age 30. The values for other ages are
shown as percentages relative to the age-30 values.

The pattern of results was different for each of the measures. For average
drinking frequency, the total variance increased across age, so that the fre-
quency with which women drink was more variable among older than youn-
ger women. As shown in Figure 10.7, the genetic and shared environmental
variances were estimated to be the same across age groups. For simplicity, the
figure shows the results for the youngest, middle, and oldest groups. The
observed group differences were due to increases in individual-specific vari-
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ance. This suggests that as the twins in a pair get older and go their separate
ways, they encounter different environments that influence drinking frequency
in varying ways.

The results for change in drinking frequency differed between women
younger and older than age 21, but the groups over 21 did not differ signifi-
cantly from each other, so we combined them in Figure 10.7. The younger
women were more variable in how they changed. Furthermore, this change
was under stronger genetic influence in the younger than in the older women.
We might speculate that change in drinking frequency among these women
(who are drinking illegally) is mediated by other genetically influenced charac-
teristics. For example, women with more risk-taking personalities might show
a greater increase in drinking over this period. The results for average quantity
were similar to those for change in frequency, with younger women being
more variable in how much they drank. Genetic factors were much more
important for the youngest group of women, accounting for 74% of the vari-
ance in level of consumption. Among women over 21, genetic factors
accounted for 29% of the variance and shared environmental factors for
21%.

Yet another pattern was observed for change in drinking quantity. Here
the total variation increased over age, indicating that older women in their 40s
and 50s were more variable in their patterns of change, with some women
increasing and others decreasing the quantity of alcohol they consumed. How-
ever, the greater variability across age was estimated as due to increasing
genetic variation, which accounted for as much as 45% of the total variance
in the oldest group.
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FIGURE 10.7. Estimated sources of variance in stability and change in alcohol con-
sumption among females in different age groups. Quan = quantity; freq = frequency;
env = environment. Data from Prescott and Kendler (1996, Table 5).



What can we conclude from these results? First, we observed a lot of vari-
ation across age groups, particularly between women under and over age 21.
This is a time at which drinking patterns are in flux and vary with the changes
in lifestyles that occur during this period (attending college, joining the
workforce). A large proportion of the variation in change in drinking was
attributed to individual-specific effects. This is not surprising, as drinking pat-
terns are likely to be influenced by environmental factors not shared by twins,
such as life roles, peer groups, or drinking habits of boyfriends and husbands.
In Chapter 15 we consider the effects of certain life events (including mar-
riage, divorce, and motherhood) on the pattern of alcohol consumption.

The results also suggest some general conclusions about age differences in
genetic effects. First, we cannot make simple generalizations; the importance
of genetic factors may increase or decrease over age. Second, different age
groups show different amounts of variability. This means that, even if genetic
effects are equally important at different ages, the apparent heritability can
differ.12 For example, in the case of average drinking frequency, the genetic
factors were equally important for different age groups, but because the
individual-specific environment increased over age, the genetic proportion
(heritability) decreased from about 50% in the under-21 age group to about
33% in the over-40 age group.

SUMMARY

The goal of this chapter has been to explore temporal variation in the
impact of genetic and environmental risk factors on psychiatric and substance
use disorders and traits. Our results indicate that these risk factors are often
dynamic in their effects. Static models (those that do not consider time or
development) can capture only part of the impact these risk factors have on
disease liability.

A few general themes are noteworthy. First, classes of risk factors can dif-
fer dramatically in their temporal stability. In looking at onsets of depressive
episodes, we found that genetic risk factors were completely stable, whereas
environmental risk factors were entirely occasion specific in their effects.
Among women, the impact of shared environmental experiences on antisocial
behavior that is evident in early adolescence completely disappears by adult-
hood (Figure 10.5b). In contrast, the genetic risk factors for antisocial behav-
ior that are first seen in early adolescence continue to be important into adult-
hood.

A second theme is that over time, “new” genetic and environmental risk
factors (i.e., those not present at earlier time periods) can become important.
For example, among both males and females, we found evidence for genetic
influences on ASB that became active only in adulthood (Figures 10.5a and
10.5b).
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Third, as we saw with alcohol consumption, genes and environment can
play quite different roles in influencing stability of a trait versus changes in
that trait. As if things were not already complicated enough, we also found
evidence that the causes of stability and change in alcohol consumption them-
selves differed as a function of birth cohort.

Finally, in all of our examples, there was a trend for the effects of genes to
be more enduring and of comparatively greater importance in influencing trait
stability, whereas environmental effects were typically more time limited in
their action and more important in causing change.

NOTES

1. In Chapter 7, we saw that loss of a parent was associated with an in-
creased risk of onset for most disorders that lasted for years to decades. Although
those analyses could not definitively address whether the parental loss caused the
onset, they were suggestive—especially for loss due to death. In that chapter, we also
showed that the effect of CSA on risk of illness—which was likely causal—persisted at
least into adulthood.

2. To the extent that individuals help create life events, there might be cor-
relations over time in individual-specific risk. See Chapter 13.

3. In considering the analysis of environmental effects over time, we must
also consider measurement error. Such error will show up in our models as unique
environmental effects that will be time specific in their effect.

4. The relationship between the heritability of lifetime and 1-year MD actu-
ally involves several subtle issues. Two are especially noteworthy. First, errors of mem-
ory are probably fewer for MD assessed in the past year than over an entire lifetime.
As pointed out in Chapter 12, reducing error tends to increase estimated heritability.
Second, when assessing MD over as short a time period as a year, it is possible that
individuals with a high liability to illness may not have an episode because of insuffi-
cient time or the absence of an environmental precipitant. This kind of error will tend
to reduce the heritability of 1-year versus lifetime MD. Our estimate of the heritability
of 1-year MD is only slightly greater than for lifetime MD, suggesting that these two
processes may have roughly balanced one another.

5. Parenting received is not always experienced the same way by members
of a twin pair, so this form of risk factor could contribute to unique environmental
effects.

6. See Figures 7.8 and 8.3.
7. As noted earlier, measurement error will also contribute to the occasion-

specific unique environmental effects.
8. This pattern of findings—that genetic effects are relatively stable over

time whereas environmental effects are largely occasion specific—is by no means
unique to this study. Such a pattern has been seen for a rather wide variety of psychiat-
ric and psychological traits (e.g., Eaves, Long, & Heath, 1986; Larsson, Larsson, &
Lichtenstein, 2004; van den Berg, Posthuma, & Boomsma, 2004).

9. Because the CD and AASB measures were based on different items, we
could not measure whether the total genetic and environmental variance changed over
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time (as we did in the studies of alcohol consumption), only whether the proportions
changed. The estimates shown here differ somewhat from those reported in Chapter 5.
This is due to different sample sizes and inclusion of males from opposite-sex twin
pairs in the analyses described here.

10. As with the prior analyses, some proportion of the occasion-specific E
variance is due to measurement error.

11. We excluded abstainers because they artificially increased the level of
stability and because it is not clear that it is appropriate to assign them “zero” on the
drinking scale. As is typical for alcohol consumption, the values were positively
skewed, so the analyses were conducted on log-transformed scores.

12. This can occur because, as pointed out in Chapter 3, heritability is noth-
ing more than the ratio of genetic variance to total variance in a particular population.
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C H A P T E R E L E V E N

The Genetics of What?
Comorbidity, General versus Specific Effects,
and Risk Indicators

Until now, when we have studied genetic and environmental influences
using twin models, we have examined one psychiatric or substance use disor-
der at a time. The goal of these analyses has been to understand the sources of
variability among people in their risk for developing these disorders. We are
attempting to estimate how much of the variation in risk is due to genetic dif-
ferences and how much is due to differences in environmental exposure and
experiences. An implicit assumption of these analyses is that the DSM diag-
nostic categories are the “right” unit of analysis. That is, our prior analyses
assumed that the DSM definitions and distinctions between disorders corre-
spond to the “true” structure of genetic and environmental risk factors. In this
chapter we use twin data to evaluate this assumption.

Another aspect of our models is that genetic and environmental risk fac-
tors are assumed to influence an unmeasured “liability.” This liability may
represent a concatenation of processes leading from genes and environment to
behavior. In the latter part of this chapter we describe how data from twins
can be used to help define liability and to identify subclinical characteristics
that may be more closely related to the action of genes than are the clinical
disorders themselves.

The models that we present in this chapter get increasingly complex, but
we ask the reader to bear with us. As we move beyond the simple and static
descriptive twin models (such as our old friend the ACE model), the explana-
tory power of our models increases, but with greater clinical relevance comes
greater intricacy. We believe this is a worthwhile trade-off.
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STUDYING THE SOURCES OF COMORBIDITY

In the first half of this chapter, we take a multivariate approach, which
involves examining two or more disorders at a time. When this is done in a
genetically informative population such as twins, it becomes possible not only
to examine the sources of variance in risk for individual disorders but also to
understand the sources of covariance between different disorders. By covari-
ance, we mean the tendency for the risk for one disorder in a population to be
positively correlated with the risk for another disorder. Put another way, these
methods allow us to distinguish between risk factors that are unique to indi-
vidual disorders and those that are shared across multiple disorders.

The covariance in risk among disorders is another way of expressing the
more common concept of comorbidity. Although comorbidity has several def-
initions, we use it to mean that during his or her lifetime an individual experi-
ences two or more disorders at greater than chance expectation. Since the
advent of structured psychiatric diagnostic interviews, studies of comorbidity
have been a growth industry. A wide variety of epidemiological studies have
shown that comorbidity within psychiatric disorders, within substance use
disorders, and across psychiatric and substance use disorders is more the rule
than the exception (Boyd et al., 1984; Kessler et al., 1994b).

Although epidemiological studies can document the magnitude of comor-
bidity (or covariance in risk), they typically cannot provide insight into the
causal mechanisms. Here twin studies can help. Figure 11.1 illustrates one
kind of twin model for comorbidity. As in our basic twin model (Chapter 3),
the risk for each disorder is partitioned into genetic, shared environmental,
and individual-specific factors. Risks for the two disorders are correlated
through three paths: correlated genetic risk factors (the path labeled rA), corre-
lated shared environmental risk factors (rC), and correlated individual-specific
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FIGURE 11.1. A bivariate twin model to estimate the sources of overlapping liability
for two disorders.



environmental risk factors (rE). These correlations can range from –1.0 to
+1.0. For example, genetic correlations of zero, 0.50, and 1.00 would indicate
that the sets of genetic risk factors for the two disorders were, respectively,
entirely unrelated, moderately related, and virtually identical. (See Sidebar
11.1 for details of this model.) This model should be familiar to readers, as it
is very similar to the model introduced in the last chapter (Figure 10.2).
Instead of examining one disorder measured at two occasions, we are now
examining two disorders measured at one occasion.

Comorbidity of Major Depression and Generalized Anxiety

We begin with the simple case of two disorders, MD and GAD. We and
others (Boyd et al., 1984) find that these two disorders have high rates of
comorbidity in population surveys. That is, these disorders co-occur in the
same individual far more commonly than would be expected by chance. Twin
studies can tell us how much of the covariance in risk for these two disorders
is due to overlap of genetic risk factors, shared environmental risk factors, and
individual-specific risk factors.

We have fit bivariate (two-variable) twin models to MD and GAD using
data from several different interviews. Figure 11.2 displays the results from
one of these efforts using the first wave of interview data from our FF sample
(Kendler, Neale, Kessler, Heath, & Eaves, 1992e). Several findings are note-
worthy. First, shared environmental factors do not contribute to the observed
MD–GAD comorbidity. This finding is consistent with prior results (Chapter
4) in suggesting that these factors do not contribute to liability to these disor-
ders when considered separately.
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SIDEBAR 11.1. Understanding Models for Comorbidity

The source of information needed to estimate a bivariate twin model can be described
without the need for complex algebraic formulas. Assume that we have two disorders,
A and B, and further assume, for simplicity, that shared environment does not impact
on the resemblance for disorders A and B. For a twin study, we then focus on two cor-
relations in liability between A and B: (1) the correlation obtained within individuals
and (2) the cross-twin correlation in MZ pairs (that is, risk of A in twin 1 correlated
with risk of B in twin 2 and vice versa). The within-individual correlation between dis-
orders A and B could arise as a result of genes or unique environment. However, the
cross-MZ twin correlation between disorders A and B could arise only as a result of
genes. Therefore, the difference between these two correlations tells us directly about
the contribution of the environment to the correlation in risk for the two disorders. If
within-individual and cross-MZ twin correlations are approximately the same, then
nearly all of the comorbidity observed between the two disorders is due to genetic fac-
tors. Cross-twin DZ twin correlations also contribute to these analyses because they
allow us to distinguish the effects of genetic versus shared environmental contributions
to comorbidity.



A second result is that the individual-specific environmental correlation
(rE) is 0.51, indicating that the environmental risk factors that influence MD
and GAD are moderately correlated. This is of interest given our study of the
effects of SLEs on MD and GAD syndromes (Chapter 8). In those analyses,
some SLEs had relatively specific effects: They increased the risk for MD more
than for GAD-like syndromes (or vice versa). However, most events were
rather nonspecific in their effects. Thus these two very different analytic
approaches to the same question produced similar results.

Third, and perhaps most interesting, the genetic correlation (rA) is esti-
mated to be unity. We do not have the statistical power to discriminate an
estimate of 0.90 or even 0.80 from unity; but in any case, this estimate indi-
cates a very strong relationship between the genetic risk factors for MD and
GAD. These results suggest that from a genetic perspective, GAD and MD can
be considered to be virtually the same disorder. We are confident of this result
because we have replicated it using data from subsequent interviews with our
FF sample (Kendler, 1996a) and in two samples of Swedish twins (Kendler,
Gardner, Gatz, & Pedersen, manuscript in preparation; Roy, Neale, Pedersen,
Mathe, & Kendler, 1995).

Comorbidity of Major Depression and Social Phobia

Let’s now examine a bivariate analysis with quite a different outcome.
This time, in our FF sample, we examined the sources of covariance in risk
between lifetime MD and lifetime social phobia. The results of the best-fit
model are shown in Figure 11.3 (Kendler, Neale, Kessler, Heath, & Eaves,
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FIGURE 11.2. Results from best-fitting twin model for overlapping liability to major
depression (MD) and generalized anxiety disorder (GAD) in women. Adapted from
Kendler, Neale, Kessler, Heath, and Eaves (1992e, Figure 2). Copyright 1992 by the
American Medical Association. Adapted by permission.



1993f). Although our earlier examination of social phobia alone in Chapter 4
detected evidence for a modest shared environmental effect, in these analyses
with MD, this effect was not statistically detectable. In contrast to the MD–
GAD results presented earlier, here our estimate of rE is small (0.18), suggest-
ing that the environmental risk factors for MD and for social phobia are
largely independent of one another. This is the pattern we would expect if
environmental experiences that increase risk for social phobia have little
impact on risk for MD and vice versa. Finally, the estimate of rA is only a bit
higher, at 0.30. This result suggests that genetic risk factors for MD and social
phobia are only modestly correlated.

Mechanisms for Comorbidity:
Alcoholism and Major Depression

In addition to addressing the question of how much genetic overlap there
is between disorders, information from twins (or other pairs of relatives) can
be used to help us understand how comorbidity arises. In this section we
describe the results of our study of the mechanisms underlying the comorbidi-
ty of alcoholism and MD.

It has long been observed that alcoholism and depression tend to co-
occur within individuals. More recent evidence suggests that these two disor-
ders also tend to co-occur within families (Merikangas & Gelernter, 1990).
Three possible mechanisms for the comorbidity between depression and alco-
holism are shown in Figure 11.4.1 All three predict the same pattern of find-
ings within individuals (that is, risk for alcoholism and risk for depression are
correlated), but the models can be distinguished by observing the patterns of
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FIGURE 11.3. Results from best-fitting twin model for overlapping liability to major
depression (MD) and social phobia (SP) in women. Adapted from Kendler, Neale,
Kessler, Heath, and Eaves (1993f, Figure 4). Copyright 1993 by Cambridge University
Press. Adapted by permission.



risk among pairs of relatives, such as twin pairs. Figure 11.4a shows a model
for phenotypic causation, in which having depression directly increases the
risk for developing alcoholism. This model predicts that if relative 1 has
depression, risk for alcoholism in relative 2 is increased only if relative 2 also
has depression. We could also test the opposite model, that having alcoholism
directly increases risk for developing depression.

Figure 11.4b shows a correlated liability model, in which, within a per-
son, the factors predisposing to alcoholism and depression are correlated. This
is the same model as the one used to estimate the sources of overlap of MD
with GAD and MD with social phobia. The liability to depression is corre-
lated across relatives, as is the liability to alcoholism. Thus relatives will be
indirectly correlated for their liability across disorders. For example, if relative
1 has depression, risk for relative 2 is increased for depression and to a lesser
extent for alcoholism, and this occurs regardless of whether relative 2 has
depression.

The third model, shown in Figure 11.4c, is the alternate forms model.
Here the familial liability for alcoholism and depression are the same, but the
development of one or the other disorder (or both) is influenced by individual-
specific factors. According to this model, if relative 1 has depression, risk for
relative 2 is increased equally (relative to population rates) for depression and
alcoholism.

Figure 11.4d shows a variant of the alternate forms model, sex-dependent
expression. As we discussed in Chapter 9, there are genes whose expression
can be different in males and females. The observation that there is an ele-
vated frequency of alcoholism among male relatives of individuals with
depression led Winokur and colleagues to formulate the depression-spectrum
hypothesis (Winokur, Cadoret, Dorzab, & Baker, 1971). This hypothesis pro-
poses the existence of one set of familial risk factors that are preferentially
expressed as alcoholism in males and as depression in females. This model is
appealing because it helps account for the greater population prevalences of
depression in women and alcoholism in men.

We compared how well these three models accounted for the twin-pair
resemblance information for lifetime DSM-IV diagnoses of alcohol depend-
ence (AD) and MD (Prescott, Aggen, & Kendler, 2000).2 Figure 11.5 summa-
rizes the twin-pair correlations for these disorders among males. (The results
for females were similar.) For males from MZ and DZ pairs, risk for AD cor-
related 0.31 with that for MD. As was shown in Chapters 4 and 5, the MZ
pair correlations for each disorder are about twice as great as those of DZ
pairs (0.49 vs. 0.26 for AD, 0.31 vs. 0.11 for MD). The information relevant
to understanding the sources of comorbidity comes from the cross-twin, cross-
disorder correlations. For example, the correlation between MD in one twin
and AD in the other is 0.20 in MZ pairs compared with 0.09 in DZs.

We applied our twin models to these data and obtained three major
results. First, our findings were not consistent with the phenotypic causation
model (Figure 11.4a). In general, it does not appear that alcoholism and
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FIGURE 11.4. Predictions of alternative explanations for resemblance between rela-
tives for alcoholism (alc) and depression (dep). (a) Phenotypic causation; (b) correlated
liability; (c) alternate forms; (d) alternate forms—sex-dependent expression.



depression co-occur largely because having one causes the other. Our second
result was the finding that we could reject the alternate forms model (Figure
11.4c). Some of the familial liability to develop these disorders appears to be
disorder specific.3 By elimination, the most plausible model of those we tested
was the correlated liability model (Figure 11.4b). The estimates indicate that
all the familial liability is due to genetic factors. The genetic correlations for
MD and AD were 0.52 for males and 0.39 for females. The individual-specific
environment MD–AD correlations were 0.19 for males and 0.37 for females.
This suggests that for females about half the risk for MD–AD comorbidity is
due to genetic factors and about half to individual-specific factors. In contrast,
for males the overlap between MD and AD is of about the same magnitude
but due largely to genetic factors.

Our third major result was the finding that we could reject the hypothesis
of sex-dependent expression. Liability to depression in females was not corre-
lated with liability to alcoholism in males. Figure 11.6 portrays the correla-
tions in opposite-sex twin pairs. The cross-sex MD–AD correlations did not
differ from zero, providing no evidence for the depression-spectrum hypothe-
sis. These results stand in clear contradiction to a common clinical dictum that
a particular set of genetic and personality vulnerabilities, when occurring in a
woman, will predispose to depression, whereas the same set of risk factors in a
man will predispose to alcoholism. It is an appealing model—but probably
wrong.
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FIGURE 11.5. Twin-pair correlations for liability to alcohol dependence (AD) and
major depression (MD) among male twin pairs. MZ = monozygotic; DZ = dyzygotic.
Estimates are model based, so the cross-twin cross-disorder correlations are symmetric.
For example, the MZ AD twin 1–MD twin 2 correlation is not shown but is also 0.20;
the DZ MD twin 1–AD twin 2 correlation is also 0.09. Data from Prescott, Aggen, and
Kendler (2000, Table 2).



Our results differ from some prior family studies of alcoholism
and depression that have concluded in favor of the phenotypic causation
model—that having depression causes alcoholism (Coryell, Winokur, Keller,
Scheftner, & Endicott, 1992). There are several possible explanations for the
differences among studies. One is the method of sample selection. Most of the
studies producing these results have begun with depressed probands in treat-
ment. As we discussed earlier, correlations between relatives can be biased if
they are based on treatment rather than population samples. Another possibil-
ity is that different explanations may be correct in different families. It is plau-
sible that there may be some families in which phenotypic causation is occur-
ring, other families in which the shared liability model is correct, and still
others in which the alternate forms model is acting. By chance or sampling,
different studies reach different conclusions. Our statistical models and sam-
ple sizes do not allow us to detect such heterogeneity.

COMMON AND SPECIFIC RISK FACTORS
FOR MULTIPLE DISORDERS

Now, let us take a large step up in complexity. When three or more disor-
ders are examined, the modeling possibilities increase substantially. These
multivariate twin models (multi meaning more than two) distinguish genetic
and environmental risk factors that contribute to several disorders (i.e., com-
mon factors) from risk factors that contribute to one disorder only. These
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FIGURE 11.6. Twin-pair correlations for liability to alcohol dependence (AD) and
major depression (MD) in opposite-sex twin pairs. Data from Prescott, Aggen, and
Kendler (2000, Table 2).



models, in essence, combine the power of the statistical technique of factor
analysis with that of the twin design. Here we focus on one of the sev-
eral plausible multivariate models, termed the independent pathway model
(Kendler, Heath, Martin, & Eaves, 1987).

Common and Specific Influences on Phobia Subtypes

In Chapter 4, we examined the results of twin modeling for each of five
phobia subtypes. As with most of the disorders we examined, our results sug-
gested that the individual phobias were moderately influenced by genetic fac-
tors and that, except for social phobia, shared environment seemed to play
only a small role. However, these analyses do not come close to exhausting
the questions we can ask about the etiology of phobias. We can also examine
how genetic and environmental factors contribute to the similarities and dif-
ferences in risk for the individual phobia subtypes. The phobias are a set of
syndromes all of which share a critical feature—an irrational, fearful avoid-
ance of objects or situations that is inconsistent with the threat they truly
pose. We might expect that the predisposition to develop a phobia is genetic
but that the type of phobia one develops depends on one’s individual-specific
experiences. Thus cotwins might share a general predisposition to the devel-
opment of phobias that is not specific to any particular subtype of phobia.

However, the phobia types differ in important ways. For situational, ani-
mal, and blood–injury phobias, the phobic stimulus is quite specific, whereas
for social phobia and particularly agoraphobia the phobic stimuli are diffuse.
Perhaps the three circumscribed phobias would share risk factors more closely
among themselves than with the more diffuse phobia subtypes.

A second dimension that distinguishes phobia subtypes is physiological
response. With typical phobias, exposure to the phobic stimuli produces
increased sympathetic nervous system activity, manifested by symptoms such
as rapid heartbeat, sweating, and flushing (Marks, 1988). By contrast, when
individuals with blood–injury phobia are exposed to phobic stimuli (such as
needles or the sight of blood), they usually experience increased parasympa-
thetic nervous system activity, characterized by decreased pulse rate, lowered
blood pressure, pallor, and sometimes fainting. Given these differences, we
might expect the genetic and environmental risk factors for blood–injury pho-
bia to be distinct from those of the other phobia subtypes.

We started by examining a model that included agoraphobia and social,
animal, situational, and blood–injury phobias (see Sidebar 4.5). We used a
three-level variable for each phobia type, consisting of no fear, irrational fear,
and fear with impairment. Because we wanted to determine the degree to
which these phobias share genetic and environmental risk factors, our model
contained one set of common factors (for genes, shared environment, and
individual-unique environment), as well as disorder-specific genetic and envi-
ronmental factors. The first question we addressed was whether the pattern of
phobia subtype overlap differs significantly in males and females. It did not,
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so we present results of the common factor model based on combining the
male and female information. Figure 11.7 shows the variance percentages in
each phobia attributable to each of the sources. For example, the common
additive genetic factor (the Ac at the top of the figure) contributes to all of the
phobias, but the proportions are largest for animal phobia (21%) and blood–
injury phobia (22%) and weakest for agoraphobia (11%) and social phobia
(5%).

The disorder-specific genetic factors (the A components in the lower part
of the figure) account for 7–15% of the remaining variance in risk. This tells
us that although the phobias are genetically related (they share the common A
factor), they do not share all of their genetic risk. By comparing the propor-
tions attributable to the common versus the disorder-specific genetic factors,
we can determine the proportion of genetic risk shared with all other phobias
versus that which is specific to a particular phobia type. For example, for situ-
ational phobia, the total heritability is 30%, half of which comes from genetic
factors shared with all other phobias and half of which is unique to situational
phobia. Blood–injury phobia has the highest proportion of genetic risk shared
with other phobias (22% of the 29% heritability), and social phobia has the
lowest (5% of the 17% heritability).

Overall, as we observed in the univariate analyses of phobias (Chapter 4),
environmental experiences shared by siblings do not account for much of the
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FIGURE 11.7. Estimated proportions of variance for phobia types from common and
specific genetic and environmental factors. Estimates are variance %, model combined
across MM and FF pairs. Values may not sum to 100 because of rounding; < 0.20 ;
0.20–0.39 ; 0.40+ .



variation in risk for phobias. For three phobia subtypes (animal, situational,
and blood–injury), the shared environmental variance is 2% or less. This
means that the common shared environmental factor (Cc) is defined by agora-
phobia and social phobia. It accounts for virtually all of the shared environ-
mental variation in agoraphobia (23% of the total 24%) and most of that for
social phobia (8% of the total 11%).

Finally, the common individual-specific environmental factor (Ec) con-
tributes to all of the phobia types, with the highest proportion for social pho-
bia (34%) and the lowest for situational phobia (12%). These results suggest
the existence of a set of environmental experiences that are not shared with
cotwins and that are nonspecifically “phobia-genic,” affecting risk for all pho-
bias. The disorder-specific individual-specific environmental effects are the
largest in the model, ranging from 38 to 55%. These reflect environmental
experiences that uniquely impact on risk for one phobia subtype only, as well
as errors of measurement.

Stepping back from the welter of details, what are the broad take-home
messages from this analysis? We suggest that there are four. First, individual
phobias are caused by genetic and environmental risk factors shared with
other phobia types, as well as risk factors unique to each type. So the results
provide support both for the “lumpers” (those who consider the individual
phobias to be just subtypes of one underlying disorder) and the “splitters”
(those who view the individual phobias as largely independent disorders).

Second, social phobia and agoraphobia are somewhat different from the
other, more “typical” phobias. They are less influenced by the genetic factor
common to all subtypes and more influenced by the common environmental
factors. To some extent, these results mirror the clinical differences between
phobias with highly discrete versus more diffuse phobic stimuli.

Third, our results answer very clearly the question of whether blood–
injury phobia is etiologically distinct from the other phobias. The answer is
absolutely not! Indeed, blood–injury phobia has the highest loading on the
common genetic factor. At least with respect to genetic risk, it is the most
“typical” of the phobias.

Fourth, the multivariate analyses provided stronger evidence than did our
univariate results in Chapter 4 that shared environment is really of importance
(at least for social phobia and agoraphobia). In this respect, our results for
phobias differ from those found for the other internalizing disorders of MD,
GAD, and panic disorder.

What do prior studies tell us about the relationship between the genetic
and environmental risk factors for the different subtypes of phobias? Age at
onset (Marks, 1987; Ost, 1987) and patterns of comorbidity (Boyd et al.,
1984; Schapira, Kerr, & Roth, 1970) suggest that there are meaningful differ-
ences among phobic subtypes. Family studies of phobia have found some evi-
dence for the specificity of familial factors for individual phobic subtypes
(Fyer et al., 1990; Noyes et al., 1986). In the only study to date that used
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multivariate genetic analysis, Phillips and colleagues (1987), in a twin-family
design, examined seven categories of fears as assessed by self-report. Like
ours, this study found evidence for a single genetic factor common to all cate-
gories of fears plus genetic factors specific to each fear.

Our results can be usefully compared with a recent study from Norway
that examined responses to an extensive questionnaire about irrational fears
given to nearly 800 twins and their families (Sundet, Skre, Okkenhaug, &
Tambs, 2003). In examining the individual fears, the authors were able to
extract four dimensions, which could be easily identified as situational,
social/agoraphobia, animal, and illness–injury. Standard univariate analyses
showed heritability estimates for these four dimensions of irrational fear
that ranged from 22 to 47%, results broadly similar to our own findings.
No evidence was found for an effect of shared environmental factors, how-
ever, a result that differs from that found in VATSPSUD. The authors then
proceeded to fit a multivariate model and, again broadly consistent with our
own results, found evidence for a broad genetic liability to all irrational
fears, as well as evidence that genetic factors impact on each of the specific
dimensions.

Common and Specific Influences
on Substance Use Disorders

In the second set of multivariate analyses we present here, we examined a
critical question in the etiology of substance use disorders: the extent to which
genetic and environmental risk factors are substance-specific versus nonspeci-
fic in their effects. We included only the MM twin pairs in these analyses4 and
considered whether the twins had experienced abuse of and/or dependence on
six classes of illicit psychoactive substances: cannabis, sedatives, stimulants,
cocaine, opiates, and hallucinogens (Kendler, Jacobson, Prescott, & Neale,
2003d). The results of the best-fit model are shown in Figure 11.8. We focus
here on the pattern of genetic risk factors. Consistent with the univariate
results presented in Chapter 5, abuse of/dependence on all of the classes of
illicit substances (with one exception) is highly heritable, with the estimates of
heritability from the multivariate model ranging from 52% for sedatives to
74% for cannabis. The exception to this pattern is opiate abuse/dependence,
for which heritability was estimated at 23%. Most notably, we found no evi-
dence for substance-specific genetic effects. Rather, all of the genetic risk for
the abuse of/dependence on these substances was due to one set of common
genetic risk factors.

If true, these results tell us something important about the nature of the
genetic vulnerability to illicit psychoactive substance abuse (Uhl, Liu, Walther,
Hess, & Naiman, 2001). Interindividual differences in this vulnerability
appear to be due to genetic factors, which increase or decrease risk for the
abuse of all classes of illicit substances. Genetic variation in biological systems
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that affects the action of only one or a small number of substance classes (e.g.,
specific variation in the receptor sites for individual drugs such as cannabis,
cocaine, or sedatives) does not appear to be an important source of individual
variation in vulnerability.

How do these results compare with those from other studies? Two twin
studies and two large family studies have examined the specificity of familial/
genetic risk factors for drug abuse. Both twin studies (Karkowski, Prescott, &
Kendler, 2000; Tsuang et al., 1998) and one of the two family studies
(Merikangas et al., 1998), but not the other (Bierut et al., 1998), have pro-
duced results broadly congruent with our findings.

Where might these nonspecific genetic effects operate? We tentatively
suggest two mechanisms, which are not mutually exclusive. First is a process
that might be mediated through psychological traits. As we see later in this
chapter, genetic variation in personality or in the liability to externalizing dis-
orders may influence risk for the use and abuse of psychoactive compounds
(Loeber, 1988; Zuckerman, 1972). Given this vulnerability, which class of
substance is abused might be determined by opportunity or by chance. The
second mechanism has a more direct physiological basis. There is substantial
evidence that the pleasurable effects of most or all drugs of abuse (as well as
other enjoyable experiences, such as eating and sex) are mediated by a com-
mon biological mechanism (Koob & Le Moal, 1997). Perhaps variation in
those “hedonic” systems underlies the liability to abuse psychoactive sub-
stances.5
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FIGURE 11.8. Estimated proportions of variance for illicit substance use disorders
from common and specific genetic and environmental factors indicated, respectively,
by the subscripts c and s. Estimates are variance % based on MM pairs. Values may
not sum to 100 because of rounding; < 0.20 ; 0.20–0.39 ; 0.40+ . Adapted
from Kendler, Jacobson, Prescott, and Neale (2003d, Figure 1). Copyright 2003 by the
American Psychiatric Association. Adapted by permission.



Multivariate Analyses of Psychiatric
and Substance Use Disorders

In the final set of multivariate analyses that we present in this chapter, we
sought to clarify the underlying structure of genetic and environmental risk
factors for the common psychiatric and substance use disorders in men and in
women (Kendler, Prescott, Myers, & Neale, 2003e). Because of practical limi-
tations associated with analyzing many disorders simultaneously, we selected
seven disorders: MD, GAD, any phobia, AD, drug abuse/dependence, AASB,
and CD. These represent a broad range of conditions that are approximately
balanced between internalizing and externalizing disorders.6 We used infor-
mation from more than 5,600 individuals from MM and FF twin pairs.

The first question we asked was whether the pattern of the resemblance
within and between these disorders was the same in men and women. Men
have higher rates of externalizing disorders and women higher rates of inter-
nalizing conditions, but the patterns of comorbidity were essentially the same
in the two sexes. The rest of the results are based on combining the informa-
tion from males and females.

Figure 11.9 shows the result of the “full” or unsimplified model, which
we set up to have two genetic common risk factors, two shared environmental
common factors, and two unique environmental common factors, as well as
genetic and environmental factors specific to each disorder.7 The structure of
the genetic risk factors for these seven disorders is especially interesting. One
genetic common factor (shown on the left side of Figure 11.9a) had high load-
ings on all three internalizing disorders. By contrast, a second genetic common
factor (shown on the right side of Figure 11.9a) had high loadings on all four
externalizing disorders. In addition, the two substance use disorders—AD and
drug abuse/dependence—had substantial disorder-specific genetic loadings.

As shown in Figure 11.9b, the first shared environmental common factor
had quite modest loadings on phobia and CD. The second shared environ-
mental common factor had a substantial loading only on CD and a modest
loading on AASB. All the shared environmental disorder-specific loadings
were quite small.

The first common individual-specific factor had substantial loadings on
MD, GAD, and AD, whereas the second factor had substantial loadings on
only AASB and CD (Figure 11.9c). All of the disorder-specific unique environ-
mental proportions, which include measurement error, were substantial.

What does all of this mean? These results suggest the existence of four
major groups of genetic risk factors for these common psychiatric and sub-
stance use disorders. The first is a set of genes that predispose strongly to all
externalizing disorders (and have little impact on risk for internalizing disor-
ders). The second is a set of genes that predispose to all internalizing disorders
(and influence only slightly the risk for externalizing disorders). The third and
fourth sets of genes are more specific in their effect and have impact solely on
the risk for AD and drug abuse/dependence, respectively. It is tempting to
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FIGURE 11.9. Estimated proportions of common and specific variance for psychiatric
and substance use disorders indicated, respectively, by the subscripts c and s. (a) Genetic
sources of variance; estimates are variance %, model combined across MM and FF
pairs; (b) sources of shared environmental variance; (c) sources of individual-specific
environmental variance. Values may not sum to 100 because of rounding. Bold lines
indicate > 10%. Data from Kendler, Prescott, Myers, and Neale (2003e, Table 2).



speculate that at least some of these disorder-specific genetic factors reflect
genetic differences in the metabolism, end-organ responsiveness, and liability
to the pleasurable versus noxious effects of psychoactive substances (e.g.,
Lyons et al., 1997; Thomasson et al., 1991).

Within the power of these methods, we were unable to find genetic fac-
tors that specifically influence the risk for MD, GAD, phobias, CD, or AASB.
From a genetic perspective, these results permit us to reject two plausible
hypotheses about the way in which psychiatric diagnostic categories “map”
onto genetic risk factors. We can reject the “high specificity” hypothesis,
which suggests that “DSM-IV got it right” in that each major disorder has
specific genetic risk factors. We can also reject the “complete nonspecificity”
hypothesis, which predicts only one global set of genetic risk factors for all
disorders. Thus our findings are inconsistent with unitary etiological models
for psychiatric disorders (Menninger, Ellenberger, Pruyser, & Mayman, 1958)
and with viewpoints suggesting that psychiatric diagnoses are entirely arbi-
trary, man-made categories imposed on a single dimension of psychiatric or
psychological dysfunction.

Our more textured results suggest that there are at least two broad
dimensions of genetic risk factors for these common conditions, with the addi-
tion of specific sets of genes that predispose to alcohol and substance use dis-
orders.

Consistent with the results from the univariate analyses described in
Chapter 5, shared environment was not a potent contributor to risk for any of
the externalizing disorders with the notable exception of CD. Clearly, some
aspects of experiences shared by twins, such as the home environment or peer
and community influences, are etiologically important for CD.

Interestingly, two meaningful unique environmental common factors
were seen. However, the structure of these factors differed from the genetic
risk factors in two important ways. First, AD loaded with MD and GAD, not
with the other externalizing disorders. Second, CD and AASB loaded together
without the substance use disorders.

These results demonstrate what we suspect is an important general prin-
ciple for psychiatric disorders: the patterns of comorbidity due to the effects of
genetic and the effects of environmental risk factors often differ. This means
that the “phenotypic” patterns of comorbidity that we observe in clinical or
epidemiological samples are really a sum of distinct patterns of comorbidity
caused by both genetic and environmental risk factors. These findings have
one final important implication. The overall tendency of common psychiatric
disorders to sort themselves into two broad groups of internalizing and
externalizing disorders (as has been seen in a number of recent analyses; see
Krueger, 1999; Krueger, Caspi, Moffitt, & Silva, 1998) is due to the effects of
genetic and not environmental risk factors.

In follow-up analyses, we explored the structure of genetic and environ-
mental risk factors for the internalizing disorders. These results—consistent
with results from epidemiological samples (Krueger, 1999)—suggest that the
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genetic risk factors for internalizing disorders can be further divided into those
that predispose to chronic dysphoric conditions (e.g., “misery”) and those
that predispose to more acute anxiety disorders (e.g., “fear”).

It is important to recognize that these results do not apply to all psychiat-
ric conditions. Other studies suggest that genetic risk factors for schizophrenic
illness are independent of the genetic factors identified here. We have not con-
sidered a host of other, less common, psychiatric disorders, including anorexia
nervosa, obsessive–compulsive disorder, autism, and other developmental dis-
orders.

RISK INDICATORS

Another way in which we apply data from twins to help us understand
how genetic factors influence risk is by studying risk indicators. Risk indica-
tors are quantitative traits that reflect the vulnerability to psychiatric and sub-
stance use disorders. Such traits are useful because they allow risk to be mea-
sured on a continuous scale (rather than the yes/no measurement of clinical
diagnosis). They can also indicate vulnerability to a disorder in people even
before the onset of illness or in those who may never develop the disorder.

In the rest of this chapter we examine three variables that have been pro-
posed as risk indicators for different forms of psychopathology. These are: the
personality trait of novelty seeking and cannabis use/abuse, drinking motives
and alcoholism, and neuroticism and MD. Each example employs a somewhat
different approach to studying risk.

Figure 11.10 displays a bivariate twin model that can be used to study
risk indicators. This is similar (in fact, mathematically identical) to the
bivariate model described previously (Figure 11.1). But here, rather than esti-
mating two sets of paths and the correlations between the genetic and envi-
ronmental factors, we estimate three sets of paths. The genetic and environ-
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FIGURE 11.10. Twin model for correlated risk. Subscript i indicates factors influenc-
ing the indicator; d indicates influences on diagnosis from the diagnosis-specific fac-
tors; c indicates influences on the covariance between diagnosis and the risk indicator.



mental factors on the left side of the figure influence both the risk indicator
and the outcome (e.g., clinical diagnosis). The second set of A, C, and E fac-
tors influence only diagnosis. By summing the two genetic contributions to
diagnosis, we obtain the estimated heritability. But, more important, we can
estimate what portion of the variation in liability to diagnosis is shared with
the risk indicator and whether that variation is due to genetic or environmen-
tal sources. We illustrate the usefulness of this approach with an example.

Novelty Seeking as an Indicator of Risk
for Cannabis Use and Abuse

We noted earlier that one possible explanation for the pattern of findings
with illicit psychoactive drugs (that genetic factors are of substantial etiologi-
cal importance but appear nonspecific in their effects) is that genes might act
on substance use and abuse through genetic influences on personality traits.
We used the risk indicator model to study the relationship between personal-
ity and the use and abuse of several drug classes in males and females
(Agrawal, Jacobson, Prescott, & Kendler, 2004).

Here we present the results for males and cannabis, by far the most com-
monly used illicit drug. The personality trait we investigated was novelty seek-
ing (see Sidebar 11.2). A substantial body of prior research suggests that indi-
viduals who score high on this trait (Fergusson & Horwood, 2000) or the
closely related trait of sensation seeking (Zuckerman, 1972) are at increased
risk for problem use of substances.

Figure 11.11a shows the results for cannabis use in males. The genetic
factor contributing to novelty seeking and cannabis use accounts for 17% of
the variance in novelty seeking and 18% of the variance in cannabis use. In
contrast, the genetic factor specific to cannabis use contributes only 5% of the
variance.8 What is interesting about these results is that the shared genetic
path to cannabis use is much larger than the specific genetic path. Over 70%
(18/23) of the genetic liability for cannabis use is shared with novelty seeking.
Shared and unique environmental factors account for little of the overlap
between novelty seeking and cannabis use. These results suggest that the level
of novelty seeking is a good index of the genetic risk for cannabis use among
males.

The pattern of genetic results for cannabis abuse/dependence is different
(Figure 11.11b). Here the path from the unique genetic factor is larger than
that from the shared genetic factor. Of the total genetic effect on cannabis
abuse/dependence in males, only about 26% (20/76) is shared with novelty
seeking. Novelty seeking is not nearly as good at predicting genetic risk for
developing problems with cannabis as it is at predicting genetic risk for canna-
bis use.

Interestingly, our analyses based on female twins indicate that novelty
seeking is not nearly so good at indexing genetic risk for cannabis use in
females as it is in males. Nor was it good at indexing genetic risk for the use of
sedatives or hallucinogens.
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SIDEBAR 11.2. Personality

Personality is typically defined as the totality of an individual’s attitudes, behavioral patterns,
and emotional responses that are generally stable over long periods of time. A huge amount
of research has gone into defining and studying the major dimensions of personality. Many
studies have also tried to understand the nature of the relationship between personality and
risk for psychiatric and substance use disorders. In the VATSPSUD, we assessed three major
dimensions of personality, two of which we examine in this book: novelty seeking and neu-
roticism. (The third is extroversion, which turned out not to be substantially associated with
most forms of psychopathology in our sample.)

Novelty seeking (NS) assesses an individual’s tendency to be impulsive and to seek out
thrills and excitement. The 23 items that we used come from an early version of the Temper-
ament and Character Inventory developed by the psychiatrist Robert Cloninger (Cloninger,
Przybeck, Svrakic, & Wetzel, 1994). Some sample items used in our study include:

“Are you the type of person . . .
who likes to think about things for a long time before you make a decision?
who, when nothing new is happening, usually starts looking for something that is

thrilling and exciting?
who likes to stay at home better than to travel or explore new places?
who often tries new things just for the fun or thrills, even if most people think it is a

waste of time?”

As the reader might gather, in computing a score for NS, the answers to the first and
third questions would be counted negatively, whereas the answers to the second and fourth
questions would be counted positively. The personality dimension of novelty seeking is
closely related to the trait of sensation seeking as articulated by the well-known psychologist
Marvin Zuckerman (1994).

Neuroticism (N) is a personality dimension first conceptualized by the famous English
psychologist Hans Eysenck (Eysenck & Eysenck, 1975). The term is now a bit dated, as
“neurosis” is no longer commonly used in the mental health field. A more accurate term
would be “emotional instability.” What this dimension of personality assesses is a tendency
to experience negative affect—mostly anxiety, sadness, or irritability. Here are some sample
items used in our study:

“Are you the type of person . . .
whose mood often goes up and down?
who is irritable?
whose feelings are easily hurt?
who is a worrier?

Individuals who score low on neuroticism tend to be even-tempered, emotionally stable,
and hard to upset. We assessed neuroticism by using the 12 yes/no items taken from the short
form of the revised version of the Eysenck Personality Questionnaire (EPQ; Eysenck,
Eysenck, & Barrett, 1985).

Recent years have seen much interest in the five-factor model for human personality
(John, 1990). Neuroticism or a closely related trait appears in virtually all of the major five-
factor models of human personality. A factor such as NS is also included in most of these
models, although frequently the scale is named for the inverse of NS, for example, “conscien-
tiousness.”



Mediators of Risk

A special case of risk indicators is mediators. These variables index risk
because they sit in the causal pathway between basic genetic and environmen-
tal risk factors and the disorder. For example, excessive weight is a risk indica-
tor for coronary artery disease. It is probably not a direct cause, but it indexes
other causal variables (e.g., high-fat diet, lack of exercise, and hypertension).
In contrast, high cholesterol levels could be considered a mediator of coronary
artery disease because cholesterol is directly involved in the etiological path-
way leading to blockages (technically atherosclerosis) in arteries in the body.

In cross-sectional observational studies of individuals, it is not possible to
identify which risk indicators function as mediators. Doing so usually requires
longitudinal or experimental studies. However, data from twins can help us
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FIGURE 11.11. Results from bivariate twin model for overlap of novelty seeking and
cannabis involvement among males. (a) Cannabis use; (b) cannabis abuse/dependence.
Data from Agrawal, Jacobson, Prescott, and Kendler (2004, Table 1).



address this important issue. Figure 11.12 shows our twin model for studying
mediators. Here the model, the association between the risk indicator and the
outcome, is conceptualized as occurring through (or mediated by) the risk
indicator (via path b). Mathematically this means that the genetic and envi-
ronmental covariances (ac, cc, and ec in Figure 11.10) are in the same propor-
tions as the genetic and environmental influences on the risk indicator (ai, ci,
and ei).9 If this is not consistent with the data, we can conclude that the vari-
able is not a mediator. The results of the previous example are not consistent
with novelty seeking being a mediator of risk for cannabis use. The propor-
tions of the genetic and environmental covariance (18:3:7) are very different
from the relative proportions for the variation in novelty seeking (17:0:83).

The difference between the basic risk indicator model (Figure 11.10) and
the mediator model reflects another form of the old correlation versus causa-
tion question. Risk indicators are correlated with but do not appear to be a
direct cause of the disorder. Mediators, by contrast, provide more evidence
about causal relationships. Although the mediation model cannot prove cau-
sality, if it fits the observed data, then it is consistent with a causal relation-
ship. If we can reject the mediation model, this suggests that the genetic and
environmental causes of the index and outcomes are correlated but probably
not causal.

Drinking Motivations as Mediators
versus Indicators of Risk for Alcoholism

One proposed mediator variable for alcoholism is motivation for drink-
ing. Some people use alcohol to help them deal with feelings of depression,
anxiety, or stress, whereas others drink to enhance their comfort with and
enjoyment of social situations. Longitudinal studies have found that people
who have positive expectations about the effects of alcohol are more prone to
develop drinking problems (Christiansen, Smith, Roehling, & Goldman,
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FIGURE 11.12. Twin model for mediated risk. The subscripts i and d stand for,
respectively, indicator and diagnosis.



1989). Not surprisingly, people who expect negative consequences from
drinking, such as feeling sick, dizzy, or tired, are less likely to have problems
with drinking. Thus the reasons people do or do not drink may have a direct
impact on (or mediate) their risk for developing alcoholism.

Initially we might think that drinking motives should arise from individual-
specific experiences with drinking. However, there is evidence that alcohol
expectations run in families. Several studies have found that adolescents with an
alcoholic parent tend to have more positive expectations about alcohol than
adolescents whose parents do not have drinking problems. Two studies found
that twins were correlated for their drinking expectations, although the studies
differed on whether this was attributed to genetic or shared environmental fac-
tors (Slutske et al., 2002a; Viken, Johnson, Kaprio, & Rose, 2002).

We put these different pieces together in one analysis to test a media-
tional model for drinking motivations. We wanted to see whether motives for
drinking provide a partial explanation of how risk for alcoholism is transmit-
ted in families (Prescott, Cross, Kuhn, Horn, & Kendler, 2004). This trans-
mission could come through genetic mechanisms (e.g., physiological differ-
ences among individuals in the degree to which they experience alcohol as
pleasurable) or environmental paths (e.g., young adults modeling the drinking
behavior of their parents).

As part of our MF2 and FF4 studies, we included scales from the Alcohol
Use Inventory (AUI; Horn, Wanberg, & Foster, 1987; see Sidebar 11.3) to
assess four motives for drinking: to manage mood (abbreviated below as
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SIDEBAR 11.3. Assessment of Drinking Motives

As part of the questionnaires associated with our MF2 and FF4 studies, we included
four scales from the Alcohol Use Inventory (AUI; Horn, Wanberg, & Foster, 1987).
The AUI is a set of 16 factor analytically derived self-report scales developed in alco-
holism treatment settings to characterize drinking styles. We selected four scales that
seemed relevant to a general population sample. The Mood Management scale
(MOOD) includes 7 items assessing drinking to unwind, to forget, to relieve tension,
or to overcome depression. The Social Interaction/Gregarious scale (GREGAR) in-
cludes 9 items on whether a respondent’s social life requires drinking, peer drinking,
and drinking with others. The Social Anxiety scale (SOCANX) includes 9 items assess-
ing drinking to feel more important, to overcome shyness, to make friends, or to meet
people. The Mental scale (MENT) includes 5 items on drinking to be more mentally
alert, to have better ideas, or to reach higher goals.

Scale scores were calculated by summing the number of yes responses and divid-
ing by the number of items. This produced an average score in a metric that is compa-
rable across scales. Test–retest correlations, based on 256 participants who were ran-
domly selected for a reliability interview and who completed the AUI twice within 10
weeks, were: MOOD, r = 0.85; SOCANX, r = 0.73; GREGAR, r = 0.77; and MENT, r
= 0.69. The scales were not administered to individuals who reported being lifetime
abstainers because the items assume drinking experience.



Mood), to relieve social anxiety (SocAnx), to enhance social interaction and
gregariousness (Gregar), and to improve mental functioning (Ment). These
scales were completed by 2,545 female and 3,729 male drinkers, including
2,240 complete twin pairs. The first part of our analysis was to see if these
drinking motives were associated with alcoholism in our sample. As shown in
Figure 11.13, men and women who met criteria for a lifetime diagnosis of
DSM-IV alcohol abuse or dependence (AAD) tended to have higher scores on
each of the four drinking motives than did drinkers without AAD.

We tested both the risk indicator (Figure 11.10) and mediation (Figure
11.12) models as alternative explanations for the association between drink-
ing motives and alcoholism. We found that the motives most strongly associ-
ated with alcoholism were drinking to manage mood and drinking to relieve
social anxiety (Figure 11.13). However, the results from the twin models sug-
gest that quite different processes underlie the associations of these two
motives with alcoholism.

For SocAnx, the mediational model fit best. As shown in Figure 11.14a,
29% of the variation in AAD among females was shared with SocAnx, and
about half of this was due to genetic factors. For males, about 21% of the
variation in AAD was shared with SocAnx, including 6% attributed to genetic
factors (Figure 11.14b).

In contrast, the mediational model was rejected for the Mood scale in
favor of the risk indicator model. Mood was strongly associated with AAD
but did not appear to be mediating alcoholism risk. The proportion of AAD
risk shared with Mood was 31% for females and 35% for males, and the
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FIGURE 11.13. Association between drinking motives and lifetime diagnosis of alco-
hol abuse/dependence. See Sidebar 11.3 for an explanation of drinking motive scales.
Adapted from Prescott, Cross, Kuhn, Horn, and Kendler (2004, Figure 3). Copyright
2004 by the Research Society on Alcoholism. Adapted by permission.



large majority of this was attributed to genetic factors contributing to both
Mood and AAD (Figures 11.14c and 11.14d). These results suggest that there
may be other factors, which are strongly genetically influenced, that contrib-
ute both to risk for alcoholism and to the need to manage dysphoric mood.

These results are provocative, but we should mention some limitations of
this study. The analyses were cross-sectional (we measured motives at the
same time as or after we assessed drinking problems), and we included indi-
viduals with a range of drinking experiences. Ideally, we would like to mea-
sure motives longitudinally to see whether they change in response to drinking
experience. A study of drinking motives among adolescent twins suggests that
MZ and DZ pairs are about equally similar in their expectations about the
positive effects of alcohol before they begin drinking but that after they have
had experience with alcohol, DZ pairs become less similar (Slutske et al.,
2002b). That is, before adolescents use alcohol, their expectations about its
effects are based on learning (e.g., from parents, peers, the media). Thus MZ
and DZ pairs are expected to be correlated for drinking expectancies to a sim-
ilar degree. But after the experience of drinking, genetic differences in alcohol
response are expressed and influence subsequent expectations about the
effects of alcohol.

If the results of our study are replicated, particularly by longitudinal stud-
ies of twins, they have implications for the prevention of problem drinking.
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FIGURE 11.14. Results from twin models for drinking motives and alcoholism. (a)
AUI SOCANX for females; (b) AUI SOCANX for males; (c) AUI MOOD for females;
(d) AUI MOOD for males. See Sidebar 11.3 for an explanation of drinking motive
scales. Adapted from Prescott, Cross, Kuhn, Horn, and Kendler (2004, Figure 4).
Copyright 2004 by the Research Society on Alcoholism. Adapted by permission.



Although drinking to manage mood does not seem to be causally associated
with risk for alcoholism, a high score on this scale is a good risk indicator for
alcohol problems. Drinking to alleviate social anxiety appears to be a partial
mediator of alcoholism risk. High scores on this measure could be used to
identify at-risk individuals and to provide them with other strategies for cop-
ing with their social fears before they develop drinking problems.

Neuroticism as an Indicator or Mediator of Risk
for Depression

Our third example again looks at personality and psychopathology, but
this time we studied the relationship between the personality dimension of
neuroticism and MD. Neuroticism measures the predisposition to negative
emotions such as worry, anxiety, and depression (Eysenck & Eysenck, 1964;
see Sidebar 11.2). A large literature (see Fanous, Gardner, Prescott, Cancro, &
Kendler, 2002; Kendler et al., 1993b) suggests that: (1) individuals with MD
tend to have higher levels of neuroticism than those without MD; (2) individu-
als with a history of MD but who are not currently depressed also tend to
have higher levels of neuroticism (although not generally as high as those who
are currently depressed); (3) individuals with a history of MD tend to have
higher levels of neuroticism when in an episode of MD than when in remis-
sion; and (4) among individuals without prior MD, higher neuroticism
strongly predicts future risk for MD.

As with the analyses of novelty seeking and cannabis use and abuse, we
wanted to know how much of the genetic contribution to MD was shared
with neuroticism and how much was specific to MD. However, our repeated
measurements of MD and neuroticism allowed us to ask some additional
questions about the nature of the relationship between them. First, does neu-
roticism mediate the impact of genetic and environmental factors on risk for
MD, or is neuroticism better understood as an index of one or more of these
risk factors? Second, to what extent is neuroticism a risk factor or mediator
for MD versus just an indicator of a recent depressive episode? That is, are
elevated levels of neuroticism associated with MD because neuroticism reflects
an enduring trait that is associated with vulnerability to depressive episodes,
or could neuroticism be associated with MD because being in (or just having
recovered from) an episode of depression causes a transient elevation in neu-
roticism?

These analyses were based on female twin pairs who participated in the
wave 1 interview. The model we used for these analyses is depicted in Figure
11.15a. It includes neuroticism assessed at time 1 and time 2 (the original
questionnaire and the wave 1 interview) and past-year episodes of MD (i.e.,
occurring between these two times of measurement). As with the model in Fig-
ure 11.10, there are genetic and environmental factors that are shared among
all the outcomes and factors that are specific to each outcome.10 The contribu-
tions from the common factors are set to be equal for time 1 and time 2 neu-
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FIGURE 11.15. Model for the association between neuroticism and major depression
over time (one twin shown). (a) Full model; (b) results from best-fitting model.
Adapted from Kendler, Neale, Kessler, Heath, and Eaves (1993b, Figure 2). Copyright
1993 by the American Medical Association. Adapted by permission.



roticism. A new feature of this model is the inclusion of paths between neurot-
icism and MD. This version of the mediation model differs somewhat from
the one used in the drinking motivations example (Figure 11.12). Here the b1

path includes the proportion of the covariance between neuroticism and MD
that could be considered mediated. This more complex version of the model is
possible because we have multiple assessments of neuroticism. A significant
estimate of b1 would be consistent with the hypothesis that genetic and envi-
ronmental risk for depressive episodes is mediated in part by neuroticism. The
b2 path tests whether risk for a recent episode of MD is more closely associ-
ated with future neuroticism (as measured at time 2) than with neuroticism
measured earlier. A significant b2 path would be consistent with the hypothe-
sis that experiencing MD alters neuroticism (rather than the reverse).

The results from the best-fitting model are depicted in Figure 11.15b.
There are three important results. First, the major reason that neuroticism is
closely related to liability to MD is that a set of genetic risk factors influences
both traits. Of the total variation in past-year MD shared with neuroticism
(29%), the large majority (26/29) is due to overlapping genetic factors. Put
another way, of the total genetic influence on past-year MD (46%), over half
arises from the genetic factor that also contributes to neuroticism.

The second result is that, in contrast to the genetic results, the environ-
mental influences on neuroticism and past-year MD are only slightly related.
Of the total environmental contribution to the liability to MD (54%), approx-
imately 95% (51/54) is unique to MD and only 5% is shared with neuroti-
cism.

Perhaps most interesting are the results concerning the b paths. The b1

path was not significantly different from zero. This is inconsistent with the
mediational model. That is, a genetic factor influences both neuroticism and
MD, but the genetic risk for MD does not “run through” neuroticism itself.
Thus neuroticism is a risk indicator for MD, not a mediator. Also of note, the
estimate for the b2 path was small but significant, accounting for 4% of the
variation in time 2 neuroticism. This suggests that neuroticism is influenced to
a small extent by the recent occurrence of an MD episode.

SUMMARY

In the first part of this chapter, we examined a range of multivariate twin
models. Starting with two disorders at a time, we showed how such studies
could partition the sources of comorbidity between two disorders into the
portions due to genetic, shared environmental, and unique environmental
influences. We found that MD and GAD shared nearly all of their genetic risk
factors, whereas the genetic relationship between MD and social phobia was
quite modest. We found that MD and alcoholism shared a moderate propor-
tion of their genetic risk factors, and we were able to reject a model of
phenotypic causation in which the comorbidity arose from MD directly lead-
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ing to alcoholism. Contrary to clinical wisdom, we also found no evidence
that our alternate forms model explained the pattern of family resemblance
for depression and alcoholism in men and women.

By analyzing multiple disorders at a time, we were able to study the com-
mon and specific genetic and environmental influences across disorders. We
examined the pattern of genetic and environmental contributions to the sub-
types of phobias, to abuse of/dependence on different illicit substances, and to
seven common psychiatric and substance use disorders. The findings were
diverse. For example, for the six classes of psychoactive substances, genetic
factors appeared to be entirely nonspecific in their effect. By contrast, for pho-
bia subtypes, we found a mixture of nonspecific and specific genetic effects.

Finally, we examined models that included risk indicators, variables more
“basic” than the disorders themselves. These could function either as indica-
tors of genetic or environmental risk for the disorder or as variables that medi-
ate genetic or environmental influences. We showed that the personality trait
of novelty seeking is a good risk indicator for genetic liability to cannabis use
in males. The relationship between drinking motives and alcoholism appears
to be complex. A risk-indicator model fit best for drinking to manage moods,
whereas a mediational model provided the best explanation for drinking to
relieve social anxiety. Neuroticism is a good index of genetic risk for MD in
females but does not appear to directly mediate genetic risk.

We hope this chapter illustrates the richness of this more complex twin
modeling. The use of these approaches allows us to ask questions of real clini-
cal importance in a conceptually (and statistically) rigorous manner. These
models are more difficult but ultimately more useful and informative about
the nature of psychiatric and substance use disorders than are the simpler twin
models that merely estimate genetic and environmental proportions of vari-
ance.

NOTES

1. Many other models for comorbidity are possible (see Neale & Kendler,
1995).

2. The results are based on 4,430 males and 3,080 females who partici-
pated in the fourth wave of interviews with FF twin pairs or first wave of interviews
with MM and MF pairs. We used several definitions of alcoholism and depression, and
all the results were similar to those reported here. This work appeared originally in
Prescott et al. (2000).

3. This is indicated by the fact that the MZ pair correlations within disor-
ders (0.49 and 0.31) are greater than the correlation across disorders (0.20).

4. The prevalences of several forms of substance abuse/dependence in the
females, particularly opiates, were too low to permit analysis of these substances.

5. We do not mean to imply that all psychoactive substances share a com-
mon set of genetic risk factors. Indeed, our previous multivariate analysis suggested
that alcohol and illicit drugs in part have independent genetic risk factors. Other pre-
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liminary results we have obtained suggest that the genetic liability to become depen-
dent on nicotine or caffeine (the two other legal forms of psychoactive substances) is
also at least partly independent of the genetic risk factors for illicit substance abuse.

6. See Chapters 4 and 5 for descriptions of diagnostic definitions of these
disorders.

7. Usually we report results of the “best-fitting” model. However, in this
case, the modeling process was quite complex because the number of alternative mod-
els was so large and because the best-fit model did not provide more insight into the
underlying processes than the full model. We selected a model with two common fac-
tors for each of the three components because with only seven disorders we could not
reliably estimate models with more complex structure.

8. The total genetic effect on novelty seeking in our sample is rather mod-
est and smaller than is typically seen for novelty seeking and other personality traits, in
which heritabilities are usually in the range of 30–45% (Loehlin, 1992). We suspect
that this is just a result of sampling fluctuation. In any event, our focus here is on
sources of variance in drug use and abuse/dependence: the one shared with novelty
seeking and the other independent of novelty seeking.

9. The covariance is assumed to be measured without error. We separated
individual-specific covariance from Alcohol Use Inventory (AUI) scale measurement
error by using an estimate of error based on short-term test–retest reliability.

10. For simplicity of presentation, we have omitted the shared environmen-
tal factors from the figures. They did not contribute either to neuroticism or MD risk.
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C H A P T E R T W E L V E

Three Extensions
of the Twin Model

In this chapter we present three extensions of the twin model that
address some limitations of standard analyses of data from twin pairs. These
extensions include studying multistage conditional processes (in which indi-
viduals must develop one trait to become susceptible to another), understand-
ing the transmission of disease risk between parents and offspring, and allow-
ing for unreliability or error in our assessment of disorders.

GENETIC INFLUENCES ON CONDITIONAL PROCESSES

Our initial approach to studying genetic and environmental influences on
substance use disorders, presented in Chapter 5, was to treat these conditions
just as we treat psychiatric disorders such as MD and phobias. That is, we
divided the population into two categories: those who have had the disorder
and those who have not. However, as we noted, substance use disorders differ
from psychiatric disorders in a simple but fundamental way: to develop drug
abuse, you first need to use drugs.

Therefore, for substance use disorders we needed to consider the follow-
ing three categories: (1) those who have never used (or, more technically, “ini-
tiated”) the substance, (2) those who initiated use but did not develop a disor-
der, and (3) those who initiated use and subsequently developed a substance
use disorder. The standard method for analyzing substance use disorders as
presented in Chapter 5 has the limitation of combining categories 1 and 2 into
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one group, which we called “unaffected.” Although we were right to conclude
that the average liability to drug abuse for an individual in category 2 is low,
the liability to drug abuse for individuals in category 1 is really unknown. It
could be low. It could be high.

How can we best study this kind of situation? First, there is a contingent
element that cannot be ignored: One must try a drug in order to abuse it. Sec-
ond, we must consider the relationship between the genetic and environmental
factors that contribute to drug initiation and those that influence the progres-
sion to abuse. Finally, at a more technical level, we have to deal with what dif-
ferentiates this problem from more standard bivariate twin analyses that con-
sider the relationship between the genetic and environmental risk factors for
two disorders (such as that between MD and GAD, which we examined in
Chapter 11). We are missing a key piece of data. We cannot estimate liability
to drug abuse for individuals who have never used drugs.

Taking these factors into account, Neale and Kendler developed what we
think is a particularly helpful and elegant solution to this problem, illustrated
in Figure 12.1.1 Our term for this model is the causal, contingent, common
pathway, or CCC, model (Kendler et al., 1999d). The model is causal because
it assumes a direct path (b) from the liability to substance initiation to the lia-
bility to substance misuse; it is contingent because misuse can be assessed only
in those who have initiated substance use; and it posits a common pathway in
that genetic and environmental effects on initiation can affect misuse only by
flowing through the phenotype of initiation. This model suggests that risk fac-
tors exist for initiating drug use that are divided into the usual categories of
additive genetic (Ai), shared environmental (Ci), and individual-specific envi-
ronmental components (Ei), where the subscript i indicates that they are spe-
cific for initiation. Individuals with high liability on this dimension initiate
drug use, thereby creating the possibility that they will progress to drug abuse.

The key to understanding this model is the way in which it handles risk
factors for drug abuse.2 One set of risk factors for abuse is shared with initia-
tion and flows into abuse through path b. For example, as noted in Chapter
11, novelty seeking is a personality trait that predisposes individuals to initiate
drug use and, somewhat less powerfully, to develop drug abuse given initia-
tion. Thus, in our model, the genetic and environmental risk factors for nov-
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FIGURE 12.1. Model for estimating genetic and environmental influences on sub-
stance abuse conditional upon initiation (shown for one twin).



elty seeking would be expressed in two ways: first, through the factors Ai, Ci,
and Ei, which would influence liability to initiation, and then through initia-
tion, which would influence the risk for subsequent abuse. Second, however—
and this is critical—the model also contains a set of risk factors for drug abuse
that are independent of the risk factors for initiation. We label these additive
genetic (Aa), shared environmental (Ca), and individual-specific environmental
components (Ea), where the subscript a indicates specificity for abuse.3

An example of the Aa component would be genetic factors that influence
an individual’s subjective response to drug taking. When first exposed to a
drug, individuals experience a wide variety of both positive and negative
effects. Not surprisingly, individuals who experience predominantly pleasur-
able effects will be more likely to continue to use that drug (and hence put
themselves at further risk for developing problems) than will those who have
more negative experiences (Eissenberg & Balster, 2000; Fergusson, Horwood,
Lynskey, & Madden, 2003). Genetic factors probably influence the intensity
of both the pleasurable and aversive effects of psychoactive drugs, in part
through the brain dopamine pathways (Koob & Le Moal, 1997). However, it
is rather unlikely that these genetic factors directly influence the decision to
use a drug in the first place. These factors would thus be specific to the risk for
abuse, given use, and would be reflected in the latent variable Aa.

Turning to the key path b, if all of the risk factors for drug abuse were
also risk factors for drug initiation, then the value of b would approach 1 and
the values of aa, ca, and ea would approach 0. That is, there would be no
genetic or environmental risk factors specific for abuse, as they all would be
shared with initiation. If risk factors for initiation and abuse were, by con-
trast, entirely unrelated, b would approach zero, and the risk for abuse would
be due only to the effects of aa, ca, and ea. If risk factors for initiation and
abuse are related, but not identical, then b would be between zero and unity,
and abuse would be caused both by genetic and environmental risk factors
common to initiation and unique to abuse.

Now we present the results we obtained when fitting this model to our
twin data on any illicit psychoactive substance use and the combined category
of abuse/dependence.4 We focus on the “any drug” category because it pro-
vides us with the greatest statistical power. We first fit the model depicted in
Figure 12.1 separately for males and females and then asked whether the
model would still fit if we required the estimates to be equal in the two sexes.5

We did this for any illicit substance and also for four of the specific substances
that we examined (those with sufficient prevalence: cannabis, cocaine, stimu-
lants, and sedatives). Although men and women vary in their rate of drug use
and especially their rates of abuse/dependence, the pattern and magnitude of
effect of genetic and environmental risk factors appear to be the same across
sexes.

Figure 12.2 depicts the results of our CCC model fitted to use and abuse/
dependence of any illicit substance (Agrawal,Neale, Jacobson, Prescott, &
Kendler, 2005). We want to emphasize four aspects of the results. First, initia-
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tion is strongly influenced by genetic factors (the heritability is 61%; 95% CI
= 49, 80). Of substantial interest, however, is that shared environment is also
of importance, accounting for 28% of the variance in liability (95% CI = 25,
74).

Second, there is substantial continuity between the risk factors for initia-
tion of drug use and the progression from use to abuse. Our estimate of b indi-
cates that 66% of the variance in substance abuse/dependence is shared with
substance initiation. This means that about two-thirds of the variance in risk
for developing abuse of or dependence on any illicit substance results from the
same factors that influence use in the first place. However, one-third of the
risk factors are new—specific to the stage of abuse.

A third important result is that we can quantify the sources of the liability
that are specific to abuse. In particular, we found no evidence that shared
environmental factors affect risk for abuse given use. These results are one of
the clearest examples of the dictum that genetic designs can often inform us in
critical ways about the actions of environmental risk factors. Our results pres-
ent compelling evidence that shared environmental factors (which probably
include peer influences, parental attitudes, and family and community reli-
gious beliefs) influence the decision to first use a substance. However, we also
find that after initiation there are no “new” shared environmental factors that
affect the chances of developing abuse or dependence.

The pattern is quite different for genetic factors. Fully 40% (i.e., 14/34)
of the liability that is specific to abuse is due to genetic factors. Critically,
these are genetic factors that are entirely independent of those factors that
influenced the initiation of illicit drugs. The remaining 60% of the liability to
abuse/dependence given use is a result of individual-specific environmental
factors.

A fourth result is that this model can be used to separate the sources of
risk for abuse into those that are “shared” with use and those that are
“unique” to the development of abuse. As noted earlier, all the shared envi-
ronmental influences on abuse are shared with use. The story with genetic fac-
tors is different. With a bit of elementary algebra, we can calculate that
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FIGURE 12.2. Results from conditional twin model for initiation and abuse of any
illicit substance, combined across sex (shown for one twin). Data from Agrawal,
Neale, Jacobson, Prescott, and Kendler (2005, Table 1).



genetic risk factors account for ~54% of the total variance in liability to abuse
of any illicit drug. Of this amount, three-fourths is shared with factors that
also influence drug use, and one-fourth is unique to the stage of abuse/depend-
ence. Some will likely find this result surprising. Although there clearly are
genes whose only action is to alter the risk for progressing to abuse or depend-
ence after first trying a drug, the bulk of the genetic risk factors act at both
stages. Such risk factors affect both the chances that individuals will try the
drug and the risk that they will develop drug-related problems.

We then went on to examine the results of this model when applied to
specific classes of psychoactive substances, including cannabis, cocaine, stimu-
lants, and sedatives. The results were quite similar to those seen for any illicit
substance.6 We also examined the progression from smoking initiation to nic-
otine dependence (ND; defined by the FTQ; Fagerstrom & Schneider, 1989;
see Sidebar 5.4) in our sample of female–female twin pairs (Kendler, Neale, et
al., 1999d). The pattern of findings was also broadly comparable to what we
found with illicit drugs. The best-fit model indicated that ND is highly herita-
ble. Approximately 40% of the variance in liability to ND is due to factors
specific to dependence, and the remaining 60% is shared with factors that
affect smoking initiation. The estimated heritability of ND is high (72%).
About two-thirds of these genetic risk factors are shared with smoking initia-
tion, and one-third are unique to the stage of ND.

What can we learn from these examples of the genetics of conditional
processes? At a practical level, it is much more satisfying to approach the anal-
ysis of drug involvement by conceptualizing it as a multistage process.7 As
might be predicted, the risk factors are neither entirely the same across the dif-
ferent stages nor entirely distinct. The largest difference we saw was for
shared environment. These results might suggest something like the following:

As a parent, teacher, or minister, your behavior is much more likely to
influence the chances that a child will use drugs than that he will go on to
abuse a drug once he tries it. Although family and community environ-
ments seem to influence the decision to use a drug, they do not appear to
have much influence once one has experienced the drug’s effects. Thus
similarity among relatives for developing problem drug use (once use has
started) seems to result largely or entirely from genetic factors.

These models could be applied to other multistage processes within psy-
chopathology. For example, they could address the relationship between the
risk factors that lead an individual to develop MD and those that influence
level of impairment given that someone is depressed. Or they could be used to
study how similar or different the genetic risk factors are for the development
of irrational fears from those that make fears sufficiently disabling to produce
a phobia. Answers to these and other such questions will have to be left for
future studies.
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CROSS-GENERATIONAL TRANSMISSION OF RISK

By this point in the book, it is probably clear to our readers that we are
rather enamored of the power of the twin method to understand the sources
of individual differences in risk for psychiatric disorders. However, the twin
method does have some limitations. An important one—the focus of this
section—results from the fact that twins are always members of the same gen-
eration. Therefore, twin studies cannot, on their own, tell us much about how
risk for disorders passes from one generation to another.

However, when information from twins is combined with information
from their parents or children—as part of what is called a twin–family
design—this situation changes quite dramatically. Indeed, given some reason-
able assumptions, twin–family designs compare quite favorably with adoption
studies (Heath, Kendler, Eaves, & Markell, 1985) for sorting out why chil-
dren resemble their parents in risk for illness.

Children resemble their parents due to parent–offspring transmission of
genes and what we might call environmental transmission. Genetic transmis-
sion occurs because parents pass one copy of each of their genes to their off-
spring. Environmental transmission (also called cultural transmission) occurs
because parents influence their offspring directly (by teaching, by serving as
models, and by otherwise cajoling the children in order to influence their
behavior) and indirectly (by creating a certain kind of rearing environment
according to their social class and their choices of neighborhood, schools,
church, etc.).

How can we discriminate genetic from cultural transmission?8 In adop-
tion studies, it is quite easy. Given some assumptions, the resemblance
between adoptive parents and their adopted children should be due solely to
cultural transmission. The resemblance between biological parents and their
adopted-away children should result only from genetic transmission.

When studying twins and their families, we can also discriminate these
two mechanisms, but the reasoning is less direct. By studying MZ and DZ
pairs, we can estimate the importance of genetic factors for a given trait, and
based on this information we can predict the level of expected resemblance
between parents and children that should result from genetic mechanisms. If
cultural transmission is occurring, it will produce parent–offspring resem-
blance greater than that predicted by genes alone.9

We studied the sources of parent–offspring transmission in risk for alco-
holism in our sample of female twin pairs (Kendler, Neale, Heath, Kessler, &
Eaves, 1994a) whose parents had participated in personal interviews (see
Chapter 2). As described in Chapter 5, there is substantial evidence that
genetic factors contribute to the risk for alcoholism. It is less clear whether the
liability to alcoholism is also transmitted from parent to child by nongenetic
means. For example, children might model their approach to alcohol use on
their parents by the process of imitation or social learning (Bandura, 1986).
Alternatively, religious and social attitudes passed from parents to children
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(which usually include attitudes toward alcohol use) might contribute to
parent–offspring resemblance for alcoholism. Results of empirical studies of
the role of cultural transmission—most done in the setting of adoption
designs—are mixed. Some studies suggest that being raised by parents
with alcoholism increases the risk for alcohol problems above and be-
yond that expected from genetic effects alone (Beardslee, Son, & Vaillant,
1986; Cadoret, O’Gorman, Troughton, & Heywood, 1985; Cadoret et al.,
1987), whereas other studies find no such effect (Cadoret, Cain, & Grove,
1980; Cloninger, Bohman, & Sigvardsson, 1981; Goodwin, Schulsinger,
Hermansen, Guze, & Winokur, 1973).

The model that we applied to the twins and their parents is portrayed in
Figure 12.3. It has several features that distinguish it from our standard twin
models. In addition to our usual sources of resemblance among relatives (A
and C), we have added cultural transmission, depicted here as path w, which
goes from the phenotype of the parent to the shared environment of the twins.
Cultural transmission is allowed to differ between fathers (wf) and mothers
(wm). Furthermore, because social attitudes toward alcohol consumption have
changed dramatically in this century, it is possible that the genetic factors that
predispose to drinking problems may differ over generations. To capture this
in our model, we include two latent variables representing the genotypes that
are transmitted to the offspring (A′F and A′M). The paths from the parent’s
own genotype (AF and AM) to his or her transmitted genotype are estimated as
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FIGURE 12.3. Parent–offspring model for alcoholism with phenotypic cultural trans-
mission.



free parameters (rf and rm), which represent the genetic correlation between
generations. Finally, the model assumes that spousal resemblance for the lia-
bility to alcoholism results from assortative mating (path d), in which spouses
select one another (in part) on the basis of their predisposition to alcohol-
ism.10

The results from the best-fitting model for our narrow definition of alco-
holism are shown in Figure 12.4.11 The results could not have been simpler.
We found no significant evidence for spousal resemblance for this definition
of alcoholism, nor could we find evidence for cultural transmission. Finally,
the genetic risk factors that influence alcoholism are the same in the parent
and twin generations. The results indicate that all family resemblance for lia-
bility to alcoholism is a result of genetic factors. Being raised by an individual
with alcoholism produced no additional risk for illness beyond that due to
genetic transmission. The key result of this analysis—the absence of evidence
for cultural transmission—was also seen when we examined a broader defini-
tion of alcoholism.

Our main goal in this section was to illustrate one important extension
of the twin model—examining twins along with their families. In so doing,
we can expand considerably the breadth of research questions that can be
addressed. In particular, we can better understand how the vulnerability to psy-
chiatric and substance use disorders is passed from parents to their offspring.
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FIGURE 12.4. Estimates from best-fitting model for parent–offspring transmission of
alcoholism. Adapted from Kendler, Neale, Heath, Kessler, and Eaves (1994a, Figure
2). Copyright by the American Psychiatric Association. Adapted by permission.



DEALING WITH UNRELIABILITY

In our description of the twin method (Chapter 3), we noted that the set
of risk factors we call unique or individual-specific environment (E or e2) is, in
most instances, entirely confounded with errors of measurement. This point
can be most clearly illustrated by an example. Assume that we have members
of a pair of reared-together MZ twins, who of necessity have all their genetic
(A) and all their shared environmental (C) risk factors in common. We per-
sonally interview these two individuals, and twin 1 reports a lifetime history
of disorder X, whereas twin 2 denies such a history. If we knew that a lifetime
history of illness is always reported with complete accuracy, we could con-
clude that this pair is truly discordant. We would then know that this discor-
dance must be due to environmental experiences not shared by the twins,
which either precipitated the disorder in twin 1 and/or protected twin 2 from
developing the disorder. However, individuals are far from completely accu-
rate in reporting their lifetime history of illness. Given this unreliability, we
cannot with certainty distinguish among three alternatives: (1) the twin pair is
truly discordant; (2) the twin pair is truly concordant for not having the disor-
der and twin 1’s report is a false positive (i.e., twin 1 exaggerated his symp-
toms and did not really meet criteria for the disorder); or (3) the twin pair is
truly concordant for having the disorder and twin 2’s report is a false negative
(i.e., twin 2 forgot about a prior episode of illness).12

There is a large literature on the reliability of psychiatric diagnoses
obtained by structured interview.13 The design of most such studies is straight-
forward. A reasonably-sized sample of patients or community respondents is
given the same structured interview on two separate occasions, and the simi-
larity of their responses is compared. In most studies, the test–retest reliability
of most diagnoses is in the “moderate” range (i.e., a κ of 0.40 to 0.60; see
Chapter 2, p. 32). Generally, reliability is higher when assessed in clinical
rather than community samples, perhaps because the disorders are more
severe and hence more “memorable.” Reliability is typically higher for drug
use than for standard psychiatric disorders, probably because drug use and
many of the drug-related criteria are more objective than most of the criteria
for psychiatric disorders.

Unreliability is an enemy to research in genetic epidemiology. Such
“errors of measurement” cause the true effect of genetic or shared environ-
mental risk factors to be underestimated. If, for example, the estimated
heritability of a disorder is modest, the reason may be that either true environ-
mental effects are quite important for the disorder or assessment of the disor-
der is unreliable. It would be helpful to distinguish between these two possibil-
ities.

In this section we describe the use of two methods to correct for unreli-
ability of measurement. The first involves measuring the same thing (e.g.,
lifetime diagnosis of MD) on two occasions; the second involves obtaining
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information on the same diagnosis (e.g., lifetime MD) from two different in-
formants.

Twin Measurement Model

We applied the first model—which we have called the twin measurement
model—to a lifetime diagnosis of MD in 847 female–female twin pairs in
which both members completed both the first and third waves of personal
interviews (Foley, Neale, & Kendler, 1998). For the sake of simplicity, we
refer to these assessments as time 1 and time 2. This model differs from that
presented in Chapter 10. There we studied past-year depression as reported
for two nonoverlapping periods. Here we study lifetime depression as re-
ported on two different occasions.

The basic model that we used is illustrated in Figure 12.5. The model
assumes that each twin has a “true” but unobserved (or “latent”) liability to
MD. Our two assessments of the lifetime history of MD in these twins partly
reflect their true liability to MD and partly reflect error. The paths l1 and l2
represent the degree to which the assessments of the lifetime history of MD
obtained at time 1 and time 2, respectively, reflect true liability. The other
paths to the assessment of MD at each point (u1 and u2, respectively) represent
error in the individual assessments.14
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FIGURE 12.5. Longitudinal twin model to correct for unreliability of measurement.



There are two critical differences between this model and the standard
twin model. First, this model separates error of measurement (u) from true
individual-specific environment (e) that contributes to the true liability to
MD. Second, it provides a direct estimate of the degree to which the individual
assessments of lifetime history of MD reflect the latent liability (l).

We fitted a series of different models to these data, the best-fitting model
of which is shown in Figure 12.6. This model has a number of interesting fea-
tures. The l1 and l2 paths could be set equal. This means that the degree to
which the assessed history of MD reflects the true liability to MD is the same
at the two interviews. The best-fitting model estimated that about 66% of the
variance in liability assessed at personal interview is “reliable” and is thus
assumed to reflect “true” disease liability. The remaining variance (34%) in
liability to MD, as assessed at either our first or second interview, is unreliable
and probably reflects measurement error.

What we called measurement error probably reflects a number of distinct
processes. For example, there is evidence that current mood influences one’s
tendency to recall prior experiences of depression (Bower, 1987). So imagine
that we had a pair of twins who were truly concordant for lifetime MD but
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FIGURE 12.6. Results from twin analyses to correct for unreliability of measurement
in risk for lifetime major depression (MD) (shown for one twin). Adapted from Foley,
Neale, and Kendler (1998, Figure 1). Copyright 1998 by Cambridge University Press.
Adapted by permission.



whose episodes were relatively mild and occurred a long time ago. One of
them has a particularly bad day before her interview and remembers her prior
depression. The other is in a very good mood during the interview and does
not recall her prior depression. This measurement error would result in the
twins’ appearing to be discordant for MD.

We also know that in interview situations the behavior and attitude of
the interviewer can influence the degree to which respondents will reveal
information about themselves. Despite the fact that all of our interviewers
went through the same rigorous training, it is certainly possible that some of
them were better than others at providing an interview environment that
encouraged the twins to report about their prior psychiatric problems. Such
effects would also come out as measurement error in our study.

What is most important about this model is that it allows us to “sub-
tract” the effects of error from the estimates of the etiological role of genetic
and environmental risk factors in MD. If we analyzed the data from time 1 on
its own in a standard twin model (such as the ones we used in Chapters 4 and
5), we would estimate that the heritability of MD is 43%, with the remaining
57% of variance in risk due to individual-specific environment. This is very
close to the results we report in Chapter 4 based on all-female pairs inter-
viewed at least once. However, those estimates include the effect of error.
Corrected for unreliability, the heritability of liability to MD is now estimated
at 66%, with 34% of risk due to “true” individual-specific environment.
These changes are substantial. Estimated heritability increases from 43 to
66%. It is also important to note that, had we detected evidence for shared
environment (c2) for MD, this estimate would also increase after correcting
for unreliability. Thus this method reveals that a substantial proportion of
what our standard twin models estimate as individual-specific environment
actually represents error of measurement.15

We also applied this measurement model to our diagnoses of phobia
using information obtained from our female–female twin pairs at the first and
fourth interview waves (Kendler, Karkowski, & Prescott, 1999c). The long-
term stability of a lifetime diagnosis of phobias was among the lowest we
found in our study. When we corrected for that unreliability of measurement,
the heritability increased substantially, with results for most phobia subtypes
in the range of 50–60%. As with MD, our results suggest that a good deal of
what we called individual-specific environment in our standard twin models
for lifetime psychiatric disorders reflects unreliability of measurement.

Multiple-Rater Model

The second analytic approach we have taken to address the problem of
measurement error also involves two reports of the presence or absence of a
history of psychiatric illness in a twin. However, instead of asking the twin
twice about his or her own history of MD, we used self-reports (twins report-
ing on their own history of MD) and cotwin reports (twins reporting on the
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history of MD in their cotwins).16 The multiple-rater model used to analyze
these data is portrayed in Figure 12.7. This model depends on four kinds of
diagnostic reports for each twin pair, including two self-report measures: “T1
on T1” (twin 1’s report on twin 1) and “T2 on T2” (twin 2’s report on twin
2), and two cotwin reports: “T2 on T1” (twin 2’s report on twin 1) and “T1
on T2” (twin 1’s report on twin 2).

As in our twin measurement model, we assume that there is a latent
“true” liability to MD. As usual, this latent liability results from variation in
A, C, and E. This latent liability is reflected primarily in two diagnostic mea-
sures. For twin 1’s liability, these would be measured by self-report (T1 on
T1) and cotwin report (T2 on T1). The latent liability to MD is connected to
the self-report history through the path labeled sr (for self-report). The higher
the value of this self-report path, the more closely related twin 1’s self-report
history is to the “true” latent phenotype. The latent liability to MD is also
reflected in the cotwin report through a path labeled ctr (for cotwin report).
The higher this cotwin report path is, the more closely related the cotwin
report about a twin and the true liability of that twin are. One of the interest-
ing results from this model is that we can quantify how well our twins have
followed the old Greek maxim of “know thyself.” By comparing the coeffi-
cients of these two paths, we can assess whether twins know themselves better
than their cotwins know them.

What makes this model different from our measurement model is the
need to account for potential biases in cotwin report. A large body of data
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FIGURE 12.7. Twin model for multiple raters.



indicates that the report about the history of illness obtained from one relative
(typically called an informant) about another relative is influenced by charac-
teristics of both the relative and the informant. In particular, the probability
that an informant will report that a relative has a particular disorder is influ-
enced by the informant’s own history of that disorder (Breslau, Davis, &
Prabucki, 1987; Chapman, Mannuzza, Klein, & Fyer, 1994; Heun, Maier, &
Muller, 2000; Kendler et al., 1991b; Rice et al., 1995; Roy, Walsh, Prescott,
& Kendler, 1994; Roy, Walsh, & Kendler, 1996). This potential bias was
taken into account in our model in two ways. The first and most obvious way
is to include a path by which the cotwin report is influenced by the latent lia-
bility of the cotwin. This is portrayed in Figure 12.7 by the path with the coef-
ficient bi for “bias.” A large estimate for the bias path means that a cotwin
report is strongly influenced by the cotwin’s own liability to illness. For exam-
ple, if individuals with high liability to MD are more likely to observe and
report MD in their relatives (perhaps because they are more sensitive to the
symptoms), this would result in a positive estimate for the bias path. A nega-
tive bias is also possible.

The second method used to account for informant effects begins with a
feature that this model shares with the measurement model. We included in
both models an error term (U for unreliability), which reflects everything that
might influence self-report or cotwin report of MD except the disease liability.
The path coefficients u1 and u2 express the magnitude of the impact of these
residual effects on the observations of self- and cotwin report, respectively.
Some of these residual effects (such as impressions of the interviewer, a ten-
dency to generally underreport or overreport symptoms) could affect the ten-
dency of an individual to report on both him- or herself and his or her cotwin.
This correlation of residual errors is reflected by the path rre. Thus this model
contains two different paths whereby “excess” resemblance17 might arise
between a twin’s self-report (i.e., T1 on T1) and his report on his cotwin (i.e.,
T1 on T2). The first of these is via the bias path and the second is through cor-
related errors.

We fit this model to five disorders and regular tobacco use assessed in
approximately 1,200 of our male–male pairs (Kendler, Prescott, Jacobson,
Myers, & Neale, 2002b).18 We review the results for two disorders that illus-
trate the range of findings, MD and AASB. The results from the best-fitting
multiple-rater model for lifetime MD are summarized in Figure 12.8. Four
results are particularly noteworthy. First, “true” liability to MD constituted
an approximately equal combination of the self-report and cotwin report
information (i.e., sr = ctr) . This means that these two different methods of
obtaining a lifetime diagnosis of MD (asking twin 1 about his own history or
asking twin 2 about twin 1’s history) equally reflect twin 1’s true liability to
MD.

Second, there was substantial unreliability in both self- and cotwin report
of lifetime MD. These measures are about equally the result of true liability to
illness and of error.
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Third, the heritability of the true or latent liability to MD is 59%, sub-
stantially higher than was obtained from applying a standard twin analysis to
self-report diagnoses (Chapter 4). These results are reassuringly similar to the
estimate obtained earlier based on our measurement model. At least with
respect to depression, errors of measurement can be estimated equally well by
assessing the same twin twice or by asking twins to report on each other. The
latter, we should note, generally demands much less effort.

Fourth, the best-fit model had a zero estimate of the bias path but did
contain a substantial and positive correlation between the error terms. This
result tells us that there is some “extra” resemblance between self- and cotwin
report. Individuals who report that they themselves have a history of MD are
more likely than would be predicted by other parts of the model to report that
their cotwins have a history of MD.

The results for AASB are summarized in Figure 12.9. They differ substan-
tially from those found for MD in several key ways. First, the cotwin report
path is much larger than the self-report path. These results suggest that you
would obtain more accurate information about twin 1’s history of ASB by
asking his cotwin than by asking twin 1 himself. This result probably rings
true to readers who are clinicians. Individuals with antisocial traits are often
remarkably good at justifying their own behavior so that it is seen in a favor-
able light (Cleckley, 1982). Usually, their relatives are not quite so sympa-
thetic, perhaps because they are often the victims of the antisocial behavior.

Extensions of the Twin Model 243

FIGURE 12.8. Results from multiple-rater model for lifetime major depression (MD).
Adapted from Kendler, Prescott, Jacobson, Myers, and Neale (2002b, Figure 2b).
Copyright 2002 by Cambridge University Press. Adapted by permission.



A second difference between the results for MD and AASB is that there
was evidence of a significant negative bias path for AASB.19 This means that
individuals with high levels of liability to ASB are less likely to report such
behavior in their cotwins. Such individuals probably have a higher threshold
for what they consider to be abnormal or deviant behavior than do individu-
als without AASB. This reminds us of the bad joke in which an alcoholic is
defined as someone who drinks more than his doctor. Our view of what is
deviant in the world is probably substantially influenced by the benchmark of
our own behavior.

A third result is that the latent genetic liability to AASB when assessed by
both self- and cotwin report is quite high, approximately 90%! This is consid-
erably higher than that reported in Chapter 5. The explanation for this high
estimate of heritability for the reliable liability to AASB is that prior studies of
ASB have often relied largely or exclusively on self-report measures. As the
model results show, these measures are quite unreliable. Although our result
has substantial statistical precision (the 95% CI is 88%, 94%), we would cau-
tion against an overzealous interpretation of this finding and emphasize that
replication is needed. However, other studies also suggest that the reliable
portion of externalizing liability is quite high. For example, a study of adoles-
cent male twins estimated the heritability of the latent liability to externalizing
behavior to be about 80% (Hicks et al., 2004).
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FIGURE 12.9. Results From multiple-rater model for adult antisocial behavior
(AASB). Adapted from Kendler, Prescott, Jacobson, Myers, and Neale (2002b, Figure
2c). Copyright 2002 by Cambridge University Press. Adapted by permission.



Conclusions about Unreliability

There are three main messages to take away from our analyses of unreli-
ability. First, as has been shown previously by us and by other researchers,
unreliability is substantial when psychiatric diagnoses are based on a single
report of what people say about their lifetime history of psychiatric disorder.20

Second, several powerful approaches are available in twin studies to assess
and correct this unreliability. The extra effort they require is likely to be
worthwhile. Third, correcting unreliability can increase estimates of herit-
ability and decrease estimates of the importance of individual-specific environ-
ment. The typical twin study that is based on a single assessment is likely to
underestimate heritability, perhaps substantially, and to overestimate the
impact of unique environmental factors.

SUMMARY

In this chapter we have described three extensions of the traditional twin
model used to address conditional multistage processes, transmission of risk
across generations, and the unreliability of measurement. We examined these
subjects for two reasons. First, we believe the substantive results are of consid-
erable interest in clarifying important questions about how genes and environ-
ment influence the risk for psychiatric and substance use disorders. Second,
these results show how it is possible, with some creative thinking and proper
statistical methods, to develop ways to rigorously address important questions
in the etiology of psychiatric illness that have too long been left to the realm of
speculation or clinical intuition.

NOTES

1. We are not the first to approach this overall problem, although our solu-
tion may have some advantages over those proposed earlier (e.g. Heath & Martin,
1993; Madden et al., 1999).

2. Here we use the term drug to refer to any illicit psychoactive substance
and the term abuse to refer to any form of misuse.

3. The model we fit also included a fixed estimate of the unreliability of ini-
tiation (based on test–retest reliability) so that the variation transmitted to substance
abuse is from the reliable portion of initiation. For simplicity this is not shown in the
figures.

4. We study abuse and dependence together to increase our statistical
power. This is especially needed for the female twins, in whom dependence on some of
the substances is quite rare. Even so, the sample sizes of individuals with abuse/depend-
ence for opiates and hallucinogens were too small to permit useful analysis. When we
examine results for dependence only versus the combined category of abuse and
dependence, the pattern of findings is nearly always quite similar.

5. These analyses included only same-sex twin pairs. We included an unre-
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liability component, U, in this model, which represents the unreliability in our assess-
ment of initiation, although for simplicity, this is not shown in the figures. Our mea-
sure of drug initiation will never be perfectly reliable and will always contain some
error of measurement. It distorts the model to expect that “error” in drug use would be
passed, via the b path, downstream to influence risk for drug abuse.

6. Genetic risk factors specific to the stage of abuse were relatively more
important for stimulants and less important for cocaine, at least in males. The degree
of communality between risk factors for use and risk factors for abuse/dependence
(i.e., the magnitude of the b path) was highest for cannabis and lowest for sedatives.

7. This need not be restricted to two stages; we have fit models for tobacco
use that included initiation, regular use, and ND.

8. We use a broader definition of the term cultural than is employed in
anthropology. This terminology has been a source of confusion when genetic epi-
demiologists and anthropologists talk about sources of family resemblance.

9. Another twin–parent design is possible—the study of twins and their
children. Although the latter design has some advantages over the former, it was not
used in the VATSPSUD and thus is not further discussed.

10. Parent–offspring models include several complex constraints. For esti-
mating the parental correlation in liability, we selected the delta path method (see
Fulker, 1988; van Eerdewegh, 1982). Models that contain both w (wf and wm) and r (rf
and rm) are not identified in the usual twin–family design. We estimated them by test-
ing a series of models with differing constraints (see Kendler, Neale, Heath, Kessler, &
Eaves, 1994a, for details). Another feature of the parent–offspring model is that the
correlation between the additive genetic and common environmental components can
be estimated (path p), but this did not turn out to be significant in the current example.

11. The narrow definition used DSM-III-R criteria for AD, including the tol-
erance or dependence criteria. This study included 2,060 female twins, 853 mothers,
and 615 fathers. Four family types were studied: twins only (n = 129 pairs), twin pairs
and their fathers (n = 48), twin pairs and their mothers (n = 286), and pairs with both
parents (n = 567).

12. We know from prior research that the third possibility is quite a bit
more likely: People are more prone to forget about episodes of illness that did happen
than to report episodes that did not happen.

13. Some of the more important recent references to consult on this issue
include Aneshensel, Estrada, Hansell, and Clark, 1987; Bromet, Dunn, Connell, Dew,
and Schulberg, 1986; Fendrich, Weissman, Warner, and Mufson, 1990; Prusoff,
Merikangas, and Weissman, 1988.

14. By definition, l2 + u2 = 1.0. Further elaborations of this model are possi-
ble. In particular, the occasion-specific effects could be a result of factors other than
just random error. For example, we tested whether there were genetic effects specific to
the time 1 or the time 2 interview but found no evidence for any twin resemblance for
the occasion-specific factors. Another assumption of the measurement model is that
the lifetime assessments of two interviews cover the same risk period. Our interviews
were designed so that at the time 2 interview we assessed lifetime history for MD up to
the date of the time 1 interview.

15. The most instructive way to appreciate the results of this model is to par-
tition the variance of the lifetime history of MD as assessed at one of the specific times.
At the first level, this can be divided into 34% due to unreliability and 66% due to sys-
tematic effects. Now the systematic effects can be divided into genetic effects (equal to

246 A CLOSER LOOK AT GENETICS AND ENVIRONMENT



44% of the variance in the lifetime history) and “true” individual-specific environment
(equal to 22%). Thus, of the 56% of the variance in liability attributed to individual-
specific environment in a standard twin model about 60% (34/56) comes from mea-
surement error and about 40% (22/56) reflects “true” individual-specific environment.

16. We are by no means the first or only group to use multiple-rater models,
although most prior uses of such models have been applied to data collected about
children. See, for example, Neale and Stevenson, 1989; Simonoff et al., 1995;
Vierikko, Pulkkinen, Kaprio, and Rose, 2004.

17. By excess resemblance, we mean beyond that expected from the correla-
tions in the genetic and environmental risk factors on the latent phenotype.

18. FF pairs were not included because we never asked them about the his-
tory of psychiatric and substance use disorders of their cotwins.

19. The net effect of the bias path differs for MZ and DZ pairs because the
path goes from one twin to the other and thus includes differences in the degree of
genetic resemblance. The observant reader will note that the two positive paths to the
“T2 on T1” and “T1 on T2” boxes sum to more than 100%—to 124% to be precise.
This occurs because of the negative bias paths. When averaged across both MZ and
DZ twins, the sum of the three paths to these boxes approximates 100%.

20. Studies that rely on medical records collected at the time of illness or
other official records (such as registration for alcohol problems) do not have this prob-
lem of low test–retest reliability, but there are often other problems with the validity of
such data, including incomplete identification of cases and inconsistent diagnostic pro-
cedures.
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P A R T V

BRINGING IT
ALL TOGETHER





C H A P T E R T H I R T E E N

The Genetics
of the Environment

In Part II of this book, we took the perspective of the psychiatric geneti-
cist, asking basic questions about the magnitude of the role of genetic factors
in the etiology of psychiatric and substance use disorders. In Part III, we acted
as psychiatric epidemiologists, trying to relate proximal and distal environ-
mental risk factors to liability to illness. In Part IV, we tried to show the
breadth and depth of the questions that the psychiatric geneticist can answer
beyond the simple question of heritability. Although the environment played a
role in these analyses, it was an unobserved component, the presence of which
we inferred by patterns of correlations in twin pairs. In this final section of the
book, we weave together the genetic and environmental risk factors, showing
the complex and interesting ways in which they relate to one another in the
etiology of psychiatric and substance use disorders.

Traditional models for the etiology of psychiatric disorders assume that
genetic and environmental risk factors are independent and add together to
produce low or high risk for a disorder. The environment is usually conceptu-
alized as something “out there” that happens to us. In this chapter we show
that neither of these assumptions is correct. We present evidence that genetic
risk factors influence the probability of exposure to environmental risk fac-
tors, including stressful life events, low levels of social support, and poor par-
enting.
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STRESSFUL LIFE EVENTS

We began Chapter 8 by showing that the occurrence of stressful life
events (SLEs) strongly predicts the subsequent onset of episodes of major
depression (MD) and generalized anxiety disorder (GAD). In this chapter, we
ask a different question: What causes people to have SLEs?

Most studies of SLEs assume that their occurrence is random, that having
a large number of SLEs is due to “bad luck.” However, several lines of evi-
dence suggest that a “bad luck” model of life events is implausible. First, the
number of recent SLEs that individuals report is moderately stable over time;
some individuals experience large numbers and others small numbers of life
events (Andrews, 1981; Fergusson & Horwood, 1984). Second, the number
of life events a person experiences can be predicted by personal characteristics,
such as social class, self-esteem, social support, mood, and personality (Brett,
Brief, Burke, George, & Webster, 1990). Third, research has shown consistent
differences among people in how frequently they experience specific events,
such as automobile accidents, industrial injuries, and criminal victimization
(McFarland, 1957; Tillmann & Hobbs, 1949).

As we demonstrated in prior chapters, the twin design is a powerful tech-
nique for understanding the sources of individual differences in human popu-
lations. To begin to answer the question of the genetic control of exposure to
the environment simply requires that we turn the twin method from the study
of the causes of disorders and apply it to the study of environmental risk fac-
tors. We first consider twin resemblance for stressful life events.

Sources of Individual Differences in Reported Life Events:
A Cross-Sectional Study

In the mailed questionnaire that represented our first contact with the
female–female twins, we asked respondents whether they had experienced any
of 44 SLEs during the preceding year. As with SLEs assessed by interview (see
Figure 8.1), the frequency varied widely across different types of events. The
most commonly reported events (by over 40% of women) were interpersonal
difficulties and a crisis within their social networks. The events reported least
commonly were being the victim of a crime (3.9%) and experiencing legal
problems (2.6%). The average number of prior-year life events was three,
with 18.4% of twins reporting no events (Kendler, Neale, Kessler, Heath, &
Eaves, 1993g).

As shown in Figure 13.1, we found substantial twin-pair resemblance for
the total number of SLEs experienced, with correlations of 0.43 among MZ
pairs and 0.31 among DZ pairs. MZ correlations for each of the nine classes
of life events consistently exceeded those for DZ pairs, although the difference
was sometimes small.

Figure 13.2 depicts the genetic and environmental proportions of vari-
ance for predisposition to experience life events. Genetic factors were esti-
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FIGURE 13.1. Twin-pair correlations for 1-year occurrence of stressful life events
(SLEs). r = correlation; MZ = monozygotic; DZ = dizygotic. Data from Kendler, Neale,
Kessler, Heath, and Eaves (1993g, Table 2).

FIGURE 13.2. Estimated proportions of variance for 1-year occurrence of stressful life
events (SLEs). Env = environment. Data from Kendler, Neale, Kessler, Heath, and
Eaves (1993g, Table 3).



mated to account for 26% of the variance in total life events. Shared envi-
ronmental factors contributed 18%, and the remaining 56% came from
individual-specific environmental factors. The model-fitting results differ for
different classes of life events. For all the network events (death, illness/injury,
and crisis) and work difficulties, genetic factors appear to play little to no role;
twin resemblance appears to result largely from shared environmental influ-
ences. This makes sense, as one would not expect an individual’s genetically
influenced behavior to affect the illnesses, crises, or deaths of her family and
friends.

For interpersonal difficulties, twin-pair resemblance resulted from about
equal proportions of shared environment and genetic factors. This also
seems reasonable. As twins share all of the same family members and some
of the same friends, they are also likely to share many interpersonal difficul-
ties.

For the remaining four “personal” events and difficulties, nearly all twin
resemblance was due to genetic factors. For illness, marital, and financial
problems, this seems sensible. These kinds of events are influenced by an indi-
vidual’s health or personality—characteristics that are genetically influenced.
For being robbed or assaulted, we note that most of the variation came from
individual-specific environment—consistent with the “bad luck” model of
SLEs. However, most of the modest twin resemblance appeared to be the
result of genes. Perhaps these effects are mediated by genetically influenced
temperamental traits such as risk taking or impulsivity.

We conducted a number of additional analyses to test for possible biases
in our results. We were particularly concerned about violations of the equal
environment assumption (EEA; see Chapter 6). Frequency of social contact
between the twins as adults significantly predicted twin similarity for total life
events. Because twins from MZ pairs have more contact with each other than
do DZ pairs, it is possible that greater twin resemblance in MZ twins, which
our model attributes to genetic influences, could have resulted from closer
contact between the MZ twins. However, including measures of social contact
did not change the results of our analyses to any substantial degree. This sup-
ports our interpretation that the evidence for genetic influences is not due to a
contact bias.

We also conducted additional analyses to identify the sources of the
shared environmental influences on life events. Because some SLEs tend to
decrease with age (e.g., relationship difficulties) and others increase (e.g.,
health problems), we hypothesized that some of the shared environmental
effect was due to twins in a pair being the same age. In fact, we found that
age effects were not important. Another possibility is that some of the
shared environmental effects were due to twins reporting the same event.
This was true in part for network events; however, for personal events,
shared environmental effects appear more likely to be the result of “endur-
ing” factors shared by twins, such as might result from being reared in the
same environment.
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Sources of Individual Differences in Reported Life Events:
A Longitudinal Study

Our initial analysis of SLEs had at least two methodological weaknesses.
First, we used questionnaire-based measures. As we discussed in Chapter 8,
this method of assessment is probably more influenced by personality and per-
ceptual biases than are measures obtained by structured personal interviews.
Second, our results were based on a single time of assessment. As we noted
previously (see Chapter 3), cross-sectional studies cannot discriminate among
enduring individual-specific environmental effects, occasion-specific effects,
and errors of measurement. However, as we illustrated for MD in Chapter 10,
when the same trait is measured on more than one occasion, we can make
some distinctions among these forms of individual-specific factors.

We consider this issue to be of particular interest for SLEs because we
would like to distinguish the portion of individual differences in SLEs that is
truly “bad luck” from that which is an enduring characteristic of the person.
This distinction is portrayed in Figure 13.3. On the left are enduring factors,
which produce similarity over time in an individual’s risk for experiencing
SLEs. The genetic and shared environmental factors would produce resem-
blance between members of a twin pair. On the right are time-specific factors,
including bad luck and measurement error, as well as temporary factors about
a person, such as short-term fluctuations in mood, that might alter his or her
risk. These time-specific factors act at the individual level and generally would
not be correlated across twins in a pair (although bad luck could cause an SLE
that both twins shared). The time-specific (or “transient”) factors are shown
in a single circle because they cannot be estimated separately using a longitu-
dinal twin study such as we conducted.
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To separate enduring and time-specific effects on SLEs, we analyzed data
from 937 female–female twin pairs who completed the wave 1 and 2 personal
interviews (Foley, Neale, & Kendler, 1996). The measures of SLEs were the
same as those described in Chapter 8 (see Sidebar 8.1). The study, which was
performed along with our colleague Debra Foley, examined each type of life
event separately, but here we focus on the results for two broad categories:
network events and personal events. Total personal SLEs correlated 0.43
across the two interview waves, confirming the idea that there are stable dif-
ferences among individuals in the occurrence of SLEs. Occurrence of network
events was somewhat less stable, correlating 0.24 across the two interviews.
The twin-pair correlations for personal and network SLEs, though quite vari-
able, were nearly always higher in MZ than in DZ pairs. The exception (as
expected) was for reports of deaths of parents and siblings, for which MZ and
DZ correlations were nearly identical, indicating very high reliability between
twins for the recall of these salient events. The twin-pair correlations and
results of model fitting for personal events and network events for each wave
analyzed separately were similar to those obtained for the questionnaire-based
study (shown in Figures 13.1 and 13.2).

The unique results from this study came when we analyzed the data from
both waves together. Nearly half of the variability among people in the ten-
dency to experience SLEs was due to factors that are stable across time. Stable
effects (those on the left side of Figure 13.3) accounted for 45% of the varia-
tion in risk for personal life events, whereas the time-specific effects (shown
on the right side of this figure) accounted for 55%. Of the 45% stable vulner-
ability to SLEs or “event-proneness,” 29% was due to genetic effects and
16% to stable individual-specific environmental effects. The stable liability to
SLEs is quite heritable—nearly two-thirds of differences between people in
their tendency to experience small versus large numbers of personal SLEs is
genetic. Another important result is that environments shared by siblings do
not seem important (except when both siblings are experiencing the same
event). Finally, as we expected, many SLEs seem to be caused by transient
time-specific factors, which are probably largely bad luck.

Our findings of heritable influences on SLEs have been replicated in sev-
eral other twin studies. Significant genetic effects have been found for specific
SLEs, such as combat trauma and divorce, as well as for summary measures of
SLEs (Lyons et al., 1993; McGue & Lykken, 1992; Plomin, Lichtenstein,
Pedersen, McClearn, & Nesselroade, 1990; Thapar & McGuffin, 1996).

These results provide convincing evidence supporting one of the major
themes of this book: The relationship between individuals and their environ-
ments is complicated. Certainly, life does sometimes deal us a bad hand.
Sometimes we are stung by “the slings and arrows of outrageous fortune,” as
Shakespeare’s Prince Hamlet said. But as we found in this study, the tendency
to have high versus low levels of life stress is a somewhat stable trait. And,
more interestingly, genetic factors play a strong role in that stability. To put it
more succinctly, we are responsible, directly or indirectly, for a fair propor-
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tion of the stressful situations we experience. Part of what makes us prone to
create stressful environments is earlier environmental experiences, but more of
this tendency appears to come from genes that we have inherited. For exam-
ple, people who, because of their genetically influenced temperament, are irri-
table and hot tempered or those with strong, domineering personalities will
provoke hostility in others much more often than will their sunnier, more
imperturbable counterparts and thus may experience more interpersonal diffi-
culties.

SOCIAL SUPPORT

In Chapter 8, we introduced the concept of social support, which we
defined broadly as the caring and sustenance an individual obtains from the
social environment. In the thousands of studies that have examined social sup-
port, it has nearly always been conceptualized as an environmental variable—
something the environment provides for the person. Three lines of evidence
suggest that this unidirectional model—in which the social environment
impinges on the individual but not vice versa—may be unrealistic.

First, level of social support is significantly correlated with personality,
suggesting that personal characteristics influence the amount of social support
an individual receives (Sarason et al., 1986; Monroe & Steiner, 1986).
Extraverts tend to report higher levels of social support than introverts. Indi-
viduals who are highly neurotic tend to report lower quality of social support
than those with easygoing personalities.

Second, positive social interactions result from active efforts that individ-
uals make to develop and sustain supportive relationships (Antonucci & Jack-
son, 1990). Good social relationships do not just happen but are created.

Third, level of social support is moderately stable over time, even when
there is substantial environmental change (Sarason et al., 1986). A particu-
larly good demonstration is provided by a study of social support among Jap-
anese high school exchange students who were placed with host families in
other countries (Furukawa & Shibayama, 1997). A social support scale was
administered before the students left Japan, after they had lived 6 months in
an unfamiliar foreign community, and 6 months after they returned home.
The correlations in level of social support across the three contexts were rela-
tively high. To a substantial degree, individuals created social environments
during their exchange similar to those they had experienced in their “home”
environments.

In the VATSPSUD we wanted to understand the causes of such stability
of social support. We applied the same longitudinal twin design to social sup-
port that we used with SLEs. During our first and third personal interviews
with the female twin pairs, we assessed the dimensions of social support using
a 16-item Social Interaction Scale (Schuster, Kessler, & Aseltine, 1990) devel-
oped at the Institute for Social Research. In these analyses we wanted to look
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more closely at the dimensions of social support and their stability over time.
Rather than using a global measure (as in Chapter 8), we identified six aspects
of social support based on factor analysis of our data (Kendler, 1997). Rela-
tive Problems and Friend Problems reflect the degree to which the twin
reported relatives or friends as “making too many demands,” “criticizing,”
and “creating tension or arguments.” Relative Support reflects the frequency
of contact with relatives and the degree to which relatives made the twins feel
“they care about you” and expressed “interest in how you are doing.” The
Confidant factor reflects the access to a confidant and the number of available
confidants. Friend Support indexes positive emotional relations with friends.
Social Integration reflects the number of friends, the frequency of contact with
them, and the frequency of club attendance.

The dimensions of social support were moderately stable over the 5-year
interval between our two assessments of these measures. The time 1–time 2
correlations were: Relative Problems, 0.51; Friend Problems, 0.39; Relative
Support, 0.42; Confidants, 0.42; Friend Support, 0.44; and Social Integration,
0.45.

The estimates from our twin analyses are summarized in Figure 13.4. The
time-specific (transient) effects are substantial, ranging from 47 to 62% of the
variance. As we discussed in the context of SLEs, these effects include short-
term effects (e.g., a short-lived argument with a friend or relative a few days
before the interview), as well as errors of measurement. After removing these
short-term effects, the stable variation in all six dimensions of social support is
substantially heritable. The results from our best-fit models indicate that 43–
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75% of the variance in stable social support is due to genetic differences
between individuals. Because an individual’s genetically influenced tempera-
ment might influence the kinds of friends she selects, the degree to which she
forms confiding relationships, and the extent to which she joins social organi-
zations, it is reasonable that these dimensions of social support might be more
heritable.

Shared family effects contributed to twin-pair resemblance for social sup-
port only for the two factors that involved relatives. These results suggest that
the quality of social support from relatives may be related to the tempera-
ments of the relatives, as well as to the temperaments of the twins. For exam-
ple, if a mother is particularly critical and demanding, both of her twin daugh-
ters would have higher Relative Problem scores. This would be true both for
MZ and for DZ twins, resulting in shared environmental variance. It is worth
noting that genetic effects are present even for the measures of social support
from relatives. This suggests that—given such a critical mother—twins from
MZ pairs are, on average, more likely to develop a similar kind of relationship
with her (for good or ill) than are DZ twins. As with stressful life events, the
environmental risk factor of social support is relatively heritable.

An important issue in social support research is the distinction between
objective and subjective measures. That is, have we measured how the world
truly treats the twins or only how the twins see themselves as being treated?
Our results are based on respondent report, so we cannot determine defini-
tively whether we have found evidence for genetic factors that actually influ-
ence how individuals interact with their social environments or genetic factors
that influence the ways twins perceive their social environments.

However, we can obtain some information by comparing the pattern of
results for the four scales on which the twins reported about emotional
aspects of their social relations (Relative Problems, Relative Support, Friend
Problems, and Friend Support) with the results for the remaining two scales
(Confidants and Social Integration), on which the twins report the more
objective measures: number and frequency of their social contacts. If the
observed heritability of social support was a reflection of a plaintive set that
individuals bring to the world (e.g., as the childhood song goes, “nobody likes
me, everybody hates me, guess I’ll eat some worms”), we would predict higher
heritability estimates for the four scales that reflect the emotional nature of
social relations than for the two scales that measure social contact. However,
the opposite is observed. The highest heritability estimates are for the two
scales that report more objective phenomena: Confidants and Social Integra-
tion. These results suggest that we are assessing some features of the objective
social reality.

We are aware of one other twin study that has examined social support
across multiple occasions. This study was performed in Sweden and involved
older twins, some of whom were reared together and others who were reared
apart (Bergeman, Neiderhiser, Pedersen, & Plomin, 2001). Despite the age
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and cultural differences between this study and our own, the results are simi-
lar. The investigators reported moderate heritability for three factors of social
support and evidence that the same set of genes influenced social support
across time. So, as we saw with SLEs, it is far more correct to say of the rela-
tionship between individuals and their environments that each affects the
other (person ↔ environment) than to say only that people are affected by
their environments (person ← environment).

PARENTING

As we described in Chapter 7, the manner in which a child is reared by
his or her parents has long been considered a crucial determinant of mental
health. Many studies, including our own, suggest a relationship between par-
enting received and risk for psychopathology later in life. Nearly all studies of
parenting consider it to be an “environmental” variable, but as we just saw
for social support, this perspective is probably an oversimplification. Parent-
ing is a complex, dyadic process that is influenced by many factors, including
temperamental characteristics of the parent that influence provision of parent-
ing and temperamental characteristics of the child that elicit the type of par-
enting received.

As with SLEs and social support, we set out to understand the sources of
individual differences in parenting using a twin design. Our sample of female–
female twins provided an opportunity to explore the role of genetic and envi-
ronmental influences on parenting from two different perspectives: twins
reporting on the parenting they received from their fathers and mothers and
twins reporting on the parenting they provided to their own children. These
two viewpoints make for a more complex but richer view of the phenomenon
of parenting than we obtained for SLEs or social support. We can, in effect,
study the genetics of parenting as seen from the perspectives of both parent
and child. We used the same measures of parenting described previously (see
Sidebar 7.1), using three factors derived from a brief version of the Parental
Bonding Instrument (PBI; Parker, Tupling, & Brown, 1979). Here we focus
solely on the dimension of parental warmth, because this was the dimension
most strongly related to risk for psychiatric and substance use disorders (see
Chapter 7).

Parenting Received

First, let’s consider three simplified scenarios for influences on how par-
ents treat their children and what these predict for the results of a twin study
of parenting received. In the first scenario, each parent treats all of his or her
children exactly the same, regardless of the genetic similarity of the children.
In this case, twins from MZ and DZ pairs would be equally similar for parent-
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ing received and twin resemblance, for parenting received would be estimated
as entirely due to shared environmental factors. In the second scenario, par-
ents modify their parenting style in reaction to genetically influenced charac-
teristics of their children. Now the similarity of parenting received by twins in
a pair would be a direct result of the twin-pair genetic resemblance; that is, the
level of similarity in parenting received by MZ pairs would be twice as great
as that received by DZ pairs (because MZ twins are, on average, twice as
genetically similar as DZ twins). In this case, a twin study would find that all
similarity for parenting received would be due entirely to genetic factors. In
our final scenario, parents treat their children differently from one another but
in a way that is unrelated to the child’s genetic constitution (perhaps engaging
in unpredictable, erratic parenting). In this case the parenting experience of
each child in a family would be uncorrelated, and a twin study would find
that variability in parenting is due entirely to individual-specific factors.

We analyzed information from members of 547 MZ and 390 DZ twin
pairs who provided ratings of the parenting provided to them by their mothers
and fathers (Kendler, 1996b). The pair correlations for levels of paternal and
maternal warmth were much higher for MZ pairs (r = 0.71 and 0.61, respec-
tively) than for DZ pairs (r = 0.48 and 0.38, respectively). The estimates from
twin model fitting, shown in Figure 13.5, suggest that genetic factors are a
major influence on twin resemblance for parenting received. For paternal
warmth, shared environment also played a significant role.

These results reflect genetic influences on elicitation of parenting. Pre-
sumably, the level of parental warmth shown by parents reflects genetically
mediated characteristics of their offspring.
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Parenting Given

Now let’s consider what genetic and environmental influences mean when
twins report on the parenting they provide to their own children. If the way a
woman raises her children is entirely a result of attitudes and values obtained
from her family of origin, then variation in parenting style would be entirely due
to shared environment; the similarity of the parenting received in offspring of
pairs of female–female MZ twins and DZ twins would be the same. If the way a
woman raises her children is solely a result of her own genotype, then parenting
given would be entirely genetically based; the similarity of parenting received
from mothers who are twins would be twice as great for the offspring of MZ
twin pairs as for the offspring of DZ pairs. If the way a woman raises her chil-
dren is unrelated to her family background and to her genotype, then parenting
would be entirely individual specific; the parenting experienced by offspring of
MZ and DZ twin pairs would be uncorrelated.

We analyzed data from 145 MZ and 117 DZ pairs of female twins who
reported on the parenting they provided to their own children (Kendler,
1996b).1 We found moderate resemblance for the parenting reports of MZ
pairs (r = 0.44) and no resemblance for DZ pairs (r = –0.01). As shown in Fig-
ure 13.5, the source of the pair resemblance for warmth provided was entirely
genetic with a moderate heritability (38%). These results reflect genetic effects
on the provision of parenting whereby parental behavior is directly influenced
by genetically mediated characteristics of the parent.2

Interpretation of Parenting Studies

The most plausible interpretation of these results is that genetic factors
have significant impact on both the provision of parental warmth and its elici-
tation. It seems likely that these genetic influences act through temperament
and personality. In other words, some parents are, by their natures, more lov-
ing and caring than others, and some children are, by their natures, easier to
love and care for.

Our results are similar to those obtained by other twin studies of parent-
ing received. Of particular interest are the results from two studies of sepa-
rated identical twins (Hur & Bouchard, 1995; Plomin, McClearn, Pedersen,
Nesselroade, & Bergeman, 1988). Although the twins within a pair were
reared by different sets of parents, the twin–cotwin ratings of parental warmth
received correlated from 0.30 to 0.37. These results provide compelling evi-
dence for a role of genetic factors in the elicitation of parental warmth. Our
findings are also consistent with most prior studies in suggesting that genetic
factors play a larger role in maternal than in paternal warmth. If true, this
finding would suggest that parenting provided by mothers, perhaps due to
more intense contact with children in their early years, is more sensitive to the
genetically influenced temperament of their children than is the parenting pro-
vided by fathers.
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Evidence from an observational study of young twins confirms the exis-
tence of genetic influences on elicited parenting. In responding to twin behav-
ior, parents treated MZ pairs more similarly than DZ pairs. However, for the
subset of “parent-initiated actions” (parenting behavior that was not a
response to twin behavior), there was no difference between the similarity of
treatment received by MZ and DZ pairs (Lytton, 1977). That is, the greater
similarity of parental treatment of MZ twins resulted entirely from actions
that the parents made in response to behavior of the twins. These results pro-
vide further support for the idea that parental behavior is influenced by the
genetic predispositions of children.

We are aware of one other study that has examined parenting provided
by twins. More than 1,000 elderly twins provided ratings on a short form of
the PBI. The heritability of a construct similar to parental warmth was esti-
mated to be between 23 and 39%. As with our study, no evidence was found
for shared environmental effects (Perusse, Neale, Heath, & Eaves, 1994).

A major methodological issue in the interpretation of the findings from
our studies of parenting is the validity of retrospective self-report measures.
Perhaps our results reflect only the perception of twins as parents or as chil-
dren and tell us little about what really happens between parents and off-
spring. However, other evidence suggests that these results cannot be entirely
due to perceptions. Significant heritability has been found for measures of
parental warmth obtained from external sources, including ratings by cotwins
in our study, and from trained raters in a study of videotaped parent–
adolescent interactions (O’Connor, Hetherington, Reiss, & Plomin, 1995).

Interestingly, our results for two other dimensions of parenting, protec-
tiveness and authoritarianism, suggest that shared environmental influences
are more important than genetic factors in influencing how parents treat their
children (see Kendler, 1996b). This finding suggests that, unlike warmth,
parental discipline style and willingness to allow children to be independent
appear to originate in the beliefs of parents about how children should be
raised and are not as sensitive to the behavior of the children themselves.

SUMMARY

In this chapter, we have taken three key “environmental” risk factors fre-
quently used in studies of psychiatric disorders (SLEs, low levels of social sup-
port, and poor parenting) and studied them through the eyes of geneticists.
We have found strong evidence, bolstered by similar findings from other
research groups, that genetic factors significantly influence the probability
that an individual will be exposed to these experiences. There are, in other
words, genetic influences on exposure to the environment (Kendler & Eaves,
1986). In the traditional view of gene action, depicted in Figure 13.6, genetic
expression that affects disease susceptibility takes place in a physiological
internal milieu—that is, inside the skin. For example, it has long been postu-
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lated that the risk for psychiatric disorders may be influenced by genetic varia-
tion coding for the synthesis, metabolism, and receptor sites for key brain neu-
rotransmitter systems. This is a classic example of an “inside the skin” genetic
pathway. Two other features of this traditional model are that the environ-
ment (which is conceived of as outside the skin) also influences disease suscep-
tibility and that the causal relationship flows entirely in one direction: from
the environment to the person.

Our findings suggest that this model is overly simplistic. For an animal as
quintessentially social as Homo sapiens, our genes often reach “beyond the
skin” to influence the interpersonal environment. Many examples in the ani-
mal and plant kingdom illustrate such an outside-the-skin pathway for genetic
effects. For example, human cold viruses have probably evolved to tickle the
human nose so that a sneeze can pass the virus to its next host. Certain butter-
flies, which taste good to birds, have evolved wing patterns that mimic the
appearance of butterflies that birds do not like, providing protection from
their avian predators. The target of this aspect of butterfly evolution is outside
the butterfly—on the visual systems of their predators.

Let us illustrate the concepts of genetic control of exposure to the envi-
ronment and outside the skin pathways with an example from general medi-
cine. Assume that a cancer geneticist has collected a sample of 400 patients
with lung cancer and 400 control participants. She scans a chromosome look-
ing for gene variants that differentiate the two groups and finds a gene that is
much more common among the lung cancer patients. With great excitement,
she writes up her results and submits them to a major scientific journal, claim-
ing to have found a new oncogene (i.e., a gene that can cause cancer). How-
ever, unbeknownst to her, the gene has no effect on the risk for cancer at a
physiological level. Instead, it exerts an indirect effect, through behavior, on
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the risk for chronic cigarette smoking. For example, genetically controlled
variation in nicotine receptors, which stimulate the pleasure centers in the
brain, might affect the chances that individuals will seek repeated exposure to
carcinogenic compounds.

Has this researcher really found a new oncogene? Yes and no. Traditional
oncogenes act via inside-the-skin pathways (e.g., by influencing cell division),
whereas this oncogene acts via an outside-the-skin pathway. This oncogene
will have a few unusual properties not possessed by traditional oncogenes. In
a culture in which tobacco is not smoked, it will have no effect on cancer risk.
Any social process that reduces the frequency of heavy tobacco smoking (such
as reduced social acceptability or increased taxation) will reduce the impact of
the oncogene on risk for lung cancer.

When considering something as flexible as human behavior, a revised
view of gene action is indicated. A schematic of an interactionist model is
depicted in Figure 13.7. By influencing behavior, genetic factors affect the
external social milieu via a pathway outside the skin. Here, environmental
influences also reach back across the skin. One example is that taking psycho-
active substances can alter the activity of genes that code for neurotrans-
mitters. The results of our studies suggest the need to conceptualize gene
action more broadly than the inside-the-skin pathway depicted in Figure 13.6.
Genes may act on the brain to alter risk directly via neurobiological mecha-
nisms and/or indirectly by acting on the brain to produce behavior that alters
the environment. These environmental changes in turn alter environmental
stress or affect social environments in ways that increase (or decrease) disease
susceptibility. When we consider genetic effects on risk for psychiatric disor-
ders, we should keep in mind that such outside-the-skin pathways supplement
the traditional inside-the-skin pathways.3
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NOTES

1. The number of pairs is lower in this study, as it included only pairs
whose children were at least 4 years old. We added this requirement because parental
relations with infants and toddlers might be somewhat different from those established
with older children.

2. The astute reader might have detected what is a slight confound to our
analyses of the “genetic” effect of providing parenting. Because the offspring of MZ
twins are more closely related genetically than the offspring of DZ pairs, some of the
detected genetic effect on provision could be due to a genetic effect on elicitation.
However, the effect from elicitation (due to correlations—for a perfectly heritable
trait—of 0.125 and 0.0625 in offspring of MZ and DZ pairs, respectively) would
explain only a small part of what we observed.

3. The model depicted in Figure 13.7 is consistent with a long body of
research in the social and psychological sciences that supports an interactionist model
of human behavior in which there is a bidirectional causal relationship between per-
sons and their social and physical environments (Endler, 1983; Magnusson, 1988).
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C H A P T E R F O U R T E E N

Mechanisms for Genetic
Control of Exposure
to the Environment

In Chapter 13 we showed that genetic factors can influence the risk for
experiencing environmental adversity. In this chapter, we explore two sets of
questions raised by these findings. First, through what mechanisms might
genes influence the probability of exposure to environmental stress? What
psychological processes might mediate the effect of genes on the environment?
Second, what is the relationship between the genetic risk factors that predis-
pose to environmental adversity and those that predispose to psychopatholo-
gy? In particular, could they in part be the same genes?

MECHANISMS THROUGH WHICH GENETIC FACTORS
INFLUENCE EXPOSURE TO ENVIRONMENTAL STRESS

How could genetic risk factors affect the probability of our exposure to
environmental adversities such as SLEs or conflictual interpersonal relation-
ships? Clearly, genes do not “directly” code for the probability of our experi-
encing such adversities. Instead, genes probably influence a wide range of
traits that in turn contribute, via a complex set of pathways, to the risk for
environmental adversities.

Despite this complexity, we wanted to gain some insight into the pro-
cesses by which genes influence exposure to environmental adversities. We
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chose to focus on personality as a possible mediator and, in particular, the
personality trait of neuroticism (see Sidebar 11.3). We selected neuroticism for
three reasons. First, it is moderately heritable, with most estimates of
heritability ranging from 30 to 45% (Loehlin, 1992; Lake, Eaves, Maes,
Heath, & Martin, 2000). Second, in adults, measures of neuroticism are quite
stable over time (McCrae & Costa, 1990). Third, we thought it was psycho-
logically plausible that individuals who are low on neuroticism and are char-
acterized by emotional stability and an “easy” temperament would be less
prone to “getting into trouble” in life than those who have high levels of neu-
roticism and tend to manifest emotional instability, dysphoria, and irritability.

We conducted analyses to examine the causal relationship between neu-
roticism and future SLEs and social support. As we discussed in Chapter 8,
causal inferences are subject to a number of biases, especially when all the
measures are collected at the same time from the same person. Our approach
was to use time, multiple informants, and family factors to help clarify the
causal relationships. We describe in detail the strategy we applied for SLEs,
then discuss the results for predicting SLEs and social support.

Stressful Life Events

The strategy we used is illustrated in Figure 14.1. The outcome being pre-
dicted is the number of SLEs experienced during the past year, as reported by
twins during the FF3 interview.1 We predicted SLEs from three measures of
neuroticism. The first of these was based on the twins’ self-reports obtained at
the beginning of the FF study, on average about 6 years prior to the FF3 inter-
view. Such a large time interval between the predictor and the outcome
removes the possibility that recent SLEs caused an increase in neuroticism
(rather than our hypothesis that higher neuroticism increases risk for SLEs).
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FIGURE 14.1. Twin model for studying genetic control of exposure to stressful life
events (SLEs). We predict SLEs reported by twin 1 from three different reports of neu-
roticism: twin 1’s neuroticism reported by twin 1 (path b1), twin 1’s neuroticism
reported by twin 2 (path b2), and twin 2’s neuroticism reported by twin 2 in MZ pairs
only.



The second variable used to predict SLEs was neuroticism as reported by
the respondents’ cotwin. We used this cross-twin prediction to help us evalu-
ate the plausible hypothesis that the association between neuroticism and
adversities is artifactual, resulting from reporting bias. How might such a bias
arise? Imagine that people are divisible into those with a “plaintive set” and
those with “rose-colored glasses.” The former view everything in a negative
light, exaggerating their own level of personality dysfunction, overreporting
the number and severity of their SLEs (e.g., reporting as a major relationship
difficulty what was in reality a minor disagreement), and judging all their rela-
tionships as being worse then they really are. Those with rose-colored glasses
do the reverse, seeing their own personalities and the world around them
more favorably than is actually the case. If lots of people have these sorts of
biases, we would find a strong correlation between neuroticism and measures
of adversity even if there were no true causal link between the two.

However, this type of reporting bias occurs only when the same person
reports on her own personality and adversities. If different individuals report
on these two variables, the hypothesis predicts that any artificial association
should disappear. We asked each twin to rate her own personality and the
personality of her cotwin. If the association between SLEs and neuroticism as
reported by the cotwin (path b2 in Figure 14.1) is less than that for SLEs and
self-reported neuroticism (path b1), this is evidence for reporting bias.

The third variable used to predict SLEs is the MZ cotwin’s report of her
own neuroticism (path b3).2 This variable was included to determine the role of
familial factors in the association between neuroticism and SLEs. Because neu-
roticism and SLEs are influenced modestly by genetic factors, it is possible that
there are familial factors that influence both of these traits. Because MZ twins
share both their genotypes and their rearing environment, the contribution of
familial factors to the association between neuroticism and adversities can be
approximated by comparing the magnitude of path b3 with those of paths b1 and
b2. For example, if familial factors were entirely responsible for the relationship
between neuroticism and adversities, then the adversities experienced by twin 1
in an MZ pair could be equally predicted from twin 1’s neuroticism (as indicated
by path b1 or b2) or from twin 2’s neuroticism (path b3).

We first predicted total SLEs from self-reported neuroticism and got an
estimate of 0.09 ± .02. This analysis used a technique called Poisson regres-
sion, so these estimates do not have a simple meaning. Suffice it to say that the
relationship is modest but highly statistically significant (p < 0.0001). Then we
looked at neuroticism reported by the cotwin and, to our surprise, got a num-
ber that was slightly higher (0.11 ± .02; p < 0.0001). The finding that the path
for neuroticism as reported by the cotwin (path b2) was not lower than that
obtained for neuroticism by self-report (path b1) suggests that the association
we observed was not due to reporting bias. Finally, we looked at the neuroti-
cism score of one MZ twin as a predictor of the SLEs reported 4 years later by
her cotwin and obtained a very similar estimate (0.08 ± .02; p < 0.01). This
result indicates that most of the association is due to familial factors that con-
tribute to both neuroticism and SLEs.
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Social Support

We then predicted our aggregate measure of social support (see Sidebar
8.5) from the three different measures of neuroticism. High levels of self-
reported neuroticism rather strongly predicted lower levels of social support 6
years later (–0.20 ± 0.03, p < 0.0001). (Here we used standard regression, so
the estimate has a simple meaning: the proportion of a standard deviation
change in the aggregate social support measure that we observe for every stan-
dard deviation change in neuroticism). Neuroticism as reported by the cotwin
also predicted social support (–0.15 ± 0.03, p < 0.0001), but not as strongly as
did self-report, suggesting the existence of some reporting bias. Finally, neu-
roticism scores of one MZ twin predicted her cotwin’s future social support at
a level that was significant but not as strong as those based on twin 1’s neurot-
icism (–0.11 ± 0.03, p < 0.01), indicating that some, but not all, of this associ-
ation was due to familial factors.

Implications

Three points are worth emphasizing about these results. First, we showed
rather conclusively that neuroticism has at least a modest relationship with
two important classes of “environmental” risk factors: SLEs and social sup-
port. These results are impressive because such a long interval separated our
measures of neuroticism and the reports of environmental adversity. People
with highly emotional personalities report more frequent stressful events and
more difficult, conflictual relationships than do individuals with more stable
and less reactive temperaments. Second, we have good evidence that this asso-
ciation is not due to reporting bias to any substantial degree (although a mod-
est bias may operate in the relationship between neuroticism and measures of
social support). Third, familial factors strongly contribute to the association
between neuroticism and these environmental adversities. These results are
consistent with our original hypothesis that personality in general and neurot-
icism more specifically may partly mediate the effects of genetic risk factors on
exposure to environmental adversities.

Several other studies have found that dimensions of personality—
particularly neuroticism—correlate substantially with the tendency to experi-
ence social adversities (Headey & Wearing, 1989; Magnus, Diener, Fujita, &
Pavot, 1993; Monroe & Steiner, 1986; Windle, 1992). One study of elderly
twins from Sweden is especially relevant to our own. Saudino and colleagues
examined SLEs and the three major personality traits of neuroticism, ex-
troversion, and openness to experience (Saudino, Pedersen, Lichtenstein,
McClearn, & Plomin, 1997). They found that all of the genetic influences on
what we would call dependent SLEs (see Sidebar 8.3) were mediated through
these personality dimensions. Although this result must be replicated in other
samples before we can accept it with confidence, it appears likely that person-
ality plays a substantial role in the complex pathway from genes to the liabil-
ity to encounter high-risk psychosocial environments.
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ARE THE GENETIC RISK FACTORS
FOR ENVIRONMENTAL ADVERSITIES RELATED
TO THOSE FOR PSYCHIATRIC DISORDERS?

We have demonstrated that genetic factors influence the risk for many
psychiatric disorders. We have also shown that genetic factors influence the
probability of exposure to several environmental factors that increase risk for
these disorders. A logical next question is: What is the relationship between
these two sets of genetic risk factors—those that predispose to psychiatric ill-
ness and those that predispose to environmental adversities?3

To attempt to answer this question for SLEs and the liability to MD and
alcoholism, we again turned to our FF sample. These analyses were based on
the first two waves of interviews with the FF sample and used the same cate-
gories of SLEs—those experienced over the preceding year—that we have
examined previously (see Chapter 8). As with the analyses earlier in this chap-
ter, we used regression with cross-twin prediction. The form of regression was
the same event-history analysis using a discrete time approach (Allison, 1982;
Kalbfleisch & Prentice, 1980; Laird & Olivier, 1981) that we described in
Chapter 8. We wanted to know whether a lifetime history of MD in one twin
predicted the occurrence of SLEs in her cotwin. We reasoned that if a history
of MD in one twin significantly predicted the occurrence of a particular type
of SLE in her cotwin, and if this relationship was stronger among MZ than
DZ pairs, then we would have presumptive evidence that the genetic factors
that influence risk for MD also influence risk for that class of SLEs.

The results for MD are depicted in Figure 14.2. The first bar in each pair
shows the OR for MZ pairs between lifetime MD in one twin and the risk for
a category of SLEs in her cotwin. For example, having an MZ cotwin with
versus without a lifetime history of MD significantly increases a woman’s risk
for having a serious marital problem during the 2 years covered by these two
interviews (OR = 1.50). Among DZ pairs, the results are also significant, but
the OR is lower (OR = 1.38). For 7 of the 12 SLE classes (network conflict,
job loss, marital problems, divorce or other breakup, assault, major financial
problems, and illness/injury), we obtained evidence for overlapping genetic
influence on MD and SLEs. That is, a history of MD in one twin significantly
predicted the occurrence of an SLE class in her MZ cotwin, and this relation-
ship was stronger among MZ than DZ pairs. It is noteworthy that most of
these categories reflect interpersonal problems.4

To explore the specificity between the risk for SLEs and the liability to
psychiatric illness, we also examined the relationship between risk for SLEs
and cotwin history of alcoholism. The results are depicted in Figure 14.3.5

Our genetic model indicated a significant relationship between genetic risk
factors for alcoholism and four SLEs: network conflict, serious marital prob-
lems, serious legal problems, and being robbed. Of these four event categories,
two are also significantly increased by risk for MD (marital problems and net-
work conflict). The two that are unique to alcoholism (being robbed and seri-
ous legal problems) reflect more externalizing-like problems. These results
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FIGURE 14.2. Odds ratios (OR) for the association between major depression in one
twin and the 2-year occurrence of stressful life events in the other twin; MZ =
monozygotic; DZ = dizygotic; *significantly different from 1.0 (p < 0.05). Data from
Kendler and Karkowski-Shuman (1997, Table 2).

FIGURE 14.3. Odds ratios (OR) for the association between alcoholism in one twin
and the 2-year occurrence of stressful life events in the other twin; *significantly differ-
ent from 1.0 (p < 0.05). Data from Kendler and Karkowski-Shuman (1997, Table 2).



suggest that there is some specificity in the relationship between genetic risk
for particular psychiatric and substance use disorders on the one hand and
SLE categories on the other.

In summary, these analyses support the existence of an “outside the skin”
genetic pathway, as discussed in Chapter 13 (see Figure 13.7). We suspect that
similar associations exist for other disorders and risk factors.

SUMMARY

This chapter has presented a series of responses to the results of Chapter
13, which showed that several key “environmental” risk factors for psychiat-
ric illness are in part “genetic.” First, we explored the mechanisms whereby
genes could influence exposure to environmental adversities. We showed that
the personality trait of neuroticism is a good candidate for a mediating
variable—one that lies between genes and risk of environmental exposure.
Second, we demonstrated that the genetic risk factors for some psychiatric dis-
orders are correlated with the genetic factors that influence SLEs—a key
“environmental” risk factor.

The picture that is emerging from this work is a complex one. The clear
dividing line between genetic and environmental risk factors for psychiatric
disorders has become a lot blurrier. What we once saw as the neat and static
categories of genetic and environmental risk factors are in reality dynamic,
shifting, and interacting.

In the next chapter, we return to the question of the causal relationship
between environmental adversities and risk for psychiatric and substance use
disorders. We viewed this question in some detail with our “epidemiologist’s
hat” in Chapters 7 and 8. Now we need to examine it with our “geneticist’s
hat” to address the questions posed in this chapter. If genetic factors predis-
pose to environmental exposure, and if some of these factors also influence
risk of illness, then can we be sure that environmental exposure really causes
illness? Or is it just a byproduct of having a high genetic risk? As it turns out,
the most powerful way to address this key question about environmental risk
factors is to use our genetic design.

NOTES

1. The original analysis reported results for different types of life events (see
Kendler, Gardner, & Prescott, 2003b). For simplicity we combined across event types
for the results reported here.

2. This part of the analysis was conducted only among MZ twin pairs.
3. The astute reader will note that two sets of results presented earlier in

this book suggest that we ought to find a significant correlation between these two sets
of genetic risk factors. We showed in Chapter 11 that genetic risk factors for MD and
the personality trait of neuroticism are highly correlated; in this chapter we saw that
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neuroticism predicts the occurrence of both SLEs and low levels of social support and
that this association is largely mediated through familial factors. Nonetheless, we felt it
important to try to demonstrate directly the relationship between genetic risk factors
for psychiatric illness and those for environmental adversity.

4. The study was originally published in Kendler and Karkowski-Shuman
(1997). We conducted several follow-up analyses to confirm and extend these findings.
Briefly, (1) the genetic influences were confirmed using a different method; (2) the rela-
tionship between genetic risk for MD and exposure to SLEs was not due to individuals
being depressed at the time of the SLE; and (3) standard bivariate twin analyses con-
ducted for MD and the more common personal SLEs estimated the genetic correlation
(with quite large standard errors!) between the liabilities to MD and these SLEs as:
divorce/breakup, 1.00; serious illness, 0.53; and major financial problems, 0.41.

5. In these analyses, alcoholism was defined broadly to include alcohol de-
pendence by DSM-III-R criteria or problem drinking. Data were not available on epi-
sodes of alcohol dependence in the preceding year, so it was not possible to control for
the effect of “active” alcoholism in mediating the relationship between genetic risk for
alcoholism and SLEs.
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C H A P T E R F I F T E E N

Is the Relation
between Environmental
Risk Factors and Psychiatric
Disorders Causal?

In this book we have demonstrated that many of the putative environ-
mental risk factors long studied by mental health researchers are influenced by
genetic factors. Furthermore, there is some overlap between the genes that
influence exposure to these risk factors and those that predispose to psychiat-
ric illness. At this point, one might wonder whether there is any causal rela-
tionship between these environmental factors and risk for psychiatric illness.
As illustrated in Figure 15.1, perhaps all that is happening is that the same set
of genes influences both risk for psychiatric disorders (e.g., adult MD) and
risk for environmental adversities (e.g., poor parenting). If this is true, we
would expect environmental adversities and psychiatric illness to be highly
correlated in the population, but these adversities would not necessarily have
any causal impact on risk for psychiatric illness.

In Chapters 7 and 8, we presented a series of analyses, using standard epi-
demiological methods, to evaluate whether the correlations between environ-
mental adversities and psychiatric illness were causal. In every instance, our
results suggested some degree of causality: Environmental risk factors were, at
least in part, truly increasing the risk for psychiatric illness. We now return to
this critical issue using a complementary approach that takes advantage of our
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genetic design. As we hope to convince the reader, this is a particularly power-
ful method for addressing this central conundrum in psychiatric research. Fur-
thermore, its success demonstrates a central theme of this book: the inter-
weaving of genetic and environmental risks for psychiatric illness. To show
convincingly what the environment does, we have to be able to control for
genetic effects.

In this chapter we use genetic strategies to evaluate the potential causal
effects of five environmental risk factors: early alcohol use, SLEs, smoking,
CSA, and childhood parental loss.

COTWIN-CONTROL DESIGN

At this point we introduce the cotwin-control design, which provides a
powerful way to test for causality. Many studies in epidemiology begin with
an index group of participants who have been exposed to a particular risk fac-
tor and a matched control group who have not been so exposed. The rates of
a particular illness in the exposed and unexposed groups are compared to
determine whether the risk factor is associated with increased risk for illness.
A cotwin-control study is designed to achieve this same aim by selecting twin
pairs in which one twin has been exposed to a risk factor and the other has
not. Not only are such twins well matched for any background variables such
as social class or environmental exposures in childhood but also, unlike with
other designs, they are also matched for their genetic background. Therefore,
an increased risk for disease in the exposed versus the unexposed twin can be
taken as strong evidence that the risk factor is causally related to disease risk.

It is worth spending some time exploring why the cotwin-control method
is so potentially powerful. After all, in Chapters 7 and 8 we presented a num-
ber of analyses that showed that environmental factors predicted risk of ill-
ness, even after controlling for possible confounding variables. Given these
results, why should we apply other techniques? This question has a simple
answer. The method we used previously works only for those confounding
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FIGURE 15.1. Genetic factors as the basis for the association between parenting
received in childhood and adult depression.



variables that we know about and are able to measure. Because in human
genetics we do only observational science—we never conduct controlled
experiments—we must also be concerned about the confounds that we do not
know about. By studying pairs of twins who share their genetic and family
backgrounds, we control for a whole host of such possible confounding
variables—those we know about and, most important, those we do not.

A full cotwin-control design involves the comparison of the association
between a risk factor and an outcome in three samples: (1) in the entire sam-
ple, (2) within DZ twin pairs discordant for exposure to the risk factor, and
(3) within MZ pairs discordant for exposure to the risk factor. Three different
patterns of results are illustrated in Figure 15.2. The results on the left side of
the figure show the pattern obtained if the risk factor–outcome association is
entirely causal. Controlling for family background or genetic factors makes no
difference to the size of the association, and the three estimates are the same
(within the limits of statistical fluctuation).

The middle set of results in Figure 15.2 shows an example in which part
of the risk factor–outcome association is due to genetic factors that influence
both the risk factor and the outcome (e.g., SLEs and MD). Here the associa-
tion is strongest in the entire sample (in which genetic and causal effects are
entirely confounded, as we control for neither genetic nor shared environmen-
tal factors), intermediate among discordant DZ twins (with whom we control
for shared environmental factors and partly for genetic background), and low-
est among discordant MZ pairs (with whom we control entirely for both
shared environmental and genetic background). The degree to which the asso-
ciation declines from the entire sample to discordant MZ pairs is a rough mea-
sure of the proportion of the association that is genetic.
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FIGURE 15.2. Interpretation of results obtained from studies using a cotwin-control
design. OR = odds ratio for increased risk for a disorder given exposure to a risk fac-
tor; DZ = dizygotic; MZ = monozygotic.



The results on the right side of Figure 15.2 show the extreme case, in
which all of the risk factor–outcome association is due to shared genetic
effects and the risk factor has no real environmental effect on the outcome.
Thus within discordant MZ pairs there will be no association between the risk
factor and the outcome (i.e., an OR of 1.0), and the association within discor-
dant DZ pairs is midway between 1 and the value for the entire sample.

Does Early Drinking Increase Risk for Alcoholism?

In general population samples, an early age at first drink has been consis-
tently associated with an increased risk for developing alcoholism (Grant &
Dawson, 1997). The prevalence of alcoholism among individuals who first try
alcohol before age 15 is as high as 50% in some studies. Several studies that
found this effect interpreted it to be a causal one—that early drinking directly
produces an increased risk for later alcohol problems. On the basis of this
interpretation, calls have been made to delay the age at first drink among early
adolescents as a means of decreasing risk for adult alcohol problems (Pedersen
& Skrondal, 1998).

However, as we have said before, correlation need not equal causation.
There is another interpretation of these results (e.g., Jessor & Jessor, 1977).
Early drinking could be just one manifestation of a broad liability to deviance
that might be evident in a host of problem behaviors, such as use of illicit sub-
stances, antisocial behavior, lower educational achievement, and adult alco-
holism. If this were the case, delaying the first exposure to alcohol use would
not alter the underlying liability to adolescent problem behavior or to adult
alcoholism.

We decided to use data from the VATSPSUD to test this important ques-
tion: Does early drinking lead directly to alcoholism?1 We found a strong
association between lifetime prevalence of alcoholism and reported age at first
drink among both males and females (Prescott & Kendler, 1999). As shown in
Figure 15.3, males who began drinking before age 15 were twice as likely (OR
= 2.0) to develop DSM-IV alcohol dependence (AD) as those who did not
drink early. The value for females was even more dramatic: Early drinkers
were more than four times as likely to develop AD as other women.

The information for testing causality comes from the twin pairs who were
discordant for early drinking. Under the causal hypothesis, we would expect
that the twins with earlier drinking onset would have higher risk for alcohol-
ism than their later drinking cotwins and that the same pattern would hold for
MZ and DZ pairs. But if early age at drinking is just an index of general devi-
ance that influences (among other things) risk of developing alcoholism, we
would expect that the prevalence would be similar for members of MZ
discordant-onset pairs. The “unexposed” twins (those with a later onset of
drinking) would be expected to share their cotwins’ risk for behavioral devi-
ance and thus have a higher risk for alcoholism than that seen in pairs in
which neither twin drank early. The pattern observed in MZ versus DZ
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discordant-onset pairs tells us to what degree familial resemblance for behav-
ioral deviance is due to shared environmental versus genetic factors. If it is due
to shared environmental factors, the risk for alcoholism among the unexposed
twins from DZ discordant-onset pairs would be expected to be the same as
that in the MZ pairs. However, if familial resemblance for deviance is due to
genetic factors, the risk for alcoholism to an unexposed individual would be
lower among DZ than MZ pairs.

As shown in Figure 15.3, the twin-pair resemblance was inconsistent with
the causal hypothesis. Instead, the results suggested that early drinking and
later alcoholism are both the result of a shared genetic liability. For example,
among the 213 male and 69 female MZ pairs who were discordant for early
drinking, there was only a slight difference in the prevalence of AD between
the twins who drank early and the cotwins who did not. The ORs were 1.1 for
both sexes, not statistically different from the 1.0 value predicted by the
noncausal model for MZ pairs. The ORs for the DZ pairs were midway
between those of the MZ pairs and the general sample, indicating that the
source of the familial liability is genetic rather than environmental.

We then used our standard bivariate twin-pair model (e.g., Figure 11.1)
to estimate the genetic and environmental overlap between drinking onset and
risk for AD. We conducted this analysis so that we could treat drinking onset
age as a continuous variable rather than relying on the (somewhat arbitrary)
cutoff age of 15 (as we needed to do in order to calculate ORs). The results
are depicted in Figure 15.4. Among males, 18% of the variation in liability to
AD overlapped with age at first drink, and virtually all of this was due to
shared genetic factors. The results were even stronger for females. About 29%
of the liability in AD overlapped with drinking onset and, again, virtually all
was due to overlapping genetic factors. As suggested by the patterns portrayed
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in Figure 15.3, the results were consistent with the behavioral deviance (corre-
lated liability) hypothesis and completely inconsistent with the causal hypoth-
esis.

This story of the association between age at first drink and alcoholism is
one of the most striking examples we have come across of the problem with
the following line of logic:

1. Investigators find a putative risk factor correlated with a given dis-
order.

2. They assume that the risk factor causes the disorder.
3. On the basis of this assumption, others attempt to reduce exposure to

the risk factor, thereby expecting to reduce the rates of the disorder.
However, if the assumption in step 2 is incorrect, step 3 is unlikely to
be effective.
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FIGURE 15.4. Results from twin analyses of the association between age at first drink
and later alcohol dependence. (a) Males; (b) females. Data from Prescott and Kendler
(1999, Table 3).



Lest we be misunderstood, we want to emphasize that we are not suggest-
ing that drinking in early adolescence is benign or that efforts to reduce ado-
lescent drinking are not worthwhile. Teenage drinking is associated with (and
likely to be causal for) negative outcomes such as car accidents and other inju-
ries. What our results do suggest is that prevention efforts aimed at delaying
drinking may not be effective for reducing problem alcohol use in adulthood.
Other behaviors, such as regular drinking or drinking to intoxication, may be
better targets for intervention efforts.

Are Stressful Life Events Causal for Depression?

We used the cotwin-control method to examine the nature of the causal
relationship between SLEs and the onset of major depression (Kendler,
Karkowski, & Prescott, 1999b). As described in Chapter 8, we studied this ques-
tion using our ratings of event dependence (the degree to which the SLE could
have been influenced by the participant’s own behavior). We found, after con-
trolling for event severity, that independent SLEs were strongly associated with
onset of MD. However, the magnitude of the association was weaker than that
seen for dependent events. This is consistent with the hypothesis that at least
some proportion of the SLE–MD association may be noncausal.

Among the nearly 1,900 women participating in the FF3 interview, the
OR for a depressive onset in the month of the occurrence of a personal SLE
was 5.64. Within pairs of DZ twins, a personal SLE was associated with an
increased risk for an onset of MD, with an OR of 4.52, compared with the
risk for the cotwin over the same interval. Within MZ twin pairs, the OR for
this association was 3.58.2

These results tell us two important things about the association between
SLEs and the onset of MD. First, within MZ twin pairs, who are matched for
genotype and family environment, SLEs were strongly and significantly associ-
ated with subsequent episodes of MD. This finding provides strong evidence
that the association observed between SLEs and MD is, at least in part, causal.
Second, however, the strength of the association between SLEs and MD was
lower in matched twin pairs than in the entire sample and lower in MZ than
in DZ pairs. This is the middle pattern of results depicted in Figure 15.2, the
one expected if only part of the observed association between SLEs and
depressive onsets is mediated by shared genetic risk factors. In aggregate, these
findings argue strongly that the association between SLEs and MD is also
partly noncausal.

We can quantify these estimates in a commonsense way (although these
estimates will not be as accurate—or elegant—as those obtained from struc-
tural equation modeling). The OR between SLEs and onsets of MD in the gen-
eral sample includes all the sources of variation (a2, c2, and e2), both causal
(individual-specific) and noncausal (common genetic sources and family
background). In contrast, the association for MZ pairs includes only the
individual-specific portion (e2). If the OR in MZ twin pairs accurately reflects
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the causal component of the association between onset of MD and SLEs, then
the total proportion of the SLE–MD association that is causal can be esti-
mated as the ratio of the OR in MZ pairs to the OR in the entire sample, 3.58/
5.64, or 63%.3

Does Smoking Predispose to Depression?

We also used the cotwin-control method to look at another possible risk
factor for MD: smoking. Smoking and depression are strongly associated
(Anda et al., 1990). One plausible explanation is that smoking directly predis-
poses to depressive illness. Nicotine use and/or withdrawal could directly
cause MD (Flanagan & Maany, 1982; Glassman et al., 1988) because nicotine
affects several neurochemical systems in the brain that may be involved in the
etiology of depression (Pomerleau & Pomerleau, 1984).

We studied the association between lifetime history of ever having
smoked (as assessed in the FTQ; Fagerstrom & Schneider, 1989; see Sidebar
5.4) and lifetime history of MD (as measured at FF1) in female twin pairs
(Kendler et al., 1993h). The results of the cotwin-control analysis are shown
in Figure 15.5. In the entire sample, the OR for MD given a history of ever
having smoked was 1.60, a value significantly greater than unity. Among the
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FIGURE 15.5. Odds ratios (OR) from a cotwin-control study of major depression and
smoking history in women. Adapted from Kendler et al. (1993h, Figure 1). Copyright
1993 by the American Medical Association. Adapted by permission.



96 DZ twin pairs in which one had smoked and the other had not, the OR
was 1.29, and among the 74 MZ twin pairs discordant for lifetime smoking,
the OR was 0.96, neither of which differed significantly from unity. Most
remarkably, among MZ twin pairs discordant for lifetime smoking, the rates
of MD were virtually identical for the smoking twins (35.1%) and for the
nonsmoking twins (36.5%). This result is completely inconsistent with smok-
ing being a direct cause of MD.

Comparing these results with those depicted in Figure 15.2, it is clear that
the pattern is exactly that predicted by the “noncausal all genetic” model. As
we confirmed by several additional analyses, our results suggest that the asso-
ciation observed in our FF sample between lifetime smoking and lifetime MD
was not causal but was instead due entirely to a shared set of genetic factors
that predisposed to both conditions.

Is Childhood Sexual Abuse Causal for Psychiatric Disorders?

As we noted in Chapter 7, legitimate questions can be asked about the
causal relationship between CSA and risk for psychiatric disorders. CSA does
not occur at random within families, and it is often accompanied by other risk
factors, including parental conflict, disrupted home environments, poor par-
enting, and parental psychopathology. We found that, after statistically
adjusting for possible confounding effects, CSA was still strongly and signifi-
cantly related to risk for nearly all of the disorders that we examined. Now we
return to this question, using the more powerful cotwin-control method.

Because CSA was much less common than SLEs, we used a limited ver-
sion of the cotwin-control design, focusing on 53 female twin pairs who were
broadly discordant for severe CSA (Kendler et al., 2000c). These were pairs in
which one twin reported severe CSA (attempted or completed intercourse,
which was shown in Chapter 7 to be strongly associated with adult psychiat-
ric illness) and the cotwin reported no CSA or a less severe form of CSA.4

Among these 53 pairs of twins, 24 pairs were discordant for having expe-
rienced lifetime MD. In 17 of those 24 pairs, the twin who had severe CSA
was the one who had experienced MD, compared with 7 pairs in whom the
unexposed twin was the one who developed MD. This ratio of 2.43:1 is statis-
tically significant and similar to the results based on the entire sample of
female twins. In that analysis, which treated the twins as individuals, the OR
between CSA and MD was 2.79 (see Figure 7.8b). As shown in Figure 15.6,
the ratios based on the case-control analyses were broadly similar to (and in
some cases higher than) those based on standard regression analyses in the
entire twin sample. Particularly noteworthy was the ratio found for AD:
Among 11 of the 12 pairs discordant for both severe CSA and AD, the twin
with alcoholism was the one who had experienced severe CSA. A strong asso-
ciation was also found for comorbidity—reporting at least two major lifetime
psychiatric disorders. Among 19 of 22 doubly discordant pairs, the twin who
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had experienced severe CSA was the one with two or more disorders. Even
with the small sample size, we can conclude that these results are unlikely to
have occurred by chance.

These results support a causal interpretation of the association between
CSA and psychiatric and substance use disorders. Despite both twins’ having
been raised in the same family environment, having similar genetic back-
grounds, and sharing exposure to other possible risk factors, the twin who
experienced CSA had a consistently elevated risk for psychopathology com-
pared with her unexposed cotwin.5

Two reports from the large Australian volunteer twin registry (Dinwiddie
et al., 2000; Nelson et al., 2002) also used a cotwin-control approach to
examine the association between CSA and adult psychiatric illness. As in our
study, twins who experienced CSA had substantially higher rates for a range
of disorders than their cotwins without CSA. The similarity of findings from
two independent twin samples provides strong support for the hypothesis that
part of the CSA–psychopathology association is causal.

Childhood Parental Loss and Risk for Alcoholism

In Chapter 7, we noted that the association between loss of a parent in
childhood and adult psychopathology was not necessarily causal but could
arise indirectly through noncausal means. We now take a closer look at this
issue for the case of childhood parental loss and risk for alcoholism.

As we and others have demonstrated (see Chapter 5), the liability to AD
is strongly influenced by genetic factors. This means that, on average, the par-
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FIGURE 15.6. Odds ratios (OR) from standard regression and cotwin-control analy-
ses of childhood sexual abuse and risk for psychiatric and substance use disorders in
female twin pairs. Data from Kendler et al. (2000, Tables 5 and 6).



ents of daughters who develop alcoholism will themselves have a higher than
average risk for alcoholism. We also know that individuals with alcohol prob-
lems are at increased risk for premature death, marital separation, and divorce
(Helzer, Burnam, & McEvoy, 1991; Vaillant, 1983). These observations lead
to three plausible hypotheses about the nature of the association between
parental loss and alcoholism. The first, or causal, hypothesis suggests that pre-
mature loss of a parent (or the family disruption that precedes or follows such
loss) directly causes an increased liability to alcoholism among the girls who
experience such a loss. This hypothesis is illustrated in Figure 15.7a. The sec-
ond, or noncausal, hypothesis is that the parental loss–alcoholism association
is not causal but arises because premature death or marital separation is an
index of the liability to alcoholism in the parents, which, in turn, is genetically
transmitted to their offspring (Figure 15.7b). A third hypothesis is that the
association of parental loss with risk for alcoholism may result from a combi-
nation of both causal and noncausal mechanisms (Figure 15.7c).
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FIGURE 15.7. Alternative explanations for an association between parental loss and
offspring alcoholism. (a) Causal association; (b) noncausal association; (c) combina-
tion.



To test which of these hypotheses was best supported by our data, we
applied an extension of the parent–offspring model that we used to study the
cross-generational transmission of liability to alcoholism (see Chapter 12). As
shown in Figure 15.8, the major difference in the model is the addition of the
measured parental-loss variable. The model posits that paternal and maternal
alcoholism contribute directly to parental loss (through the j paths). Because
early loss of a parent will always affect both twins, the loss directly contrib-
utes to the shared environment that may influence the liability to alcoholism
(by path l). In addition, as in our standard twin–family model (see Figure
12.3), there are paths that reflect direct cultural transmission (parent to child
environmental transmission [by path w]), which would occur if children
acquired alcoholic behavior by observing their parents or from the environ-
ments created by their parents.

In this model, the causal hypothesis for the association between parental
loss and risk for alcoholism in offspring is represented by the environmental
path from childhood parental loss to the twins’ shared environment to the
twins’ liability to alcoholism. This is illustrated by the bold arrows along
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FIGURE 15.8. Parent–offspring model to test the sources of the association between
childhood parental loss and alcoholism in offspring. Data from Kendler et al. (1996a,
Figure 1).



paths l and c in Figure 15.9a. By contrast, the noncausal hypothesis is depicted
as an indirect association between parental loss and risk for alcoholism in off-
spring. This path is depicted by the bold arrows in Figure 15.9b (in this exam-
ple, for paternal alcoholism). This association occurs through the connections
from childhood parental loss to parental alcoholism to parental genetic risk
factors for alcoholism to twin genetic risk factors for alcoholism to twin liabil-
ity to alcoholism.6

Before we discuss the results of the analyses based on this model, let’s
examine the evidence supporting the noncausal hypothesis. The noncausal
path has three parts: the connection from genetic liability to alcoholism (rep-
resented by the a paths in Figure 15.9b), the genetic transmission between par-
ents and offspring (represented by the path fixed to equal the square root of
0.5), and the path from parental alcoholism to parental loss (path jf in Figure
15.9b). We already know from the results described in Chapter 5 that the a
paths from the genetic factors to alcoholism will be significant. But what
about the j paths from parental alcoholism to risk for childhood parental loss?
Among the FF pairs whose parents were interviewed, paternal history of alco-
hol dependence approximately doubled the chances that the twins had experi-
enced childhood loss of father due to death (OR = 2.29) or to divorce (OR =
1.92). Maternal alcohol dependence, on the other hand, had no appreciable
effect on risk for parental loss due to death (OR = 1.07) but strongly influ-
enced parental loss due to divorce (OR = 2.66). These results suggest that it is
possible that some of the association between loss and offspring alcoholism
may be noncausal. To obtain a more precise picture, we turn to the results
from our model fitting.

We fit a series of models based on that shown in Figure 15.8 to data from
1,030 FF twin pairs and, where available, their interviewed parents (853
mothers and 615 fathers).7 We then compared how well each model ac-
counted for the data (see Kendler et al., 1996a, for details).

The best-fitting model estimated the correlation between childhood
parental loss and liability to AD to be rather substantial: 0.37. In this model,
84.7% of this total correlation was due to the causal pathway, and only
15.3% was due to the noncausal pathway. We tried several other analyses,
but the proportion of the loss–alcoholism correlation accounted for by the
noncausal path never exceeded 30%.8 These results suggest that to a great
degree the association between parental loss in childhood and the subsequent
risk for AD in the twins was indeed causal. This result surprised some of our
research team, but it demonstrates as clearly as could be expected how genetic
designs can clarify the actions of environmental risk factors.

One word of caution is indicated. These analyses do not provide insight
into what aspect of parental loss increases risk for alcoholism. The fact that
the risk is quite a bit higher from parental divorce than from parental death
(see Chapter 7) suggests that it may not be due to the loss itself but rather to
the parental conflict and family dysfunction that often accompany divorce.
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SUMMARY

This chapter has addressed the causal nature of the association between
various environmental risk factors and psychiatric illness. In the five examples
we explored (early drinking, SLEs, smoking, CSA, and parental loss), genetic
designs helped clarify that three of them (SLEs, CSA, and parental loss)
directly increase risk for illness. But these analyses also showed that for four
of the five (all but CSA), some proportion of the correlation between the risk
factors and psychiatric illness is noncausal—a result of genetic influences on
exposure to environmental risk factors.

The results for CSA show strong evidence of causality, but the results
presented in Chapter 7 suggest that there may also be some noncausal basis
for the association between CSA and risk for internalizing disorders (e.g.,
compare the results of Figures 7.8a and 7.8b). In contrast to the other
examples, noncausal effects explained all of the correlation between smok-
ing and MD and between early onset of drinking and later risk for alcohol-
ism.

The patterns of findings emerging from our work are complicated. The
distinction between genetic and environmental risk factors for psychiatric dis-
orders is not always straightforward. However, we are not yet done. The pic-
ture is about to get even more complex in Chapter 16, as we examine gene ×
environment interaction, or, as we prefer to call it, genetic control of sensitiv-
ity to the environment.

NOTES

1. The analyses use data from the fourth wave of interviews on female twin
pairs and the first wave with male and male–female pairs. The results were similar
when using alcohol dependence and alcohol abuse/dependence as outcomes. The anal-
yses excluded twins who had never used alcohol.

2. This analysis was based on 1,898 twins with 24,648 individual person-
months of exposure and 316 onsets of MD. These associations were quite substantial:
For the entire sample, χ2 = 171.2; within DZ pairs, χ2 = 44.9; and within MZ twin
pairs, χ2 = 39.1. (All tests had df = 1, p < 0.0001.)

3. We can also solve for the noncausal portions. The DZ:MZ ratio repre-
sents half the genetic variance, so the genetic proportion is (4.52/3.58)2, or an OR of
1.58. This combines with the individual-specific estimate to give the total (1.58*3.58 =
5.65), indicating that the OR for shared environmental factors is about 1.0 and sug-
gesting no additional risk.

4. We also examined narrow discordance, in which the cotwin had no CSA,
and found broadly similar results.

5. A weakness of our analyses was our inability to separate our sample
into MZ and DZ pairs due to the relatively small number of discordant pairs.
Among discordant DZ pairs, part of the difference in rates of disorders may be due
to genetic differences between the twins and not solely to differences in exposure to
CSA.
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6. For direct (causal) associations, the hypothesized path must run in the
same direction as the arrows in the diagram. However, for indirect (correlational)
associations, the path can run backward along the arrows.

7. These analyses included four family types: twins only (n = 129), twins
and their fathers (n = 48), twins and their mothers (n = 286), and twins and both par-
ents (n = 567). We used the DSM-III diagnosis of alcohol dependence derived at per-
sonal interview for both the twins and their parents.

8. The alternative analyses used several definitions of alcoholism and in-
creased the number of parents by using information about alcoholism history provided
by the twins whose parents were deceased or who did not consent to be interviewed.
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C H A P T E R S I X T E E N

Genetic Control of Sensitivity
to the Environment

The commonsense model of how genes and environment combine to
contribute to disease risk is that they add together. That is, the total risk for a
given illness, such as heart disease, is the sum of the risk provided by genes
and the risk created by various life experiences. For example, a man whose
father had his first heart attack at age 42 might conclude: “I have a high
genetic risk for heart disease. I need to reduce my risk by changing my envi-
ronmental risk factors. I should stop smoking, follow a low-cholesterol diet,
and exercise regularly.”

This “additive model” is portrayed in Figure 16.1. The figure depicts the
liability to develop a given illness for three hypothetical individuals with low,
intermediate, and high genetic liability when exposed to varying levels of envi-
ronmental risk. The key feature of this model is that the slopes of the lines of
total liability are the same for each individual. That is, as individuals move
from a low-risk (“protective”) to a high-risk (“predisposing”) environment,
their liabilities increase the same amount, regardless of their level of genetic
risk.

We want to contrast this additive model with the one depicted in Figure
16.2. Here, as in the additive model, the liability to illness increases for indi-
viduals with lower to higher genetic risk and with increasing levels of environ-
mental risk. However, the slopes of the lines are no longer equal across indi-
viduals with different levels of genetic risk. Individuals with high genetic risk
have the steepest slope, and those with low genetic risk the flattest slope. In
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FIGURE 16.1. Schematic of additive model for the combination of genetic and envi-
ronmental risk.

FIGURE 16.2. Schematic of genetic control of sensitivity to the environment (gene–
environment interaction).



other words, the increase in liability that occurs in moving from a protective
to a predisposing environment is itself related to genetic risk.

This is worth restating because of its central importance. In the model
depicted in Figure 16.2, genetic risk contributes to disease liability in two fun-
damentally different ways: (1) it influences overall liability to illness, and () it
alters the individual’s sensitivity to the pathogenic effects of the environment.
The pattern shown in Figure 16.2 is an example of what has been called gene–
environment interaction. We find it more useful to call this genetic control of
sensitivity to the environment.1

EXAMPLES OF GENETIC CONTROL OF SENSITIVITY
TO THE ENVIRONMENT

General medicine provides many examples of genetic control of sensitiv-
ity to the environment. We briefly describe two. First, a variant of an impor-
tant lipid transport protein called apolipoprotein E (apoE) increases sensitivity
to environmental trauma. The ε-4 copy (technically termed an “allele”) of this
gene predisposes to the accumulation of a “garbage protein” (called amyloid)
in the brain after head injury (Nicoll, Roberts, & Graham, 1995).2 A study of
the effects of head trauma among boxers (indexed by the number of times
they had been knocked out!) found that those with low exposure had mild
symptoms of organic brain damage, whereas individuals with greater trauma
had more brain damage (Jordan et al., 1997). However, the level of brain
damage was also related to their apoE genotype. Boxers with both the ε-4
allele and a high level of exposure to brain trauma had significantly more
damage than those without the ε-4 allele but equally high exposure. So indi-
viduals with the ε-4 allele were more sensitive to the pathogenic effects of
head trauma.

A second example is the relation between cancer and genetic variation in
key liver metabolic/detoxification enzymes. Under most circumstances, genetic
variation in these enzymes is unrelated to risk for cancer. However, in the
presence of chemicals called polycyclic aromatic hydrocarbons (used in vari-
ous industrial processes), some variants of these genes increase risk for lung,
bladder, and breast cancer. This occurs because, depending on which variants
a person has, the enzymes will either metabolize these industrial toxins into
benign compounds that are easily excreted from the body or convert them
into potent cancer-causing chemicals (Perera, 1997). Here again, we find
genetic control of the sensitivity to environmental risk factors.

In both of these examples, the impact of a potential environmental risk
factor (head injury or industrial toxin exposure) on the key outcome (organic
brain damage or cancer risk) depends on genetic factors. In both instances, the
sensitivity of the organism to the environmental exposure is modified by
genes, which render the individual relatively vulnerable or relatively invulner-
able to its effect.
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Because of the importance of this topic, we illustrate it in yet another
way, by clinical vignettes. Imagine two individuals, Charlie and Robert:

Charlie has always been self-assured and quietly self-confident. He works
as an emergency room physician in a large city hospital. He considers it
to be a good night when he is kept very busy, moving quickly to treat
individuals with heart attacks, motor vehicle accidents, stabbings, gun-
shot wounds, delirium tremens, and acute psychosis. In his free time, he
likes to mountain climb and sky dive.

Robert has been shy and withdrawn since adolescence. Despite years of
therapy, he lacks self-confidence and feels awkward in social situations.
He cannot avoid getting upset over the smallest perceived rejection, such
as when a coworker makes a slightly critical comment or his therapist is a
few minutes late for an appointment.

Charlie is like the low-risk individual in Figure 16.2. Stress rolls off him
like water off a duck’s back. Robert, on the other hand, is like the high-risk
individual. He is very stress-sensitive.

The observation that individuals have important differences in their levels
of stress responsivity is beautifully summarized by Burton in his classic text
The Anatomy of Melancholy:

. . . according as the humour itself is intended or remitted in men [and] their . . .
rational soul is better able to make resistance; so are they more or less affected [by
adversity]. For that which is but a flea-biting to one, causeth insufferable torment
to another; and which one by his singular moderation and well-imposed carriage
can happily overcome, a second is no whit able to sustain, but upon every small
occasion of misconceived abuse, injury, grief, disgrace [and] loss . . . yields so far
to passion, that . . . his digestion hindered, his sleep gone, his spirits obscured,
and his heart heavy . . . he himself [is] overcome with melancholy. (Burton, 1621/
1932)

EVIDENCE FOR GENETIC CONTROL OF SENSITIVITY
TO THE ENVIRONMENT IN THE VATSPSUD

In this chapter, we present a range of examples from our research that
tested for genetic control of sensitivity to the environment. These examples
include several types of environmental risks, including SLEs, CSA, parental
disciplinary practices, and family dysfunction, and several outcome variables,
including MD, alcoholism, neuroticism, and smoking. In each case we asked
how genetic and environmental risks combine to affect liability to the disorder
or trait. We found some examples that were consistent with the additive
model (as in Figure 16.1) and others in which genetic factors appear to alter
sensitivity to the environment (Figure 16.2).3
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Genes, Stressful Live Events, and Major Depression

We have seen, in the VATSPSUD and in many other studies, strong evi-
dence that liability to MD is increased both by genetic risk factors (Chapter 4)
and by SLEs (see Chapter 8). What has not been studied as extensively is how
the two sets of risk factors combine. Do they add together, or do genetic fac-
tors modulate sensitivity to the depressogenic effects of SLEs?

During the course of our project we have addressed this question in sev-
eral ways. Here we present the results from four series of analyses using differ-
ent measures of life stress (recent SLE occurrence, SLE severity, and CSA) and
different ways to index genetic risk (cotwin history of MD, neuroticism score,
and measured genotype). The statistical methods ranged from simple to quite
complex, but the results show a consistent pattern: Sensitivity to the environ-
ment is strongly influenced by genetic factors.

Interaction of Genetic Risk and Major Stressful Life Events
in Major Depression

Our first approach to this problem was to study whether genetic risk
interacts with the occurrence of SLEs to alter total liability to MD. To index
genetic risk we used information about the MD history of both twins in a
pair. As we described previously (Chapter 4), in our study resemblance
between twins for MD is due almost entirely to genetic factors. Consequently,
all twins can be conveniently assigned to one of four categories of increasing
“genetic risk” for MD based on the history of MD in their cotwins: (1) MZ
cotwin unaffected, (2) DZ cotwin unaffected, (3) DZ cotwin affected, and (4)
MZ cotwin affected. For the present analysis, we assumed that the genetic
effects in these four groups are proportional to –1.0, –0.5, +0.5, and +1.0,
respectively.4

As described previously (see Figure 8.2), many types of SLEs were asso-
ciated with increased risk for the onset of an episode of MD in the same
month as the occurrence of an SLE. Here we focus on four event types that
were particularly strongly associated with risk for depression. We created a
new category, major SLEs, which included four events: death of a close rel-
ative, assault, serious marital problems, and divorce or romantic breakup.
One or more of these events was reported to have occurred in 1,228 of the
51,268 person-months (2.4%) included in waves 1 and 2 of our FF study.
Onsets of MD during the same period were relatively rare (476 onsets, or
0.9%), but they increased 12.2-fold in months containing one of these
major events.

We then conducted an analysis to predict MD onset from our “genetic
risk” index and our measure of major SLEs. The results are depicted in Figure
16.3.5 Individuals with higher genetic risk were more likely to have had an
episode of MD, regardless of whether a major SLE had occurred. Similarly,
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rates of MD increased for all groups when moving from a low- to a high-stress
environment. These observations are consistent with the additive model.
However, the results differ from the prediction of the additive model in that
the increase in risk associated with moving from lower to higher stress was
substantially greater among individuals at highest genetic risk and least in
those at lowest genetic risk. Genetic factors appear to affect liability to MD in
two different ways: (1) they influence overall liability (regardless of en-
vironmental risk) and (2) they alter the sensitivity of individuals to the
depressogenic effects of high-stress environments.6 This pattern of results fits
the interactive model (Figure 16.2).

This study provided a reasonably clear answer to the question of how
genetic risk and major SLEs interrelate in the etiology of MD. However, it had
several limitations. First, the analyses included only women. Would we
observe the same result for men? Other limitations were related to the statisti-
cal approach. We believed we could improve the analyses with the additional
knowledge and better software that became available later in the project.
Finally, the early work had been limited by the fact that our four-category
measure of genetic risk was indirect and approximate. There were also impor-
tant questions about the effects of stress: Do genetic factors influence the
depressogenic effects of minor stressful events? Are the effects of recent stress
altered by early exposure to traumatic events? The remaining three examples
of the association between SLEs and MD illustrate the ways in which we
addressed these issues.
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FIGURE 16.3. Risk of onset of major depression (MD) in a month as a function of
inferred genetic risk and presence or absence of a major stressful life event (SLE) dur-
ing that month. MZ = monozygotic; DZ = dizygotic. Adapted from Kendler et al.
(1995a, Figure 1). Copyright 1995 by the American Psychiatric Association. Adapted
by permission.



Stressful Life Event Severity and Major Depression

Our initial analyses used only a “yes/no” measure (of whether a major
life event had occurred) rather than a range of levels of stress. This made it
impossible to examine how genetic or temperamental factors influence the
“dose–response” relationship between stress and MD. Recalling the stories of
Charlie and Robert, we might ask, is there a level of stress at which the Rob-
erts of this world would have an increased chance of developing MD but the
Charlies would remain largely immune? To answer this question, we used the
finer grained measure of long-term contextual threat (LTCT) obtained for
SLEs measured in the later waves of our study (see Sidebar 8.3).

Another refinement was to use a continuous index of each individual’s
genetic risk rather than the cotwin history of MD. We selected the personality
trait of neuroticism (N). This was based on our results showing that neuroti-
cism is a good indicator of genetic risk for MD (see Chapter 11).7

We examined the chance of developing an MD episode in a particular
month associated with the level of stress experienced (LTCT ratings for events
that occurred in that month or the few preceding months) and genetic risk (N
level). These analyses were based on information from 7,517 individuals inter-
viewed in FF wave 3 or 4 and MF wave 2. Figure 16.4 summarizes the results
separately by sex.8 The figure depicts the predicted chance of developing MD
for 5 levels of LTCT (no event through severe) and 5 levels of N: very low (2
SD below the mean), low (1 SD below the mean), average (mean N), high (1
SD above the mean), and very high (2 SD above the mean). The values are
hazard ratios representing the chance of developing MD associated with
LTCT and N level relative to a reference group (which is assigned a value of
1.0). The reference group were males with an average level of N and an adver-
sity level of zero (i.e., who had not experienced an SLE that month).

What are the take-home messages from these results? As we observed in
the analyses described in Chapters 8 and 11, there were large “main effects”
of both LTCT and neuroticism. The chance of developing an MD episode
increased dramatically with higher levels of LTCT regardless of the level of
neuroticism and was much greater among individuals with higher levels of
neuroticism regardless of the LTCT level of the event they had experienced.

The most important result was to confirm, using superior methods, the
results of the first example in this chapter. The effects of stress severity and
neuroticism do not just add together. Instead, they interact. This can be seen
most clearly in the way that the curves for the various levels of N “splay out”
with increasing levels of adversity (as predicted by Figure 16.2). Higher levels
of neuroticism magnify the impact of LTCT. Compared with individuals with
low and very low neuroticism, those with very high neuroticism have a liabil-
ity to MD that is shifted both upward and to the left. In other words, the
higher the level of neuroticism, the more sensitive individuals are to the
depressogenic effects of high levels of adversity. Among individuals with
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FIGURE 16.4. Risk of onset of major depression (MD) from neuroticism (N) level and
stressful life event (SLE) severity. (a) Males; (b) females. Adapted from Kendler, Kuhn,
and Prescott (2004b, Figure 1). Copyright 2004 by the American Psychiatric Associa-
tion. Adapted by permission.



very low N, MD liability does not increase much with minor and low-
moderate LTCT events; it takes greater stress to trigger depression in these
individuals. However, among those with high and very high levels of neuroti-
cism, the chance of developing MD starts to increase even at the lower levels
of LTCT. Thus, as we predicted, there do seem to be levels of adversity at
which some individuals (the Charlies of the world) are nearly immune,
whereas others (the Roberts) are not.

A final conclusion, and one we did not anticipate, is that the pattern of
results differed for men and women. As is typical, women were about twice as
likely as men to develop a depressive episode.9 However, there was a strong
interaction between sex and levels of LTCT: Women had increased rates of
MD relative to men for months when there was no event; for events with a
minor LTCT, the rates of MD were about twice as high in women as in men;
but at higher levels of adversity, the rates were similar across the sexes.

These results are consistent with those from several other studies. Five
prior studies of the relationship of neuroticism and “life stress” to self-report
symptoms of depression, anxiety, or distress all found that participants with
high neuroticism had greater sensitivity to stress than did participants with
low neuroticism (Avison & Turner, 1988; Bolger & Schilling, 1991; Ormel &
Wohlfarth, 1991; Rijsdijk et al., 2001; Van Os & Jones, 1999). One study
found that SLEs predisposed to MD only among individuals who had high
levels of neuroticism or a prior long-term difficulty (Ormel, Oldehinkel, &
Brilman, 2001). However, none of these studies reported sex differences such
as we found, so this provocative finding awaits confirmation.

Is the Impact of Genetic Risk and Recent Stress on Depression
Altered by Early Exposure to Trauma?

The previous two examples show that genetic or temperamental risk fac-
tors can influence, in a relatively enduring way, the sensitivity of individuals
to the depressogenic effects of stress. As we pondered these findings, an obvi-
ous question emerged: Would a similar effect be seen for a history of child-
hood trauma? This question was stimulated by the results of an intriguing
study of the effects of childhood abuse on stress reactivity in adulthood (Heim
et al., 2000). Women with and without a history of childhood physical or sex-
ual abuse were exposed to standard laboratory stressors (public speaking and
solving arithmetic problems before a critical audience). Women with prior
abuse displayed larger physiological and hormonal responses to this stress
than did women from a control group. In the more naturalistic setting of our
twin study, in which the stressors are life events rather than controlled labora-
tory experiences, would we also see increased stress responsivity in women
with a history of abuse?

To answer this question, we used data on past history of CSA, levels of
N, SLE severity (based on LTCT rating), and onsets of MD episodes from
1,404 women who had participated in waves 3 and 4 of the FF study. As
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described in Chapter 7 (see Sidebar 7.3), women who had experienced
CSA were grouped into three categories reflecting increasing severity: (1)
nongenital CSA (7.8%), (2) genital CSA (genital contact but no intercourse;
14.1%), and (3) attempted or completed intercourse (8.4%). The analyses
were identical to those in the prior example except that the hazards for devel-
oping MD were estimated within each CSA group.

The results of the best-fitting model are summarized in Figure 16.5. The
figure depicts the relationship between history of CSA, exposure to LTCT,
and probability of a depressive onset in women with low levels of N (1 SD
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FIGURE 16.5. The effect of a history of childhood sexual abuse (CSA) and neuroti-
cism (N) score on the association between severity of stressful life events (SLEs) and
risk for major depression (MD) in women. Relative risk for developing MD among
women with (A) neuroticism scores –1 SD below the sample mean; (B) neuroticism
scores at the sample mean; (C) neuroticism scores +1 SD above the sample mean. Ref-
erence group is women with average N (panel B) with no CSA and long-term contex-
tual threat (LTCT) = 0. CSA 1 and 2 = women who report nongenital or genital CSA;
CSA 3 = women who report attempted or completed intercourse. Adapted from
Kendler, Kuhn, and Prescott (2004c, Figure 1). Copyright 2004 by Cambridge Univer-
sity Press. Adapted by permission.



below the mean; Figure 16.5a), average levels of N (Figure 16.5b), and high
levels of N (1 SD above the mean; Figure 16.5c). Each line represents a group
defined by CSA history. The slopes of these lines index stress sensitivity, the
change in the chances of developing MD associated with increasing levels of
LTCT. The steeper this curve is, the greater is the sensitivity to the depress-
ogenic effects of SLEs. The reference group (assigned a hazard of 1.0) is
formed of women with an average level of neuroticism, no history of CSA,
and no SLE exposure (i.e., an LTCT of zero). The hazards for the other
groups are scaled relative to this one. (Our analyses found no significant dif-
ferences for minor versus low-moderate LTCT or for nongenital versus genital
CSA, so these categories were combined in the figures).

The figure illustrates clearly the main effects of N, CSA, and LTCT in the
prediction of depressive onsets. The chance of experiencing a depressive epi-
sode in the prior year was substantially increased by high N, by SLEs with
high LTCT, and by a history of CSA. In addition to all these effects, we see
unambiguous evidence that CSA influences sensitivity to the depressogenic
effects of recent stress: The slopes of the lines are substantially greater among
women with a history of CSA. The CSA “dose–response” relationship is par-
ticularly clear among women with average or low levels of N. The level of
stress sensitivity is relatively modest for women with no history of CSA, inter-
mediate for those whose CSA did not involve intercourse, and high for those
with exposure to CSA that included attempted or completed intercourse.10

Our more naturalistic study replicated the results found in a controlled
laboratory environment. Women with a history of CSA showed substantial
increases in stress responsivity. These findings suggest that not only genetic
factors but also early environmental traumas can produce long-term changes
in sensitivity to stress.

These results are congruent with several other lines of research. First,
women with a history of childhood sexual or physical abuse demonstrate
structural brain changes, notably in the shrinkage of the hippocampus—a por-
tion of the brain particularly involved in memory formation (Bremner et al.,
1997; Stein, Koverola, Hanna, Torchia, & McClarty, 1997; Vythilingam et
al., 2002). Second, a large body of work in both rodents and nonhuman pri-
mates shows that certain early environmental stressors augment later behav-
ioral and hormonal sensitivity to stressors (Heim & Nemeroff, 2001). Third,
some forms of early childhood stress, including parental loss, may also
increase sensitivity to the depressogenic effects of SLEs (Bifulco, Brown, &
Harris, 1987; Brown & Harris, 1978).

A Measured Gene Example of Gene–Environment Interaction

The results described so far suggest that aggregate genetic effects influence
stress responsivity. However, these studies provide no insight into the nature
or identity of the specific genes involved. In our next example, we describe a
similar analysis using a measured gene rather than inferred genetic risk.
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First, we provide some background to this study. In 2003, in the journal
Science, Caspi and coworkers (2003) reported that a variant in the serotonin
transporter gene moderated the influence of SLEs on MD in a large epidemio-
logical sample from New Zealand. This gene was of interest because it codes
for the protein that removes serotonin from the synapse, thereby terminating
its activity. This protein is the site of action of the widely used class of antide-
pressant drugs termed serotonin-specific reuptake inhibitors (SSRIs), including
the widely used drugs Prozac and Zoloft. Furthermore, this gene comes in two
common variants that result in different amounts of functional protein being
produced. These two variants are called, simply, short (S) and long (L), with
the S version producing less functional protein. Everyone has two copies (or
alleles) of these genes, one received from the mother and one from the father.
Thus the possible combinations of these variants are SS, LL, and LS. Caspi et
al. (2003) showed that individuals with one or two short alleles (i.e., SS or LS)
were more stress sensitive than those with two copies of the long allele (LL).

This exciting report had two potentially important limitations. First, the
SLE measure was simply the count of the number of SLEs experienced (out of
14 possible) in the prior 5 years. The analyses did not include any information
about event type or severity. As we have seen, both of these dimensions are
related to MD liability. Additionally, the impact of SLEs on MD episodes is
typically of short duration, usually lasting 1 to 3 months and nearly always
less than a year. However, Caspi and colleagues (2003) predicted the risk for
MD in the last year from SLEs in the preceding 5 years. It is thus possible that
the study results do not reflect the direct effects of SLEs on depressive episodes
but are due to some other indirect association (e.g., higher neuroticism in indi-
viduals with the SS and LS genotypes influences risk for both SLEs and depres-
sive episodes).

With the help of our molecular geneticist colleague, Brien Riley, we
attempted to replicate the Caspi et al. (2003) findings using data from the
VATSPSUD, including our ratings of SLEs and LTCT (Kendler, Kuhn,
Vittum, Prescott, & Riley, 2005b). We obtained genotypes of the serotonin
transporter variants for 572 randomly selected participants from our FF and
MM/MF studies (284 males, 288 females) for whom DNA was available.
(Genotyping the entire sample would have been very costly and was not neces-
sary to address this question.) We then attempted to predict the onset of MD
from the sex of the twin, the LTCT of the SLEs to which the twin had been
exposed (with the effect at “full strength” in the month of the event and then
decaying over the subsequent 2 months), the serotonin transporter variant,
and the interaction between LTCT and the transporter variant. The results are
illustrated in Figure 16.6a, which shows the overall results of the best-fit
model, and Figure 16.6b, which shows a close-up of the critical part of the
curve. In these analyses we assigned males with an SS genotype and no life-
event exposure to be our reference group (i.e., hazard ratio [HR] = 1.0).11

Two of these results should be familiar. The HR for MD increases with
higher levels of LTCT, with the effect being particularly marked when moving
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FIGURE 16.6a. Hazard ratio for major depression (MD) by serotonin transporter
genotype, sex, and stressful life event (SLE) severity. SS = two short alleles; LL = two
long alleles; LS = one long and one short allele. Adapted from Kendler, Kuhn, Vittum,
Prescott, and Riley (2005b, Figure 2). Copyright 2005 by the American Medical Asso-
ciation. Adapted by permission.

FIGURE 16.6b. Close-up of hazard ratio for MD by serotonin transporter genotype,
sex, and SLE severity. Adapted from Kendler, Kuhn, Vittum, Prescott, and Riley
(2005b, Figure 2). Copyright 2005 by the American Medical Association. Adapted by
permission.



from high-moderate to severe levels of LTCT. Further, at every level of threat
and genotype, the HR for MD is greater for females than for males. However,
two results are new. At high-moderate and severe LTCT levels, the HR for
MD is greater for males and females with the SS than with the LS or LL geno-
types, but the difference is small. By contrast (as most clearly seen in Figure
16.6b), at minor and low-moderate levels of threat, the differences in risk
between those with the SS versus the LS or LL genotypes is substantial. For
individuals with an SS genotype, the risk for an episode of MD is more than
eight times greater in the presence of a minor or low-moderate threat event
compared with months with no reported SLE.

To summarize, we broadly replicated the key findings of Caspi et al.
(2003) that the length polymorphism in the serotonin promoter modified the
depressogenic effects of SLEs. By examining the occurrence of SLEs and onsets
of MD to the nearest month, our analyses had greater temporal resolution
than their original findings. But our findings revealed a subtle relationship
between genotype and stress not predicted by the results of Caspi et al. That
is, the genotype–environment interaction we observed was due to a “left-
ward” shift in the dose–response curve. For individuals with the protective LS
or LL genotype (perhaps Charlie has this genotype), mild SLEs produced no
appreciable change in MD. However, for those with the predisposing SS geno-
type (perhaps like Robert), even modest levels of adversity produced a sub-
stantial increase in rates of depression. Replication of these findings is cer-
tainly needed. If correct, they suggest that the unraveling of the pathways to
psychiatric illness may require not only measures of specific genetic risk fac-
tors but also detailed and careful assessment of environmental risks.

Are the Effects of Parental Alcoholism Moderated
by Parental Rearing Style?

As we described in Chapter 12, rates of AD were higher among women
who had a parent with alcoholism. We also found that alcoholism was more
common among women who had received cold and authoritarian parenting
(Figure 7.2). We decided to put these pieces together to study how parenting
practices and parental alcoholism combine to influence problem drinking in
offspring.

These analyses were based on information collected from 1,887 women
during our second wave of interviews with female twin pairs. We first looked
at the association of twin problem drinking with three measures of parent–
child relationship quality, three measures of parenting style, and three mea-
sures of disciplinary practices (see Sidebar 16.1). Figure 16.7 summarizes
these results. Women who had a history of problem drinking were more likely
to rate their relationships with their mothers and fathers as being distant,
cold, and conflictual. They were also more likely to report that their parents
used physical punishment, administered punishment based on their moods,
and used withholding of privileges as punishment. However, problem drink-
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ing was not significantly associated with parenting styles of discouraging inde-
pendence, being overprotective, or being inconsistent.12

We then examined whether these factors interacted with presumed
genetic liability for alcoholism based on having a parent with a history of
alcohol-related problems. The results are summarized in Figure 16.8. We
found significant interactions for two measures, whereby the ORs for women
with a positive family history (FH+) were significantly lower than those for
women with a negative family history (FH–). In both cases the interaction was
in a protective direction: Among women with a family history of alcoholism,
risk for developing problem drinking was reduced among those who had close
relationships with their parents or whose parents punished them by withhold-
ing privileges (i.e., a less punitive punishment strategy).
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SIDEBAR 16.1. Measures Used for Study of Parenting
and Problem Drinking

We used self- and (when available) cotwin reports of parenting. We included three
measures of relationship quality (distance, coldness, and conflict) and three measures
of parenting style (discouraging independence, overprotectiveness, and inconsistency).
Coldness, discouraging independence. and overprotectiveness were taken from the
Parental Bonding Instrument (PBI; Parker et al., 1979; see Sidebar 7.1). The other mea-
sures came from the Home Environment Interview (Robins et al., 1985). We also
obtained three measures of disciplinary practices: physical punishment, withholding
privileges, and mood dependence. These were assessed by asking twins what their par-
ents would do when, as a child, “you were misbehaving.” Items that assessed physical
punishment included those that asked about spanking, slapping, and hitting the twin
with a brush, belt, or stick. Items that assessed withholding privileges included those
that asked about taking away privileges, sending the twin to her room, or grounding
her. We also asked how much the way twins were disciplined by their mothers and
fathers depended on the parent’s mood at the time. Twins rated each of the nine items
on a 4-point scale from often to never.

Problem drinking in the twins was based on responses to the first FF interview
(see Sidebar 5.3). Parental diagnosis of alcoholism was based on a combination of
information from personal interviews (available for 76% of mothers and 55% of
fathers) and reports by twins and interviewed spouses. Family members were asked to
report whether their relatives had been treated for a drinking problem or had experi-
enced problems arising from drinking in five areas: legal, health, marital or family,
social, and work. According to their daughters, alcohol-related problems were more
common among parents who were not interviewed than among those who were.
Therefore, we decided it was important to include information about the alcoholism
history of parents who had not been interviewed. We classified parents as having alco-
holism if they were positive for AD based on personal interview, if any family member
reported that they were treated for alcoholism, or if three of the five problem areas
were reported by at least one family member. Twins were classified as family history
positive if either parent met these criteria for alcoholism and as family history negative
if neither parent met criteria.
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FIGURE 16.7. Odds ratios (OR) for the association between problem drinking in
female twins and parenting received; *significantly greater than 1.0 (p < 0.05).
Adapted with permission of the authors from Prescott et al. (1993).

FIGURE 16.8. Odds ratios (OR) for the association between problem drinking in
female twins and parenting received by parental alcoholism history; *OR of FH+ (pos-
itive family history) and FH– (negative family history) significantly different (p < 0.05)
for Distance and Withhold Privileges. Adapted with permission of the authors from
Prescott et al. (1993).



These results provide a slightly different example of how genetic and
environmental factors can interact. Looking once again at the model shown in
Figure 16.2, we can see that when individuals with high genetic risk are raised
in protective environments, their genetic liability is less likely to be ex-
pressed.13 Similar findings have been reported in longitudinal studies of chil-
dren and adolescent offspring of alcoholics. Among these high-risk individu-
als, those who received supportive parenting were less likely to develop sub-
stance use disorders (King & Chassin, 2004; Werner & Johnson, 2004).

MODERATION OF GENETIC EFFECTS
BY ENVIRONMENTAL RISK FACTORS

All of the analyses presented in this chapter so far have been based on the
models depicted in Figures 16.1 and 16.2. We now introduce a complemen-
tary approach to thinking about how genes and environmental risk factors
can interrelate. This model, illustrated in Figure 16.9 and implemented in the
Mx program developed by our colleague, Mike Neale, allows us to ask
whether genetic and background (i.e., unmeasured) environmental factors are
moderated by the level of the specified environmental risk factor. The top part
of the model should be familiar, as it is identical to models we have used pre-
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FIGURE 16.9. Twin model for estimating moderated effects. FD = family dysnfunction.



viously in this book. However, the bottom part of the model is new. What
makes this model different from our previous approaches to analyzing twin-
pair data is that it allows us to separate genetic and environmental risk factors
into two sets, which we call basal and moderated. Basal factors (depicted by
the subscript b) represent the expected impact of genes and background envi-
ronment on our trait of interest when the specified environmental risk factor
is at a minimal level. Moderated genetic and background environmental fac-
tors are so named because they are moderated (or altered) by the level of the
specified environmental risk factor. These moderated factors are indicated in
the figure by the subscript m and also by the diamonds on these paths. It is
critical to be clear about what we mean by the term “moderated.” In this
model, “moderated” means that the genetic and environmental effects on the
trait of interest are directly influenced by the level of the specified environ-
mental risk factor. (See Sidebar 16.2 for more details about the model.)

This approach provides a more detailed picture of how risk factors influ-
ence liability to a disorder or trait because we can examine the impact of the
specified risk factor not only on genetic effects but also on shared background
and individual-specific environment. We applied this model to examine how
family dysfunction combines with genetic and environmental risk to affect
two outcomes: neuroticism and smoking.

Family Dysfunction and the Heritability of Neuroticism

As we reviewed in Chapter 7, many studies have shown that different
kinds of dysfunction in the home environment have a direct effect on risk for
later psychopathology (Burbach & Borduin, 1986; Gerlsma, Emmelkamp, &
Arrindell, 1990; Holmes & Robins, 1988; Moffitt et al., 2001; Parker, 1990;
Perris et al., 1994). We now want to ask a more subtle question. Could the
home environment influence later indices of mental health by moderating the
effects of genetic influences?

Evidence for such a mechanism (which could be called a genetic-by-
shared-environment interaction) has come from adoption studies of sev-
eral forms of psychopathology, including CD (Cadoret, Yates, Troughton,
Woodworth, & Stewart, 1995), ASP (Cadoret, Cain, & Crowe, 1983), schizo-
phrenia (Tienari, 1991), and some subtypes of alcoholism (Cloninger et al.,
1981; Sigvardsson, Bohman, & Cloninger, 1996). All of these studies suggest
that genetic effects on the outcome are increased among individuals who were
exposed to a pathogenic rearing environment. A family-environment-by-
genetic interaction has also been found for the trait of disinhibition, with
stronger genetic effects observed in families with a “laid-back” rather than a
restrictive style of child rearing (Boomsma, deGeus, van Baal, & Koopmans,
1999).

Why might we think that families can modify the impact of genes on a
personality trait such as neuroticism, which reflects emotionality or vul-
nerability to negative affect? One influential model of family development
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(Bronfenbrenner & Ceci, 1994), which has been supported by several recent
empirical studies (Rowe, Jacobson, & van den Oord, 1999; Turkheimer,
Haley, Waldron, D’Onofrio, & Gottesman, 2003), suggests that rearing envi-
ronments that allow full expression of a child’s innate potential will increase
the genetic variation of a trait. For example, parents who provide an intellec-
tually stimulating environment (e.g., by encouraging their children to read or
taking them to libraries or museums) might increase the chances that their
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SIDEBAR 16.2. Model for Moderated Genetic and Environmental Effects

The model shown in Figure 16.9 allows us to separate genetic and environmental risk
factors into two sets, which we call basal (depicted by the subscript b) and moderated
(subscript m). Mathematically, the values of Am, Cm, and Em are multiplied by the
value of the measured risk factor (here, level of family dysfunction, FD). At the lowest
level of the measured environmental risk (when FD = 0), the genes in the Am factor are
completely “silent,” exerting no effect on the trait of interest (neuroticism). By con-
trast, as the values of the measured environmental risk factor increase, these genes will
have more and more effect on the trait.

It might help to think of the diamonds as spigots on a water line. If the spigot is
nearly closed (e.g., the level of the measured environmental risk is very low), only a
small amount of the moderated effects gets through to influence the outcome. How-
ever, if the spigot is wide open (e.g., a high level of the measured environmental risk),
then the moderated factors have a greater influence on the development of the trait.

This model has four noteworthy differences from the model depicted in Figures
16.1 and 16.2. First, it is designed to handle a continuous environmental risk factor
rather than one that is either present or absent (such as parental alcoholism) or that
can be graded into a small number of categories (such as LTCT). Second, this new
model works best when the trait being studied is also continuous—such as a personal-
ity trait—rather than dichotomous—such as a diagnosis. Third, our previous analyses
examined whether genetic risk factors moderated the impact of environmental risks.
This model turns the problem around and explores whether exposure to an environ-
mental risk factor moderates the impact of genes and unmeasured environmental fac-
tors. Fourth, our previous model was a form of regression analysis in which the goal
was to predict liability to illness. The current approach instead involves structural
equation modeling, in which we decompose risk into its genetic and environmental
components. This approach provides a richer picture of what is going on. For example,
we can examine the impact of the specified risk factor not only on genetic effects but
also on the impact of background shared and individual-specific environment.

The model allows two kinds of relationships between the measured risk factor
and the outcome:

1. A simple “main effect” (as in standard regression analysis) in which the risk
factor affects the mean levels of the outcome (and the variance is constant).
This is represented by path f in Figure 16.9.

2. A “moderated” effect, in which the risk factor moderates the impact of
genetic and environmental risk factors and affects the variance of outcome.



children’s genetically influenced abilities will be fully expressed. Would the
same model work for neuroticism?

If a child with a genetic predisposition to high levels of neuroticism grows
up in a family that expresses little conflict or infrequent negative emotion, it is
possible that the child will not express this predisposition. Or, to consider the
converse, a child growing up in a family with lots of fighting and conflict
might have the opportunity to fully express (or “actualize”) his or her “genes
for neuroticism.”

In most of our previous analyses, the degree of variability (or spread) of
our data was not a subject of concern. However, in some cases, differences in
variability among subgroups can be informative. In Chapter 10 we considered
an example in which different age groups showed different variances in fre-
quency and quantity of alcohol consumption (see Figure 10.7). Like that
example, the moderator model makes predictions about variation. If modera-
tion is occurring, the variance of neuroticism should be higher among groups
with higher levels of family dysfunction. The reason is that new sources of
individual differences (e.g., the Am genetic factor) that are quiescent at low lev-
els of family dysfunction are active at higher levels.

We tested three alternative models for the association between family
dysfunction (FD) and neuroticism. Each of these is based on the path model
shown in Figure 16.9, and each makes a different prediction about the values
of genetic and environmental variation in neuroticism across different levels of
family dysfunction. Figure 16.10 illustrates the patterns of data that would be
predicted by each of the three models.

The simplest is the standard model (shown in the left portion of Figure
16.10), in which the moderated paths are all set to zero. This is equivalent to
our usual twin model (e.g., Figure 3.3) and estimates a single set of values: the
proportions of variance in neuroticism due to a2, c2, and e2. Under this model,
which is equivalent to the additive model in Figure 16.1, these variance pro-
portions and the total variance of N (obtained by adding together the a2, c2,
and e2 components) are constant across different levels of FD.

The proportional model predicts that the variance of neuroticism changes
as a function of family dysfunction but that the proportion of variance in fam-
ily dysfunction that is due to a2, c2, and e2 does not change. Because genetic
variance changes proportionally with total variance in this model, heritability
remains constant. This is shown in the middle portion of Figure 16.10: All
three sources of variance increase proportionally with increasing levels of FD.

The third alternative is the moderator model. The variance that is due to
a2, c2, and e2 changes as a function of the level of family dysfunction, but the
different sources do not have to be proportional to each other, and the total
variance can change across levels of dysfunction. One possible pattern from a
moderated model is illustrated in the right portion of Figure 16.10. Here,
higher levels of FD “activate” a new set of genes that influence N, resulting in
an increase in genetic variance with increasing levels of dysfunction.
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In testing these models, we used information obtained from 957 female
twin pairs from the FF sample, from whom we had collected parental as well
as twin assessments of family dysfunction (see Sidebar 16.3). We divided the
sample into quartiles based on level of FD and examined, for each quartile,
the estimated genetic and environmental sources of variance (Figure 16.11).
The total variance of neuroticism increased across the increasing levels of FD,
as is predicted by the proportional and moderator models. However, the vari-
ance proportions were clearly inconsistent with those predicted from the mod-
erator model because the total proportion of variance due to genetic effects
did not change with increasing levels of family dysfunction.

As suggested by these results, when the data were formally tested using
the moderator model, we found little evidence that level of family dysfunction
moderated the impact of genetic or environmental risk factors on levels of
neuroticism. Genetic risk factors and FD both influenced levels of N. How-
ever, the genetic effects were not moderated by pathogenic rearing environ-
ment. As shown in Figure 16.11, there was a tendency for the genetic and
individual-specific environmental variance to increase slightly across levels of
family dysfunction, so we cannot clearly reject the proportional model. How-
ever, the pattern of results was closest to an additive model of genetic and
environmental action (Figure 16.1).

These results may seem a bit anticlimactic, but they provide at least two
lessons. First, there may be many situations in which genetic and environmen-
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FIGURE 16.10. Expected results from standard, proportional, and moderated twin
models of the relationship between sources of variance in neuroticism scores and level
of family dysfunction. Env = environment.
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SIDEBAR 16.3. Assessment of Family Dysfunction

Family dysfunction (FD) was measured using 14 items from the Family Environment
Scale (Moos & Moos, 1986), which reflected the general emotional tone of the home.
Two sample items are:

Family members really helped and supported one another.
Family members would get so angry sometimes that they would throw things or

hit each other.

Twins and their parents (for the FF sample) were asked the frequency with which each
of the preceding conditions existed during the period when the twins were growing up
(defined as until age 16). There were four response choices for each item, ranging from
often to never.

We formed a single score for each individual by taking the first principal compo-
nent of these items. The number of reporters per family ranged from one to four.
About 50% of the time, ratings were available from all four family members (two
twins and their parents). Three ratings (most commonly, twin, cotwin, and mother)
were available for 32%, two ratings (usually twin and cotwin) were obtained for 13%,
and one rating (self) for 5%. We formed a composite score for each family by averag-
ing the scores across all available informants. The correlations between raters for fam-
ily dysfunction scores were moderate, ranging from 0.35 to 0.58.

FIGURE 16.11. Relation of neuroticism score proportions of variance to level of fam-
ily dysfunction. Env = environment. Data from Kendler, Aggen, Jacobson, and Neale
(2003a).



tal factors really do add together. Searching for genotype–environment inter-
actions has become trendy in psychiatric and behavioral genetics, but they
may be the exception more often than the rule. It is instructive that with
organisms such as plants and fruit flies, in which genetic and environmental
effects can be studied using experimental controls, there are many situations
in which genes and environments do no more than add together (Mather &
Jinks, 1982).

A second lesson is that the ways in which genetic factors influence a per-
sonality trait such as neuroticism may be different from the ways they affect
liability to a psychiatric disorder such as major depression. As anyone who
has been a parent can attest, personality traits feel “hardwired” and do not
seem easily amenable to environmental interventions. Among adults, person-
ality tends to be quite stable, even over long periods of time (McCrae &
Costa, 1990). By contrast, depression is an episodic and often “reactive” con-
dition that is frequently precipitated by environmental stressors. From this
perspective, it is perhaps not surprising that the pathway from genes to per-
sonality may be less “perturbable” by the environment than is the case for the
pathways to major depression or other psychiatric disorders.

A final consideration is that, although our result represents a failure to
reject the null hypothesis, this is not the same as proving the null hypothesis.
We can conclude only that we could not detect any moderation effects with
our sample size and our statistical methods. Detecting statistical interactions
(the basis of the moderator model) requires larger sample sizes than does
detecting main effects (Wahlsten, 1990).14

Family Dysfunction and the Heritability
of Cigarette Smoking

In our final example, we apply the moderator model to examine the rela-
tionships between family functioning and risk for smoking. We chose cigarette
smoking because it is a common, highly heritable behavior (Li et al., 2003;
Sullivan & Kendler, 1998) that can be accurately assessed by self-report
(Luepker, Pallonen, Murray, & Pirie, 1989; Slattery, Hunt, French, Ford, &
Williams, 1989). There is strong evidence that a disrupted home environment
is associated with an increased risk for smoking (Tyas & Pederson, 1998).
This is generally assumed to be an environmental effect. However, we hypoth-
esized that the home environment might also influence smoking through a dif-
ferent mechanism—by moderating the effects of genetic influences.

We hypothesized that the genetic influences on smoking would be higher
among individuals who had experienced higher levels of dysfunction in their
homes of origin. This was suggested by an adoption study of alcoholism in
which genetic risk factors were more important among women who experi-
enced greater family conflict in their adoptive homes (Cutrona et al., 1994).
Although this is (to our knowledge) the only prior study of substance use
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showing this kind of gene-by-environment interaction, it is quite persuasive
because of its use of the adoption design. Here, family conflict was clearly an
environmental risk factor because it arose in an adoptive home among adop-
tive relatives genetically unrelated to the participant.

To test for moderation of the genetic influences on smoking of family
dysfunction, we used information on smoking among 1,676 female twins who
had participated in our second and third interview waves. We formed a six-
category variable reflecting cigarette use at the time of heaviest smoking.15

Our measure of family dysfunction was the same as that used in the analysis
of neuroticism described earlier. The statistical methods we employed were
also nearly identical.

When we fit the moderator model (similar to Figure 16.9) and a model
without moderated effects, we found that the statistical differences between
the models were not large but that, overall, the moderator model was the most
parsimonious. The results are summarized in Figure 16.12. The values are
scaled relative to the results for individuals in the lowest quartile of family
dysfunction. The results show that (1) the magnitude of the genetic variance
was constant across levels of family dysfunction, (2) the effect of shared fam-
ily environment was estimated to be zero in all conditions,16 and (3) the
individual-specific environmental variance in liability to smoking was higher
at higher levels of family dysfunction. Thus we found some evidence for mod-
eration, but it was on the individual-specific environmental factor, not on the
genetic factor as we had predicted.

These results can be reexpressed in terms of heritability (which again is
the ratio of genetic to total variance in liability). Heritability of smoking was
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FIGURE 16.12. Effects of childhood family dysfunction on estimated genetic and
environmental contributions to variation in smoking. Env = environment. Data from
Kendler, Aggen, Prescott, Jacobson, and Neale (2004a).



higher when levels of family dysfunction were at a minimum (a2 = 0.79) than
when they were at a maximum (a2 = 0.57). Individual-specific environment
showed the reverse pattern—being relatively more important at maximum (e2

= 0.43) than minimum (e2 = 0.21) levels of family dysfunction. These results
show, as we have stated elsewhere, that heritability is not a constant property
of a trait or a population. Under different environmental conditions, herit-
ability estimates can change.

We have pondered the interpretation of these results. Because so little is
known about the role of gene–environment interactions in drug use, the litera-
ture is not of much help. At the simplest level, these findings suggest caution
in the articulation of broad pronouncements about the nature of these interac-
tions. We might be tempted to declare for all phenotypes that exposure to a
broader range of environments will permit expression of a broader range of
genetic variation, but the reality is likely to be much more complex.

Although these results can be expressed as a declining heritability of
smoking with increasing family dysfunction, it is important to emphasize that
the level of genetic variance is not changing. Instead, as shown in Figure
16.12, these findings reflect a systematic increase in individual-specific envi-
ronmental effects on smoking as the level of family dysfunction increases.17

What might be happening? Imagine a set of extrafamilial environmental fac-
tors that in adolescence increase the risk for heavy smoking. An example of
such a “prosmoking” influence would be hanging around with the “bad kids”
after school. High-functioning families are relatively effective at protecting
their children from these kinds of influences, whereas in dysfunctional families
parental monitoring of children’s activities may be lower. In these families it
might be more likely that one of the twins would encounter situations in
which she would be exposed to these prosmoking influences and, by chance,
the cotwin would not be similarly exposed. This situation—greater “random”
exposure to smoking-related social influences for twins growing up in poorly
functioning families—would explain the results we have observed. Although
speculative and in need of further empirical testing, this explanation of the
findings is at least a plausible one.

SUMMARY

A major goal of this book is to try to understand how genetic and envi-
ronmental risk factors interrelate in the etiological pathways to psychiatric
and substance use disorders. Although the work presented in this chapter is
preliminary, it represents an important step toward addressing this fundamen-
tal question. Essentially, we have tried to address whether we can assume that
genetic and environmental factors add together to influence these outcomes or
whether they may combine in more complex ways.

To address this fundamental question, we used two different conceptual
and statistical approaches, illustrated by Figures 16.1, 16.2, and 16.9, respec-
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tively. These models addressed different permutations of the same question.
Our first model asked whether genes moderate the sensitivity of individuals to
the pathogenic effects of the environment, such as SLEs. The second model
examined whether specified environments, such as family dysfunction, can
moderate the effects of genes.

The results of our examples are summarized in Table 16.1. These findings
show convincingly that, in at least some circumstances, we cannot assume that
genetic and environmental risk simply add together. Using three varying
approaches, we found evidence that genetic factors (expressed as a function of
cotwin history of MD, level of neuroticism, or variants of the serotonin trans-
porter) influenced the sensitivity of individuals to the depressogenic effects of
life events. We also saw that positive rearing styles protected against genetic
risk for drinking problems. More tentatively, we found that family dysfunc-
tion altered the environmental variance (and thus the heritability) of smoking.
However, we also found that sometimes the additive model is probably the
correct one. In particular, genetic effects on the key personality trait of neurot-
icism were not altered or moderated by the effects of family dysfunction.

We have tested models for gene–environment interaction in only a small
handful of the disorders and environmental risk factors included in the
VATSPSUD. Much more work needs to be done. But our results so far allow
us to conclude that for at least some risk factors and disorders we cannot
assume that an individual’s total liability to illness is just the sum of his or her
genetic risk plus adverse environmental experiences. The etiology is more
complex than that. Our risk emerges over time through the interweaving of
genes and environment.

NOTES

1. The terms gene–environment interaction and genetic control of sensitiv-
ity to the environment are broadly synonymous, and we use both in this book. How-
ever, the second term focuses on the key issue we wish to illustrate: how genetic factors
alter the response of the organism to environmental stressors. It would be equally valid
to describe “gene–environment interaction” as “environmental control of gene expres-
sion.” Another consideration is that the use of the term interaction in its statistical
sense (as here) is often confusing, because it has a broader meaning in everyday usage.

2. This is the same allele that has been implicated in increased risk for Alz-
heimer’s disease (Lendon, Ashall, & Goate, 1997). One theory for the mechanism is
that having the ε-4 allele increases the buildup of amyloid plaques as a response to
even mild head trauma.

3. As discussed in Chapters 13 and 14, these events and experiences are
probably influenced to some degree by genetic factors, so they are not strictly “envi-
ronmental” risk factors.

4. This index of genetic risk was strongly associated with risk for an epi-
sode of MD, confirming its usefulness. Compared with the lowest risk group (MZ twin
with cotwin unaffected), the proportional increase in risk for MD in any given month
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was 27% for a woman with an unaffected DZ cotwin, 103% for a woman with an
affected DZ cotwin, and 158% for a woman with an affected MZ cotwin. These
results were originally published in Kendler et al. (1995a).

5. The interaction suggested by Figure 16.3 was confirmed statistically
using a standard linear regression model.

6. Although the group differences were small when a major event was ab-
sent, they were statistically significant in our large sample. For example, MD onset in
the absence of a major SLE occurred 0.5% of the time in the lowest genetic risk group
(women whose MZ cotwins were unaffected) versus 1.1% in the highest risk group
(women whose MZ cotwins had a history of MD).

7. To reduce the possibility of state effects of MD on neuroticism scores,
the measures of neuroticism used in these analyses were obtained prior to the period
for which SLEs and depressive onsets were assessed. In using neuroticism instead of an
index of genetic risk, these analyses technically reflect “temperamental control of sensi-
tivity to the environment” rather than “genetic control of sensitivity to the environ-
ment.”

8. These analyses were based on person-month data and conducted with a
Cox proportional hazards model using the SAS procedure PHREG (Allison, 1995;
Cox, 1972). Three predictor variables were used: N, sex, and LTCT. The dependent
variable was the onset of a depressive episode. These individuals reported a total of
1,194 onsets of MD. The final model was developed based on nine strata. Each stra-
tum consisted of data for participants from the FF3, FF4, or MF2 interviews with zero,
one, or two prior onsets in the previous 13 months. N was standardized to have a
mean of 0 and standard deviation of 1, allowing easy interpretation and a meaningful
quadratic term. LTCT was coded so that 0 meant no SLE occurrence in the month and
1 through 4 meant the occurrence of a SLE with minor, low-moderate, high-moderate,
and severe LTCT. As in the previous analyses presented in this chapter, there is the
problem of the scale of interaction, especially when the dependent variable—a depres-
sive episode—is dichotomous. We confirmed, using additive models, that the result
presented in Figure 16.4 is indeed a statistical interaction. Details can be found in the
original publication by Kendler, Kuhn, and Prescott (2004b).

9. The main effect of sex is not easily apparent from the figures because
they do not reflect sex differences in the frequency of the LTCT categories (women
have more minor and low-moderate LTCT events) or in neuroticism (on average,
women have higher N scores).

10. The astute observer will note that the curves differ somewhat across lev-
els of neuroticism. Our final model contained one interaction: between neuroticism
and CSA with intercourse. This interaction meant that liability for MD among individ-
uals with high N and CSA with intercourse was less than predicted by the main effects
of these two factors. This study was originally published in Kendler, Kuhn, and
Prescott (2004b).

11. In our best-fitting model, the main effects of serotonin genotype (χ1
2 =

2.04, NS) and LTCT ≥ 1 (χ1
2 = 3.31, NS) were nonsignificant. By contrast, the main

effects of both levels of stress remained significant: LTCT ≥ 3 (χ1
2 = 9.89, p = 0.002)

and LTCT = 4 (χ1
2 = 18.66, p < 0.0001). Most important, we observed a significant

positive interaction between genotype and LTCT ≥ 1 (χ1
2 = 10.74, p = 0.001) such that

individuals with the SS genotype had greater sensitivity to the depressogenic effects of
SLEs with mild or greater LTCT levels than did individuals with the SL or LL geno-
types. Furthermore, we also saw a significant negative and nearly balancing interaction
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between genotype and LTCT ≥ 3 (χ1
2 = 6.47, p = 0.001). That is, at high levels of

stress, individuals with LL and LS genotypes were at about the same risk for MD as
those with SS genotype.

12. It is possible that women who develop problem drinking have biased
perceptions of their early family life. We addressed this possibility by repeating the
analyses using cotwin reports of parenting received. The effects were somewhat
weaker, but the pattern was consistent with that observed based on self-reports. These
results were originally presented at the 1993 meeting of the World Congress on Psychi-
atric Genetics (Prescott et al., 1993).

13. As we saw in Chapter 13, parenting given is not a completely “environ-
mental” variable. It is possible that the results we observed occurred because alcoholic
parents who are able to provide good parenting may themselves have lower genetic lia-
bility and are thus providing “better” genes along with better environments. This
would represent gene–environment correlation rather than gene–environment interac-
tion. We are not able to distinguish the two, as we do not have much information on
the severity of parental alcoholism.

14. An inspection of our raw data in a number of different ways detected no
hints of moderation effects. Thus, we were not in a situation, as sometimes occurs, of
seeing a strong trend that falls short of statistical significance. We really saw no trend
toward moderation in our data at all. The study was originally published in Kendler,
Aggen, Jacobson, & Neale, 2003a.

15. The categories of weekly smoking were (1) zero cigarettes per week
(34.5% of the sample), (2) 1–2 (16.2%), (3) 3–20 (15.7%), (4) 21–120 (11.1%), (5)
121–200 (14.7%), and (6) > 200 (7.8%). Because this variable was not normally dis-
tributed, we analyzed it as an ordered polychotomous variable assuming a multiple-
threshold liability model. Twin-pair resemblance was based on a polychoric correla-
tion. Additional information about our assessment of smoking history can be found in
Sidebar 5.4. The study was originally published in Kendler, Aggen, Prescott, Jacobson,
and Neale (2004a).

16. In fact, the true “best-fit” model was a reduced moderator model with
all the shared environmental pathways set to zero.

17. The psychometrically astute reader might now be asking, “Could all
these results just be due to increased error in the assessment of smoking at higher levels
of smoking?” This is a viable explanation, because mean smoking levels increase with
increasing family dysfunction. However, the short-term test–retest reliability of our
smoking measure was very high (weighted κ = 0.87; 95% CI = 0.83, 0.90) with no evi-
dence that degree of agreement was related to the level of reported smoking. We also
tested whether the level of family dysfunction affected the stability of our cross-time
maximal smoking measures. It did not (χ1

2 = 0.19, p = 0.66). These results suggest that
higher error variance for our smoking measure among twins with higher family dys-
function is an unlikely explanation for the observed results.
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C H A P T E R S E V E N T E E N

Integrative Models

As we are nearing the end of this book, the goal of this chapter is a
daunting one: to pull together the various themes taken up in earlier sections
of the book by developing a truly integrated etiological model for a disorder—
MD. We will fail at this task, because there are complexities in the etiological
pathways to psychiatric and substance use disorders that are beyond our data
and beyond our current ability to conceptualize and model.1 Readers will
therefore need to see this effort as a “rough draft” toward a final model that
will take years—if not decades—to achieve. Nonetheless, it is worth trying.
For too long, review papers in psychiatry and abnormal psychology have pro-
posed such “integrative models” for particular disorders based solely on liter-
ature reviews and/or the authors’ own speculations. However, such models
were never tested against real data, both because there are substantial method-
ological issues about how to incorporate the required complexity and because
few data sets contain good measures on a wide variety of risk factors. At some
point, it is critical for one group of investigators with one data set to try to set
out a preliminary integrative model. We began with MD in females.

INTEGRATIVE MODEL FOR MAJOR DEPRESSION
IN WOMEN

The goal of our analyses was to understand how genetic background,
early risk factors, and proximal stressors combine to influence risk for MD in
females. Our model predicts the occurrence of an episode of MD in the 1-year
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period prior to the fourth wave of interviews with our female–female twin
sample. Of the 1,940 female twins who participated in FF4, 176 (9.1%)
reported symptoms of a past-year depressive episode that met DSM-III-R cri-
teria. We set out to understand what was different about the background and
experiences of these women that may have led to their depressive episodes.

This large analytic task required us to make several critical decisions
about our approach. First, we decided to use a structural equation modeling
approach to understanding the connections among the variables. Because this
was an exploratory analysis, we decided to keep the model as simple as possi-
ble and include only additive relationships between variables.

Second, we took a developmental approach to our analysis, organizing
our model along temporal lines, moving from risk factors expressed early in
life to those that occurred in the “outcome” year. We selected five develop-
mental “tiers” for our risk factors: childhood, early adolescence, late adoles-
cence, adulthood, and the past year.

Third, after many preliminary analyses, some reflected in an earlier pub-
lished attempt at an integrative model (Kendler, Kessler, Neale, Heath, &
Eaves, 1993a), we selected a set of 18 predictor variables organized into the
five developmental tiers as follows:

1. Childhood: genetic risk factors, disturbed family environment, CSA,
and childhood parental loss.

2. Early adolescence: neuroticism, low self-esteem, early-onset anxiety,
and conduct disorder.

3. Late adolescence: low educational attainment, lifetime traumas, low
social support, and substance misuse.

4. Adulthood: divorce and history of MD.
5. Past year: past-year marital problems, total difficulties, and two types

of SLEs: dependent and independent.

Fourth, not all twins completed all interviews and questionnaires. Be-
cause we could not assume that people drop out of the study at random, we
did not want to base the analyses only on women for whom complete infor-
mation was available. We therefore employed methods of data imputation so
we could include as much information from as many respondents as possible.

Fifth, we wanted to obtain the best measures of our constructs. For six out
of the 18 variables, we were able to construct latent variables that either were
based on several measures of the construct or on the same scale administered at
more than one interview. This should have the net effect of improving both the
reliability and the validity of our predictor variables (see Sidebar 17.1).

Once we had selected our variables and their initial order within the
model, we began the process of model simplification. As in all such model fit-
ting, our goal was to achieve a balance of explanatory power and parsimony.
After much work (done with great care by our colleague Charles Gardner), we
arrived at a final model that accounted for 52.1% of the variance in liability
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SIDEBAR 17.1. Predictor Variables

Complete details of the measures are available in the original publication (Kendler et
al., 2002a). Briefly:

Genetic Risk was assessed by a composite measure of the lifetime history of MD
in cotwin and the mother and father.

A Disturbed Family Environment factor was indicated by two manifest continu-
ous variables: parental warmth, measured using a modified version of the Parental
Bonding Instrument (Parker et al., 1979; see Sidebar 7.1) and family environment
scores, measured by 14 items chosen from the Family Environment Scale (Moos &
Moos, 1986; see Sidebar 16.3). For each scale, an aggregate measure was formed by
combining the reports from both twins and any interviewed parents.

Childhood Sexual Abuse was a binary variable that was coded 1 if the twin
reported experiencing prior to age 17: (1) unwelcome genital contact or (2) attempted
or completed intercourse (see Chapter 7).

Parental Loss was a binary measure that was scored 1 if the twin reported that,
prior to the twin reaching age 17, one or more parents left the nuclear home due to
death, divorce, or parental separation.

The Neuroticism factor was indicated by the 12-item version from the EPQ-R
(Eysenck et al., 1985, see Sidebar 11.2) assessed at up to three separate waves.

The Self-Esteem factor was based on Rosenberg’s scale (Rosenberg, 1969)
obtained at the wave 1 and wave 3 interviews.

Early-Onset Anxiety Disorder was a binary variable that was scored 1 for sub-
jects with an onset of panic disorder, GAD (with 1 month minimal duration), or pho-
bia prior to age 18.

Conduct Disorder was treated as an ordinal variable that reflected the number of
DSM-IV CD criteria met prior to age 18 that were endorsed at FF4.

Years of Education was treated as a continuous variable.
Lifetime Traumas was the number of lifetime traumatic events (out of 10, includ-

ing physical assault, unexpected death of a loved one, and abortion) reported at the
initial questionnaire.

The Social Support factor was based on a combined score from the first- and
third-wave interviews. We summed those dimensions of social support that related
most strongly to risk for depression: problems with relatives and church/club atten-
dance (Kendler et al., 2002a).

Substance Misuse was a factor of three binary manifest variables: (1) a lifetime
diagnosis of DSM-III-R alcohol abuse or dependence; (2) a lifetime diagnosis of DSM-
IV drug abuse or dependence; and (3) lifetime nicotine dependence as assessed by a
score of ≥ 7 on the Fagerstrom Tolerance Questionnaire (Fagerstrom & Schneider,
1989; see Sidebar 5.4).

Ever Divorced was a binary measure that scored 1 for women who reported ever
being divorced at any of our interviews.

History of MD was a binary measure reflecting the presence or absence of one or
more episodes of DSM-III-R MD occurring at least 1 year prior to the first wave inter-
view.

(continued)



to develop an episode of MD. As reflected by standard statistical indices, the
model fit quite well.2

This final model is depicted in Figure 17.1. This is a complex figure, but
we think it is worth the effort to understand. The path coefficients depicted in
the figure reflect the unique relationship between variables, adjusting for all
the other possible connections through other variables in the model. That is, a
pair of variables will be connected both by a direct path and, typically, by sev-
eral indirect paths that pass through other variables. One-headed arrows are
used to indicate causal paths. Two-headed arrows represent correlations—in
which the variables are associated but we cannot assume that one causes the
other. (See Chapter 3 for details of path diagrams.) It is also important to keep
in mind that the path coefficients represent the “average” relationships among
variables in the whole sample. They do not tell us about the individual path-
ways that particular people may take on their journey to developing depres-
sion.

In considering our final model, we first describe the variables and paths
one by one. Then we step back and comment on the big picture.

Childhood Risk Factors

We begin with the four childhood risk factors, shown in the top tier of
Figure 17.1. All four variables are moderately and positively correlated. The
level of a woman’s genetic risk for MD was positively correlated with her
exposure to childhood environmental risk factors. Furthermore, having been
exposed to one of these risk factors was associated with increased chances of
exposure to the others. These results illustrate the difficulty of studying typical
nuclear families: genetic risk and environmental risk tend to occur together
(or, more technically, are statistically confounded).

Integrative Models 323

Past-Year Marital Problems was constructed as a three-level ordinal variable
based on seven items assessing the level of marital satisfaction in the year prior to FF4
obtained from the Social Interaction Scale (Schuster, Kessler, & Aseltine, 1990). A
piecewise regression indicated that an elevated risk for onset of MD was associated
with levels of satisfaction in the lower 20%. The variable was constructed as: 0 =
upper 80% of marital satisfaction, 1 = unmarried, and 2 = lower 20%.

Dependent and Independent Stressful Life Events (SLEs) were dichotomized into
those clearly or probably independent versus clearly or probably dependent (see Chap-
ter 8). For individuals experiencing a new onset of MD in the year preceding their FF4
interview, we counted the number of dependent and independent life events occurring
in that month and the 2 preceding months. For individuals reporting no depressive
onset, a random 3-month window was used to assess the occurrence of SLEs.

Past-Year Difficulties reflected the sum of all SLEs reported at other times during
the year prior to the FF4 interview.

SIDEBAR 17.1. (continued)
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FIGURE 17.1. Results from integrative model for MD in women. Adapted from
Kendler, Gardner, and Prescott (2002a, Figure 1). Copyright 2002 by the American
Psychiatric Association. Adapted by permission.



Now let’s turn to the childhood risk factors one at a time. As shown in
Figure 17.2, high genetic risk for MD was directly predictive of elevated levels
of neuroticism (a key temperamental risk factor for later depression), sub-
stance misuse, traumatic experiences, and divorce. The level of genetic risk for
MD also directly predicted both MD prior to the past year and the probability
of a depressive episode in the past year.

We illustrate direct and indirect paths by examining the relationship
between genetic risk and episodes of MD in the past year. As noted, genetic
risk directly predicted risk for a depressive episode. However, high genetic risk
also directly predicted high levels of neuroticism and a history of depression,
which in turn directly predicted risk for MD in the past year. Furthermore, a
number of more complex, indirect pathways from genetic risk to past year
MD can be seen in the figure. Two of them are: (1) genetic risk ⇒ neuroticism
⇒ early-onset anxiety ⇒ past-year MD and (2) genetic risk ⇒ substance mis-
use ⇒ history of MD ⇒ past-year MD. Thus, for any two variables in the
model, it makes sense to think about direct paths, indirect paths, and (if you
have the patience to trace them all out and add them up) the total association,
which is the sum of all the direct and indirect connections.

Returning to Figure 17.1, a disturbed family environment uniquely pre-
dicted all four early adolescent risk factors, with the strongest effect on CD,
followed by neuroticism. A disturbed family background also strongly pre-
dicted low levels of social support, as well as an increased risk for lifetime
traumas, past-year marital problems, and past-year difficulties.

Childhood sexual abuse (CSA) uniquely predicted three of the four early-
adolescent and three of the four late-adolescent risk factors, with its strongest
effects on CD and lifetime trauma. In addition, CSA also predicted both diffi-
culties and independent SLEs in the past year.

Childhood parental loss uniquely predicted only low educational attain-
ment.

Of the three childhood “environmental” risk factors, a disturbed family
environment had the most extensive effect on downstream variables, whereas
childhood parental loss had by far the least. Consistent with the results of our
previous analyses of CSA (see Chapter 7), it is clear that the experience of sex-
ual abuse has a potent impact on future risk factors, even after adjusting for
the impact of family dysfunction and genetic risk.

Risk Factors of Early Adolescence

We turn now to the four early-adolescent risk factors, shown in the sec-
ond tier of Figure 17.1. Neuroticism had a particularly strong effect on low
self-esteem and early-onset anxiety disorders. High levels of neuroticism also
predicted low levels of social support and past-year marital problems.

Low self-esteem had a substantial influence on low educational attain-
ment and also predicted past-year marital problems.
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FIGURE 17.2. Risk factors significantly associated with genetic risk for depression in
women. Adapted from Kendler, Gardner, and Prescott (2002a, Figure 2). Copyright
2002 by the American Psychiatric Association. Adapted by permission.



Early-onset anxiety disorder increased the risk for CD, low social sup-
port, substance misuse, and past history of MD, as well as exposure to lifetime
trauma and preceding-year independent SLEs.

CD symptoms increased the risk for lifetime traumas, low social support,
and, especially strongly, substance misuse.

Of note, three of these four early-adolescent risk factors—neuroticism,
early-onset anxiety and CD—had a direct and independent impact on risk for
the onset of MD in the past year.

Risk Factors of Late Adolescence

Looking now at the third tier of Figure 17.1, low educational attainment
uniquely predicted only lifetime traumas and the risk for divorce. Lifetime
trauma also predicted divorce, as well as history of MD, past year difficulties,
and independent SLEs. Low social support was a unique predictor only of
substance misuse.

Substance misuse was the most “connected” variable in the model. It was
the second strongest predictor of a history of MD and it also predicted expo-
sure to three later environmental risk factors: divorce, past-year difficulties,
and dependent SLEs.

Adult Risk Factors

Moving down another tier, both ever divorced and past history of MD
were predicted by an array of upstream variables. Having ever been divorced
uniquely predicted only past history of MD and past-year marital problems,
whereas past MD predicted past-year dependent SLEs and risk for an episode
of MD in the past year.

Past-Year Risk Factors

Finally, our model included four measures of environmental adversity
occurring in the past year. Two of these, past-year marital problems and past-
year difficulties, were not timed relative to episode onset, whereas dependent
and independent SLEs had to have occurred in temporal proximity to the
onset of MD. All four of these risk factors were uniquely related to risk for
MD, with SLEs having a stronger impact than difficulties.

Episode of Major Depression in the Past Year

As depicted in Figure 17.3, the unique influences on risk for MD in the
past year are diverse and include genetic risk, three risk factors from early
adolescence, history of MD, and all four past-year risk factors. Quantitatively,
the three strongest risk factors were past-year dependent SLEs, independent
SLEs, and neuroticism.
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FIGURE 17.3. Risk factors associated with past-year MD in women. Adapted from
Kendler, Gardner, and Prescott (2002a, Figure 3). Copyright 2002 by the American
Psychiatric Association. Adapted by permission.



Interpretation of Results

Looking beyond the mass of individual path coefficients, what are the
broader implications of these results? Certainly they demonstrate what it
means to say that MD is a complex, multifactorial disorder! They also show
the potential power of using a developmental perspective to understand the
emergence of vulnerability to psychopathology.

The results suggest that there are three sets of paths connecting early risk
factors to the development of an MD episode and that these paths are identifi-
able based on both their theoretical associations and the strength of their sta-
tistical connections. We term these paths internalizing, externalizing, and
adversity. The set of internalizing paths, depicted in Figure 17.4, is anchored
by two variables: neuroticism and early-onset anxiety disorders. The exter-
nalizing portion of the model (Figure 17.5) is also anchored by two variables:
CD and substance misuse. By contrast, the adversity paths (Figure 17.6) are
more extensive, beginning with the three childhood risk factors of disturbed
family environment, CSA , and parental loss; flowing through low education,
lifetime trauma, and low social support to being divorced; and then influenc-
ing all four of the past-year environmental risk factors. This last set of paths
might be more accurately termed adversity/interpersonal difficulties, because
many of the depressogenic consequences of the earlier adversities appear to
occur through troubled interpersonal relationships.

It would be incorrect to give the impression that these pieces of the model
represent three distinct pathways to illness. Rather, they are interlinked in a
number of ways. Genetic risk factors for MD contribute to all three, having a
unique predictive relation to neuroticism (internalizing), substance misuse
(externalizing), and lifetime traumas and divorce (adversity). Childhood
adversities are strong risk factors for externalizing disorders, which in turn
predict later adversity. Finally, to a lesser extent, internalizing variables also
predispose to future adversity.

Two further points about these analyses are noteworthy. First, the results
illustrate the intricacy of the “gene-to-phenotype” pathway for complex psychi-
atric disorders such as MD. Two paths involve what we have termed genetic
control of exposure to the environment (see Chapter 13), by which individuals
at high genetic risk for MD choose situations associated with events (such as
traumas and divorce) that increase risk for depressive episodes. Consistent with
our earlier work (Kendler et al., 1993b; see Chapter 11), one path suggests that
genetic risk factors for MD act in part by influencing personality. Substance mis-
use is also an important intervening variable between genetic factors and MD.
Finally, in addition to all these indirect pathways, genetic risk factors directly
increase the probability for both prior and past year episodes of MD. Genetic
factors were the only childhood risk factor to directly influence past year epi-
sodes; all the others acted through indirect paths.

A second point worth noting is that the present results suggest that a dis-
turbed family environment may play an important role in the developmental
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FIGURE 17.4. Internalizing risk factors associated with past-year MD in women.
Adapted from Kendler, Gardner, and Prescott (2002a, Figure 4). Copyright 2002 by
the American Psychiatric Association. Adapted by permission.
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FIGURE 17.5. Externalizing risk factors associated with past-year MD in women.
Adapted from Kendler, Gardner, and Prescott (2002a, Figure 5). Copyright 2002 by
the American Psychiatric Association. Adapted by permission.
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FIGURE 17.6. Adversity factors associated with past-year MD in women. Adapted
from Kendler, Gardner, and Prescott (2002a, Figure 6). Copyright 2002 by the Ameri-
can Psychiatric Association. Adapted by permission.



cascade leading to depression. This finding is in opposition to the results from
our twin analyses, which showed no evidence for a familial-environmental
contribution to the etiology of MD (see Chapter 4), There are several possible
explanations for this apparent contradiction. First, disturbed family environ-
ment could be a manifestation of familial genetic risk for MD. For example, a
father’s genetic liability to MD could cause him to exhibit lack of warmth.
Second, these could be true environmental effects that we had limited power
to detect in our twin modeling. Third, as we noted earlier (Chapter 3) the
shared environment factor estimated in standard twin models includes only
environmental factors that make members of a twin pair more similar. Many
aspects of the family are likely to have a different impact on siblings within a
family, either because one child is singled out or because children of differing
temperaments or maturity react differently to the same stressor. Thus the
effects of a disturbed family environment could appear in twin models as part
of the individual-specific environmental factor. A final consideration is that
detecting small shared environmental effects in the presence of genetic effects
requires much larger samples than ours (see Sidebar 3.2).

INTEGRATIVE MODEL FOR MAJOR DEPRESSION IN MEN

Nearly 2 years after completing our integrative model for MD in women,
we set about trying to replicate, as closely as possible, the same analyses in
men. Numerous studies have examined sex differences in the prevalence and
risk factors for MD (Bebbington, 1998; Nolen-Hoeksema, 1990). Although
higher rates of MD in women have been consistently reported, finding robust
and replicable differences between the two sexes in risk factors for MD has
been more difficult. Most studies have compared only a small number of risk
factors. To our knowledge, no prior attempts have been made to compare
comprehensive etiological models for MD in the two sexes.

For the analyses of males, we used data from 2,935 members of male–
male pairs who had completed both the MF1 and MF2 interviews, making
this sample over 50% larger than that used in our model for women. Of these
individuals, 2,394 came from 1,197 complete pairs and 541 were single twins
whose cotwins did not complete both interview waves. A depressive episode
meeting DSM-III-R criteria in the year prior to the MF2 interview was
reported by 179 (7.5%) of these men.

The variables that we included in the model with men were, insofar as
possible, identical to those used with women. Some differences were unavoid-
able, as we interviewed the men only twice (compared to four times for the
women) and did not interview their parents.3 The model-fitting procedures
used with the male data were also nearly identical to those used with the
women and produced similar results, indicating a very good balance of
explanatory power and parsimony.4
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Our best-fit model, which predicted 48.7% of the variance in liability to
past year MD, is shown in Figure 17.7. We will not go through a variable-by-
variable description of these results. Instead, we discuss six broad conclusions
that emerge from a comparison of this model with that obtained in women.

First, and most important, the overall similarities in the two models far
outweigh the differences. The general pattern of risk factors and their relation-
ships through developmental time were broadly congruent in the two sexes.
We are impressed with the degree of replication of our previous findings in
women that emerged from our entirely independent sample of men.

Second, the results suggested that in men, as in women, there were three
broad pathways to MD characterized by internalizing symptoms (genetic risk
factors, neuroticism, low self-esteem, early-onset anxiety, and history of MD),
externalizing symptoms (genetic risk factors, CD, and substance misuse) and
adversity/interpersonal difficulties (low parental warmth, CSA, parental loss,
low education, lifetime trauma, low social support, history of divorce, history
of MD, marital problems, and SLEs). As in women, a number of cross-
influences were seen among the three pathways. Genetic risk factors for MD
contributed to all three. Several other variables in the internalizing and
externalizing pathways predicted increased interpersonal difficulties. Early
adversity (i.e., childhood sexual abuse and parental loss) was strongly related
to later externalizing symptoms and more weakly related to later internalizing
symptoms.

Third, there were important similarities and differences across men and
women in how genetic factors influenced risk for MD. In both sexes, the final
model contained paths from genetic risk factors to neuroticism, substance
misuse, lifetime traumas, history of MD, and past year MD. Across genders,
genetic risk for depression is partly mediated by effects on personality,
increased exposure to traumatic events, and substance misuse. Furthermore,
in both men and women, after controlling for the impact of genetic factors on
prior episodes, individuals at high genetic risk remain at increased risk for fur-
ther episodes into middle-adult life. In men, but not in women, genetic risk
factors for MD uniquely predicted risk for early-onset anxiety and CD.
Whereas in women genetic risk factors for MD increased risk for divorce, in
men they increased exposure to difficulties and SLEs in the preceding year.
Perhaps due to greater statistical power in the larger male sample, we detected
a broader array of genetic influences on MD in men than in women.

Fourth, childhood parental loss had more diverse and potent effects in
men than in women. Whereas in women parental loss uniquely contributed
solely to risk for substance misuse, in men such loss predicted all four early-
adolescent risk factors, as well as low educational achievement, social sup-
port, and dependent SLEs.

Fifth, low self-esteem appears to be a more potent variable in men than in
women. In women, low self-esteem predicted only low educational attain-
ment; in men, it increased risk for five downstream variables, including life-
time and past-year MD.
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FIGURE 17.7. Results from integrative model for MD in men. Adapted from Kendler,
Gardner, and Prescott (2006, Figure 1). Copyright 2006 by the American Psychiatric
Association. Adapted by permission.



Sixth, two plausible hypotheses with which we began this study were not
supported. We expected CSA to have more potent effects in women than in
men. This was not seen. We also predicted that the pathway to MD running
through conduct disorder and substance misuse would be more prominent in
men than in women, but this was not strongly supported. In men, the best-fit
model contained a direct path from substance misuse to past year MD that
was not present in women. However, in women, the model contained a direct
path from CD to past year MD and a direct path from substance misuse to
history of MD, both of which were lacking in the males.

In summary, MD in men is a complex, multifactorial disorder, the liabil-
ity to which is influenced by a broad array of risk factors that act at different
stages of development. Variables that influence risk for MD in men include
genetic and temperamental factors, psychosocial adversity both early in life
and in adulthood, childhood anxiety and CD, and substance misuse. These
results suggest that, from an etiological perspective, MD is largely the same
disorder in men and women. As in women, the results in men further illustrate
the complexity of the “gene-to-phenotype” pathway. Individuals at elevated
genetic risk for MD are likely to be exposed to increased rates of childhood
adversity, to have higher levels of neuroticism, to be at greater risk for early-
onset anxiety disorder and substance misuse, and to choose or create environ-
ments that lead to more difficulties and SLEs in adulthood—all of which
increase risk for a depressive episode.

METHODOLOGICAL LIMITATIONS

A few caveats are in order lest we overinterpret the results of these analy-
ses. First, our interpretation of the results implies a causal relationship
between upstream and downstream variables. The validity of this assumption
varies across different parts of the model. For example, the path from genetic
risk to neuroticism could only plausibly go in one direction. By contrast, the
relationship between low self-esteem and low educational attainment or
between divorce and history of MD is likely to be bidirectional. After the com-
pletion of our model, we experimented with shifting the order of variables.
The overall fit of the model consistently declined, and little change was seen in
path estimates. It is unlikely, therefore, that our parameter estimates are far
off due to our assumptions about direction of causality. It is probable, how-
ever, that in some parts of our model the relationships between variables that
we assume take the form of A → B may be truly either A ← B or, more likely,
A →← B.

Second, the models we employed assume that multiple independent vari-
ables act additively and linearly in their impact on risk for MD. We know for
some variables that this assumption is not true. For example, neuroticism and
SLEs interact nonadditively in the prediction of risk for MD (see Chapter 16).
We could have included interactions in our model, but the large number of
possible interactions was more than our data set could support.5
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Third, our analyses predicted onset of a recent episode of MD. Most indi-
viduals who reported recent episodes had a prior history of MD. Therefore,
the findings in this model relative to past year difficulties might be viewed as
indicating the proximal triggers for new episodes among individuals who were
vulnerable.

Fourth, our model underestimates the impact of genetic factors on the eti-
ology of MD in two ways:

1. Our measure of genetic risk for MD was indirect and did not incorpo-
rate the most powerful aspect of the twin model—the direct compari-
son of correlations between monozygotic and dizygotic twins.

2. Our model did not reflect the known genetic influences on neuroti-
cism, anxiety disorders, CD, or substance use. Part of the risk contrib-
uted by these variables to risk for MD is likely to be attributable to
genetic factors.

Fifth, in the evaluation of direct paths to past year depression, a model of
this complexity has a built-in bias. Upstream variables (such as childhood risk
factors) have many more possible indirect pathways to risk for MD than do
downstream variables. Thus, all other factors being equal, direct paths will
tend to be weaker for upstream variables and become progressively stronger
for downstream variables closer in the model to the depressive onsets.

Finally, a number of variables in our model were assessed by long-term
retrospective recall. Such data are subject to recall bias, which is more likely to
overestimate than underestimate causal relationships (Bradburn, Rips, &
Shevell, 1987; Henry, Moffitt, Caspi, Langley, & Silva, 1994; Maughan &
Rutter, 1997). Ideally, this study would be done prospectively with a twin
cohort followed from birth, but no such studies exist (for obvious financial
and logistical reasons). Within the limits of a longitudinal design beginning
with a cohort in early to mid-adulthood, we have done several things to
reduce retrospective bias and other measurement error, including: combining
reports of multiple raters, assessing variables in a prospective fashion (using
measures from interviews prior to the one at which past year MD was
assessed), and combining data from assessments at multiple waves. We look
forward to the collection of adult outcomes by our colleagues conducting lon-
gitudinal studies of adolescent twins to see whether their results will replicate
our findings.

NOTES

1. For example, we lack any information about risk factors that are re-
flected in brain structure or function or in hormonal or autonomic regulation.

2. We began with a fully saturated model and used a combination of three
approaches to produce a model with the optimal balance of explanatory power and
parsimony. First, observing the significance levels of individual paths, we fixed sets of
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paths to zero when the associated z value was < 1.96. Second, because our sample size
was so large, some paths remained significant that in our judgment were too small to
be meaningful. Therefore, we set all paths to zero with a regression weight of < 0.05,
regardless of z value. In our third step, we further trimmed our model by setting indi-
vidual paths to zero to test whether removing them increased model χ2 more than 3.84
(i.e., significant at p < 0.05). If it did not, they were removed. As a last check, taking
final results from an earlier iteration of the model, we added and subtracted a number
of paths that were marginal by significance and/or magnitude to see if we could arrive
at a better overall fit; this indeed produced a modest improvement in fit and explana-
tory power. We utilized three indices of model fit. All three indices had values that are
generally considered good fit: CFI = 0.951 (Bentler & Bonett, 1980), TLI = 0.950
(Bentler, 1990), and RMSEA = 0.033 (Steiger, 1990). For the original study see
Kendler, Gardner, and Prescott (2002a).

3. Only one variable was substantially different in the two samples. What
we termed disturbed family environment in the female sample had to be renamed low
parental warmth in our male sample because we lacked family environment scores and
reports from parents. Several other variables were measured differently: CSA was eval-
uated with a single item, and we used only a single measurement of neuroticism, self-
esteem, and social support (instead of the two occasions used in our female sample).

4. The values of the three fit indices for the male analyses were: CFI =
0.948, TLI = 0.951, and RMSEA = 0.019. For the original study see Kendler, Gardner,
and Prescott (2006).

5. A sample size of nearly 2,000 would be adequate to test more complex
relations among variables if the variables were all continuous. However, many of our
variables were binary and of low frequency, features that reduce power to detect such
relations among variables.
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C H A P T E R E I G H T E E N

Conclusions

We have now come a long way. It is time to step back from the welter
of detail and draw some broad conclusions. What have we learned? We have
organized our response in terms of the answers to the questions we posed in
the Introduction. First we address the four central themes of this book.

1. The first question we asked in the Introduction was:

What can we learn about the role of genetic factors in the etiology of psy-
chiatric and substance use disorders? To this, our answer is: Genetic risk fac-
tors are important in determining susceptibility to psychiatric and substance
use disorders.

Our results and those from other studies provide strong and consistent
evidence that genetic risk factors play a significant role in the etiology of the
common disorders studied in the VATSPSUD. Working from the principle of
“inference to the best explanation,” it is difficult for us to conceive of a viable
alternative explanation for this pattern of findings. We do not claim that our
results are without error or bias, as they almost certainly have some of both.
Nonexperimental studies in humans always will. But we believe it is very
unlikely that our conclusions are horribly wrong. Given our attention to pos-
sible biases (e.g., in subject ascertainment, diagnostic reliability, and violations
of the equal environment assumption) and the similarity of our findings to
those from comparable studies, we are relatively confident that, at a broad
level, we got things about right.

339



It is critical to emphasize that, although the magnitude of genetic effects
for common psychiatric and substance use disorders is not overwhelming, nei-
ther is it trivial. It is too large to be ignored by anyone who wants to truly
understand the etiology of these disorders. To restate this important point: We
cannot come to a deep, integrative understanding of the causal pathways to
psychiatric and substance abuse disorders in humans without taking genetic
factors into account. This is a brute fact of our world. It will not be changed
by whether it does or does not fit our ideological, philosophical, or religious
views about the nature of personhood.

However, it is also worth stating that the implications of genetic influ-
ences can be exaggerated. The disorders we have studied are not classical
genetic disorders such as cystic fibrosis or Huntington’s disease, in which in-
dividuals who have the disease gene (or genes) inevitably develop the ill-
ness. Genetic risk factors for psychiatric and substance use disorders act
probabilistically and not deterministically. What is inherited is a vulnerability
or liability. Even when correcting for errors of measurement, we found
that heritability estimates were typically less than 50% and always less than
65%.

There have now been enough genetically informative studies of common
psychiatric and substance use disorders to enable us to reach the conclusion
that our findings are not limited to residents of the Commonwealth of Vir-
ginia. It is probably justified to extrapolate these results to other white popu-
lations in Europe, North America, and Australia. We know much less about
the role of genetic factors in psychiatric illness in other ethnic groups, making
this an important area of future research.

2. Our second question was:

Can we clarify the nature of the associations between key environmental
factors and the risk for psychopathology? To this, we respond: Environmental
risk factors are of critical etiological importance for the common psychiatric
and substance use disorders.

By studying MZ and DZ twin pairs, we can estimate the aggregate effect
of all genes on twin resemblance. It is not quite so easy with the environment.
In particular, there are no two individuals who have shared all of their envi-
ronments in the way that MZ twins share all of their genes. Also, the environ-
ment does not distribute itself in populations according to the nice, clean alge-
braic laws of Mendel (e.g., there is a 50% chance that the maternal or
paternal copy of each gene will be transmitted to the offspring). Genes come
in relatively discrete “packets.” You get one of a small number of distinct ver-
sions. The environment is just messier. Take, for example, two male adoles-
cent twins. They “share” their family environment, which encourages partici-
pation in community activities. One of them spends years in the Boy Scouts,
whereas the other is active in after-school sports. They have both engaged in
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structured activities outside the home, but have they had the “same” environ-
ment? Well, yes and no. Imagine that in early adulthood, they have both expe-
rienced romantic rejection that would be rated as a moderately severe SLE.
From a research perspective, you might judge that they have experienced the
“same” event. But is this degree of similarity like having the “same” genes?
Probably not, as there will always be unique features of these life experiences
that defy our ability to classify them.

Studying the role of the environment in psychiatric disorders is harder
than studying the role of genes for another reason. Being psychiatrically ill
does not influence one’s genes. All the causal effect goes in one direction. But
this is not the case with the environment; being psychiatrically ill can plausibly
affect many aspects of one’s environment. So the key problem of causal infer-
ence in relating environmental factors to risk of psychiatric and substance use
disorders does not arise for the study of genetic factors.

In the VATSPSUD, we have studied the role of environmental risk fac-
tors in two quite different ways. First, using latent variable modeling, we
have examined the aggregate effects of two broad classes of unobserved
environment—that which is shared by members of a twin pair and that which
is unique to each member of a pair. Results of our twin analyses, especially
those models in which we eliminated the effect of errors of measurement, pro-
vide strong evidence for the importance of nongenetic factors in the etiology
of these disorders. In no case did genetic factors come close to explaining all
the variability in risk.

Second, we examined in the VATSPSUD a range of specific environmen-
tal risk factors. We do not claim to have examined all of the environmental
experiences of etiological importance for psychiatric and substance use disor-
ders. That is probably impossible. But we did study in at least moderate detail
key risk factors, particularly parenting, parent–child separation, CSA, social
support, and SLEs. Repeatedly, we found significant associations between
these environmental factors and risk for psychiatric and substance use disor-
ders. Sometimes the associations were modest, as for parenting, and some-
times they were quite strong, as for certain classes of SLEs.

These results led us to face the critical problem of causal inference. It is
not sufficient to demonstrate that a given risk factor is associated with a psy-
chiatric outcome. We must try to determine whether the association is a
causal one. Using a combination of methods, including multiple informants,
longitudinal sampling, and the cotwin control design, we have produced com-
pelling results that environmental factors are causally related to risk for disor-
ders. We have found evidence for the causal effects of distal risk factors, par-
ticularly CSA, and of proximal risk factors, particularly SLEs.

So our two methods of studying the environment, latent variables in twin
models and measured specific risk factors, lead us to the same conclusion:
Environmental experiences make important differences in the risk of develop-
ing the common psychiatric and substance use disorders we studied in the
VATSPSUD.
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3. The third question that we posed in the Introduction was:

Can we begin to understand how genetic and environmental factors
together contribute to risk for psychiatric and substance use disorders? Our
reply to this rather complex question begins as follows: To come to a deeper
understanding of the etiological pathways to psychiatric and substance use
disorders, it is insufficient to think of genetic and environmental risk factors
as simply “adding together.”

Instead, these two broad classes of factors are “woven” together into a
complex fabric to determine an individual’s overall level of risk. We do not
pretend to understand the process completely, but we have good evidence that
at least two major mechanisms are at play.

The first of these we have termed genetic control of sensitivity to the envi-
ronment. So far we have demonstrated this mechanism in a limited number of
cases. However, we suspect that it is more widespread in its effects. Genetic
risk factors for psychiatric and substance use disorders do not just influence
the overall level of liability. Rather, an important part of their mode of action
is to render individuals more or less vulnerable to the pathogenic effects of
environmental risk factors.

The second of these mechanisms is genetic control of exposure to the
environment. Within the population, environmental and genetic risk factors
are not randomly distributed with respect to one another. Instead, there is
some correlation. Genetic factors affect the probability of entering or creating
stressful environments, be they life events or low social support.

A boating metaphor may help to illustrate these points:

We all know individuals who go through life like a canoe through
still water. Their passage is quiet, leaving only a few ripples in their wake.
These individuals typically are lovable, have easy temperaments, and
rarely get into conflict. They usually have long and successful marriages
and are satisfied with their work.

We also know individuals who pass through life like a noisy paddle-
boat, kicking up lots of waves, leaving a wide and tumultuous wake.
Such people are typically “difficult” and have unstable or conflict-ridden
relationships and work histories.

Obviously, the paddleboats are more likely to be seen in mental health
settings than are the canoes. Our results suggest that in part the vulnerability
to being a paddleboat—of encountering stressful social environments—is due
to genetic factors. Thus, when we think about gene action for psychiatric dis-
orders, we have to consider two types of pathways. The obvious type is physi-
ological, via “inside the skin” pathways, the nature of which is being uncov-
ered through advances in cognitive and affective neuroscience. But there are
also important “outside the skin” pathways, which, partly as a result of genes,
can lead individuals to experience adversity.
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The idea that individuals play a critical role in shaping their own
environments—in part as a result of their own genetic heritage—is not new to
evolutionary biology. A substantial literature explores “niche construction,”
in which animals influence their own physical environment through the build-
ing of nests, burrows, dams, or webs (Day, Laland, & Odling-Smee, 2003).
We humans do this more than any other creature; we have now reshaped
much of the world’s landscape to our own ends. In fact, each of us not only
affects the physical environment but also determines the structure of our
social environment. Because many of the risk factors for psychiatric and sub-
stance use disorders emerge from this social environment, it is clear that this
“outside the skin” pathway is an important mechanism whereby genes influ-
ence risk of illness.

4. The final question that we asked in the Introduction was:

How do genes and environments combine over development to influence
risk for psychiatric and substance use disorders? We do not yet have a simple,
clear answer to this critical but very difficult question.

As became clear to us when working on our integrative model for MD (Chap-
ter 17), it is vital to understand the “dance through time” of genetic and envi-
ronmental risk factors. Time is the key element missing from many formula-
tions of the etiology of psychiatric and substance use disorders. Development
is the fabric through which these risk factors play out—the process by which
the cloth of our lives is woven.

The VATSPSUD was not ideally designed to study developmental pro-
cesses, as the youngest participants were already in late adolescence or young
adulthood when we first studied them. We used careful retrospective measures
to ask about events earlier in life. However, this is not as powerful a method as a
true prospective study, which tracks individuals through the key years of late
childhood and adolescence. Other research groups are now engaging in such
studies, and we await with great interest their fine-grained analyses of how
genetic and environmental risk factors interact through developmental time.

Several important developmental lessons did emerge from analyses that
we were able to conduct. As described in Chapter 10, we showed that in
adulthood, genetic risk factors for MD were stable at least over periods of a
few years. By contrast, environmental risk factors had time-limited effects.
This is particularly interesting because it suggests that the “time profile” of
these two major classes of risk factors may differ substantially. Although we
are sure this is an oversimplification, it does seem that much of what causes
the temporally stable liability to depression comes from our genes, whereas
environmental factors create the large but relatively brief spikes in risk that
induce episodes in vulnerable individuals.

Also in Chapter 10, we showed how genes and environment affect antiso-
cial behavior over developmental time. Again, the story was an interesting
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one. Family environment plays a critical role early in development but then
fades in importance as adolescents leave home. At the same time, genetic fac-
tors grow in importance.

These are only small insights into the broad developmental landscape.
But we can see enough to conclude that the interrelationships of genetic and
environmental risk factors are complex, dynamic, and critical to an under-
standing of how these disorders emerge.

Now, at the end of this book, we also want to summarize what we have
learned about the minor themes that we listed in the Introduction. We again
provide our responses to the questions initially asked there.

1. To what degree are the genetic and environmental risk factors for psy-
chiatric and substance use disorders specific or nonspecific to disorders in
their effect? We have learned a fair amount about levels of specificity, the
degree to which genetic and environmental risk factors affect one and only
one diagnostic category. Nonspecificity was more common than was specific-
ity. It was rare to find a set of genetic risk factors or a particular environmen-
tal risk factor that affected only one disorder. However, there were notable
exceptions. Parental death increased the risk only for MD. We found evidence
of genetic risk factors that were specific to each phobia subtype. In our
multivariate model of seven disorders, drug abuse/dependence and AD were
influenced by sets of genes specific to these disorders. Other risk factors,
including CSA and poor parenting, were largely nonspecific in their effects,
increasing the risk for virtually all disorders that we examined. Overall, with
respect to specificity, our genetic findings were nuanced. Our results do not
indicate that “DSM got it right” in suggesting that there are specific sets of
genetic factors for each disorder. However, we also did not find complete
diagnostic nonspecificity. The results from our most complete multivariate
model (Chapter 11) suggest that a substantial proportion of the genetic risk
factors for common psychiatric and substance use disorders belong to two
broad sets of factors that predispose to internalizing and externalizing disor-
ders. Certainly this is not the complete story, but it is a start.

2. How important are shared or family environmental factors—those
environments that affect the members of a twin pair in the same way? Con-
trary to what we expected when we began this study, we uncovered little evi-
dence that environmental factors shared by members of a twin pair have sub-
stantial impact on risk for psychiatric disorders. In interpreting these results, it
is important to recall our discussion from Chapter 3 about the difference
between effective and objective impact. That is, in twin studies we detect the
effects of family environment only if they effectively influence both twins to a
similar degree. If parents are abusive to one twin in a way that has a strong
impact on later risk for psychopathology but are not abusive to the other
twin, it might seem logical that this effect—which certainly occurs within the
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family—would be identified in a twin analysis as part of the “family environ-
ment.” But it will not be. Instead, it will appear as an individual-specific effect
because it affects only one member of the twin pair. Alternatively, the twins
might be exposed to the same adversity but, because of prior differences in
experience (or, among DZ twins, of genetic differences), one twin may be
much more vulnerable to its pathogenic effects than the other. Again, in a
twin design, this will appear as an individual-specific, not a shared environ-
mental, effect. Thus obtaining low estimates of shared environment in a twin
study does not mean that families and peers do not substantially affect risk. It
does mean that if these factors are important, they are not affecting the two
members of a twin pair in the same way.

In the first years of the VATSPSUD, when we focused largely on depres-
sion and anxiety disorders, our results caused us some concern. For most of
the disorders we examined, we found little evidence of shared environmental
effects. Two sets of findings that came later in our study were reassuring.
First, using our standard models, we detected substantial shared environmen-
tal effects for conduct disorder and illicit drug use. The results from our study
were reassuringly consistent with other findings in the genetic and sociological
literature indicating that environmental effects shared by siblings influence
risk for CD and use of illicit substances. The twin method proved capable of
detecting shared environmental effects.

Second, as described in Chapter 7, our analyses of parenting behavior
were very illuminating. At first glance, our evidence that parenting behavior
affects risk for anxiety and depressive disorders seemed at odds with our
inability to detect shared environmental effects for these disorders in our twin
analyses. However, further examination of this question resolved the apparent
paradox. The magnitude of resemblance expected in siblings for risk for key
psychiatric disorders due to their experiences of shared parenting was modest
and too small to be detected by standard twin modeling.

We offer the following conclusions about shared environmental effects as
measured in twin studies as a latent variable. For most of the disorders that
we studied, such effects probably exist but are of minor impact, accounting
for 10% or less of total variance in liability. This is too small an effect to be
reliably detected using standard twin analysis, even with samples larger than
ours. Detecting the effects of many aspects of the family environment proba-
bly requires that they be included explicitly in twin models. For a small set of
traits, especially CD and illicit substance use, the effects of shared environ-
ment are quite a bit larger and can be detected with our standard modeling.

3. How does unreliability of measurement alter the interpretation of our
results? With our new “technology” of structured psychiatric interviews, men-
tal health researchers are prone, through what we consider a touch of hubris,
to think that we have solved our problems of measurement. However, as anal-
yses from the VATSPSUD and other studies show, when assessing lifetime
prevalence of psychiatric and substance use disorders in community samples,
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this is not so. Unreliability of measurement remains a real problem. A sub-
stantial proportion of individuals give inconsistent answers when asked, by
well-trained professional interviewers, the same set of questions on two differ-
ent occasions about their lifetime history of psychiatric or substance use disor-
ders.

One approach to this problem is to accept the problem as intractable and
give up trying to assess lifetime history of psychiatric disorders. Several distin-
guished psychiatric epidemiologists have taken just this line and assess illness
only over briefer periods of time, such as the last year. But for those studying
psychiatric genetics, in which an entire lifetime is really the period of interest,
this is not a good solution. Another approach is to assume that there is error
and to understand that the risk factor–outcome associations will appear less
strong than they really are. But the magnitude of the error is not small, and it
can hurt our power to detect critical effects. With foresight in data collection
and the use of proper analytic tools, it is possible to do better than this. Mea-
suring people twice or getting reports from participants and informants who
know them well are two methods that can go a long way toward offsetting the
effects of the unreliability of our assessments.

4. Do men and women have the same or different genetic and environ-
mental risk factors for psychiatric and substance use disorders? Sex probably
has a large impact on risk for psychopathology, but there is still a great deal
we do not understand about its effects. In the design of our second major
study in the VATSPSUD, we included opposite-sex twin pairs. We did so
because we wanted to understand more about how sex affects the pathways to
risk for psychiatric and substance use disorders. Although we are only part of
the way toward completing this line of research, several results are already
worthy of emphasis. First, the genes that predispose to depression, several
forms of phobia, and alcohol dependence are at least partly different in males
and females. We consider these results to be quite significant, as they mean
that the biological or cultural milieus are sufficiently different for men and
women that they modify the pathway from genes to phenotype. Second, the
depressogenic effects of low social support are much stronger in women than
in men.

5. How can we progress from initial findings that a risk factor and a dis-
order are correlated with each other to the much more difficult and important
problem of clarifying whether the relationship between them is a causal one?
We have illustrated the potential dangers in moving quickly from the observa-
tion of correlation to the inference of causality. This is not merely an academic
question, because broad policy questions might be decided on such a basis.
We have described in this book a cautionary tale involving substance use. Our
research in the VATSPSUD is in keeping with that of other researchers in
showing that early onset of drinking is strongly related to subsequent drinking
problems. However, further analyses suggested that the bulk of the associa-
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tion is not a causal one. Early onset of drinking does not cause subsequent
alcohol problems. Rather, both traits appear to reflect an underlying geneti-
cally influenced liability. Although we do not claim that such results are defin-
itive, they do suggest an important point. It is naive to assume that in some-
thing as complex as human behavior you can easily move from correlation to
causation. Furthermore, it is inefficient and expensive to base intervention
attempts on such conclusions. If our inferences are correct, a great deal could
be invested in trying to prevent high school students from gaining access to
alcohol, with little payoff in reduction in rates of alcohol problems later in
life.

These results can be usefully contrasted with our findings for CSA and
SLEs, in which the cotwin-control method provided strong support for the
hypothesis that these environmental experiences truly increased the risk for
disorder. We do not claim that our methods to demonstrate causality are fool-
proof. They are not. But they do provide important insight into the critical
question of the discrimination between correlation and causation.

6. Can we develop indices of genetic risk and/or identify the “interven-
ing” or “mediating” variables that sit in the pathway from genes (or environ-
mental risk factors) to the outcome of illness? It hardly needs repeating that
genes do not directly code for depression, anxiety, or substance misuse.
Viewed either from the perspective of biology (expressed in brain) or psychol-
ogy (expressed in mind), we are woefully ignorant about the steps in the
pathway connecting genes to psychiatric and substance use disorders. The
VATSPSUD has made a few contributions to this issue. Our results suggest
that the personality trait of neuroticism is an important intermediate pheno-
type for MD and that drinking motivations may be a useful intermediate phe-
notype for alcoholism. Future genetically informed studies that incorporate
measures missing from VATSPSUD, such as those from neuropsychology,
affective neuroscience, and imaging, will likely make important advances in
this area.

7. Some disorders are best understood as a series of stages. For example,
it is not possible to abuse a substance until you have used it. Do genetic and
environmental risk factors differ across these stages? Typical models of gene
action for psychiatric and substance use disorders assume a “one-stage” pro-
cess. Although this might be an appropriate model for certain disorders, it is
clearly not for others. Using data from the VATSPSUD and applying new
models that we developed (with the invaluable help of our colleague Michael
Neale), we were able to show how additional important knowledge could
come from the application of multiple-stage models to the problems of sub-
stance use. The crucial insight came in our analyses of substance abuse/
dependence, when we realized that we were classifying as unaffected two quite
different sorts of individuals—those who had tried illicit drugs but never
developed problems and those who had never tried them. Although individu-
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als from both groups are technically “unaffected,” they are really quite differ-
ent from one another. Critically, the latter group (those who had never tried
these drugs) have an unknown level of liability to abuse/dependence. In a
series of analyses, we were able to show that indeed the genetic and environ-
mental factors that influence risk for initiation of substance use are not
entirely the same as those that influence the risk for progression from use to
abuse or dependence. Our multistage model could be applied to other “condi-
tional” processes in psychopathology. One example includes studying the fac-
tors that underlie the emergence of an irrational fear versus those factors that
lead someone with such a fear to develop impairment and thus meet criteria
for a phobia. In another example, our colleague Debra Foley applied this
model to study whether the factors that lead to depression differ from those
that determine the degree of impairment among people who are depressed
(Foley, Neale, Gardner, Pickles, & Kendler, 2003).

8. Do parents convey risk to their children only through the genes they
pass on to them or also through the environments they provide for them? One
real limitation of the twin method is that members of a twin pair are, by
necessity, of the same generation and therefore studying twins alone provides
only limited insight into the mechanisms whereby risk of illness is transmitted
from parents to children. In the VATSPSUD, we studied the parents of the FF
twin pairs. In this book, we have examined only one disorder, alcohol depend-
ence, using a twin-family design. The critical question that we sought to
address was how the vulnerability to alcoholism was passed across genera-
tions from parents to their children. Could alcoholism be taught as you might
teach children a language or a set of social attitudes? Our results argue
strongly against this hypothesis. However, our studies also suggest that other
aspects of parental beahvior (such as the relationship quality of parents and
children) can affect risk for psychiatric and substance use disorders.

THE VATSPSUD AND THE NEW MOLECULAR GENETICS

When this study began, the central paradigms in psychiatric genetics were
the old “workhorses” of family, twin, and adoption studies. The application
of molecular genetics to psychiatric and substance use disorders was still
largely a twinkle in the eyes of a small handful of researchers. But during the
years in which we were conducting interviews for the VATSPSUD, the shape
of psychiatric genetics began to change. Center stage has been taken by gene-
finding studies using molecular methods. Some researchers have come to
regard studies such as the VATSPSUD as old-fashioned and even antiquated.

It will not surprise the reader to learn that we do not share this view.
Both of us are heavily involved in molecular genetic studies of psychiatric dis-
orders, so we can comment on research from both sides of this fence.
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Studies such as the VATSPSUD—an example of the hybrid field of
genetic epidemiology—are quite different from gene-finding molecular gen-
etic investigations in their design, focus, strengths, and limitations (see
Kendler, 2005b, for a more complete discussion of these issues). Briefly,
studies such as ours can be best understood as consisting of basic and
advanced stages. The goal of the basic stage is to quantify the degree to
which individual differences in risk for illness result from genetic and envi-
ronmental factors. Given the demonstration of significant heritability, the
goal of the advanced stage is to explore the nature and mode of action of
these aggregate genetic risk factors.

The goal of gene-finding studies, by contrast, is to determine the location
of the genes on the genome (or, more technically, loci), variation in which
influences liability to psychiatric disorders. A further and more refined goal
for such studies is to clarify the history of the pathogenic variant or variants in
the susceptibility gene by determining the background pieces of DNA (termed
haplotypes) on which these variants are found.

Although predicting the future of science is a risky business, it is our
guess that the techniques of genetic epidemiology (as illustrated in our study)
and those of molecular genetics will begin to merge as we move forward in
psychiatric genetics. One illustration of this synthesis is our study of the inter-
action between variants in the serotonin transporter gene and SLEs in the eti-
ology of major depression (described in Chapter 16). The results of this analy-
sis illustrate that understanding the action of genes on risk for psychiatric
disorders may require high-quality measures of environmental risk factors, as
well as of specific genes. Just as we saw from the results of our more tradi-
tional twin analyses, if the goal is to understand etiological pathways to psy-
chiatric illness, it will be hard to study genes and environments in isolation
from one another. Because they often interrelate so closely in causing disorder,
good measures of genetic risk will help to clarify the action of environmental
risk factors and vice versa.

We are sure that in the years ahead molecular genetics will come to play
an increasing role in psychiatric genetics. But we predict that the lessons we
learned from the VATSPSUD will hold true. Genetic effects, at least for the
common disorders we have studied here, will tend to be moderate for most
disorders, and pathways to illness will be complex, involving, in important
ways, pathogenic environments.

PHILOSOPHICAL IMPLICATIONS

The main purpose of this book was to present the results of the
VATSPSUD without much attention to the conceptual and philosophical
issues that swirl about the analysis of human behavior. However, a few such
thoughts are in order as we conclude.

Conclusions 349



Our findings provide substantial support for the hypothesis that genetic
factors—expressed of necessity through biological mechanisms—are an im-
portant risk factor for all major forms of adult psychopathology. These results
lead directly to the conclusion that biological factors must play a central role
in the causal pathways to psychiatric and substance use disorders. Despite
this, our results do not support the “hard” reductionist position that psychiat-
ric and substance use disorders can be entirely understood within a neurobio-
logical and molecular framework. Our experiences as social beings existing in
a complex world also contribute in important ways to our risk of illness. For
example, we found that SLEs strongly predicted the onset of episodes of MD.
When we attempted to characterize the important dimensions of these events,
we found that those that involved both loss and humiliation were especially
depressogenic. It is hard to conceive of a more classical mental construct, or
one that would be harder to reduce to biological phenomena, than that of
humiliation. These results strongly suggest that how we humans experience
and interpret the psychological and social world around us alters our risk for
illness.

Our results show that the pathway from genes to disorder is not always a
purely biological one. The impact of genetic risk factors can depend on envi-
ronmental exposure. The pathway from genes to illness can go outside the
skin to affect aspects of the social environment such as social support and
interpersonal SLEs. These then feed back to the organism to influence risk of
illness.

Thus we end with a nuanced view of the human organism. Risk factors
for illness come from both genetic/biological and social/psychological realms.
Furthermore, these realms interact in complex ways within individuals, within
social groups, and across time. This picture is neither simple nor elegant. But
it is realistic. To ignore any of these perspectives will limit our ability to allevi-
ate the suffering caused by mental disorders and, ultimately, to understand
and appreciate the essential aspects of being human.
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