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1.	 Demographic change and the lifecourse: an 
introduction
Jane Falkingham, Maria Evandrou and Athina Vlachantoni

1.1	 WHY FOCUS ON DEMOGRAPHIC CHANGE AND THE 
LIFECOURSE?

Over the past two decades the lifecourse perspective has become an indispensable tool in the 
study of demographic change, driven by – and reflected in – advances in both theory and data. 
Theoretical perspectives on the lifecourse continue to highlight the importance in our under-
standing of demographic change of such principles as the timing and sequencing of events, the 
role of human agency and the significance of linked lives; while the establishment and increas-
ing sophistication of longitudinal datasets, both within and across country contexts, has made 
the application of the lifecourse perspective possible in empirical research. Demographers 
across the globe have responded enthusiastically to the methodological challenges associated 
with studying demographic events over time, with appreciating the role of the individuals’ 
environment in shaping their choices and decisions, and with operationalising key concepts 
such as the duration and timing of demographic events. The result has been a step-change in 
our understanding of the causes and consequences of population change, and a vast expansion 
in the evidence base informing contemporary policy debates on a global scale; be it on family 
formation and dissolution, migration, inequalities of different forms, and the complex quest 
for improving wellbeing at the individual, household and societal level. This volume is a small 
selection of contributions from demographers around the world on the role of the lifecourse 
perspective in their research.

The volume is divided into six parts. First, we consider recent theoretical and methodologi-
cal advances in lifecourse research. We then turn to a discussion of data and how the evolution 
of key sources of panel and cohort data have fuelled innovation in lifecourse research. The 
next three parts present research shedding light on family dynamics and living arrangements, 
health, and migration and mobility over the lifecourse. The sixth and final part illustrates the 
implications of lifecourse research for policy. 

1.2	 THEORETICAL AND METHODOLOGICAL ADVANCES IN 
LIFECOURSE RESEARCH

Chapter 2 introduces Part I on theoretical and methodological advances in lifecourse research, 
and presents the lifecourse cube as an innovative tool for analysing individual lifecourses 
and interdependencies across three dimensions: time, life domains and levels of analysis (or 
process levels). This chapter discusses how the complexity embodied in the lifecourse cube 
can be applied to a range of topics within demographic research, including the dynamics of 
fertility, mortality and migration. 
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Chapter 3 critically discusses lifecourse-sensitive concepts and measures of social inequal-
ity, and the usefulness of a lifecourse perspective in the study of social stratification. The 
authors argue that in times of rapid demographic change, the lifecourse perspective is par-
ticularly valuable. The chapter discusses relevant examples, for instance, the combination of 
family instability, on the one hand, and more precarious employment, on the other hand, which 
could increase the prevalence of socio-economic inequalities for individuals in all age groups. 

The incorporation of the lifecourse perspective in empirical research has opened up a range 
of methodological possibilities in the field of demography, particularly in terms of longitudi-
nal analysis. Chapter 4 provides a succinct discussion of such methodologies, distinguishing 
between event-based methods (such as event history analysis) and holistic methods (such as 
sequence analysis). This chapter also discusses the types of research questions which can be 
addressed with different methodologies, and the strengths and weaknesses of each method, 
within the broader framework of lifecourse-sensitive longitudinal analysis.

1.3	 DATA AND INNOVATION IN LIFECOURSE RESEARCH

A key driver of the increasing application of the lifecourse perspective within empirical 
analysis of demographic change has been the expansion in the availability of appropriate data 
that allow researchers to capture the complexity of individual lifecourses. In Part II, Chapter 
5 introduces the dataset established by the Generation and Gender Programme (GGP), which 
is one of the fundamental datasets allowing for cross-national comparative and longitudinal 
analysis in areas such as intergenerational exchange and support. This chapter highlights 
selected cases of research where the GGP data have been used, for example, the study of 
family dynamics and childbearing, and transitions to adulthood.

Chapter 6 outlines the characteristics of another key data source for research applying the 
lifecourse perspective – the Survey of Health, Ageing and Retirement in Europe (SHARE). 
This chapter discusses in particular the life history element of the survey, presenting examples 
from six domains where recent analysis has made a contribution to extending our under-
standing of demographic change and the lifecourse: childhood circumstances and later life 
wellbeing, health and healthcare, labour market and occupation, income and wealth, work and 
retirement, and the impact of European history on individuals and societies alike.

Chapter 7 explores the growing body of evidence about family transitions, including the 
family structure, partnership formation and dissolution and childbearing, drawing on data from 
the 1958 and the 1970 British birth cohort studies. Through the discussion in this chapter, the 
authors highlight the importance of the historical context in which the cohorts grew up for 
understanding differences across cohorts. They discuss the opportunities for future research in 
this area, for example, the study of the ‘living apart together’ phenomenon, and the cohorts’ 
transitions into later life experiences such as grandparenthood.

Applying a lifecourse perspective, Chapter 8 discusses the ways in which data from the UK 
Household Longitudinal Study (or Understanding Society) have been analysed to shed new 
light on different stages of the lifecourse (childhood, adulthood, older age). In particular, the 
authors illustrate the importance of context (time and place) and how these have featured in 
recent empirical analysis.
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1.4	 FAMILY DYNAMICS AND LIVING ARRANGEMENTS 
OVER THE LIFECOURSE

The previous chapters have highlighted the importance of data for understanding demographic 
change. Part III now focuses in more detail on family dynamics and living arrangements over 
the lifecourse. In Chapter 9 the authors use data from the UK Millennium Cohort Study and 
the US Fragile Families Study in order to compare and contrast the experiences of married and 
unmarried parents during the first five years of children’s lives. Their comparative analysis 
shows that cohabiting families with young children tend to be more unstable, vulnerable and 
impoverished than families of married couples; and single mothers and their children tend to 
have lower levels of wellbeing than married or cohabiting families, although the latter result is 
not consistent across the two contexts and different indicators.

Chapter 10 examines intermarriage in Australia using marriage registration and census data, 
focusing on the interethnic pattern of marriages in Australia and the marriage behaviour of 
migrants to Australia. This chapter argues that restrictive migration policies have a direct and 
negative impact on union formation patterns among migrants to Australia, and that there is 
a clear gender dimension in such phenomena, with women being more likely to be secondary 
applicants or sponsored by an Australian-born partner. Within a lifecourse perspective, the 
chapter illustrates how key demographic events such as marriage and partnership formation 
can be facilitated or disrupted by migration. 

Focusing on population change and housing across the lifecourse, Chapter 11 discusses 
the macro-level relationship between population change and the housing system, considering 
the interdependencies between age composition, household trends and housing demand. 
This chapter outlines how the lifecourse perspective can be applied to the study of what is 
termed ‘housing demography’, illustrating the links between residential mobility and family 
formation. 

1.5	 HEALTH OVER THE LIFECOURSE

One of the greatest achievements of the twentieth century was the extension of life expectancy. 
Understanding the influences on health at different stages of the lifecourse, how an individu-
al’s health at one stage influences his or her health later in life and how to narrow the gap in 
healthy life expectancy across social groups is critical if we are to consolidate and continue 
these gains. In Part IV, focusing on the importance of early life, Chapter 12 provides a succinct 
summary of current research and thinking on the effects of long and short birth spacing on 
the wellbeing of children, using a range of health, educational and socio-economic outcome 
variables across different points of the lifecourse. Highlighting the importance of the context 
in which individual trajectories are studied, the chapter draws on evidence from research 
embedded in the lifecourse perspective and aimed at understanding such effects at various 
levels of social and economic development.

Chapter 13 then critically reviews evidence which links work, family and health across the 
lifecourse, drawing on the three British birth cohort studies (1946, 1958, 1970). This chapter 
highlights the role of lifecourse-sensitive analysis in understanding how the timing of events 
affects individuals’ wellbeing. The chapter centres around women who combine work and 
family, and its effect on their health: are women who combine work and family healthier as 
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a result of combining employment with a stable partnership and parenthood, or is the associa-
tion the result of healthier women being more likely to enter the workforce and have children, 
or a combination of bi-directional processes? The chapter argues that women who spend 
long periods of time out of the labour market to look after home and family end up being less 
healthy on a range of markers compared with women who combine paid employment with 
a stable partnership and parenthood, suggesting that there is a cohort effect with such health 
differences becoming stronger for younger generations of women who are less likely to spend 
long periods out of the labour market.

1.6	 MIGRATION AND MOBILITY OVER THE LIFECOURSE

We live in an increasingly mobile world. In Part V, Chapter 14 makes a case for the central role 
of the lifecourse theory in our understanding of contemporary population mobilities. It uses 
residential mobility in the UK in order to illustrate the strengths of the lifecourse perspective; 
for example, in terms of acknowledging the role of human agency in mobility patterns, timing 
of events and the principle of linked lives. This chapter also includes suggestions for fertile 
areas of future research, such as the linkage of individual lives to the broader institutional 
framework where they are situated, exploring for example mobility experiences in a time of 
recession and austerity.

Chapter 15 contributes to our understanding of the interrelationship between partnership, 
residential mobility and housing transitions. Using data from the British Household Panel 
Survey, the authors apply event history analysis to examine residential mobility by partnership 
status, further distinguishing between separated individuals according to the time since sep-
aration. They then use panel regression methods to examine home ownership by partnership 
status and gender. The chapter shows that married individuals have the lowest mobility rates, 
and single men and women the highest. Among separated individuals, as the time since sep-
aration increases, the mobility rates decrease, with no gender differences in this respect. The 
chapter concludes with a discussion of the methodological challenges remaining in this area, 
and suggestions for future research. 

Drawing on data from the Dutch population registers, Chapter 16 examines the conse-
quences of European Union (EU) migration for national welfare systems. The chapter focuses 
on EU migrants from Poland and Bulgaria to the Netherlands in the years after these countries 
joined the EU, and specifically the impact of labour market restrictions on their welfare access. 
The authors find that the migrants’ lifecourse characteristics, length of stay and labour market 
status are as important in determining their eligibility to welfare as the relevant national and 
European frameworks, thereby highlighting the importance of embedding a lifecourse per-
spective in future analysis in this area.

1.7	 POLICY

Many of the preceding chapters have highlighted the importance of the institutional environ-
ment for understanding differences in lifecourse transitions across countries or sub-groups 
within countries. The final part of this volume focuses more explicitly on the role of policy in 
influencing demographic change and the implications of population change for policy across 
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the lifecourse. Chapter 17 uses data from the Fragile Families and Child Wellbeing Study in 
the USA in order to critically discuss the impact of different types of welfare state benefits 
on families with children. The authors describe the bifurcated nature of welfare state transfers 
by income and family type: poor and fragile families receive income-tested health insurance 
and housing benefits, while middle- and upper-income, and mostly married-parent, families 
receive generous employer-provided health benefits and tax-subsidised home ownership 
benefits. Critical and policy-relevant questions are raised in this chapter about the optimal 
characteristics of welfare support in the USA, and its role in terms of the economic wellbeing 
of all families, and especially fragile families.

Elder care for frail older adults in the USA is provided through a variety of channels, includ-
ing formal and informal providers. Chapter 18 reviews the current framework on paid leave for 
elder care in the USA, highlighting gaps where research evidence on the impact of different 
family leave policies is evident. The authors also suggest recommendations for policy reforms 
and directions for future research, for example, studies documenting the effects of paid family 
leave on the caregivers’ work, health and care provision.

Using data from the SHARE dataset, the authors of Chapter 19 explore the financial situa-
tion of retired migrants from the first wave of post-war migration to the European Economic 
Area (EEA). They find that migrants living in the EEA who stayed in their host country on 
retirement are at a significantly greater risk of relative poverty than native retired citizens, 
however, such risk varies depending on the migrants’ country of origin, with those from 
non-EEA countries faring worse. The chapter raises critical questions about the characteristics 
of different pension systems, and the ways in which migrants’ economic wellbeing is affected. 

In Chapter 20 the authors present an analysis of the Understanding Society dataset linking 
individuals’ employment history and later life satisfaction, distinguishing between three 
cohorts (1940–44, 1945–49, 1950–54). Sequence analysis is used in order to group earlier life 
employment histories into eight clusters representing different work trajectories. The analysis 
shows that older people in the part-time returning group report the highest life satisfaction, 
followed by the full-time employed and those who shifted from being full-time employed to 
self-employed during their working life. Using a lifecourse approach, the authors then conduct 
path analysis to unravel this relationship further. This reveals that lifecourse employment 
history has an indirect effect on life satisfaction, mediated by individuals’ health pension 
security and housing tenure. The analysis highlights the complexity of the lifecourse and how 
different domains are interlinked.

Taken together, the chapters in this volume illustrate the state of the art in research on 
demographic change and the lifecourse and in doing so underline the necessity for continuous 
advances in data, methods and theory. We thank all the contributors and hope you enjoy the read.



PART I

THEORETICAL AND 
METHODOLOGICAL 

ADVANCES IN LIFECOURSE 
RESEARCH
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2.	 Linking demographic change and the 
lifecourse: insights from the “life course cube”
Laura Bernardi, Johannes Huinink and Richard A. 
Settersten, Jr

2.1	 INTRODUCTION

There is widespread agreement among social scientists that sound explanations and meaningful 
reductions of the causes and consequences of social change demand attention to factors across 
a range of analytic levels. That is, macro-level phenomena are rooted in lower-order, and 
especially individual-level, phenomena. This means that the study of demographic change, as 
part of social change, and the study of individual lifecourses are intimately connected because 
they involve multidimensional and interdependent processes.

Demographic phenomena are largely defined by individual actions and behaviors and by 
their consequences at the aggregate level for a given time interval and in a given population. 
As a result, explaining demographic change rests on understanding changes in individual 
lifecourses. Conversely, because individual lifecourses occur in and are affected by demo-
graphic contexts, and by changes in these contexts, demographic phenomena are necessary to 
analysing individual lifecourses. Demographic and lifecourse research must naturally consider 
time-related interdependencies between past, present and future (anticipated) events in differ-
ent life domains, such as education, work and family. 

Both demographic and lifecourse research, then, address highly complex processes – pro-
cesses that cross levels, time and domains and that go well beyond the micro–macro duality of 
much social research. Handling complex processes – processes which are at once multilinear, 
multidimensional and multilevel – requires a sophisticated yet straightforward modeling strat-
egy. To guide the explanation and prediction of demographic change, we propose a lifecourse 
model to address the dynamic interrelation of structure and agency. This model is based 
on our recently developed “life course cube” (Bernardi et al., 2019) and its foundation in 
a micro-level theory of human behavior. After briefly describing the main elements of the cube 
and its theoretical underpinnings, we explore how the interdependencies highlighted by the 
cube can be useful in analysing demographic change and its intersection with the lifecourse.

2.2	 THE LIFE COURSE CUBE

2.2.1	 The Three Dimensions of the Life Course Cube and Interdependencies Within 
Each Dimension 

Figure 2.1 illustrates the three dimensions of the life course cube, which posit the individual 
lifecourse as characterized by three sets of “first-order” interdependencies: interdependencies 



Source: Bernardi et al. (2019, p. 4). 

Figure 2.1	 The life course cube: time, domain and level interdependencies 
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across time, across life domains, and across levels of analysis (or what we also call process 
levels). 

On the time axis, interdependencies between past, present, and future of the lifecourse create 
a shifting horizon for actions. For example, path dependency might impact current and future 
opportunities in relation to life plans (what we call the “shadow of the past”), while the antici-
pation of future outcomes might have considerable effects on current life events and decisions 
(what we call the “shadow of the future”). On the domain axis, interdependencies occur across 
different spheres of life, such as work, family, education and leisure. For example, activities in 
different life domains might compete for resources like time or money; or they might support 
each other, such as the fact that employment provides the financial resources needed for family 
and leisure. Activities in different life domains might also complement or substitute for each 
other in producing wellbeing, which we see as a central goal toward which individuals are 
striving. For instance, consider psychological wellbeing, where one might compensate for 
negative feelings that stem from a history of dysfunction in family life by instead focusing on 
positive feelings that stem from a history of successful professional experiences. Finally, on the 
level axis are interdependencies among processes that operate at different levels, such as those 
between physiological functioning (inner-individual level), action and behavior (individual 
level), and social, economic, institutional and cultural environments (supra-individual level).1 
Interdependencies across levels are inherent in the fact that both inner-individual states and 
supra-individual conditions are relevant for individual behavior and decision-making at any 
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point in time and that the outcomes of individual action affect both inner- and supra-individual 
processes. 

2.2.2	 Interdependencies Across Dimensions of the Cube

Relationships occurring along the three dimensions of the cube are also not independent of 
one another but rather are closely connected, resulting in second-order interdependencies 
(intersections between time*levels, levels*domains, time*domains) and third-order interde-
pendencies (intersections between time*levels*domains). It is precisely the acknowledgment 
and treatment of these interdependencies that yields an appreciation for the complexity of 
individual lifecourses. 

The three-dimensional representation of lifecourse processes in the cube are particularly 
well suited to address demographic questions. For instance, accounting for changes in fertility 
tempo and quantum requires understanding of human reproduction, which in turn naturally 
demands attention to the crossing of time, domains and levels. There is significant research 
that demonstrates the spillover of fertility onto domains like health, employment and migra-
tion, which signals the need to address interdependencies with the domain axis (Bernardi et 
al., 2017; Kulu and Milewski, 2007; Shreffler and Johnson, 2013). Similarly, studies have doc-
umented the significance of meso-level influences on reproductive decisions, such as couple 
and peer influences, or the role of institutional and environmental opportunities and costs for 
childbearing (Bernardi and Klärner, 2014; Kulu and Washbrook, 2014; Thévenon, 2011), 
which reinforces the need to address interdependencies with the level axis. Research has also 
examined the effects of wavering reproductive decisions or the active postponement of fertility 
on childlessness (Sobotka, 2017), which underscore interdependencies with the time axis. 

Most researchers have paid attention to first-order interdependencies. It is much rarer for 
particular studies to conceptualize, or empirically model, interdependencies that cross time, 
levels and domains. Continuing with the example of fertility, this would require investigators 
to simultaneously consider how the multiple life domains that influence reproductive decisions 
are organized by institutional frameworks, which establish goals and schedules that may be 
incompatible or contradictory. The timing and sequencing of fertility, for example, are affected 
by institutional pressures or cultural age norms related to completing schooling and training 
or finding employment, being promoted, and accumulating an adequate history of work or 
assets (for example, savings, housing) or time with a partner before parenting (for example, 
Perelli-Harris and Bernardi, 2015; Settersten and Thogmartin, 2018). There are descriptive 
accounts of social or institutional schedules that hinder individuals’ abilities to integrate the 
demands they face across life domains, but these are rarely modeled in complex interaction 
(Knecht and Freund, 2016; Tomasik and Silbereisen, 2016). The multiple clocks that direct 
individuals’ behavior across life domains (for example, with prescriptive or proscriptive rules 
or expectations) may operate with different degrees of clarity or coherence with each other. In 
addition, some clocks may be more rigid, or more rigidly enforced, than others, such as those 
that regulate education and employment transitions relative to those that regulate residential 
and family transitions. To more thoroughly and accurately understand the role of multiple 
clocks in reproductive decisions, one would have to adopt a micro-level explanatory frame that 
includes the influences of multiple institutional frames over time. 

Although theories and empirical research often focus on particular parts of the cube, the 
cube forces researchers to be mindful – and humble – that what they are investigating is only 
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part of a highly complex and nonlinear process. As we will show, the cube, as a heuristic tool, 
supports a dynamic theory of demographic change that results from the interactions of indi-
viduals purposeful actions, within the multidimensional and multilevel contexts of a lifecourse 
situated in a personal past, present and future. 

2.2.3	 A Theory of Human Behavior

The two previous subsections introduced the life course cube as a structured and transparent 
way to view interdependencies that must be confronted in the study of lives generally, and in 
the study of demographic events in particular. In order to move from the identification of such 
interdependencies to the explanation of demographic events and phenomena, an additional 
step is required: to anchor the cube in an action theoretical framework and relate it to the 
concept of agency (Bernardi et al., 2019). 

We view the individual lifecourse as a multifaceted process of individual behavior evolving 
from the steady flow of individuals’ decisions, actions and experiences, which modify their 
“biographical states.” That is, the lifecourse is driven by the intentional and sub-intentional 
action and behavior of individuals. Intentional behavior is an expression of the fact that human 
beings are capable of purposeful, reflected action. An explanation of individuals’ reproductive 
decisions, even one that emphasizes the dependence of these reproductive decisions on the 
intricate intersections of time, domains and levels in the cube, must rest on a theory of human 
behavior. The same is true of any other behavior central to the field of demography.

One reasonable point of departure for such a theory is the assumption that human beings 
constantly strive for individual wellbeing according to the decision criteria that they believe 
to be sound guidelines for conducting their lives in an optimal way. Of course, it is important 
to remember that “[w]hether and to what extent a welfare goal is actively pursued depends 
on actors’ resources and internal states, as well as on their perception of external conditions, 
including their perceived chance to actually achieve the goal” (Huinink and Kohli, 2014, 
p. 1299). These variables in the individual’s view change as they grow older and are simulta-
neously affected by historical and environmental conditions. In anticipating the consequences 
of their behavior, or in observing changes in their environment, individuals try to achieve as 
much certainty as possible in what to do or look for next. What individuals perceive as “good 
reasons” to act depend on both the shadow of the past (for example, prior experiences and out-
comes) and the shadow of the future (for example, anticipations and expectations), as they try 
to find a subjectively satisfactory balance between investments in and gains from their actions 
and a satisfactory level of wellbeing.

Individual agency is therefore central to understanding the lifecourse (see also Hitlin and 
Kwon, 2016) and to the time axis, as we suggested above in our reference to the shadows of 
the past and the future. Any conception of agency must be anchored in time, as an individual’s 
perceived horizons for action depend on it. For some phenomena, one might take a lifetime 
orientation that places action within the context of many years or even the whole of life, with 
the recognition that time is progressive and that some things about life are inevitable or cannot 
be repeated or undone; down to an everyday orientation, which places action within hours or 
days, with the recognition that time is cyclical (Kohli, 2019). For example, the shrinking time 
horizon that comes with aging, or time left to live, may lead individuals to prioritize certain 
decisions and goals, placing a premium on those that are both manageable and maximize 
meaning (Carstensen et al., 1999). Historical change, as another dimension of time, also 
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influences agency – a case in point being that the process of individualization and the trend 
toward neoliberalism in many societies have over many decades reinforced the notion that 
people are the architects of their own lives and responsible for their outcomes, good or bad 
(Kohli, 2019; Settersten, 2017). Human agency is also profoundly affected by interpersonal 
relationships and other social factors: at all times in life, the choices we face and our ability 
to act are heavily constrained or opened up through our interdependencies with other people 
(Landes and Settersten, 2019).

2.3	 THE LIFE COURSE CUBE AND COHORT ANALYSIS IN 
DEMOGRAPHY

Ernst Bloch’s famous expression “Gleichzeitigkeit des Ungleichzeitigen” (“the simultaneity 
of the non-simultaneous” or “the synchronism of the non-synchronous”) captures the idea that 
different pasts coexist in the present (Bloch, 1935 [1962], p. 104). This polyptoton perfectly 
illustrates the fact that successive birth cohorts, with their unique historical positions and col-
lective life histories, are present in society at the same time but have been subject to different 
expectations and opportunities and are characterized by distinct life patterns. 

In demographic research, so-called age-period-cohort analysis – better known as APC 
analysis – has been developed to estimate the impact of cohort-specific behavioral patterns 
on demographic events net of age-related trends (age effects) and the effects of contemporary 
macro-level conditions (period effects). Cohort effects should in principle capture the level 
and time interdependencies of demographic phenomena. APC analysis has been widely used 
by demographers because the decomposition of demographic rates according to these three 
factors promised to provide an estimation of the relative weight of influence of age, period and 
cohort components. 

However, APC methods have been subject to fierce criticism because of the inherent 
“identification problem” that results in such decomposition: APC aims to disentangle three 
dimensions of time (age, period and cohort) but suffers from the fact that its basic indicators 
are linearly dependent on each other (Mason and Fienberg, 1985; Yang and Land, 2013). That 
is, in using age and cohort, one can identify period – and so on for the other permutations. As 
a consequence, the estimated linear trends cannot be attributed uniquely to either age, period 
or cohort because, in relying on the same information, they are substantially redundant. This 
identification problem remains an active challenge for the field. An equally problematic 
limitation to understanding demographic change is that it exclusively relies on macro-level 
indicators to account for macro-level changes. 

The life course cube therefore extends APC analysis in many respects. First, it addresses 
the time interdependencies and coexistence of different anticipated futures in the present – in 
various life domains and at different interrelated levels. Second, it makes evident the fact that 
demographic phenomena have a strong foundation in micro phenomena, and that individual 
behavior is inherently linked to demographic structures and processes. Third, the succession 
of cohorts, as aggregates of individuals over time, can be analysed as one specific level of 
societal development, representing an independent driver of demographic change. 

In APC analysis, “cohort” is used as a proxy for particular macro-level experiences of 
members of a given birth cohort. The life course cube explicitly addresses how past histor-
ical experiences interact with processes at other levels and in all life domains. Similarly, in 
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APC analysis, “period” is used as a proxy for current macro-level conditions. The life course 
cube incorporates information on current conditions at multiple levels and domains, as well 
as potential consequences for the future. In APC analysis, “age” is not as clearly specified 
and refers to age-specific factors. The life course cube conceptualizes different aspects of 
age, such as “physiological,” “developmental” and “social” ages (for example, reflected in 
inner-individual developmental states or the timing of life events), which can be addressed 
autonomously via age-specific factors that are anchored in such dimensions. 

An important aspect of the study of demographic change is the question of the simultaneous 
presence of multiple birth cohorts, which constitute the social environment for any given 
individual (see also Chapter 7 in this volume). Path dependency in socialization processes 
(individual level) and demographic processes (supra-individual level) results from the con-
tinuous flow of interacting cohorts or “generations” that are born into a society, grow up and 
get older, and eventually die (for example, Mannheim, 1928 [1952]; Ryder, 1965; Alwin and 
McCammon, 2004). Particularly relevant is the transmission of values and behaviors across 
generations in families (Boehnke, 2001). Conventional wisdom is that socialization and demo-
graphic change happen in predictable, orderly, and almost inertial ways through population 
momentum from one generation to the next. 

However, a multidimensional account of cohort changes has to consider the simultaneous 
changes in all domains as well as their macro-level counterparts, such as economy, technol-
ogy, education, norms and culture (Mayer and Huinink, 1990). Changes in some areas at the 
societal level may occur faster (such as economic, political and technological changes) or 
slower (such as normative and cultural shifts). Depending on the degree or nature of inter-
dependencies between demographic processes and macro changes of these kinds, changes in 
demographic behavior at the individual level may proceed with very different rhythms and 
therefore be far less inertial than is generally forecasted. An example is the fertility decline in 
the German Democratic Republic after reunification in 1990 (Huinink et al., 2012). Radical 
societal change initially caused a moratorium in fertility for all cohorts, despite the fact 
that they were in very different phases of their reproductive careers. Older cohorts, born in 
the 1960s, discontinued family development or delayed the birth of another child; younger 
cohorts, born after 1970, delayed family formation. In the long run, fertility patterns (timing 
and number of children) in the East did not completely assimilate to those in West Germany, 
even among members of cohorts born in the 1980s and later. This was because they were 
socialized to the Eastern cultural script of the lifecourse (Bernardi et al., 2008). The same was 
true of the prevalence of births outside of marriage and the employment of mothers, based on 
attitudes  transmitted from one generation to the other. The East–West contrast might have 
been even more pronounced if economic development and labor market opportunities in East 
Germany had become more prosperous.

2.4	 EXPLAINING DEMOGRAPHIC CHANGE: A CRITICAL 
REVIEW

The cube advances explanations of demographic change by focusing on micro to macro 
interdependencies through time. Even though demographic change can be approached as 
one dimension of social change, it is often conceived as year-to-year changes in indicators 
of population structure and composition, such as changes in  sex and age structure, the distri-
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bution of living arrangements, an administrative or place-based unit of interest. Despite the 
fact that such changes are obtained by aggregating relevant events in individuals’ lifecourses 
(for example, births, union beginnings and endings, residential changes and deaths), classic 
demographic explanations for demographic change have rarely taken a lifecourse perspective. 

Instead, the field has more often conceptualized demographic change as transitions between 
sweeping demographic “regimes” from the 18th century onward. These regimes can be 
described by a relatively coherent profile of demographic parameters that reflect a given 
demographic equilibrium. The First Demographic Transition (FDT) was characterized by 
an initial period of high fertility and high mortality, followed by a high rate of population 
growth, and ending with a period of low fertility and low mortality and a moderate rate of 
population growth (Notestein, 1945; Coale and Watkins, 1986). This approach – of treating 
demographic change in terms of broad societal changes across big historical eras – does 
not provide a nuanced or detailed picture of the mechanisms behind the change. Notestein 
(1945), for example, offered macro-level explanations to account for the FDT, seeing it as 
the consequence of the industrialization and urbanization process. The more rapid decline of 
mortality rates compared to fertility rates, according to Notestein, suggested that changes in 
fertility were additionally sensitive to cultural norms. Sociologists pointed to the emergence of 
the traditional gender regime during modernization. This regime, which created the “isolated 
nuclear family” or “conjugal family” (Parsons, 1943), channeled men’s responsibilities into 
“breadwinning” and women’s responsibilities into domestic life – and therefore left fertility 
more resistant to change.

The Second Demographic Transition (SDT), roughly from the post-World War II period 
forward, has been deemed to have distinct phases of change in demographic phenomena: an 
early phase marked by an increase in divorce and decreases in fertility and age at marriage; 
a second phase marked by an increase in premarital cohabitation and non-marital fertility; and 
a third phase marked by a decrease in remarriage and childbearing at later ages (for example, 
Lesthaeghe, 1995). The SDT is a “lowest-low” fertility/low mortality regime with lower mar-
riage rates, higher rates of unmarried cohabitation, and much later ages of family formation 
(for an overview, see Zaidi and Morgan, 2017). Once again, to account for the SDT, demog-
raphers were quick to point to macro-level explanations, especially ideational change toward 
post-materialistic values (Inglehart, 1977, 1997) and the rise of an egalitarian gender regime 
with high female labor force participation (Lesthaeghe, 1995, 2014). 

Economists added micro-level or multilevel perspectives to explain demographic change, 
and particularly fertility change. In the case of the FDT, for example, economists Brentano 
(1909) and Leibenstein (1957) argued that it was the increasing level of wellbeing in indus-
trializing societies that accounted for demographic change. Modernization brought increased 
opportunities to improve people’s “welfare production” and to have more children. Increased 
standard of living raised individual aspirations and changed individual behavior, which in 
turn altered macro-level demographic outcomes. Examining family change during the SDT, 
economist Becker (1991) offered a micro-level theory to explain the decline of marriage and 
fertility rates and the increase in divorce rates: because the traditional division of labor among 
couples had deteriorated, and because the income prospects of women in the labor market 
had increased, there were fewer incentives to marry and have children. Other individual-level 
explanations based on values and beliefs were added over the years (Birg, 1991; Ajzen and 
Klobas, 2014; Nauck, 2014).
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A comprehensive socio-demographic approach to a theory of family change, one that 
includes attention to the lifecourse, has been presented by Johnson-Hanks and colleagues 
(2011). Their interdisciplinary “Theory of Conjunctural Action” (TCA) is founded on a theory 
of human behavior similar to the one underlying the life course cube. They assume that 
demographic actions take place in complex, multidimensional situations or “conjunctions” 
– that is, proximal contexts of social action that are shaped by structures emerging at each 
point in historical time and individual lifecourses. Individual actors perceive or construe these 
conjunctions from their perspectives and behave accordingly. This seems closely aligned with 
our view that the lifecourse is made through the intersections of levels, domains and time rep-
resented in the cube and understood from the actor’s vantage point. To the best of our knowl-
edge, however, such an approach has never been applied to empirical research on fertility, nor 
has it been systematically developed in the frame of a lifecourse theory.

Astonishingly, the lifecourse perspective has not played a prominent role in demographic 
transition theories, despite its growing role in framing empirical research on fertility. And 
yet, the increased attention to cohorts in demography brought to the forefront the commonal-
ities between the study of demographic change and of larger social change – which became 
important components of lifecourse research. The Lexis diagram, which displays the crossing 
of the aggregated individual events (like births) of cohorts by year and age, proved to have 
much larger application beyond being a tool to calculate risks of exposed populations. It indi-
cated the crossing of micro and macro phenomena through two different dimensions of time: 
individual (biographical) time and historical time. The principle of timing – that is, that life 
events and transitions are inherently different, and have different predictors and consequences, 
depending on the ages at which they occur – emerged as a hallmark of lifecourse inquiry 
(for example, Elder, 1994). Indeed, the timing of demographic events, such as unions and 
births, in the lifecourse became central preoccupations in social demography and its view of 
demographic change. This raised awareness of the crucial differences between period-based 
cross-sectional measures of demographic phenomena versus cohort-specific longitudinal 
measures (Bongaarts and Feeney, 1998; Kohler and Ortega, 2002). 

Besides timing, another relevant concept that traveled from the sociology of age and the 
lifecourse into demographic change is that of age stratification (Riley, 1974). This framework 
pointed to age as a key component of social structure and social change and prompted demog-
raphers to begin looking more closely at the social forces that alter the ages at which people 
form unions, have children, fall ill or die. 

Meanwhile, several lifecourse scholars have systematically probed the interrelation between 
changing lifecourses and changing social regimes and, in particular, demographic regimes 
(Kohli, 1985, 2007; Mayer, 2004). For example, sociologists have argued that the process of 
modernization in Western (welfare) states can be traced from premodern, preindustrial society, 
to modern, industrial and then Fordist societies, and finally to post-Fordist individualized 
societies (Mayer, 2004). As societies moved through this process, early phases resulted in 
a higher level of standardization and institutionalization of the lifecourse, but later phases 
resulted in greater de-standardization (Brückner and Mayer, 2005) and de-institutionalization 
(Kohli, 2007). 

Distinct types of welfare regimes correspond to distinct lifecourse patterns and to distinct 
patterns of demographic behavior. Changes in lifecourse regimes encompass changes in nupti-
ality, fertility, morbidity and mortality, as well as spatial mobility, which lead to demographic 
changes on the macro level. This inserts demographic change into a broader process of social 
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change and underscores the mutual interaction of macro-level phenomena and individual 
behavior over time. Fertility, social mobility, health behavior and other demographic pro-
cesses are then understood as particular cases in a larger set of interdependent life domains. 
Mayer (2004, p.  166) also hypothesized the “self-referential” nature of lifecourses, where 
path dependency and cumulative effects channeled or even determined the occurrence and the 
timing of demographic outcomes. Notions of path dependency and the accumulation of advan-
tage and disadvantage are now key concepts in lifecourse research (DiPrete and Eirich, 2006). 

Methodologically, the more explicit application of a lifecourse perspective to demographic 
questions was to be found in event history analysis which, with its focus on the timing of event 
occurrence, allowed researchers to overcome the restrictions of the APC models and to some 
extent incorporate dynamics related to path dependence. However, attention was largely paid 
to time-related interdependencies – relative to interdependencies of either the level or domain 
axes of our cube – and certainly not to the interdependencies that cross the axes of the cube. As 
we have already shown, these axes are closely intertwined. A second neglected aspect was that 
the inner-individual processes (genetic makeup and epigenetic processes, psycho-emotional 
regulation, physiological development) play crucial roles in lifecourse dynamics and demo-
graphic outcomes. 

2.5	 THE LIFE COURSE CUBE AS A TOOL TO INTEGRATE 
RESEARCH ON DEMOGRAPHIC CHANGE

Any specific aspect of demographic change, such as variations in fertility, migration and mor-
tality, can be located at the supra-individual level in the life course cube as part of more general 
social change. The life course cube provides a coherent approach to addressing demographic 
change by connecting it to its inner-individual and meso-level determinants and by reading 
it as a process of interdependencies across lifecourse domains and levels of analysis through 
time. We now provide a few illustrations, especially drawing examples from fertility research. 
This exercise can easily be extended to other fields of demography, such as migration and 
mortality. 

The changing prevalence of various civil statuses in a population, of much relevance for 
changes in fertility, depends on the shifting proportion of married and unmarried unions as well 
as the incidence of union dissolutions and the formation of subsequent unions. Macro-level 
phenomena of this kind are in turn the direct consequences of individual-level decisions to 
marry or separate, based on past and anticipated benefits and costs that such decisions may have 
for health and wellbeing or any other positive and negative spillovers that they may produce 
in the individuals’ own lives or the lives of close others (for example, changes in residence, 
employment, quality of relationships). While these are all shaped by current institutional and 
demographic conditions, they are clearly anchored in processes at the inner-individual level 
– for example, as relevant aspects of personal development and maturation or as reflective 
of personality or one’s propensity to take risks. These, in turn, are shaped by meso-level 
processes, such as the influence of union and childbearing norms (Bernardi, 2003; Bernardi 
and Klärner, 2014). Dynamic mechanisms can “loop” domains and levels, as in the case of the 
relationship between fertility decline and the opportunity for social and demographic change. 
The empirical literature has established that a decrease in the number of children modified the 
structure of social networks, which in turn affected processes of social influence: Kin contact 
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declined with industrialization and major demographic transitions (Murphy, 2011) and, it has 
been argued, as kin were replaced by friends, the enforcement of norms eroded and was over 
time substituted by the emergence of legal institutions meant to do so (David-Barrett, 2019). 
Far from being exhaustive, these examples serve as illustrations of the fact that the dynamic 
interaction of levels and domains produces demographic change. Similar observations can be 
made for the intensification and globalization of migration flows, for shifting life expectancy 
and historical changes in the relevance of specific causes of mortality. 

Besides multilevel interdependencies, multidomain interdependencies also matter for 
demographic change, insofar as the demographic issues of interest (for example, fertility, 
spatial mobility) are strongly related to the domain-specific activities and behaviors of indi-
viduals (for example, work, leisure time, health behavior, religiosity), and vice versa. The 
cube’s horizontal axis, which represents the multiplicity of life domains, corresponds to the 
inherent multidimensional and dynamic characteristic of demographic change – for example, 
where changes in fertility rates (family domain) produce changes in the age composition of the 
future population and mortality (health domain), or where changes in migration rates (residen-
tial domain) often produce changes in fertility and union dynamics (family domain) as well 
as differential health and mortality (health domain). The individual-level counterpart of this 
multidimensionality is that several parallel trajectories together compose a single lifecourse, 
which crosses with others in couples, in families and communities (that is, through “linked 
lives,” a key principle of a lifecourse perspective). The growing literature on the interrelated-
ness of fertility and spatial mobility in the forms of international and internal migration (for 
example, Schneider and Collet, 2010; Vidal et al., 2017; Kulu et al., 2019) is an example of 
how studying one aspect of demographic change requires connecting it to other social behav-
ior and phenomena.

The vertical multilevel axis of the cube again makes immediately apparent the need to 
connect such trajectories to institutional forms and regulations at the supra-individual level; 
that is, to tend to the influence of a society’s power relationships and social norms related to 
family, ethnicity and gender, labor market and economy, and religion. These all affect and 
provide conditions under which individuals combine and weigh the relative value of different 
life domains in relation to each other. Particularly relevant in this respect are the second-order 
interdependencies between levels and domains in the cube. These point to the need to con-
sider possible inconsistencies between the supra-level organization of social life in different 
domains (and its demands on individuals to combine them in socially expected ways) and 
the reality that people’s lives, whether by choice or circumstance, do not always meet these 
expectations. Such inconsistencies may manifest in unpredictable demographic shifts. One 
example of the power of reading demographic change through these multiple layers of inter-
dependencies in the lifecourse is Peter McDonald’s (2000) insightful explanation for the low 
levels of fertility in Southern Europe during the 1990s. He points to the disconnect between 
gender equity at the supra-institutional level, in which men and women were treated equally 
as workers and citizens; and the simultaneous lack of gender equity in the family sphere, in 
which the daily responsibilities for care to young children or parents were largely shouldered 
by women and reinforced in gendered leave policies. With a similar frame, one can explain the 
presence of higher fertility levels in countries where, on the one hand, gender equality between 
men and women is absent in both the public and private sphere; and where, on the other hand, 
it is coherently implemented and practiced in all spheres of life (Esping-Andersen, 2016).
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Multilevel and multidomain interdependencies are also heavily enmeshed with time, 
whether historical time (change across years) or individual biographical time (change across 
ages). Level- and domain-specific phenomena operate under different time scales and therefore 
have different rhythms or accelerations or delays (“the simultaneity of the non-simultaneous,” 
as discussed earlier). Demographic research will be enriched by measuring and analysing these 
different time scales with greater precision, as demographic change is strongly determined by 
time-related interdependencies. It is a path-dependent process – not only because demographic 
momentum is a structural effect but also because, as shown in the cube, there are horizontal 
path dependencies across interrelated domains and vertical path dependencies across interre-
lated levels of analysis. On the macro level, the Princeton Fertility Project revealed impressive 
and diverse demographic change within and between Western countries during the late 19th 
and early 20th centuries (FDT) (Coale and Watkins, 1986). This would not have been possible 
if researchers had not taken a strong historical view (Lesthaeghe and Surkyn, 2007). Also 
relevant here is Lesthaeghe and Neels’s (2002) analysis of the remarkable stability of the 
differences in regional fertility patterns during the FDT and the SDT. They explained this 
continuity as stemming from action at the individual level, where greater freedom from nor-
mative constraints made personal decision-making more possible, giving rise to new forms of 
behavior and its diffusion over time.

Another important aspect of time interdependency is the relevance of anticipation in indi-
vidual decision-making, which has only recently been included in demographic explanations 
of change but is central to human experience. One exception is the theoretical approach that 
emphasizes that the anticipation of future opportunities (options to improve wellbeing in 
a variety of life domains) plays a decisive role in explaining the timing of fertility (Birg, 1991). 
In the long arc of history, one can generally observe greater life options and opportunities in 
a society. One problematic aspect of an increasingly individualized lifecourse is uncertainty. 
That is, it creates conditions that make it more difficult to visualize or expect what one’s 
future holds. There is a growing literature studying how economic uncertainty affects fertility, 
suggesting that economic uncertainty delays or limits fertility (for example, Kreyenfeld et al., 
2012). However, an influential theoretical paper addressed the relevance of anticipation for 
demographic behavior differently, suggesting that uncertainty about the future may increase 
fertility (Friedman et al., 1994). That is, in the face of other kinds of uncertainty, individuals 
may exert control by acting sooner on their parenting intentions and therefore reduce uncer-
tainty of other kinds – even, or especially, when they anticipate limited prospects in other 
life domains, such as employment. Consequentially, demographic change is never likely to 
be a smooth process because of contradictions created by the different rates of change in 
phenomena in distinct domains or at distinct levels, as the research by McDonald, mentioned 
above, illustrates. Similarly, the very description of the FDT brings about the need to consider 
processes that have a different pace: behavioral change due to technical innovations that 
improved life conditions (reducing mortality risks) moved more swiftly than behavior that was 
heavily regulated by deep-seated values and norms, such as sexuality, which in turn slowed 
those changes that might otherwise have occurred in fertility.
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TOWARD A LIFECOURSE IMAGINATION

The examples in this chapter call for a sound and simultaneous consideration of the multidi-
mensional, multilevel and time dimensions of demographic change, both theoretically and 
empirically. The complexity modeled in the life course cube is not only relevant for the study 
of fertility, on which we have focused, but also for other areas of demographic research. The 
life course cube teaches us how to look behind the dynamics of fertility, nuptiality, mortality 
and migration from a differentiated but nonetheless comprehensive lifecourse perspective. The 
cube serves as a guide for demographic research because it provides three fundamental axes 
– levels, domains and time – within which to place and analyse phenomena, and to identify 
key interdependencies of and across these axes. The cube can foster a new vision for the field, 
both in visualizing and mastering the complexity of our subjective matter in a more systematic 
way. It allows demographers to engage with the interdependencies that connect past, present 
and future, and that connect processes and outcomes that occur in different life domains and 
across inner-individual, individual and supra-individual levels. As C. Wright Mills (1959, 
p. 3) observed 60 years ago, “neither the life of an individual or the history of a society can be 
understood without understanding both.” Paraphrasing Mills, neither demographic change nor 
individual change can be understood without understanding both. Demographers have much 
to gain in developing a lifecourse imagination, just as lifecourse scholars have much to gain in 
developing a demographic imagination. 
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NOTE

1.	 To complete the differentiation between the inner-individual, individual, and supra-individual 
levels – which are analytically distinct – one can of course specify additional layers in between (for 
example, partnerships, social networks, work environments). Because each layer can and should be 
analysed in relation to the others, the multiplication of levels does not diminish the heuristic value 
of the vertical axis of the cube (that is, the need to identify interdependencies of processes across 
levels).
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3.	 Lifecourse and social inequality
Anette Eva Fasang and Karl Ulrich Mayer

3.1	 INTRODUCTION

Lifecourse research provides the strongest bridge between demography and stratification 
research. The lifecourse approach shares long time horizons in research designs, longitudinal 
methods, including survival analysis and age-period-cohort models, and its interdisciplinary 
core with demography, but uses these approaches to study, among others, substantive ques-
tions about social inequality and mobility. The demographic version of the “lifecourse” pic-
tures “demographic trajectories … shaped by life events (from birth to death), and the timing 
of these life events … influenced by the historical, political, and cultural context, the devel-
opment of individuals, and their relationships with significant others” (Billari, 2015, p. S13). 
Lifecourse research extends this demographic idea of the lifecourse to events and transitions in 
education and working lives, and beyond transitions also to states (for example, unemployed, 
employed) and their longer-term sequencing across individual lives. The linkage of stratifica-
tion and the lifecourse is particularly valuable in times of marked demographic change.

Lifecourse scholarship has traditionally been a hub for developing innovative longitudinal 
methods and continues to produce exciting new methodological propositions, including exten-
sions of event history and sequence analysis, a proliferation of panel regression and latent 
growth curve models in lifecourse studies, and combinations of different methodological 
approaches in step-wise procedures (Brüderl et al., 2018; Piccarreta and Studer, 2018; Studer 
et al., 2018). This chapter concentrates on substantive research questions and conceptualiza-
tions of inequality outcomes from a lifecourse perspective, but we refer the reader to further 
literature on methodologies where appropriate. 

In Section 3.2 we trace some of the theoretical and research traditions where social strat-
ification and lifecourse intersected and then formulate core empirical questions of what one 
would like to know about the lifecourse dynamics of social inequality. In Section 3.3 we 
introduce the lifecourse paradigm and recent developments in lifecourse theory. We continue 
to outline four major areas in which the systematic consideration of lifecourse dynamics does 
and could further contribute to the study of social inequality: (1) lifecourse sensitive concepts 
and measures of social inequality; (2) the linkage between social-demographic processes and 
stratification; (3) the temporality of causal mechanisms; and (4) comparative aspects of change 
and cross-national differences in lifecourse/inequality regimes. In Section 3.4 we concentrate 
on the first of these four areas of why and how the study of social inequality can and actually 
must integrate lifecourse sensitive concepts and measures of inequality and mobility.
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3.2	 THE TRADITION OF STRATIFICATION AND LIFECOURSE 
RESEARCH: EMERGING RESEARCH QUESTIONS

Within lifecourse research, social inequality first came into the picture through the question of 
whether and how age groups form hierarchies in addition to inequality based on social class, 
race/ethnicity or gender. Matilda Riley and co-authors (1972) in particular elaborated the 
concept of age stratification: how resources are distributed between age groups and whether 
different age groups enjoy or command varying levels of social prestige. A large literature has 
examined inequality between age groups and generations, how welfare states shape age-graded 
lifecourses and, next to social classes, generate “welfare classes” of life stage-specific benefit 
recipients, including retirees, children or widowed (Diewald, 2016; Leisering, 2003; Mayer 
and Müller, 1986). A lively topic in this area was the presumption that an emergent “youth 
culture” shifted the attribution of social prestige to ever-younger age groups, whereas histori-
cally the elderly enjoyed higher prestige (Ehmer, 1990). Recently, population aging is shifting 
voting power to older age groups (Casamatta and Batté, 2016; Fasang, 2018) and placing 
additional financial burdens on the actively employed, possibly raising the relative social and 
economic status of elderly persons. Currently, solidarity and inequality between age groups is 
put to a brutal test in the 2020 COVID-19 pandemic.

Traditional stratification literature conceptualized social inequality as a categorical, rela-
tional or distributional societal structure at a given time or period. Hence, cross-sectional 
measurement was the means of choice to capture it empirically. Intergenerational social 
mobility was complementarily seen as the process of access to a given position or rank in the 
stratification system which – once achieved via a “transition” – was taken to be a relatively 
stable “destination.” A father–son or parent–child comparison in a mobility transition matrix 
matches such a view (Erikson and Goldthorpe, 2002). Some of the classic studies of intergen-
erational social mobility via transition matrices were initiated by demographers (Glass, 1954).

Schumpeter’s (1927, p. 170) famous bus or hotel metaphor depicts stratification or class 
structure as stable and persons as moving: Class structure is like an omnibus or hotel. It is 
always the same bus or hotel, but different persons are entering and leaving.1 In a somewhat 
different manner, Max Weber’s (1956, p.  22) definition of “social” class defines classes 
as those categories (set of class locations) “within which moves are possible and frequent 
(between and within generations) and between which moves are difficult and infrequent.”2 
Again here relative stability and permanence is emphasized. Such comparative-static views 
were first partially overcome by the “status attainment process” tradition (Blau and Duncan, 
1967; Featherman and Hauser, 1976; Sewell and Hauser, 1972; Sewell et al., 1969) in two 
respects. First, scholars in this tradition conceptualized access to class or status as a “process” 
of at least some length. Second, they paid more attention to the determinants, intervening 
factors and pathways in that process, especially education, training, aspirations and the first 
job. The notion of a specific age period when access to class or status is completed was echoed 
by the – for some time – dominant field of “transitions to adulthood” in lifecourse research 
(Buchmann and Kriesi, 2011; Furstenberg, 2010). Research on transitions to adulthood, 
including not only educational attainment and labor market entry, but also demographic 
trajectories of leaving the parental home and family formation, is one of the most fruitful 
collaborations between lifecourse sociology, social demography and stratification research.

One important contribution of lifecourse studies on social inequalities has been to fill defi-
cits of description about how command over resources and the accumulation of valued goods, 
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which signify social inequality, unfold over the lifetime. Lifecourse research has uncovered 
many longitudinal aggregate-level regularities across individual lives and multiple generations 
that fall into the “discovery stage” of stratification research (Billari, 2015). Next to demo-
graphic analyses on family formation, migration, and aging and mortality, lifecourse studies 
have applied sophisticated longitudinal methods to trajectories of social attainment and their 
interrelationships with social-demographic processes over time. 

The first applications of a lifecourse, or better a working life, perspective on social stratifi-
cation focused on intragenerational social class mobility and career mobility over individual’s 
lives (Müller and Mayer, 1973). In one of the early attempts to link class mobility and the 
lifecourse, Mayer and Carroll (1987) take two distinct views of the relationship between class 
and mobility as their point of departure. One holds that class structure is the result of individual 
and collective mobility. Marx, for instance, sees the capitalist class structure as a result of 
the collective déclassement of small artisans and shopkeepers into the working class or the 
merging of the bourgeois intellectuals with the working class. At the extreme, high mobility 
rates can dissolve the class structure altogether as in Schelsky’s (1965) idea of one big middle 
class. The other view sees class and mobility as completely distinct: classes are constituted 
by modes of production and employment relationships and mobility has no consequences 
for the constitution of classes, but only for class identity and class conflict. In this view, 
intragenerational job mobility should be especially salient for class identity and coherence: 
intragenerational worklife or career mobility surely must have a stronger impact on class 
formation. Fluctuations across classes in the course of a career should undermine class loyalty 
as well as loosen any potential homogeneity in the material conditions or orientations of class. 
Conversely, if class boundaries can easily be transcended during a work life, then the salience 
of assumed class distinctions might well be questioned (Mayer and Carroll, 1987, pp. 14, 15).

Empirically, the reorientation of stratification research to intragenerational mobility raised 
new issues: In industrial societies, career class mobility takes the form of job shifts. Yet the 
relationship between class mobility and job mobility remains a sociological mystery … How 
do classes differ in respect to job-shift patterns? Which classes protect members from the labor 
market and which classes expose them? (Mayer and Carroll, 1987, p. 15)

Based on then newly collected retrospective data from the German Life History Study 
(Mayer, 2015), Mayer and Carroll (1987) highlighted that indeed job turnover over the life-
course varied greatly by social class in West Germany: lower classes, especially unskilled and 
semi-skilled workers shifted more between jobs than higher classes of non-manual and pro-
fessional employees. Women experienced more job mobility and less class mobility than men, 
that is, they were locked into more disadvantaged class positions, but moved more between 
less secure and low quality jobs over the course of their lives. These findings highlighted the 
volatility of social class and job shifts over the lifecourse as additional dimensions of inequal-
ity that differ by classic markers of social inequality, including gender or ethnicity.

More generally, lifecourse studies have redirected research questions about social inequality 
to longer-term processes, within and between specific life stages. This in turn triggered con-
ceptual and theoretical advances, and innovations in data collection including retrospective 
and prospective life history data, research designs and methods (Brüderl et al., 2018; Mayer 
and Tuma, 1990). The latter pushed lifecourse research closer to an “explanation stage” of how 
social attainment evolves over the lifecourse in different institutional, economic and normative 
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contexts (Billari, 2015) (see below). Core questions about social stratification and mobility 
from a lifecourse perspective include:

1.	 How stable are social class and status, or other expressions of inequality including income, 
wealth and health, across the entire lifecourse? How strong are processes of cumulative 
advantage and disadvantage, such that initial (dis)advantages are reinforced over time?

2.	 Should stratification be conceptualized and measured differently in various life stages? 
Does the salience of different dimensions of inequality vary across the lifecourse?

3.	 How deterministic are descriptive and causal relationships between early, intermediate and 
late stages of life? How “predetermined” are life outcomes at birth?

4.	 What are the most important mechanisms generating inequality across the lifecourse? Core 
mechanisms include genetics, epigenetics, health selection, infant and child development, 
education and training, labor force experience and career development, family formation 
or functional aging.

5.	 Are some inequality-generating mechanisms intrinsically linked to the lifecourse? For 
example, exposure to risk, accumulation of experience, cumulative advantage, invest-
ments/discounting and returns, or selective accumulation and compensation of advantage 
and disadvantage.

6.	 How effective are compensatory mechanisms for handicaps in early life? In which life 
periods are interventions most/least effective? Are ameliorative/curative or preventive 
social policies more powerful?

7.	 How is the socio-demographic life cycle, including differential fertility and longevity, 
related to inequalities across the lifecourse and the reproduction of inequalities across 
generations?

8.	 How do biological (organismic) and psychological (cognitive, emotional, personality) 
aging as well as social aging (socio-demographic developments) affect inequality? For 
example, is old age a “leveler” of social inequality?

3.3	 CONCEPTS OF THE LIFECOURSE AND CONTRIBUTIONS 
TO THE STUDY OF SOCIAL INEQUALITY

Over the past decades, the lifecourse perspective provided a paradigm, not a scientific theory 
in a strict sense of deducing a coherent set of hypotheses from basic assumptions that can be 
empirically tested (Bernardi et al., 2019, p. 8). Elder and co-authors (2003) summarize five 
now classic heuristic principles of the lifecourse paradigm: (1) life-long development: devel-
opment does not stop with adulthood, but continues over the entire lifecourse; (2) agency: 
individuals make choices within constraining opportunity structures; (3) time and place: 
different macro-structural conditions across historical time and locations shape individual 
lifecourses; (4) timing: causes and consequences of events in the lifecourse, such as entering 
or exiting employment, depend on their timing in the lifecourse; and (5) linked lives: lives are 
lived interdependently within networks of shared relationships. The multidimensionality of 
lives, including parallel and interdependent work, family, residential and health trajectories, is 
occasionally highlighted as an additional (6) principle. 

These paradigmatic lifecourse principles proved to be sufficiently open to inform research 
questions and designs in a wide range of disciplines spanning anthropology, sociology, 
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psychology, demography, criminology and epidemiology, as well as numerous fields of 
application, many of which broadly addressed social inequality. At the same time, in some 
fields the “lifecourse” became a catch-all label for studies that relied on longitudinal research 
designs, lacking a clear theoretical core that would enable more cumulative research insights, 
especially across disciplines. Moreover, studies often built on oversimplified rational choice 
models to theorize individual agency that clearly had limited predictive power for observed 
empirical realities, in some substantive areas more so than in others (Fasang et al., 2016). 

Recently, Bernardi and co-authors (2019 and in this volume) pushed for a more refined 
dynamic theory of the lifecourse that goes beyond basic principles and can be shared across 
disciplines. They propose the heuristic of a lifecourse cube defined by time, levels of analysis 
and life domains, within which individual lives are situated (p. 4). All possible interdependen-
cies between each of the axes, for example, between time and life domains, delineate specific 
sets of questions and research problems that ought to be covered in comprehensive scholarship 
of lifecourses. Empirical research should tackle each of these interdependencies cumulatively 
to refine empirical knowledge and theoretical mechanisms that govern, for example, the inter-
dependencies between levels of analysis and life domains – such as how institutional contexts 
(macro-level) structure possibilities to combine work and family over the lifecourse (interplay 
between two individual-level life domains) (see Aisenbrey and Fasang, 2017 for an application 
and Mayer 2019 for critical commentary). 

With regard to conceptualizing and theorizing social inequality and mobility, the lifecourse 
perspective can make at least four contributions that deserve continued attention and refine-
ment. First, by developing lifecourse sensitive concepts and measurements of social inequali-
ties. Second, by highlighting and specifying the interrelationships between social-demographic 
processes and social inequalities, most notably fertility, family formation, and aging and 
mortality (Fasang, 2018; Maralani, 2013; Mare, 2011; Sakamoto and Powers, 2006). Third, 
by disentangling what we call the temporality of causal mechanisms: the unraveling of causal 
mechanisms that generate social inequality over time, their relative salience in different life 
phases and their patterns of temporal impact (Brüderl et al., 2018; Pötter and Blossfeld, 2001). 
Fourth, by establishing cross-national differences and historical change in social inequalities. 
In addition to identifying specific lifecourse and inequality regimes in given socio-historical 
situations, lifecourse studies have pushed forward more sophisticated comparative strategies 
across time and place often in targeted small N country comparisons that follow specific birth 
cohorts over time in the spirit of a “differential lifecourse sociology” (Mayer, 2005). In this 
chapter we focus on the first of these four areas, while the other contributions are elaborated 
elsewhere (see citations above).

3.4	 LIFECOURSE SENSITIVE INEQUALITY OUTCOMES

What can a lifecourse perspective add to cross-sectional distributional measures of social 
inequality? Taking the basic premises of the lifecourse paradigm seriously and using 
individual-level longitudinal data highlights at least the following temporal dynamics of social 
inequality: (1) Timing: at which point in life do which type and extents of inequalities apply 
with which consequences? (2) Duration: how long do adversities and advantages last and how 
do they add up? (3) Sequence: in which order do states and positions, for example, of social 
class, occur? (4) Direction and trajectories: do status or other inequality outcomes change 
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over time and in which direction? How do trajectories cluster into typical socially stratified 
lifecourse patterns? Together (2), (3) and (4) mark overall stability/volatility: how unstable, 
regular or irregular are markers of social inequality? In the following we illustrate arguments 
for such extended lifecourse sensitive concepts and measurements of social inequality. 

Cross-sectional measures of social inequality may contain errors because stocks and flows 
of socially valued goods change over time. Lifecourse studies have criticized cross-sectional 
measurement of social inequality based on two simple accounts. First, it is usually not feasible 
to define one appropriate age to measure social inequality. Second, the volatility of markers of 
social inequality across the lifecourse appears as a relevant outcome that should be analysed 
in its own right.

1.	 Timing of inequality outcomes: defining one appropriate age or time point to measure 
socially valued goods is usually not feasible, because the speed of relevant demographic 
processes, fertility, aging and mortality varies by social background (Billari and Liefbroer, 
2010; van Raalte et al., 2012). For example, the timing and speed of transitions to adult-
hood, including age at first job and family formation, vary across countries and social 
classes, and have increased for younger cohorts. Measuring social origin effects of parent’s 
social status at age 16 of the child could be a good proxy if all parents were in similar career 
stages, when their children are age 16, and if 16 is the age at which parent’s resources 
matter most. Neither of these assumptions is plausible or supported empirically. Because 
the highly educated tend to become parents at later ages, they will be older and in more 
advanced career stages when their child is 16 compared to lower educated parents. In 
addition, parent’s resources during early childhood, starting with pre-natal behavior and 
care, might be much more important compared to those at age 16, especially if processes 
of path dependency and cumulative advantage and disadvantage are at play (Dannefer, 
2003; DiPrete and Eirich, 2006). The younger parents are when they have children, another 
demographic feature, the more unstable and inaccurate their occupational indicator at birth 
of the child likely is over the subsequent lifecourse of their children.

2.	 Stability/volatility of inequality outcomes: even if one could establish an appropriate age to 
measure socially valued goods, cross-sectional, or “point in time” measures (Abbott, 2016) 
could only be useful if trajectories predictably stabilized in similar ways for everyone 
after some point in the lifecourse. A massive empirical literature supports the opposite. 
Income tends to increase until mid-life and then declines in older working age and during 
retirement, but differently depending on social background and across countries. Income, 
employment and occupational prestige all fluctuate greatly after family events such as 
marriage, parenthood or divorce (Aisenbrey et al., 2009; Andress et al., 2006; Florian, 
2018; Kahn et al., 2014; Gangl and Ziefle 2009). The stability of employment or income 
in turn affects the accumulation of wealth, credit worthiness, claims to retirement benefits 
and access to rental housing. Therefore, the volatility of outcomes over the lifecourse is in 
itself a major dimension of inequality in addition to relative “ranks.” 

Note that the normative implications of volatility of employment trajectories are by no means 
clear. On the one hand, more unstable employment lives could mark social advantages, if they 
are materially secured and signify voluntary changes between attractive jobs and times out of 
the labor force, for example, for sabbaticals. Careers of steep upward mobility are also volatile 
with repeated job shifts for promotions. On the other hand, employment volatility can simply 
signal precarity of involuntary moves between low quality jobs and unemployment (Kalleberg 
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and Vallas, 2017). How voluntary moves are seems to be a key component for assessing 
whether volatility indicates privilege and freedom or, on the contrary, precarity and a lack of 
opportunities (Nitsche and Mayer, 2013; Van Winkle and Fasang, 2017). 

Once one gives up the idea that class or status are more or less fixed attributes, or in other 
words, if destination is seen as a life-long process (Karhula et al., 2019), then we would like 
to know more about the nature of this volatility: (a) how status or class changes across the 
lifetime; (b) whether these changes are monotonic, that is, upward, downward or stable; and 
(c) how changes distribute or concentrate within certain phases of the lifecourse and popula-
tion sub-groups. Two conceptual and methodological distinctions are important: (1) between 
continuous and categorical inequality outcomes, and (2) between individual and group-based 
variability in trajectories of inequality outcomes. By group-based variability in trajectories we 
mean groups of similar trajectories that were identified because the follow similar pathways 
using a statistical procedure, such as cluster analysis. In this case, the groups are defined by 
a similar developmental experience. Individual-based variability is still generally expressed 
as group differences by membership to groups that are defined a priori, irrespective of the 
trajectory that they follow, for example by gender, cohort, or region. In the following we 
systematize lifecourse sensitive inequality outcomes, distinguishing between continuous and 
categorical, as well as individual versus group-based concepts. Figure 3.1 shows examples of 
continuous life course sensitive inequality outcome and analyses with a focus on individual 
based (top) and group based (bottom) variability in trajectories. Figure 3.2 shows examples 
for categorical life course sensitive inequality outcomes of analysis for the individual (top) and 
group-based case. The examples in Figure 3.1 and 3.2 all pertain to individuals as the central 
unit of analysis. Recent research has also fruitfully extended them to dyads to study social ine-
quality in the context of linked lives of spouses, siblings or parents and their children (Fasang 
and Raab, 2014; Karhula et al., 2019; Langner, 2015; Nitsche and Grunow, 2016; Visser and 
Fasang, 2018). 

Volatility in continuous inequality outcomes (in Figure 3.1) goes beyond accumulated sum-
maries over the lifecourse, as prominently given with lifetime income or earnings (Bönke et 
al., 2015). In addition to income and earnings, major continuous inequality outcomes include 
the amount of lifetime spent in different social classes (Featherman et al., 1989), trajectories 
of occupational prestige (Härkönen et al., 2016; Manzoni et al., 2014; Stawartz, 2018), and 
wealth accumulation over the lifecourse (Killewald et al., 2017). While lifetime stocks of 
income, class or prestige offer longer-term accounts of individuals’ position in a given ine-
quality structure, they do not assess volatility in these trajectories. 

A typical lifecourse analysis of continuous individual-based trajectories is demonstrated by 
Manzoni and co-authors (2014) in a growth curve analysis of occupational prestige, shown for 
women of different birth cohorts in Germany in the top panel of Figure 3.1. Results support 
both higher initial occupational prestige and steeper increases for younger cohorts. Another 
example is given by Cheng (2014) who proposes a lifecourse trajectory framework to assess 
within-cohort wage inequality between individuals in a cohort over their lifecourses (see 
Cheng, 2014, p. 669, figure 3). Findings show increasing wage inequality over time within 
given cohorts in the United States. It follows that short-term analyses in early adulthood 
understate the full extent of wage inequality that unfolds within a cohort over time. Taking 
an intergenerational perspective, Bönke and co-authors (2015) report that West German men 
born in 1960 experienced about 85 percent more lifetime earnings inequality compared to their 
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fathers, which is both due to longer unemployment spells and more upward mobility of the 
younger generation. 

Damaske and Frech (2016) argue for conceptualizing variability in women’s labor force 
attachment as typical pathways over the lifecourse. They follow a group-based trajectory 
approach (Nagin, 1999) to identify typical trajectories of women’s work hours over the 
lifecourse (bottom panel Figure 3.1). This approach differs from panel regression and growth 
curve models in that it focuses on group-specific, rather than within-individual, trajectories 
of change in continuous outcomes over time (Damaske and Frech, 2016, p. 375). Findings 
show six typical pathways of women’s work hours over the lifecourse in the United States that 
are jointly predicted by markers of cumulative advantage, gender beliefs and family-related 
opportunities and constraints. In a similar analysis of men’s income trajectories and health 
at mid-life, Frech and Damaske (2019) identify eight groups that signify typical income tra-
jectories with overall remarkable income rigidity. Only 25 percent show significant income 
mobility and most of it is downward and into poverty. Associations with mid-life health are 
strong and support the formative impact of early life disadvantage by triggering processes of 
cumulate disadvantage later on.

The concepts of lifetime stocks and volatility naturally lend themselves to continuous 
inequality outcomes as income, wealth or occupational prestige. Continuous inequality out-
comes usually are inherently valued. More is better than less, even if their effects on overall 
well-being are non-linear. They can be easily mapped as distributions and modeled as individ-
ual or group-based developmental trajectories across the lifecourse. A frequent challenge in 
analyses of continuous inequality outcomes is how to account for time periods in which they 
cannot be observed, because individuals are either out of the labor force and have no earn-
ings or occupational prestige to report. Cross-sectional analyses routinely employ Heckman 
selection models (Heckman, 1979) to, although imperfectly, account for selectivity into 
employment, in which continuous inequality outcomes of income or prestige can be observed. 
Heckman type selection models are difficult to extend to longer-term trajectories because they 
cannot capture the varying frequency, duration or content of employment interruptions due to 
family leave, unemployment, prison or long-term disability, among others.

Imputation is conceptually questionable because it would estimate a prestige or income 
value for a situation in which there is none for a specific substantive reason. Scholars have 
often filled these gaps with the last preceding available prestige or class score, or assigned 
zero earnings (Aisenbrey et al., 2009; Fasang, 2012). This is a pragmatic solution. But it does 
not account for the fundamental differences in terms of access to resources and social stigma 
attached to an employment gap resulting from either unemployment, parental leave, long-term 
disability or being in prison. Forward or backward filling obviously reaches the limits of 
responsible empirical research when it comes to long gaps, and even for short gaps risks 
overstating continuity in lifecourses. Facing such difficulties, some studies simply exclude 
individuals who have no observations on the relevant inequality outcomes for longer periods 
of time. Often this implies excluding the most disadvantaged by design, which will grossly 
distort population-level inequality estimates.

Lifecourse research has therefore additionally focused on measuring volatility in cate-
gorical inequality outcomes facilitated by the proliferation of sequence analysis to analyse 
trajectories of categorical states. Important categorical inequality outcomes include different 
reasons for being out of the labor force, being just above or below a poverty line, or one of 
the most disadvantaged lifecourse states – incarceration (Pettit and Western, 2004). Note that 



Figure 3.1	 Examples of continuous lifecourse sensitive outcomes of social inequality
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some categorical lifecourse states have a clear, shared positive or negative connotation (unem-
ployment, prison), while this is not the case for others (being out of the labor force). Initially, 
studies counted the number of employment shifts and used event history models to study the 
timing and duration of specific transitions, for example, in and out of unemployment or the 
mother’s duration until labor market re-entry after child birth (Aisenbrey et al., 2009). 



Figure 3.2	 Examples of categorical lifecourse sensitive outcomes of social inequality
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More recently, a burgeoning literature on lifecourse complexity (Biemann et al., 2011; 
Van Winkle and Fasang, 2017) focuses on within-individual heterogeneity in trajectories 
of categorical states. Conceptually, studies tend to either rely on lifecourse differentiation, 
“an increase in the number of lifecourse states experienced across the lifecourse” (Brückner 
and Mayer, 2005, p. 33), or employment precarity, defined as low quality employment that 
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is uncertain, interrupted, risky and unpredictable for the employee (Kalleberg and Vallas, 
2017; Ritschard et al., 2018). Differentiation is usually measured with sequence complexity 
measures (Elzinga, 2010). In addition to simply counting the number of transitions, complex-
ity indicators include the overall predictability of a trajectory and the timing and duration 
of transitions within trajectories of categorical states (Gabadinho et al., 2011). Note that the 
complexity index transforms individual based volatility in trajectories of categorical states into 
a continuous measure.

One challenge for these concepts and measures is that composite complexity indicators do 
not readily account for “desired” (upward mobility) and “undesired” (recurrent unemploy-
ment) volatility in employment careers. This can in principle be resolved by only considering 
specific types of employment states in the sequences, or weighting a complexity indicator 
by whether the job shift was voluntary or involuntary, as recently proposed by Van Winkle 
and Fasang (2017) in an analysis contrasting the amount of career complexity across cohorts 
in 22 European countries. Findings combining sequence methods in a multilevel regression 
framework show that, contrary to common conjectures, volatility in employment careers has 
not notably increased across cohorts, while cross-national differences are sizeable and stable 
(see Figure 3.2 top panel). Weighting complexity by the proportion of involuntary job shifts, 
multilevel regression shows that employment protection legislation is particularly effective 
in lowering complexity produced by involuntary job shifts (p. 21). Ritschard and co-authors 
(2018) propose a more general framework of a precarity index that weights complexity with 
the proportion of positive and negative transitions that have to be conceptually predefined by 
the researcher.

Poverty thresholds are a specific case of categorical inequality outcomes that deserve par-
ticular attention (Dewilde, 2003; Leisering and Leibfried, 1995). Whether poverty is brief and 
transitory, recurs in repeated episodes or enduring and long term, and for which proportion and 
population sub-groups have huge implications for the individuals affected and the design of 
effective policy measures. At the same time, assessing the dynamic nature of poverty is con-
ceptually particularly challenging. Because poverty is often measured as a categorical outcome 
of being above or below a threshold, conventionally below 60 percent of median income, on 
the household level, transitioning into or out of poverty can be due to either a change in 
earnings (socio-economic event) or a change in household composition (demographic event). 
From dynamic poverty research we know that mobility in and out of poverty is relatively 
high in Organisation for Economic Co-operation and Development (OECD) countries, that 
the “permanent underclass” who never escapes poverty is only a small proportion of those 
ever experiencing poverty, and that annual poverty rates grossly understate the proportion of 
individuals who ever experience poverty in their lives (Burkhauser, 2001).

Vandecasteele (2011) brings together a lifecourse and classic stratification perspective to 
study how life events trigger poverty for individuals of different social background in several 
European countries. She concludes that lifecourse risks, including job loss, parenthood and 
separation, and classic stratification factors of education and class should be studied in inter-
action with each other. While parenthood triggers greater poverty risks particularly for lower 
class individuals, job loss equally triggers poverty across all educational levels. Van Winkle 
and Struffolino (2018) show that the incidence of in-work poverty varies greatly across the 
lifecourse in the United States. Poverty is strongly concentrated among employed men around 
age 18, but peaks at much later life stages at 25 percent around age 35 for employed women 
in the United States. In addition, they use the recently developed sequence analysis multistate 
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model (Studer et al., 2018) to conceptualize transitions out of in-work poverty as longer-term 
processes in themselves. Here the lifecourse perspective offers a more sophisticated dynamic 
account beyond one-time transitions out of in-work poverty. Findings show that after an initial 
escape from in-work poverty, most people either immediately slide back into poverty or expe-
rience a longer-term pattern of recurring poverty in and out of work with only brief escapes 
(Struffolino and Van Winkle, 2019).

Recent studies highlight typologies as particularly useful summaries of trajectories of 
categorical inequality outcomes. The stratification literature traditionally focused on final out-
comes. But the processes that lead to these outcomes signify socially more or less desirable life 
experiences, supporting an added value of conceptualizing “destination as a process” (Karhula 
et al., 2019). Completing a BA on schedule after four straightforward years of study is a dif-
ferent experience from attaining a BA after ten years of study with multiple interruptions due 
to mental health problems, family care needs, financial constraints or other reasons. Karhula 
et al. (2019) recently used a combination of dyadic sequence analysis with matching methods 
to show that siblings are not only more similar in final outcomes, indicated by education and 
income at age 35, but also in the timing and sequencing of lifecourse trajectories leading to 
these outcomes that constitute valued goods in themselves.

The bottom panel in Figure 3.2 shows an example of the life course typology approach that 
captures group-based variability in trajectories of categorical states, usually with a combina-
tion of sequence and cluster analysis.The right hand side shows family trajectories in which 
different family states are color coded. The left hand side shows employment trajectories that 
consists of categories of the Treiman occupational prestige score (from 10–19 up to 70–79) 
as well as different reasons for being out of the labor force. The lifecourse typology approach 
also allows us to map parallel work and family lifecourses and rank them as distributional 
measures of social inequality (Aisenbrey and Fasang, 2017) (see Figure 3.2, bottom panel). 
Lifecourse typologies based on (multichannel) sequence and cluster analysis (Abbott and 
Tsay, 2000; Gauthier et al., 2010; Studer, 2013) can combine continuous and categorical 
inequality outcomes to show work and family lifecourses as sequentially linked, interlocked 
processes over longer periods of the lifecourse. On the one hand, work–family scholars have 
highlighted the unidirectional impact of family events on outcomes in the employment domain 
(family wage and employment gaps). On the other hand, family demographers have focused 
on the opposite unidirectional relationship of how events in the work life, for example, the 
experience of economic insecurity, affect fertility or divorce (Cohen, 2014; Goldstein et al., 
2013; Özcan et al., 2010). Instead, the lifecourse typology approach descriptively maps the 
continual mutual influences between two life domains of work and family (Aisenbrey and 
Fasang, 2017; Madero-Cabib and Fasang, 2016; Sirniö et al., 2017). If they can be ordered, 
for example, by average occupational prestige or income in the clusters, lifecourse typologies 
assess distributional inequality of more or less socially valued lifecourses. Social classes not 
only differ with regard to their relative resources, but also with regard to typical demographic 
trajectories. In some countries these associations are considerably stronger compared to others. 
Longer-term work–family lifecourse typologies thereby mark class differences in both work 
and family lives that create distinct lifecourse experiences, or “lifecourse classes.” Lifecourse 
classes at the same time mark possibilities for intergenerational reproduction through differ-
ential fertility attached to specific trajectories of status attainment (Hillmert, 2015; Lawrence 
and Breen, 2016; Maralani, 2013). 
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3.5	 OUTLOOK

How can a lifecourse perspective enrich the study of social stratification beyond emphasizing 
that longitudinal conceptualizations and measurements of inequality outcomes are important? 
In regard to description and measurement, the systematic inclusion of lifetime not only leads to 
a fuller and more adequate representation of social inequalities and thus reduces measurement 
error, but is also adding genuinely new important aspects to it, like stability and volatility. 
Clearly, lifecourse studies have demonstrated how we risk misrepresenting social inequality 
and its generating mechanisms based on purely cross-sectional views. But beyond emphasiz-
ing the longitudinal, lifecourse research has advanced our understanding of different types of 
volatility of inequality outcomes over time, brought in the dynamic analysis of categorical 
inequality outcomes, and informed the distribution of multidimensional lifecourse types, 
most prominently in the work and family domain. The latter signify class-specific, combined 
demographic and inequality trajectories that characterize individuals’ life experiences more 
comprehensively than simple class membership. These extensions have been particularly 
important for advancing the study of gender inequality. Albeit associations vary across coun-
tries and historical time, women’s status and class trajectories tend to include more time out 
of the labor force, when no continuous inequality outcomes such as income or occupational 
prestige can be observed, more volatility, and are more tightly intertwined with their demo-
graphic trajectories. In fact, interdisciplinary lifecourse research can be seen as the main driver 
of demographically sensitive analyses of social inequality. 

In concluding, let us take up our claim that lifecourse studies of social stratification are 
particularly valuable in times of demographic change. Smaller birth cohorts should enjoy 
better educational and occupational opportunities. Prolonged working lives improve retire-
ment savings and ease the increasing pension burden. Dual incomes and careers, on the one 
hand, and family instability coupled with more precarious employment, on the other hand, 
dramatically increase the extent of socio-economic inequalities for adults, elderly and children 
alike. Migration restructures our stratification systems by adding exclusion and discrimination 
to disadvantage. In sum, the joining of demography, the lifecourse as both a theory and a tool, 
and stratification signifies one of the most fertile and promising areas in the social sciences.
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NOTES

1.	  “Jede Klasse gleicht während der Dauer ihres Kollektivlebens … einem Hotel oder Omnibus, die 
zwar immer besetzt sind, aber immer von anderen Leuten …” (Schumpeter, 1927, p. 170).

2.	  “Soziale Klasse soll die Gesamtheit der Klassenlagen heißen, zwischen denen ein Wechsel a) 
persönlich, b) in der Generationenfolge leicht möglich und typisch ist” (Weber, 1956, p. 22).
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4.	 Studying individuals across the lifecourse: 
a review of longitudinal methods
Júlia Mikolai and Mark Amos

4.1	 INTRODUCTION

Individual lifecourses have become more complex over the last decades across industrialised 
countries. Lifecourse transitions, such as completing formal education, starting employment, 
forming a co-residential partnership, marrying, or becoming a parent have been postponed 
or completely forgone. Additionally, the traditional sequence of family life events (that is, 
first completing education, starting employment, then marriage, followed by co-residence 
and having children) became less prevalent as new steps emerged in individual lifecourses, 
such as living alone, non-marital cohabitation, non-marital childbearing, union dissolution, 
and divorce. Consequently, the variation of lifecourse patterns has increased, the timing and 
sequencing of life events has changed, and individual lifecourses have become more diverse 
and less predictable than in the past (Billari and Liefbroer, 2010; Elzinga and Liefbroer, 2007; 
Liefbroer, 1999; Liefbroer and Toulemon, 2010; Shanahan, 2000). 

The numerous reasons behind these processes include the expansion of higher education, 
increased female labour force participation, the introduction of the contraceptive pill, and the 
increase in gender equality. Taken together, these processes have led to changes in societal 
norms and values (Lesthaeghe and van de Kaa, 1986; van de Kaa, 2002), the ‘de-standardi-
sation’ of individual lifecourses (Brückner and Mayer, 2005), and an increase in the role of 
agency in individuals’ lives (Beck and Beck-Gernsheim, 1996). Others argue that changing 
lifecourses are a result of opportunities and constraints (Giddens, 1984; Mills, 2004) or eco-
nomic circumstances (Perelli-Harris and Gerber, 2011).

The concept of the ‘lifecourse’ refers to sequences of events (or transitions) experienced 
by individuals over time (Elder, 1975, 1985). Transitions are discrete life changes, which are 
embedded in trajectories while trajectories are sequences of linked states in a life domain (such 
as family life or education) (Elder, 1985). Individual lifecourses are also embedded in social 
institutions, historical time, and cohort context. Therefore, the concept of time, be it historical, 
individual (that is, age), or generational (that is, cohort), is central to studying the lifecourse.

The increasing complexity of individual lifecourses has implications for the way in which we 
study individuals’ outcomes and the determinants of these outcomes. With the increased avail-
ability of longitudinal and panel studies since the 1980s, longitudinal and lifecourse studies 
have proliferated in demography (Mayer, 2000, 2009). Several methods have been proposed 
for studying and modelling new and emerging complexities in individual lifecourses. These 
approaches can be categorised as either event-based or holistic (Billari, 2005). Event-based 
approaches focus on the ‘risk’ of particular events or transitions (for example, transition 
to employment or transition to motherhood) and their causes or correlates. These methods 
include event history analysis and its extensions (competing risks models, multi-state event 
history models, and multi-process models) and panel regression (random- and fixed-effects 



Studying individuals across the lifecourse  41

models). Holistic approaches aim to describe the lifecourse by looking for ‘ideal-types’ of tra-
jectories and focus on categorising and describing different lifecourse patterns. These methods 
include sequence analysis (and its extension, multi-channel sequence analysis), latent class 
growth models, and latent transition analysis.

This chapter provides an up-to-date overview of the available event-based and holistic lon-
gitudinal methods that are commonly used to study different aspects of individual lifecourses 
in demographic research. We briefly describe each method and provide examples of empirical 
applications from previous research, primarily from the field of family demography. We also 
discuss the availability of software and software packages to conduct these analyses. The 
concluding section discusses the strengths and weaknesses of each method and the type of 
research questions they are best suited to answer.

4.2	 EVENT-BASED APPROACHES

Event-based approaches focus on the timing and/or occurrence of certain events or transitions 
(for example, transition to employment, transition to motherhood, transition to homeowner-
ship). One of the key aims of event-based approaches is to establish how covariates of interest 
influence individuals’ ‘risk’ or probability of experiencing certain events or transitions. This 
section describes the two most commonly used event-based methods: event history analysis 
(and its extensions, such as competing risks models, multi-state event history models, and 
multi-process models) and panel regression (random- and fixed-effects models).

4.2.1	 Event History Analysis

Event history analysis is a regression technique where the aim is to study events and their 
causes (Allison, 2014). In demography, examples of such events include births, deaths, cohab-
itation, marriage, divorce, moving, or migration (Allison, 2014). To study such events, we 
need two types of information on individuals’ experiences: whether the event happened and 
if so, when. Such information is increasingly collected in longitudinal surveys, which follow 
the same individuals over time. These surveys typically ask individuals about the occurrence 
and the date of different life events, such as having children, cohabitation, marriage, divorce, 
moving, or migration. If individuals experienced several events, the date of all events are 
recorded. This enables researchers to reconstruct individuals’ event histories. Information 
can be collected retrospectively (that is, respondents are asked to recall the dates of past life 
events) or prospectively (for example, in panel surveys, information is collected on events 
experienced by individuals since the last interview). 

To study the causes or correlates of the occurrence and timing of the event of interest, we 
also need information on individuals’ background characteristics. Some of these characteris-
tics may be constant (for example, sex, race, parental education at age 15), while others might 
change over time (for example, individuals’ education, employment status, housing situation, 
or income). Event histories are ideal to study the causes of events but they have two features 
that create problems for standard regression techniques: censoring and time-varying variables 
(Allison, 2014). Censoring occurs when individuals have not experienced the event of interest 
before the end of the observation period. One of the most important features of event history 
analysis is that it can deal with such censored observations. Time-varying variables are those, 
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which may change over time. Conventional regression techniques are not able to incorporate 
such time-varying information. Figure 4.1 shows an example of an event history model. In this 
example, all individuals are single when we first observe them (for example at age 16) and 
some of them form a relationship during the observation period.

There are different approaches to the analysis of event history data (Allison, 2014). 
Traditionally, demographers have used life tables to analyse such data (for a detailed descrip-
tion of the life table method, see Preston et al., 2001). Life tables focus on studying the distri-
bution of the time until an event occurs or the time between events. More recently, the focus 
has shifted to regression models where the occurrence of an event is modelled as a function 
of a set of explanatory variables (Allison, 2014). Depending on how precisely time is meas-
ured, event history analysis can be ‘continuous-time’ (for example, if time is measured daily 
or weekly) or ‘discrete-time’ (for example, monthly or yearly observations). Additionally, 
event history methods may be non-parametric or parametric depending on the assumptions 
that are made about the distribution of event times. When no assumptions are made about the 
distribution of event times, non-parametric event history analysis is applied. In most social 
science applications, it is usually assumed that the distribution of time until the event of inter-
est occurs follows a specific functional form such as the exponential, Weibull, or Gompertz 
distribution. The most well-known Cox proportional hazards model (Cox, 1972) bridges the 
non-parametric and parametric approaches. It is a semi-parametric model because although 
it specifies a regression model with a given functional form, it does not specify a functional 
form for the distribution of event times (Allison, 2014). Most software packages commonly 
used for statistical analysis, such as Stata, SAS, SPSS, or R, have in-built tools for estimating 
event history models.

Event history analysis has been widely used for studying individual lifecourses in demo-
graphic research. For example, studies have examined the transition to first birth (e.g., Begall 
and Mills, 2013; Kreyenfeld, 2004; Lappegård and Rønsen, 2005), leaving the parental home 
(e.g., Billari and Liefbroer, 2007), union formation (e.g., Jalovaara, 2012; Katus et al., 2007), 
separation from marriage (e.g., Berrington and Diamond, 1999; Diekmann and Engelhardt, 
1999; Kulu, 2014), the outcomes of cohabiting relationships (e.g., Berrington, 2001), repart-
nering (Gałęzewska et al., 2017; Ivanova et al., 2013), residential mobility (e.g., Mikolai and 
Kulu, 2018a, 2018b), and migration (e.g., Kulu, 2004).

4.2.2	 Extensions of Event History Analysis

Event history analysis is the most suitable for studying events which can only occur once 
(for example, first marriage, first birth, death) and when we are only interested in one type of 
outcome. However, events may occur several times (for example, one can marry or divorce 
several times) or individuals may experience different types of events (for example, dying 
from different causes or forming different types of relationships). Additionally, unobserved 
characteristics (for example, personality traits or values) may play an important role in the 
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demographic process under study. If this is the case, the estimates of the effects of key inde-
pendent variables on the occurrence and timing of the event of interest may be biased. In many 
applications, unobserved characteristics also play an important role in the interrelationship 
between several lifecourse transitions. Event history analysis can be extended to model these 
complexities in individual lifecourses. In this section, we briefly describe extensions of event 
history analysis (competing risks models, multi-state models, multi-process models, and mul-
tilevel models), which are suitable for the analysis of complex individual lifecourses.

4.2.2.1	 Competing risks models
Event history models can be extended to study the timing, occurrence, and correlates of differ-
ent types of events using so-called competing risks models. Figure 4.2 depicts an example of 
a competing risks model. As in Figure 4.1, all individuals are single at the start of the obser-
vation (age 16) and they can form one of two co-residential relationship types: cohabitation 
or marriage. In other words, they can experience two competing transitions. At the start of the 
observation, individuals are at risk of both types of transitions. However, when they experi-
ence cohabitation (or marriage), they are not at risk of experiencing marriage (or cohabitation) 
anymore as a first type of partnership. In other words, when one type of event occurs, individ-
uals are censored for the competing event. Those who do not start a co-residential relationship 
during the observation period remain in the initial ‘single’ state.

Numerous demographic studies have used competing risks analysis. For example, family 
demographers have analysed the competing transitions to first cohabitation or marriage among 
single individuals (e.g., Berrington and Diamond, 2000; Bukodi, 2012; Jalovaara, 2012), the 
outcome of cohabiting relationships (e.g., Berrington, 2001), or the transition to first birth 
within different partnership types (e.g., Mikolai, 2012; Perelli-Harris and Gerber, 2011; 
Perelli-Harris et al., 2010).

4.2.2.2	 Multi-state models
In reality, the end point of one transition often provides the starting point for another transition. 
For example, cohabiting individuals may marry their cohabiting partner or may separate from 
them. Similarly, married individuals may experience divorce (Figure 4.3). When the focus is 
on modelling several sets of competing transitions, multi-state models can be used. Multi-state 
event history models are an extension of competing risks models that enable researchers to 
study several lifecourse transitions and the influence of key covariates on each of the examined 
transitions as individuals move across several pre-defined states over time. 
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Multi-state event history analysis is relatively recent in family demography. It has been applied 
to the study of family life transitions (Bonetti et al., 2013; Mikolai et al., 2018; Steele et al., 
2004) and residential mobility (Mikolai and Kulu, 2018a, 2018b; Pelikh and Kulu, 2018). 
Many more applications are available in biomedical studies (Andersen and Perme, 2008; Klein 
and Shu, 2002). These models can either be estimated as a series of competing risks models 
using standard statistical software or using the mstate package in R (de Wreede et al., 2011). 

4.2.2.3	 Multi-process models
The ultimate aim of statistical modelling is to identify causal relationships between key 
independent variables and the event of interest. However, often we are not able to include all 
individual characteristics in our models, either because they are not observed (for example, 
personality traits) or because they are difficult to measure (for example, values). This means 
that our estimates of the effect of key independent variables may be biased. This is especially 
the case when it is likely that an explanatory variable is jointly determined with the outcome 
of interest. In this case, one should apply multi-process models (also called simultaneous 
equations models or joint modelling). These models aim to simultaneously examine several 
potentially correlated processes, thereby allowing us to assess whether and how different pro-
cesses in the lifecourse are related to each other. For example, the decision to marry might be 
related to the decision to have children (e.g., Brien et al., 1999) or buying a house or moving to 
a larger dwelling may occur in anticipation of childbearing (e.g., Kulu, 2008; Kulu and Steele, 
2013; Kulu and Vikat, 2007). 

Studies have applied multi-process models to simultaneously model childbearing and union 
dissolution (e.g., Lillard and Waite, 1993; Steele et al., 2005), partnership transitions and 
non-marital childbearing (e.g., Baizán et al., 2004; Brien et al., 1999), educational choice and 
family formation (e.g., Billari and Philipov, 2004; Upchurch et al., 2002), work and family 
transitions (Aassve et al., 2006), and migration and marriage (Jang et al., 2014). Others have 
studied the link between pre-marital cohabitation and union dissolution (Kulu and Boyle, 
2010), and the interrelationship between union dissolution and changes in housing type 
(Mikolai and Kulu, 2018a) and housing tenure (Lersch and Vidal, 2014; Mikolai and Kulu, 
2018b) using multi-process models.

4.2.2.4	 Repeated events
All of the above-mentioned event history techniques can be extended to situations when 
individuals can experience the event of interest several times (be it a single event, competing 
events, or multiple events across the lifecourse). To study such repeated events, multilevel 
models can be used to account for the fact that events are nested within individuals and that 
individuals’ observations are not independent from each other. Section 4.2.3 provides more 
information on multilevel models in the context of panel regression. 
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4.2.3	 Panel Regression 

Another approach to studying events and their causes or correlates is panel regression. In 
longitudinal studies, panel regression is used on panel datasets; that is, longitudinal datasets 
that include repeated observations for the same individuals over time. If the number of 
observations is the same for all individuals, we talk about balanced data; otherwise, we have 
unbalanced data. Panel datasets have a hierarchical structure, which, for longitudinal data 
analysis, means that repeated observations (lower-level units) are nested within individuals 
(higher-level units) (Clarke et al., 2015). 

The aim of panel regression is to model the structure of the data as well as the predictors of 
change in the outcome variable over time (Luke, 2004). Figure 4.4 shows an example where 
individual A and individual B have been observed for five consecutive time points (usually 
years in panel datasets). In this example, repeated observations are nested within individuals. 
For example, we could analyse the change from being single to being in a relationship by 
using repeated information on individuals’ marital status over the five years. Figure 4.4 also 
highlights that in panel datasets, there are two sources of variation in the data: variation within 
individuals (that is, a change in the outcome variable over time within the same individual) and 
variation between individuals (that is, differences between the outcomes of individual A and 
individual B). 

A key choice to be made during panel analysis is whether to treat terms related to the 
higher-level units as random or fixed (Clarke et al., 2015). Accordingly, there are two 
approaches to panel data analysis: random-effects models (also called multilevel models) and 
fixed-effects models. Random-effects models use information from the variation between and 
within individuals to calculate overall effect sizes and standard errors. Nevertheless, there are 
a few issues commonly associated with using random-effects models for analysing longitudi-
nal data. Most important is the issue of causal inference. To estimate the effect of a variable of 
interest on the outcome variable correctly, we need to ensure that this relationship is not due 
to a third, unobserved variable, which influences both the independent and dependent varia-
bles. However, it is likely that individuals’ propensity to experience a change in the outcome 
variable is determined by other pre-existing variables, which vary between individuals, and 
also affect their outcomes. To eliminate this variation, fixed-effects models can be used 
because these models only use information from the within-individual variation to estimate 
the causal effect of key independent variables on the outcome of interest. This is advantageous 
over simply controlling for observed confounding variables because the fixed-effect removes 
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potentially confounding unobserved factors as well. Yet, this also comes at a cost, namely 
that the effect of time-constant variables (that is, variables whose value remains the same 
over time such as sex or race) cannot be estimated. To decide whether to use fixed-effects 
of random-effects models for analysing panel data, the Hausman test can be used. This test 
calculates whether the estimates from the two sets of models are significantly different from 
each other. If this is the case, it is often taken as an indication that the random-effects model 
is not appropriate for the data. However, the interpretation of the Hausman test is not always 
straightforward (for a more detailed discussion, see e.g., Clarke et al., 2015; Fielding, 2004). 
It is suggested that random- and fixed-effects models are treated as complementary rather than 
competing and that the results from both are explored (Clarke et al., 2015).

Previous studies have used random-effects models to analyse marriage and/or cohabitation 
formation (Hewitt and Baxter, 2012; Kalmijn, 2011, 2013), childbearing (Murphy and Wang, 
2001), residential mobility (Thomas et al., 2018), migration (Cooke et al., 2016), or changes in 
life satisfaction (Zimmermann and Easterlin, 2006). There are fewer examples of demographic 
studies using fixed-effects models for studying individual lifecourses (e.g., Taniguchi, 1999) 
but there are other applications where these models are used to study siblings (e.g., Barclay, 
2015; Barclay et al., 2016) or the role of context in the risk of divorce (Lyngstad, 2011). 

4.3	 HOLISTIC APPROACHES

Holistic approaches aim to describe the lifecourse as a ‘whole’ by studying entire lifecourse 
trajectories (that is, sequences of states) and grouping individuals with different patterns of 
trajectories according to how similar they are (sequence analysis and multi-channel sequence 
analysis), based on subgroups of trajectories over time (latent class growth models), or by 
studying transitions between different latent classes (latent transition analysis). This section 
describes sequence analysis and its extension (multi-channel sequence analysis), latent class 
growth models, and latent transition analysis. 

4.3.1	 Sequence Analysis

Sequence analysis is a holistic, longitudinal descriptive tool, which allows researchers to 
study entire lifecourse trajectories. The analysis comprises four main steps, which we describe 
based on Mikolai and Lyons-Amos (2017). In the first step, each individual’s trajectory is 
represented by a sequence of characters, which indicate the state individuals occupied at each 
time point (month or year, depending on the level of detail available in the data) during their 
lifecourse. This character string captures the order as well as the duration of states occupied 
by individuals. For example, if studying partnership trajectories, individuals could be in one of 
the following states in a given time point: single, cohabiting, married, or separated. As usually 
only few individuals experience the exact same trajectory, the number of possible sequences 
in the dataset tends to be large. This means that it is not easy to draw conclusions about indi-
viduals’ trajectories. 

Therefore, the second step is to reduce the number of individual sequences in the data. 
Several methods have been proposed to carry out this step (for a critical review, see Studer 
and Ritschard, 2016); here we describe the most commonly used technique, Optimal Matching 
Analysis (OMA). OMA measures how similar/dissimilar each pair of individual sequences 
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are. Similarity is defined in terms of the number of operations needed to turn one individual 
sequence into another. Three such operations are possible: replacement (one state is replaced 
by another one), insertion (an additional state is added to the sequence), and deletion (a state 
is deleted from the sequence). To each of these operations, a cost is attached and the distance 
between two sequences is defined as the minimum cost of the operations that are necessary to 
transform one sequence into the other (Abbott and Tsay, 2000). These distances are recorded 
in a dissimilarity matrix.

Third, cluster analysis is applied to this dissimilarity matrix to find existing patterns in 
the data. During cluster analysis, individual sequences are grouped together such that the 
within-cluster distances are minimised and the between-cluster distances are maximised. In 
other words, individual sequences in a cluster will be as similar to each other as possible and 
as different from those in other clusters as possible. Individuals are allocated to clusters based 
on Ward’s distance. Each individual is allocated to one cluster.

After defining these clusters, the categorical variable denoting the cluster individuals belong 
to is used as the dependent variable in multinomial logistic regression analysis to estimate 
the influence of key covariates of interest on individuals’ trajectories and to understand the 
characteristics of individuals who belong to each cluster. Sequence analysis has been used 
to study family life trajectories (Elzinga and Liefbroer, 2007), retirement pathways (Fasang, 
2010), school-to-work transitions (Brzinsky-Fay, 2007), residential mobility (Falkingham et 
al., 2016), or housing trajectories (Köppe, 2017; Mikolai and Kulu, 2019). Sequence analysis 
can be performed in Stata using the sq (Brzinsky-Fay et al., 2006) or the sadi package (Halpin, 
2017); or in R using the TraMineR package (Gabadinho et al., 2011).

4.3.2	 Extension to Sequence Analysis

Sequence analysis can be used to describe individuals’ trajectories in a single life domain. 
However, individual lifecourses consist of several parallel life domains, which are interre-
lated. To study the interrelationship between multiple life domains, so-called multi-channel 
sequence analysis can be used (Gauthier et al., 2010; Pollock, 2007). Multi-channel sequence 
analysis is an extension to sequence analysis where each life domain is described in a similar 
way as explained in Section 4.3.1. The main difference is that OMA is extended to include 
multiple dimensions. This approach provides more robust and more reliable outcomes than 
analysing interdependent trajectories using separate analyses for each dimension (Gauthier 
et al., 2010). Multi-channel sequence analysis has been used to study work and family tra-
jectories (Madero-Cabib and Fasang, 2016; McMunn et al., 2015; Salmela-Aro et al., 2011; 
Schwanitz, 2017), employment, housing and family trajectories (Pollock, 2007), family and 
independence trajectories (Sironi et al., 2015), and family formation patterns of parents and 
their children (Fasang and Raab, 2014). Multi-channel sequence analysis can be performed in 
R using the TraMineR package (Gabadinho et al., 2011).

4.3.3	 Latent Class Growth Models

Another holistic approach to analysing individual lifecourses is latent class growth models 
(LCGM), or more generally growth mixture models. These are a form of longitudinal analysis 
that allow us to identify subgroups within overall populations even if the subgroups have rad-
ically different underlying patterns and covariate effects (Jung and Wickrama, 2008). Figure 



Figure 4.5	 Schematic representation of a latent class growth model

48  Handbook on demographic change and the lifecourse

4.5 represents an example of an LCGM. All observed variables are presented using boxes; 
these variables are also referred to as manifest variables. The model is structured by observing 
a variable of interest at multiple points in time, for example, partnership status at a certain age 
as done by Perelli-Harris and Lyons-Amos (2015, 2016). Changes in this variable over time 
are captured by drawing a curve (that is, a growth curve) using an intercept (which captures 
the level of the variable at the start of observation) and a slope (which captures change in the 
level of the variable over time). These variables are dependent on the class of membership; 
there are different population subgroups (classes) with different intercept and slope values, 
allowing for different patterns over time. Figure 4.5 shows a conceptualisation of this model: y 
is the outcome variable measured at every time point t, and i and s are the intercept and slope, 
respectively, which depend on class C (that is, we have a separate intercept and slope for each 
class). In total, we have j classes. The final element of the model consists of covariates or other 
variables of interest denoted by x. These variables can either be used to predict class member-
ship (for an example, see Perelli-Harris and Lyons-Amos, 2016) or to alter the shape of the 

growth curve by influencing the slope parameters (e.g., see Mikolai and Lyons-Amos, 2017). 
This method is relatively new in demographic analysis but it has been more commonly used 
in psychology (e.g., Perlman et al., 2015) as well as other social behavioural sciences to study 
alcohol use (Delucchi et al., 2004), criminal recidivism (Hein et al., 2017), and narcotic use 
(Taylor et al., 2017). Previous studies in demography have used LCGM to study marriage and 
employment (Dariotis et al., 2011), partnership patterns (Mikolai and Lyons-Amos, 2017; 
Perelli-Harris and Lyons-Amos, 2015, 2016), and abortion (Jagannathan, 2012). LCGMs can 
be implemented in Mplus, SAS (proc traj), or R (lcmm).

4.3.4	 Latent Transition Analysis

Latent transition analysis (LTA) is a type of latent class analysis. Latent class analysis is 
a probabilistic method that is used to form substantive groupings within the data. The method 
aims to form groups (latent classes) based on observed variables in a dataset (that is, mani-
fest variables). These classes are formed so that they have a substantive meaning based on 
the profile of the variables that are used to form them. The underlying assumption in latent 



Figure 4.6	 Schematic representation of a latent transition model
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class analysis is that individuals belong to a finite number of classes that cannot be observed 
(Barban and Billari, 2012). 

In LTA the aim is not only to form latent classes based on observed variables but also to 
calculate individuals’ probability to move from one latent class to another over time. The main 
difference between LCGM and LTA is that while LCGM makes use of the entire longitudi-
nal profile of individuals to form classes, in LTA classes are formed at each time point (for 
example, wave). Figure 4.6 shows the schematic representation of a latent transition model, 
where a latent class is formed at each time point, based on the various observed y variables. In 
total, n observed variables are used to form the latent classes. These responses are observed 
at a number of time points, denoted by t (there are T time points in total). At each time point, 
a latent class (C) is formed (there are j latent classes). The movement between different latent 
classes over time is captured by the transition from one class to another, denoted by the arrows 
between Ct=1, j, Ct=2, j , and Ct=T, j. It is also possible to include covariates in LTA (as denoted 
by x in Figure 4.6) to establish the effect of covariate information on the transition probability 
between classes. Estimating these covariate effects involves an additional set of parameters 
that are multinomial logistic regression coefficients linking predictors to latent status member-
ship and transitions over time (Chung et al., 2005). 

Previous studies have used LTA to study dating and risky sexual behaviour (Lanza and 
Collins, 2008), puberty and substance use (Chung et al., 2005), work and family role combi-
nations (Ross et al., 2009), as well as the effect of marital conflict resolution behaviour on the 
likelihood of divorce (Houts et al., 2008). LTA can be estimated using general latent analysis 
software such as MPlus, as well as packages in SAS (proc lta or proc lca) or in Stata (gllamm 
or lca). There are also specialist packages, such as WinLTA, which is freely available for 
estimating latent transition models. 

4.4 	 CONCLUSION AND DISCUSSION 

This chapter has provided an applied description of the most commonly used event-based 
(event history analysis and its extensions, and panel regression) and holistic (sequence anal-
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ysis, multi-channel sequence analysis, LCGMs, and LTA) analytical approaches to studying 
individual lifecourses using longitudinal data. 

The choice of which method to use for longitudinal data analysis can be overwhelming. In 
this section, we provide some guidelines partially based on our previous work (Mikolai and 
Lyons-Amos, 2017) on how to decide which method of analysis to use. Event history analysis 
is the most appropriate method for studying the influence of key covariates of interest on the 
timing and occurrence of certain lifecourse events. This method can be extended to analyse 
different types of events, multiple events, as well as repeated events. Additionally, it is the 
most powerful event-based analysis technique for dealing with censoring and for studying 
changing covariate effects over the lifecourse by incorporating time-varying covariates. 

Panel regression is also an event-based method but in its applications the focus is not so 
much on transitions but on discrete changes over time. Within demography, the ability to draw 
causal inference has meant that many applications are from the econometric or policy focused 
literature (e.g., Carpenter et al., 2018). There are two approaches to panel regression (random- 
and fixed-effects models) based on whether or not we include higher-level terms in the analy-
sis. If the hierarchical structure of the data and contextual variables are an important part of the 
research question, random-effects models are well suited to analysing panel data. However, 
when the focus is on identifying causal effects, fixed-effects models should be used because 
they remove the effect of all time-invariant individual-level confounders from the analysis. 

The toolbox of longitudinal data analysis consists not only of event-based approaches but 
also several holistic approaches that have been developed. These methods include sequence 
analysis, multi-channel sequence analysis, LCGMs, and LTA. Sequence analysis is best suited 
to studying questions where the aim is to describe patterns of behaviours of different groups 
in the dataset and the association between the probability of belonging to these groups and 
key individual-level characteristics. Sequence analysis is, thus, a powerful tool for visual-
ising individual lifecourse trajectories. Additionally, when the research question concerns 
the link between several interrelated life domains, multi-channel sequence analysis can be 
used to describe how interrelated trajectories develop across individuals’ lifecourses. One 
weakness of sequence analysis is that it cannot incorporate time-varying variables and, thus, it 
cannot be used to address questions related to changing covariate effects over the lifecourse. 
Additionally, the decision of which method to choose to calculate distances between individ-
ual sequences can be subjective, and so can be the decision on the number of clusters. 

LCGMs share some similarities with sequence analysis. However, LCGM can incorporate 
more complex structures by, for example, incorporating covariate information when calculat-
ing the shape of the growth curves. In LCGM, more fit statistics are available to decide on the 
number of classes to be extracted from the data than in sequence analysis and these fit statistics 
are model-based. This means that the decision on the optimal number of classes is less arbi-
trary than it is in sequence analysis. One disadvantage of LCGM is that it is computationally 
intense and requires considerable computing power to estimate models on larger datasets or 
for more complicated model structures such as those in Mikolai and Lyons-Amos (2017) or 
Perelli-Harris and Lyons-Amos (2015, 2016). LCGM is best suited to analyse research ques-
tions that focus on identifying differences in covariate effects between groups of individuals. 

LTA also relies on the formation of subgroups, except in this instance the subgroups are 
formed at each point in time, and the intensity of transitions between the different groups is 
the focus of the analysis. This method can be used when the researcher is interested in meas-
uring changes in membership of substantive population subgroups over time. The formation 
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of a class for each point in time means that the number of time points cannot be large for these 
types of models; typically, the analysis is restricted to incorporating fewer than half a dozen 
waves of longitudinal datasets.

To summarise, this chapter has briefly described the most commonly applied longitudinal 
data analysis techniques and has provided an applied evaluation of the type of research ques-
tions that may be addressed using these techniques. 
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Generations and Gender Programme to 
lifecourse research
Luisa Fadel, Tom Emery and Anne H. Gauthier

5.1	 THE GGP’S APPROACH TO LIFECOURSE RESEARCH

The Generations and Gender Programme (GGP) is a social science research infrastructure 
that provides harmonized, large-scale, longitudinal, cross-national panel data on individual 
lifecourses and family dynamics. These data significantly improve the knowledge base for 
social science and policymaking in Europe and developed countries elsewhere. The main goal 
of the GGP is to improve and share understanding of demographic and social developments 
and the factors associated with these developments. It focuses on the determinants, transitions, 
and qualities of the relationships between generations and genders.

Launched in 2000 by the Population Unit of the United Nations Economic Commission for 
Europe (UNECE), the GGP is the successor to the Fertility and Family Survey (FFS) project, 
which was conducted in the 1990s. In its time, the FFS radically advanced social science 
research by collecting the first comparative, retrospective event histories from 24 countries 
in the UNECE region. Based on these data, a very large number of studies were published, 
including over 300 peer-reviewed articles on the determinants and consequences of demo-
graphic behavior. Following from this successful experience, the GGP further built on the 
FFS’ approach, including the addition of new fundamental elements (for example, adopting 
a prospective view) for understanding how the new social and economic realities impact con-
temporary societies.

The GGP infrastructure is run by a consortium of partners with strong traditions in aca-
demic and policy-related research on population and family change and survey methodology. 
The GGP conducted the first panel waves in 2004 for a broad range of Western, Central and 
Eastern European countries as well as a few non-European countries. The core component 
of the GGP is the Generations and Gender Survey (GGS): a micro-level survey data on 
intergenerational and gender relationships from more than 280,000 individuals aged 18–79 in 
22 countries.1 Moreover, the GGP offers a Contextual Database that provides updated infor-
mation on a wide range of aggregate-level indicators to capture the societal context in which 
demographic changes at the individual level are taking place.

Central to the GGP are the generational and gender interdependencies in families and 
other social networks, and how the educational system, the labor market, the housing market, 
civil society, and welfare state policies have shaped these relationships. To move toward 
a clear understanding of the challenges facing contemporary society, data must be based 
on a lifecourse perspective that considers the ways people’s lives are shaped by earlier life 
circumstances; the families and social networks in which people are embedded; and the insti-
tutional, cultural, and economic context. The GGP fulfills these needs through its many inno-
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vative characteristics: cross-national comparability (allowing analyses of the ways in which 
policies, culture, and economic circumstances influence dependencies between genders and 
generations), longitudinal design (affording the examination of the causes and consequences 
of inequalities between men and women, and the young and the old), a large sample size (per-
mitting the study of numerical minorities and infrequent events), a broad age range (addressing 
research and policy issues across the entire lifecourse), the combination of micro and macro 
data (enabling analysis of individuals and families in their social, economic, political, cultural, 
and policy contexts), and a theory-driven and multidisciplinary questionnaire (enhancing our 
understanding of society).

The GGS focuses on factors related to decision-making about major life transitions such as 
entering the workforce, home-leaving, union formation or dissolution, having children, and 
retiring. It examines how family relationships work through several dimensions, including the 
emotional, logistical, and financial. To reflect the significant role played by economic theories 
in the study of fertility and the family, the survey also deals with relevant economic aspects of 
life such as economic activity, income, and well-being. Values and attitudes are investigated as 
well because they are a major force behind fertility and family change. Additionally, the GGS 
covers other important societal domains, including intergenerational and gender relationships, 
household composition and housing, residential mobility, education, health, social networks, 
and private and public transfers.

The GGP’s premise is that the demographic features of an individual’s lifecourse are linked 
to the socio-economic aspects. The GGP not only allows scientists to understand and explain 
demographic behavior but also to study the social consequences of demographic events. The 
comparative approach offers the opportunity to investigate how the social context is linked to 
processes of inclusion and inequality across countries. The longitudinal data make it possible 
to provide insights into how the social context influences people’s lifecourse, and whether its 
impact depends on the individual’s social background, family, or social networks.

Starting in 2020, the GGP will be carrying out a new round of data collection, bringing new 
insights to the most critical contemporary population challenges such as family complexity, 
fertility dynamics, and the life trajectories of young adults. This round of data collection will 
be comparable with the existing FFS and GGP data, and it will include new areas of inquiry. 
It will enable researchers to study population dynamics and family change, relationships 
between generations, and changes in the social roles of women and men, accounting for 
economic, social, and cultural contexts. Additionally, these new data will make it possible to 
investigate the differences in the outcomes of major life transitions across a broader range of 
European and non-European countries, from East Asia to Latin America.

5.2	 GGP’S INSIGHTS INTO LIFECOURSE RESEARCH: PAST 
AND PRESENT

According to the lifecourse perspective, individuals experience several interwoven pathways 
or trajectories during their lives that together tell a life story. Every lifecourse is characterized 
by a sequence and combination of transitions, including leaving home, starting work, finding 
a partner, and so on. To a large extent, individuals follow “standard” patterns – the so-called 
“social pathways” – regarding the timing and sequence of life events and transitions. These 
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pathways, shaped by ethical and normative prescriptions and cultural preferences, have been 
largely institutionalized and incorporated into the law. They have been changing steadily.

Understanding changes in individuals’ trajectories and the resulting implications is crucial 
for addressing the upcoming challenges of the 21st century. The GGS data are unique in ena-
bling researchers to analyse timings, ordering, and duration of major life events; they contain 
retrospective histories of partnership formation and dissolution, parenthood, employment, 
and transition out of the parental home, for a broad number of Western and Eastern European 
countries. In the following subsections, we will highlight some of the key contributions that 
have been made based on the comparative GGS data on three main themes in lifecourse 
research: the transition to adulthood, family dynamics and childbearing, and the influence of 
family dynamics on intergenerational relationships.

5.2.1	 Transition to Adulthood

The lifecourse perspective is useful for understanding the transition to adulthood. From the 
1960s onwards, this defining life period has changed significantly in most developed countries 
(Billari and Liefbroer, 2010). Demographic phenomena such as cohabitation, single living, 
staying childless, and non-marital parenthood have become more usual and accepted, leading 
to an increase in both the de-standardization2 and the complexity of this transition (Shanahan, 
2000). Overall, Europe has experienced a substantial rise in consensual unions and unmarried 
cohabitation, and marriage rates have been in a gradual decline. With young people postpon-
ing union formation and childbirth, there has been a rapid increase in the mean age at first 
marriage and a decline in birthrates, and divorce rates are two to five times higher than in the 
1960s (Sobotka and Toulemon, 2008). While the timing and sequencing of family events vary 
broadly across countries (for example, Mills et al., 2006; Sobotka and Toulemon, 2008), these 
major changes reflect the new reality in the ways in which young people form relationships 
and experience their transition to adulthood.

The GGP has contributed to addressing many unanswered questions and research chal-
lenges in at least three ways. First, by exploring new methodologies to assess the quantitative 
nature of the changes in the timing, sequencing, and occurrence of the key markers of the 
transition to adulthood. Second, by systematically addressing the transition to adulthood from 
a cross-national comparative perspective. Third, by determining whether new, dominant pat-
terns in the transition to adulthood are emerging throughout Europe. Below we present a brief 
summary of the main results.

The article “De-standardization of family-life trajectories of young adults: a cross-national 
comparison using sequence analysis” by Cees H. Elzinga and Aart C. Liefbroer (2007) intro-
duced a number of innovative methods to study family-life trajectories in a holistic fashion. 
The authors’ starting point was the assumption that the changes in the lives of young adults 
affect the whole lifecourse instead of just one demographic event or the sequencing of some 
events. Rather than studying the sequencing and timing of events, they argued that we need 
to turn our attention to the extent and direction of changes in family-life trajectories and over-
come the limitations of methodologies and tools currently in use in the social sciences for ana-
lysing these trajectories. Elzinga and Liefbroer presented several new methods that focus on 
sequences to investigate the de-standardization of family-life trajectories in early adulthood.

In order to investigate the transition to adulthood in a cross-national perspective, Elzinga 
and Liefbroer used FFS data on “baby boomers,” the generation born between 1945 and 1964. 
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They compared 23 advanced European and non-European countries. Their results provided 
strong evidence in favor of the idea that family-life trajectories of young adult women were 
becoming more de-standardized in almost all Western countries, with a significant increase 
in variation in the types of family trajectories. However, contrary to expectations, the authors 
showed that the level of turbulence3 of family-life trajectories had not increased across cohorts 
but was rather stable. A common trend in de-standardization did not emerge between countries 
characterized by different welfare state regimes.

Elzinga and Liefbroer’s innovative methods not only led to interesting results, they also 
provided new ways to study family-life trajectories from several different life domains at 
once. In following up their paper, there have been multiple studies based on GGS data, such 
as the recent work of Katrin Schwanitz (2017) on the transition to adulthood in Europe. In this 
study, the author explored the cross-country differences in young adults’ holistic lifecourse 
trajectories, focusing on whether the educational gradient differed across European countries. 
Several findings in the literature suggest that socio-economic status and educational level 
are important factors to understand the variation in the transition to adulthood. For example, 
young people with a high level of education or socio-economic status are more likely to stay 
in education longer than young people with a lower educational level. This results in young 
adults’ postponement of union formation and childbearing until after the conclusion of their 
studies.

To determine if the educational gradient of young adults’ lifecourse trajectories differs 
across European countries, Schwanitz analysed data from the second wave of the GGS for 
cohorts born between 1951 and 1978 in Austria, Bulgaria, Czech Republic, France, Georgia, 
Hungary, Lithuania, and the Netherlands. Using multichannel sequence analysis, the results 
showed that countries directly shape the young adults’ transition to adulthood. In Western 
European countries, young adults tend to exit the parental home later, stay single, and cohabit 
longer; in Eastern Europe, lifecourse trajectories are more traditional. Whether young people 
cohabitat differs across countries. Additionally, the author found a close association between 
education and lifecourse trajectories of young adults in general. The highly educated enter 
the labor market and become independent later, postponing marriage and childbearing. 
Schwanitz’s findings highlight the key role of socio-economic, institutional, and normative 
contexts in shaping the education influence on lifecourse trajectories of young adults in 
Europe.

So, is a new transition to adulthood pattern emerging across Europe? A possible answer to 
this question can be found in the study of Francesco C. Billari and Aart C. Liefbroer (2010). 
Using data from the 2006 wave of the European Social Survey (ESS), they analysed the timing 
and sequencing of demographic events for ten-year birth cohorts from 25 European countries. 
Consistent with Lesthaeghe’s findings (2010), the two authors hypothesized that a new, late, 
protracted, and complex pattern of the transition to adulthood was emerging across Europe, 
which has been brought about by greater individualization and emphasis on self-realization. 
Their results indicated that in Europe, postponement occurs for entry into a first union, mar-
riage, and parenthood, and it is stronger for entry into marriage and parenthood than for union 
formation. At the same time, unmarried cohabitation and having a child outside of marriage 
are becoming more common. However, there are several cross-country differences in the 
timing of the onset of postponement and in the sequencing of major events. For example, 
while the trend in marriage postponement began earlier in Northern Europe, in Eastern Europe 
the age at entry into first marriage has only recently started to rise. Similarly, entry into a first 
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union by cohabitation has become the majority behavior in Northern and Western Europe. Yet, 
in Southern and Eastern Europe, this trend is only now showing up in the youngest cohorts. 
Finally, the results supported a divergence rather than convergence in demographic behavior 
across countries, particularly with regards to births outside of wedlock. However, the authors 
left open the possibility that trends in demographic behaviors during young adulthood will 
converge across European countries.

5.2.2	 Family Dynamics and Childbearing

Decreasing fertility and other changes such as the ongoing postponement of childbearing 
are part of what van de Kaa (1987) described as the Second Demographic Transition. These 
changes have become pervasive throughout the developed world, leading to a gap between 
people’s fertility intentions and childbearing outcomes over time. This gap has created 
concerns from both the welfare state and from the individual well-being perspective. To 
investigate the possible explanatory factors behind this phenomenon, studies have focused on 
cultural (Lesthaeghe and Surkyn, 1988) and economic conditions (Gustafsson, 2001). These 
found that personal self-fulfillment and changes in women’s earnings profiles over time have 
contributed to childbearing postponement. However, research on fertility intentions has shown 
that positive fertility intentions are not always realized (Régnier-Loilier and Vignoli, 2011; 
Spéder and Kapitány, 2014).

In order to understand trends of decreasing fertility, the focus has been on analysing fertility 
intentions and fertility realization within the framework of Ajzen’s (1985) Theory of Planned 
Behavior (TPB), a model used for explaining and/or predicting behavior (Ajzen and Klobas, 
2013; Billari et al., 2009; Liefbroer, 2011). According to this theory, individuals’ intention to 
perform a behavior is seen as the immediate determinant of that action, and individuals’ inten-
tion is viewed as a function of three determinants: attitudes, subjective norms, and perceived 
behavioral control. Applying the TPB framework to fertility decisions has revealed that more 
positive attitudes, more positive subjective norms, and greater perceived control over having 
a child are related to a more positive intention to having a child. Human fertility has been 
widely studied using TPB with GGS data, which include several items useful to operationalize 
TPB (Ajzen and Klobas, 2013; Klobas, 2010; Klobas and Ajzen, 2015). The predictive value 
of TPB, however, has been mixed with some studies highlighting the framework’s limitations.

One important contribution comes from Lars Dommermuth,  Jane Klobas, and Trude 
Lappegård (2011). In this study, the authors focused on the intention to have a child within 
a specified time frame. Following the TPB, they aimed to provide new insights into whether 
the impact of attitudes, subjective norms, perceived behavioral control, and background 
factors on the formation of fertility intentions differ between parents and childless individuals. 
Data from the GGS provided measures of attitudes toward having a child (ten items), subjec-
tive norms (three items), perceived behavioral control (ten items), and objective measures of 
the respondents’ situation. These were used to test whether the perceived behavioral control 
completely mediated their effect on fertility intention (Ajzen, 2006). The results suggested that 
the TPB provides a valid theoretical framework for understanding fertility decision-making. 
For example, in Norway, among parents, positive attitudes are associated with short-term 
fertility intentions (even after controlling for background variables). This holds true even 
if negative attitudes are not associated with the time frame of the intention to have a child. 
Subjective norms influence fertility intentions and the time frame of a formed fertility 
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intention. Similarly, there is a positive association between perceived behavioral control and 
fertility intentions for both childless individuals and parents. However, after controlling for 
the respondents’ age, educational level, partnership status, and desired family structure, this 
relationship disappears.

A few years later, Dommermuth et al. (2015) focused on how the time frame is important 
for the realization of fertility intentions. An implication of the TPB is that individuals with 
immediate fertility intentions should be more likely to realize their intentions. The authors 
therefore tested this TPB aspect by comparing the childbearing behavior of people who want 
a child immediately with the behavior of people with more long-term fertility intentions. 
To do so, they analysed data from the Norwegian GGS 2007, combined with data from the 
Population Register on the birth histories of the following four years. Their results indicated 
that, in line with the TPB, there is an association between the time frame of fertility intention 
and childbearing behavior. However, respondents who already had children at the time of 
the interview showed different patterns than respondents who were childless. First, childless 
individuals were found to be less likely to conceive in the short term than those who were 
already parents. Second, childless individuals with immediate fertility intentions were more 
likely to realize their intention to have a child than childless individuals with a longer-term 
intention. Third, parents with an immediate fertility intention were also more likely to realize 
their fertility intention than parents with a longer-term intention.

In a similar vein, Letizia Mencarini, Daniele Vignoli, and Anna Gottard (2015) examined 
fertility decision-making processes in Italy using a lifecourse perspective. In particular, they 
presented all the possible relationships among the relevant variables and dimensions involved 
in the TPB model, including attitudes toward having a child, subjective norms, and perceived 
behavioral control, using graphical4 models as an extension to path analysis. To provide 
a formal description and a clear picture of the changing fertility decision-making process, data 
from two waves (2003 and 2007) of the Italian GGS-FFS were used. This study generated 
important new insights both in line and in contrast with TPB research. Specifically, Mencarini 
et al. found that attitudes, subjective norms, and perceived behavioral control are determinants 
of fertility intentions, even after controlling for background factors (for example, number of 
children, age of woman, type of couple, and so on). In addition, in support of the TPB, they 
demonstrated that these three dimensions do not directly affect fertility behavior. However, 
their results also suggested that both fertility intentions and realization are affected by the 
background variables. This means that primary antecedents of fertility intentions (positive 
attitudes, negative attitudes, subjective norms, and perceived behavioral control) do not fully 
mediate background factors. The lack of independence among fertility intentions, fertility out-
comes, and background factors underscores weaknesses in the TPB framework when applied 
in this area. This highlights the need for a generally accepted methodology that can be utilized 
in research on fertility decision-making processes.

5.2.3	 Influence of Family Dynamics on Intergenerational Relationships

Relationships between generations have always played a substantial role in supporting individ-
uals, especially for those living in states with less generous policies. In Europe, many studies 
on the emotional and support relations between adult family generations show that children 
play a relevant role in the care and support of their elderly parents. However, over the last few 
decades in Europe and many other Western societies, the proportion of childless adults has 
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significantly increased, and the structure of families has changed. These trends may lead to 
a higher risk of loneliness in later life and an increasing demand for public health services and 
social care. The GGS data offer several advantages for researchers studying intergenerational 
support in Europe, including the high number of countries represented, the accessibility to 
contextual data, and the information on intergenerational support. A good example is provided 
by Luca Maria Pesando’s study (2018): “Childlessness and upward intergenerational support: 
cross-national evidence from 11 European countries.” Analysing GGS data from 11 European 
countries, the author identified differences between childless and non-childless adults in the 
provision of emotional, financial, and practical transfers to their elderly parents. Generally, 
childless people have been labeled as “selfish” and are often criticized by society, which 
frames parenthood in terms of positive personal and societal implications. However, this study 
provided clear evidence that those without children provide more support to their parents 
compared to adults with children. Additionally, in line with previous evidence from the Survey 
of Health and Retirement in Europe (SHARE), the research indicated that middle-aged adults 
must take more responsibility toward their elderly parents in countries with less generous 
welfare states. In this sense, childless people provide an important contribution to society that 
should be considered in shaping further public care policies.

A key dimension of intergenerational support is the emotional exchange between children 
and their parents. Nienke Moor and Aafke Komter (2012) investigated to what extent the emo-
tional exchanges between children and their parents are related to the demographic trends (for 
example, decrease in fertility rates, increase in stepfamily formation, and so on) across Eastern 
Europe. To measure the emotional exchanges between children and parents, the authors made 
use of GGS data, which include information on whether respondents have any exchange about 
anyone’s personal experiences and feelings over the last 12 months. Starting from Hobfoll’s 
“conservation of resources theory” (1989), they hypothesized that family ties are important 
resources of affection that people want to attain and hold all across their lives.

In line with their hypothesis, the results suggested that people with fewer siblings are more 
involved in emotional exchange with their parents than adults with more siblings. This may be 
because individuals with fewer emotional exchange candidates are, in a way, compensating by 
intensifying their exchanges within already existing ties. Additionally, the authors did not find 
that multigenerational families act as a constraint on emotional exchanges. On the contrary, 
it emerged that these families are more engaged in emotional exchanges with their children. 
These results highlight the important role played by family members in emotional exchanges, 
which does not seem to have been affected by demographic trends in fertility, mortality, and 
divorce across Eastern European countries.

The demographic changes of the past decades have also had an impact on the well-being 
of older adults, especially in terms of their loneliness. Jenny Gierveld, Pearl A. Dykstra, and 
Niels Schenk (2012) explored the relation between the living arrangements of older adults 
and their loneliness by considering and differentiating intergenerational support types. In 
doing so, they analysed GGS data from France, Germany, Russia, Bulgaria, and Russia from 
respondents aged 40 and above. Literature has shown that older adults living alone are gener-
ally lonelier than older adults living with a partner. Gierveld et al. found intermediate levels of 
loneliness for older parents in co-resident households. In both Eastern European and Western 
European countries, older adults who are living alone are most lonely in general whereas older 
adults who are living with a partner are least lonely. Further, living with adult children seems 
to provide some protection against loneliness, even if this is not to the same degree as living 
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with the partner. Gierveld et al. also revealed an East-West well-being differential: in Russia, 
Bulgaria, and Georgia, older people tend to be lonelier than their peers in France and Germany. 
These findings demonstrate that living arrangements and intergenerational support are rele-
vant to older adult loneliness and underscore the importance of policies and social programs to 
promote social participation and connectedness of older adults.

5.3	 IMPROVING LIFECOURSE RESEARCH: GGP’S FUTURE 
DIRECTIONS

In all developed countries, lifecourses have become more complex with family trajectories 
being more differentiated than ever, and showing several cross-temporal and substantial 
cross-national differences. Detecting and interpreting these current, rapid changes presents 
a major challenge for society. To tackle this challenge will require the proper instruments to 
measure developments as they unfold and to monitor the implementation of existing and new 
social policies. In this last section of the chapter, we provide a brief overview of the forthcom-
ing challenges in demographic research and show how the implementation of the new GGP 
survey5 will provide a significant advantage in addressing these issues.

5.3.1	 Increasing Complexity of Families in Europe

In today’s Europe, family lifecourses are becoming more diverse over time. Families are 
characterized by growing complexity both in terms of transitions over the lifecourse and 
organization of family life. The family structure has changed too: families are smaller than 
in previous generations, and both single-parent and dual-earner families are increasingly 
prevalent. Different forms of same-sex legal unions have also become more common as well. 
In Europe, among the different types of family constellations, some are more vulnerable than 
others. For example, single parents – especially mothers – with dependent children as well as 
large families are particularly at risk for poverty and/or social exclusion. Stepfamilies repre-
sent a vulnerable family structure too. Parents, stepparents, partners, and also children have 
to navigate complexities related to the composition of a new family: from having meals with 
children who are living in different family households to managing unexpected events (for 
example, a child’s illness) (Ivanova, 2017).

Within this framework, it appears that the critical challenge during the next few years will 
be to investigate the quality of these families’ relationships more deeply in order to reduce and/
or prevent the reproduction of vulnerability (Carlson et al., 2017). However, there is a lack 
of data on which to base research on family relationships and family well-being. Specifically, 
information on family characteristics, patterns of parenting, and other relationships during 
the marriage are often limited and not accurate enough to reconstruct partnership and fertility 
histories. The enhancements introduced in the new GGP 2020 survey will allow researchers to 
better capture family complexity and include data on multiple partner fertility.

Starting from the marital and cohabitation histories of parents, information on children 
(biological, adopted, as well as step- and foster-children) will be gathered by linking children 
with specific partners. In this way, it will be possible for respondents to link their children 
with current and ex-partner(s) and to capture information on, for example, co-parenting among 
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divorced couples. This will offer more insights into complex family structures all over Europe, 
including same-sex and living-apart-together families.

However, the main challenge remains: how to address and improve individual and family 
well-being? Although there is no easy answer to this question, examining several dimensions 
of family well-being such as education, economic stability, intergenerational solidarity, and 
work–family reconciliation should be a first step to understanding the intertwined relation-
ship between family complexity and well-being. The GGS data will provide information 
on full retrospective event histories, as well as the education and economic activities of 
individuals. Information on the satisfaction with the relationships with partner, co-resident 
and non-resident children (for example, contact frequency) will be collected. The new survey 
will also provide unique data that will be beneficial to understanding the work–life balance 
dynamics of contemporary families.

In addition to family well-being, future research will need to further investigate the chang-
ing ways in which people meet and enter relationships. The GGP 2020 survey will include 
a new range of questions to determine how the partners met each other for the first time. This 
new element will be very important for understanding the role of partnering in reproducing 
social inequalities. This represents a unique added value to the GGP since other cross-national 
family and fertility surveys do not include questions on this topic.

5.3.2	 The Digital Revolution

The digital revolution that has been taking place in recent years has, without doubt, changed 
the way in which academics access and use information. Major advances have already been 
made with techniques to combine online data such as web searches with traditional data 
sources. For example, researchers have shown how these new sources of data offer an alterna-
tive way to develop demographic models of behavior like fertility and migration (Billari et al., 
2016; Ojala et al., 2017). In the context of Big Data, the GGS emerges as a key contributor to 
linking data-driven and theory-driven micro-founded simulation models with population-level 
data (Billari and Zagheni, 2017). The new centralized GGP survey will, for example, allow 
for the collection of geo-coded sampling points. While these specific location data will not be 
released, it will be possible to query these data. This will allow researchers to determine the 
extent to which variables measured within the GGP are geospatially distributed and associated 
with economic, social, and digital geographies.

Furthermore, the GGS infrastructure can be integrated within social media platforms and be 
completed online, which opens up further possibilities of integrating digital-trace data with tra-
ditional survey data. For example, it will be possible to use paradata about individuals’ devices 
and behavior in responding to the survey to learn more about their digital background and skill 
set. It will also be possible to deploy the survey through innovative non-probability-based 
sampling methods on specific populations in order to supplement the probability-based 
samples upon which the GGP is based. This will allow the GGP to leverage the advantages of 
both approaches to data collection by producing high quality population estimates and tracking 
harder to reach and illusive populations such as those working in specific sectors or highly 
mobile individuals.

These advantages are made possible by an increasingly centralized and coordinated survey 
infrastructure through which the GGS will be administered in 2020. This infrastructure will 
allow for the deployment of high quality, standardized surveys across diverse and large areas 
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in a controlled and scientifically rigorous manner. The substantive implications of this will 
be the ability to understand how digital technologies are influencing the lifecourses and 
relationships that previous research using GGS data described. These data will offer unprec-
edented insights into how internet dating has changed the way people meet and start relation-
ships, how information and communications technology (ICT) skills and awareness shape 
socio-economic opportunities and inequalities, and how the spread of information via digital 
sources influences and shapes people’s attitudes and intentions to lifecourse transitions. The 
GGS will power the research that will elucidate the role that technology now plays in shaping 
our lives and provide new knowledge on our rapidly changing societies.

5.4	 CONCLUSION

In contemporary societies, significant changes in the demographic makeup of the population 
and modern living arrangements have occurred together with other socio-economic changes. 
To better understand these population changes, social scientists, stakeholders, and policymak-
ers need to adopt a cross-national perspective. The GGP stands out as a unique infrastructure 
that provides high quality cross-national comparative retrospective data on population and 
family changes. More than one thousand scientific publications have already been produced 
using GGS data.6 In this chapter, we have presented some of the major contributions of GGP 
to lifecourse research and some of the new elements that will be introduced in the 2020 round 
of data collection. Thanks to the GGP, new methods to investigate family-life trajectories in 
early adulthood across Europe have been developed. In understanding individuals’ fertility 
decision-making processes, GGS data have been largely applied within the Theory of Planned 
Behavior framework. Research has served to both improve and validate the robustness of the 
theoretical model and to highlight areas that can be strengthened. The inclusion of information 
on intergenerational support has made it possible to bring new insights into family dynamics 
and intergenerational relationships from a broad range of both Eastern and Western European 
countries. Further, the new GGS wave will elucidate the impact of the digital revolution by 
linking micro-level processes with macro-level population processes. Building on these contri-
butions, the GGP’s wealth of high quality information will provide researchers with the tools 
that they need to better capture the emerging and future challenges of our societies.

NOTES

1.	 Currently, the GGP collection includes data from Australia, Austria, Belarus, Belgium, Bulgaria, 
Czech Republic, Estonia, France, Georgia, Germany, Hungary, Italy, Japan, Kazakhstan, Latvia, 
Lithuania, the Netherlands, Norway, Poland, Romania, Russian Federation, Sweden. https://​www​
.ggp​-i​.org/​data/​ggp​-contextual​-database/​.

2.	 De-standardization means that “life states, events and their sequences can become experiences 
which either characterize an increasingly smaller part of a population or occur at more dispersed 
ages and with more dispersed durations” (Brückner and Mayer, 2004, pp. 32–3).

3.	 Turbulence means that “the number of family-life events in the transition to adulthood is increas-
ing,” that “the order of states becomes less predictable,” and also that “the variance of the durations 
spent in different states decreases” (Elzinga and Liefbroer, 2007, p. 246).

4.	 For an introduction to graphs and graphical models, see Edwards (2012).
5.	 https://​www​.ggp​-i​.org/​data/​methodology/​#GGP​_2020.
6.	 https://​www​.ggp​-i​.org/​form/​publications/​.
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6.	 Life history analyses with SHARE
Axel Börsch-Supan

6.1	 INTRODUCTION TO SHARE

The Survey of Health, Ageing and Retirement in Europe (SHARE) has been designed to 
monitor, document and analyse the complexities of individual and societal ageing processes 
with a special emphasis on the interplay among the triangular connections of health, social 
embeddedness and the socio-economic status of older individuals. 

Since 2004, SHARE has collected bi-annual panel data on health, social networks and the 
socio-economic situation of Europeans aged 50 and over (Börsch-Supan and Jürges, 2005). In 
2008–09, Wave 3, called SHARELIFE, added retrospective life histories of 25,000 SHARE 
respondents from 14 countries (Austria, Belgium, the Czech Republic, Denmark, France, 
Germany, Greece, Ireland, Italy, the Netherlands, Poland, Switzerland, Sweden, Spain) to 
the database and therefore opened up vast new research possibilities. SHARELIFE not only 
allows the analysis of how the respondents’ earlier life shaped their situation today, it also 
helps explain the multiple links between different key areas in life as well as the influence of 
welfare state interventions upon them.

The sample was greatly increased in Wave 4 of SHARE by large refreshment samples in 
the original countries and the extension to 20 countries. After two additional panel waves, 
the most recent Wave 7 added eight more countries to cover all 26 continental European 
Union (EU) member states plus Switzerland and Israel, and administered a second round of 
life histories to all respondents who had entered the SHARE longitudinal sample after 2010 
(about 49,500 individuals) and thus did not participate in the life history collection in Wave 3. 
The most recent scientific data release (7.0.0, April 2019) of SHARE includes about 380,000 
interviews of 140,000 respondents aged 50 and over from 28 different countries, including 
about 75,000 life histories.

SHARE has spearheaded ex ante harmonization to obtain unbiased cross-national com-
parisons among its 28 participating countries. The case for cross-national research has been 
strongly made  by the National Research Council (2001). The essential argument is that the 
variety of circumstances and policies is in general much larger across countries than within 
a single country such that policy makers and researchers can learn from what has happened 
and what has been tried elsewhere. This holds especially for the life circumstances in Europe 
since World War II which are likely to have influenced the health and cognitive decline of 
individuals now living at older ages (Kesternich et al., 2014).

While the benefits of comparative international research have become clear, the conduct 
of such research poses a number of challenges, such as the development of designs that can 
be readily adapted to different social and cultural settings, the harmonization of concepts and 
measures that provide a reasonably acceptable level of cross-national comparability, and the 
coordination of data collection and analysis across countries. Comparability is achieved by 
using survey methods that achieve comparable outcomes and by measuring the same con-
cepts. SHARE has led this effort across its large number of participating countries. Moreover, 
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SHARE has spearheaded the inclusion of objective health measures in an international survey. 
It introduced the measurement of grip strength in the entire sample and is employing acceler-
ometry in the current wave to overcome differential response styles when reporting physical 
activity. The collection of capillary blood in Wave 6 has been a key step to strengthen objec-
tive measures of health through markers for diabetes, cardiovascular diseases and cognitive 
decline.

6.2	 LIFE HISTORIES IN SHARE

The two rounds of life history data substantially enrich the multidisciplinary SHARE panel 
data that were collected in Waves 1–2 and 4–6. The intellectual foundation for this effort is the 
insight that health, economic and social status in later life emerge from complex interactions 
over the entire lifecourse (Figure 6.1).

Departing from a person’s biological make-up, parental conditions and early education 
(indicated by the left box in Figure 6.1), the trajectories of health, economic status and social 
embeddedness are not determined in isolation but through mutual interactions over the entire 
lifecourse (as indicated by the many two-sided arrows between the three trajectories). Health, 
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for instance, influences economic status because healthier bodies are likely to support higher 
learning capacities at younger ages and higher workloads at older ages (for example, Deaton, 
2002). In turn, income inequalities are also likely to cause inequalities in health because richer 
individuals can afford higher out-of-pocket health care costs and may have easier access 
to health care, especially in certain health care systems (for example, Smith, 2003). Health 
behaviours, lifestyle and environmental and occupational conditions add to these mutual 
interactions between health and economic status and simultaneously introduce interactions 
with the social environment in which individuals live. For example, ample evidence exists that 
embeddedness in a good family background is beneficial for the health of the family members 
(Fagundes et al., 2011). An important insight of recent research is that these interactions man-
ifest their effects very early in life and then accumulate during positive and negative feedback 
cycles over the entire lifecourse (Heckman and Conti, 2013) before they determine later life 
health, economic and social outcomes at older ages (right box in Figure 6.1).

Many of these interactions can be modified by policies, such as education, workplace 
regulations, poverty prevention or health care (indicated by the boxes at the top and bottom 
of Figure 6.1). Some welfare state interventions directly affect health and employment. Early 
retirement, for example, is directly and often immediately influenced by the rules of the 
pension, disability and unemployment systems (Börsch-Supan and Coile, 2020). Health is 
directly affected by health care systems (Sirven and Or, 2011). In addition, long-run interven-
tions of the welfare state exist, such as education, preventive health care and workplace regu-
lations, which have complex indirect and interrelated effects over the lifecourse on both health 
and employment. Preventive health care, for instance, not only increases health but also makes 
meaningful occupation feasible at older ages (Jusot et al., 2012). High workplace standards not 
only improve employment at older ages by reducing early retirement but also tend to improve 
physical and mental health (Reinhardt et al., 2013).

The collection of highly structured retrospective life histories in all 28 participating coun-
tries was achieved by using electronic displays that show the timeline of events and risk factors 
in several dimensions, such as health, work, family and housing (for methodological details, 
see Schröder, 2011a). This display permits the respondent to see related events in one domain 
(family) with events in another domain (health), which significantly facilitates recall and 
improves the accuracy of the retrospective data. 

The life history data cover the most important domains of the lifecourse:1 

●● children (such as birth of children, maternity leave decisions, pregnancies)
●● partners (such as the number of partners, history for each serious relationship)
●● accommodations (such as the place of birth, amenities during childhood, number of moves)
●● employment (such as the number of jobs, job quality, history of work disability) and 
●● health (such as health shocks, current health, health care usage) 

as well as information on

●● childhood conditions (such as childhood health, school performance, accommodation 
features)

●● finances (such as insurance, housing, stock market participation)
●● general life events (such as persecution, periods of hunger, periods of happiness).
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Such retrospective data collection has proven to be a very successful way to assess devel-
opments across a very long time span, not only in terms of data collection costs (financial 
and time) but also in terms of quality (for an evaluation of SHARELIFE, see Mazzonna and 
Havari, 2011). Although we are aware that the hindsight perspective may create reporting 
biases, Smith (2003) shows the power and usefulness of retrospective data in detecting asso-
ciations between health and socio-economic variables. More specifically, Korbmacher (2014) 
demonstrated the accuracy of retrospectively collected employment histories in a large-scale 
validation study comparing SHARE with linked administrative data. Lifecourse data on the 
timing of the major social, health and economic events over long segments of the life cycle 
have been shown to be extremely helpful in identifying the causal mechanisms in the dynamic 
and cumulative relationship among health, lifestyles and socio-economic resources. Such 
data capture biological and socio-economic risk factors in early and mid-life, including health 
shocks, working conditions and behaviour during childhood and adulthood. Thus, these data 
allow us to not only quantify the long-lasting effects of early life events (including interven-
tions by health and social policies) on later life health status but also study potential behav-
ioural channels causing associations between risk factors and health outcomes.

This chapter summarizes SHARE-based research that has been published in the two ‘First 
Results Books’ dedicated to these interactions over the life cycle (Börsch-Supan et al., 2011; 
Börsch-Supan et al., 2019).2 The 25 studies covered are showcases of the interdisciplinary 
and cross-nationally comparative research results obtained from SHARE data. Many of them 
explicitly study how the welfare state interventions shown in Figure 6.1 moderate the links 
between early life events and later life outcomes. They are structured along six domains: child-
hood circumstances and later life well-being; health and health care; labour market and occu-
pation; income and wealth; work and retirement; and the long shadows of European history.

6.3	 CHILDHOOD CIRCUMSTANCES AND LATER LIFE 
WELL-BEING

Noam Damri and Howard Litwin (2019) show that the familial environment that older 
Europeans experienced during childhood is associated with their well-being in later life. They 
focus on the broad quality of the parent–child relationship and more specifically on physical 
abuse by either parent. Their key finding is that people who had good relationships with their 
parents show higher well-being scores at older ages, whereas those who grew up in an abusive 
familial environment show lower quality of life scores in old age. This result can partly be 
attributed to a form of recall or justification bias whereby unhappy people tend to blame others 
for the low quality of their lives, whereas happy people put to rest their memories of past nega-
tive events. Even if this were the case, the implication of these findings for policy and practice 
are that the childhood interpersonal environment of older people needs to be addressed when 
dealing with ways to maintain or promote well-being in late life. 

Raluca E. Buia, Matija Kovacic and Cristina E. Orso (2019) are also concerned that adverse 
childhood experiences may exert a negative influence on emotional well-being later in life. 
They focus on mental health problems and investigate the extent to which exposure to adverse 
early life experiences favours the onset of emotional disorders. They find that the intensity of 
the effects of adverse childhood experiences on mental well-being displays important differ-
ences between the pre- and post-war cohorts. A poor relationship with parents has a stronger 
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and more significant impact on the post-war cohort, whereas having experienced physical 
harm from parents is not significantly different from having experienced zero harm for the 
pre-war cohort. However, physical abuse from persons outside the family has a more impor-
tant effect for the older respondents. Most adverse childhood experiences have a stronger and 
more significant impact on women.

6.4	 HEALTH AND HEALTH CARE

The question of how childhood conditions affect later life applies not only to education or social 
class, but also – and maybe even more so – to health. In the current light of increasing health 
care costs across the world, this may be especially important. In their paper, Karine Moschetti, 
Karine Lamiraud, Owen O’Donnell and Alberto Holly (2011) show that poor health, parental 
smoking and limited access to health care during childhood are associated with greater utili-
zation of, and payments for, health care in middle and old age. Interestingly, the association 
operates mainly through reduced health in adulthood, and less through socio-economic status. 
The results are suggestive for policy: improving childhood health in populations now will lead 
to future cohorts costing less in old age than do their current counterparts. 

Hendrik Jürges and Luca Stella (2019) look into social inequality in access to health care. 
They examine how access to health care varies across European countries as well as over 
time by analysing three relevant dimensions: unmet need; catastrophic health care expenses; 
and satisfaction with health insurance coverage. Jürges and Stella find that a remarkable 
cross-national heterogeneity exists in terms of health care access, with Greece, Italy and 
Poland being the countries with the most serious deficiencies in 2015–17. Over the entire life 
cycle, however, unmet health care needs are most prevalent among Eastern European coun-
tries, although in those countries educational inequalities in health care access are not as high 
as in Southern Europe. 

Disability insurance is an important part of the European welfare state. It insures individuals 
who are unable to work due to physical or mental health problems at relatively early stages in 
life against falling into poverty. Striking, however, is the huge variation of individuals receiv-
ing disability insurance across Europe. Axel Börsch-Supan and Henning Roth (2011) exploit 
the health histories in the SHARELIFE data to understand whether these international differ-
ences are due to bad health in childhood and/or long-term health problems during adult life. 
While lifecourse health problems do indeed increase the odds of receiving a disability pension 
within each country, they do not explain the large international variation. Börsch-Supan and 
Roth explain this variation with differences in the generosity of the national disability insur-
ance programmes.

Michele Belloni, Danilo Cavapozzi, Chiara Dal Bianco, Yao Pan and Serena Trucchi 
(2019) investigate how health dynamics late in life vary with early life conditions. They 
document that better early life conditions are associated with better health outcomes and find 
that education as well as current income and wealth are important mediating factors of this 
relationship. They first establish that socio-economic status in childhood is positively corre-
lated with health in later life. This association holds for both physical and mental health and 
is stronger for females than for males. In most cases, this association remains stable over the 
entire age range considered (50–80 years). They also find evidence that this effect is mostly 
indirect, that is, mediated by socio-economic status in adulthood. This evidence suggests that 



74  Handbook on demographic change and the lifecourse

an individual who grew up in adverse conditions is penalized in terms of education, income 
and wealth over the life cycle, leading to worse health in old age. However, a small direct 
effect remains, suggesting that childhood circumstances partly act as an indelible imprint on 
individuals’ health. 

Health as an adult is always related to health care and accessibility of health care throughout 
one’s life. Specifically, dental care is an important aspect of our daily life, which has changed 
considerably over the last 50 years. Brigitte Santos-Eggimann, Sarah Cornaz and Jacques 
Spagnoli (2011) take into account the density of dentists when investigating how much dental 
care older Europeans have received throughout their lives. They report a clear cohort effect – 
older Europeans suffered more from under coverage of dental care, although rates are decreas-
ing over the life span. The direct policy implications seem to already be in place – a higher 
density of dentists will lead to better use of care and improve well-being in later life. 

Nicolas Sirven and Zeynep Or (2011) take a more general view on the problem by looking at 
a wide array of preventive health care measures, for example, blood pressure tests, vision tests 
or mammograms. They report a shift towards more regular care among all countries; however, 
differences remain between countries and social classes: the higher the education, for example, 
the higher the propensity to engage in preventive care. Relating the tests to density of doctors, 
they obtain a similar result as the previous paper: the more, the better. Given the dispersion 
of medical expertise in Europe, these results suggest that there is significant room for public 
health policies to reduce disparities in regular use of health services within and across 
European countries. 

In most European countries, long-term illness is associated with earlier exit from the 
labour market. This is well known – but can higher public health investments ameliorate this 
association? This is the key question posed by Mauricio Avendano and Johan Mackenbach 
(2011). Their results do not generally suggest a strong correlation of the level of public health 
investments with the prevalence of long-term illness. However, they find that investments in 
curative health care are strongly negatively associated with the prevalence of long-term illness. 
They also find that larger investments in unemployment benefit programmes are associated 
with a larger impact of illness on labour force participation, suggesting that higher unemploy-
ment benefits may potentially work as an incentive towards earlier exit from the labour market 
due to illness.

6.5	 LABOUR MARKET AND OCCUPATION

Yuri Pettinicchi and Axel Börsch-Supan (2019) analyse the late-in-life consequences of being 
a self-employed worker. Self-employment is typically associated with precarious working 
conditions given the reduced welfare coverage and the prevalence of more volatile earnings. 
The evidence from SHARELIFE shows that self-employed workers are in fact a heterogene-
ous group: some workers make an explicit choice to gain control over their working condi-
tions, whereas for others self-employment is a transitory stage leading to (or coming from) 
dependent employment. In all cases, public pension provisions are limited and self-employed 
workers are more likely to be at risk of poverty in old age. However, the first group offsets the 
higher costs involved with the job transitions with higher earnings growth, which may in turn 
provide higher private wealth in old age. The second group, which end up in self-employment 
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because of exogenous factors, is not in a condition to accumulate sufficient financial assets to 
protect their retirement.

Agnieszka Chłoń-Domińczak, Iga Magda and Paweł Strzelecki (2019) observe that women 
have shorter and more interrupted careers compared with men and that the so-called gender 
gap differs among countries. The authors maintain that the patterns of female lifecourse 
working careers depend on the institutional organization of the labour market, including 
the regulation of part-time work. They distinguish women who have had full labour market 
careers and women with interrupted careers and relate these patterns to current outcomes 
at older age, including health, income and life satisfaction. Pronounced differences emerge 
in labour market participation within and between countries: in Southern Europe, women 
normally withdrew from the labour market for good, whereas in Scandinavian and some conti-
nental countries (that is, Germany, France, Switzerland), women were more likely to continue 
part-time labour market careers. Predominant patterns of interrupted careers affect the current 
health assessment, life satisfaction and financial situation: women who worked either full or 
part time currently have a better overall financial situation. The level of life satisfaction is also 
higher among those women who were economically active during their working lives.

Marco Bertoni, Andrea Bonfatti, Martina Celidoni, Angela Crema and Chiara Dal 
Bianco (2019) investigate gender differences in occupation and earnings once one has 
considered other determinants, such as education or job experience. The authors find that 
the end-of-working-life wage gap is approximately 28 per cent, and about one-fifth can be 
explained by standard personal and job characteristics. Accounting for the endogeneity of 
job selection raises the explained part of the total wage gap to about 50 per cent, whereas 
adding parental education, health shocks and non-cognitive skills increases the explained part 
of the gap only marginally. The authors conclude that the wage penalty for women is mostly 
explained by a within-occupation differential. 

Danilo Cavapozzi, Simona Fiore and Giacomo Pasini (2019) analyse the association 
between family dissolution and labour supply decisions during the lifecourse. Family dissolu-
tion episodes, that is, a household split or divorce, can force individuals – especially women – 
to enter the labour market to make ends meet and may induce others to leave the labour market 
because of stress and related psychosocial effects. The authors find that employment choices 
are affected by the occurrence of family dissolution episodes and, as expected, the effect is 
stronger for women. The magnitude of this effect increases with the presence of children.

6.6	 INCOME AND WEALTH

Poverty is one of the most dreaded events in an individual’s life, and many policies have been 
derived to reduce it. Linking with Chapter 19 in this volume, poverty at older ages is especially 
problematic as it relates to poorer health, fewer social contacts and bad economic conditions 
and its occurrence late in life almost completely deprives individuals of undoing it. Platon 
Tinios, Antigone Lyberaki and Thomas Georgiadis (2011) look at how childhood deprivation 
translates into later life poverty. While they conclude that there are persisting effects, that is, 
those deprived early on continue to have a higher risk of poverty in old age, they also find that 
these effects are soothed by welfare state interventions such as spending on social protection.

The transition across different socio-economic groups is one of the concerns of policy 
makers. Do children inherit not only their parents’ genes, but also their social status? Danilo 
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Cavapozzi, Christelle Garrouste and Omar Paccagnella (2011) explore this question by 
relating parental finance and education background with educational attainment and income 
inequality later in life. They conclude that education policies fostering access to education and 
increasing the number of years spent in full-time education might qualify as a possible strategy 
to reduce income dispersions.

Dimitris Christelis, Loretti Dobrescu and Alberto Motta (2011) investigate how childhood 
health and cognition relate to the individual’s portfolio choice later in life. Not only is bad 
childhood health an indicator for fewer investments, the same holds for lack of an effective 
source of health care during childhood. In addition, performance at school relates positively to 
the amount of investments, which leads the authors to stress the necessity of welfare policies 
to intervene early in life to increase access to health care and improve educational attainment.

Wealth in later life is typically negatively influenced by family events such as divorce. This 
effect depends on divorce laws which differ across Europe. Caroline Dewilde, Karel Van den 
Bosch and Aaron Van den Heede (2011) investigate how marital separation influences later 
life wealth, a question particularly important as divorce rates have increased all over Europe 
in recent years. They find a negative effect over all European countries for divorced women 
who have remained single. Although women have become more independent over the years, 
elderly women are especially vulnerable to separation from the husband they are economically 
dependent on. 

6.7	 WORK AND RETIREMENT

Martina Brandt and Karsten Hank (2011) investigate the so-called ‘scarring effects’ of early 
unemployment on later life employment opportunities. Welfare state interventions, one would 
hope, should minimize these effects in order to prevent downward spirals. Their analysis pro-
vides clear evidence for scarring effects even among older workers. Differences in individuals’ 
unemployment risks across welfare states suggest that labour market institutions and educa-
tional systems have the potential for significant (positive and negative) interventions affecting 
people’s employment opportunities across the entire lifecourse.

Scarring effects are also the focus of Mathis Schröder (2011b). He investigates the associ-
ation between unemployment and long-term effects on health, using information on business 
closures to show a causal relationship between unemployment and health. He finds negative 
health effects of unemployment even up to 40 years after the business closure. In an additional 
analysis, he explores whether the welfare state can mitigate some of the effects of unem-
ployment on health, and finds that for women especially, there are strong positive effects of 
unemployment benefits on long-term health. 

One aim of maternity leave provisions is to make sure that maternity does not precipitate 
a permanent exit from the labour force. Does welfare state intervention achieve this aim? Agar 
Brugiavini, Giacomo Pasini and Elisabetta Trevisan (2011) compare the labour market par-
ticipation of women in countries with different maternity leave provisions. They then evaluate 
the resulting retirement income replacement rate, which can be interpreted as a measure of 
lifetime earnings. The authors’ results are sobering insofar as countries with generous mater-
nity leave provisions have higher exit rates and lower retirement income replacement rates.

The implications of childbearing history for individuals’ labour force participation in later 
life is the focus of the study by Karsten Hank and Julie Korbmacher (2011). They investigate 
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how men’s and women’s entry into retirement is associated with parental status and whether 
this varies across welfare regimes (with different employment opportunities and pension 
entitlements for parents). They find that mothers are more likely than childless women to exit 
the labour force early, whereas fathers tend to retire later than other men. The association 
between childbearing and earlier retirement appears to be particularly strong among women 
living under a social-democratic or post-communist welfare state regime, that is, in countries 
exhibiting relatively high levels of female labour force participation.

Older people may contribute to society in productive ways after retirement, for example, 
as volunteers. Morten Wahrendorf and Johannes Siegrist (2011) show that elders’ propensity 
to serve as a volunteer today is negatively associated with poor mid-life working conditions, 
stressing the need to take a lifecourse perspective. Moreover, the authors find the extent of vol-
unteering in early old age to be influenced positively by policy measures aimed to improve the 
quality of work and employment, the extent of lifelong learning and the amount of resources 
spent on rehabilitation services.

6.8	 THE LONG SHADOWS OF HISTORY

The SHARE generation in Europe has experienced many major historical events – among 
them World War II and the rise and fall of the communist regimes. However, the population 
affected by these events is rapidly shrinking, as age takes its toll. In this sense, Radim Bohacek 
and Michał Myck (2011) provide us with a unique analysis: they look at the consequences 
of persecution on people’s life, especially on their health and employment careers. They 
find – even now – strong effects for those who have suffered from persecution and come to 
the conclusion that while thankfully, in today’s Europe, persecution is absent, more effort is 
needed to protect those in other countries suffering from it.

The health of the population in post-socialist Central and Eastern Europe (CEE) countries 
lags considerably behind the EU average. For example, life expectancy at birth and at age 65 
is approximately 3–6 years lower than the EU average. Anikó Biró and Réka Branyiczki (2019) 
focus on health status and its evolution before and after the transition from a socialist to a cap-
italist system, conditional on having survived at least 20 years after the transition and based 
on individual life history data. This transition implied a dramatic restructuring of the CEE 
economies and their social security systems. Such major events may have affected not only the 
health care system but also the health status of the population in CEE countries. The authors 
attempt to disentangle these two effects: the ‘shock effect’ through the transition and the effect 
of changing health care systems. The authors document that health disparities existed even 
before the transition. They also showed that the era of post-socialist transition was more often 
associated with the start of stressful periods and financial difficulties in post-socialist CEE 
countries than in the West. Finally, they found evidence that stressful periods, financial diffi-
culties and job loss around the period of transition are all associated with worse health at older 
ages, even after netting out the effect of childhood health and demographic factors. Overall, 
the results by Biró and Branyiczki suggest that the post-socialist transition itself increased the 
health disadvantage of the post-socialist CEE countries.

Numerous adult outcomes can be influenced by childhood health and cognition, as sug-
gested in Loretti I. Dobrescu and Alin Marius Andries (2019). They focus on the prevalence of 
adverse health and financial circumstances among older Romanians. The authors investigate 
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how these relations are affected by the generosity (or stinginess) of the welfare state. Thus, 
their analysis is particularly relevant in light of the current social and political debate in 
Romania that has seen the public affected by extreme polarization around two main camps 
defined by their support for or against the welfare state. Dobrescu and Andries find that 
childhood health and cognition have long-lasting effects on the prevalence of dire health and 
financial circumstances later in life. Such bad health effects appear to be mitigated across 
various dimensions by the generosity of the welfare state, mostly related to extreme but 
reversible circumstances (serious – but not long-term or chronic – illnesses, financial hardship 
or hunger). Superior cognitive skills are associated with better chances of making ends meet 
or avoiding hunger, whereas having experienced financial hardship seems unavoidable given 
the last 30–40 years of turmoil.

6.9	 CONCLUSIONS

The SHARE life histories have provided a fascinating account of life in Europe over the 
past century. While much of this century was characterized by wars and oppression, it also 
generated dramatic changes in the extension and influence of the welfare state on individuals’ 
lives. The European-style welfare state has, arguably, improved our lives tremendously, and 
this is reflected in our life histories. First and foremost, health has become much better and 
life expectancy has increased to an extent unprecedented in history. Education has vastly 
improved. Employment patterns have changed with an enormous increase in female labour 
force participation, and generally later entries into the labour force combined with earlier exits.

The main challenge for the analyses based on SHARE life histories was therefore to isolate 
specific effects generated by the welfare state in an environment in which many life circum-
stances have changed dramatically. Many of these analyses were indeed able to identify signif-
icant and quantitatively important effects of welfare state interventions on later life outcomes. 
Some of these findings will be controversial. Hopefully, this review will inspire readers to do 
their own analyses using the SHARE data, especially the newly collected life histories for 28 
countries in Wave 7 of SHARE.

NOTES

1.	 We are grateful to the investigators of the English Longitudinal Study of Ageing (ELSA) who pro-
vided us with a template of their life history interviews (see Ward et al., 2009). The US Health and 
Retirement study (HRS, http://​hrsonline​.isr​.umich​.edu) contains childhood information comparable 
to SHARELIFE.

2.	 This chapter draws from the abstracts in these volumes.
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7.	 The contribution of the 1958 and 1970 British 
birth cohort studies to lifecourse research on 
family transitions
Aase Villadsen, Alissa Goodman, Ann Berrington and Dylan 
Kneale

7.1	 INTRODUCTION

From the outset, the impact of parental characteristics, family structures and parental tran-
sitions on children’s outcomes have been an important concern of both the 1958 and 1970 
British birth cohort studies. Even though a longitudinal design was not fully anticipated 
at the inception of either study, and certainly not a longitudinal design that continued to 
follow cohort members beyond childhood, both cohort studies were created to improve our 
understanding of how the social and biological characteristics of mothers, and families more 
broadly, patterned risks of neonatal morbidity and mortality. In the case of the 1970 cohort, the 
focus was also on understanding whether these circumstances that shaped early life morbidity 
and mortality had changed from those observed 12 years earlier in the 1958 cohort. As both 
cohort studies evolved to follow individuals throughout their lives, from childhood, through 
to early adulthood and into mid-life and beyond, they have transformed our understanding of 
family lives, trajectories and transitions in the UK.

The rich prospective data collected within birth cohorts means that they are ideal vehicles 
for lifecourse research (Elder, 1998). They enable researchers to identify more precisely the 
impact of earlier life events on later outcomes, to model interdependencies in lifecourse trajec-
tories in different domains, and to identify how cumulative advantage/disadvantage leads to 
inequalities within cohorts across the lifecourse. Furthermore, because information is collected 
about and from a variety of persons – parents, teachers and the cohort members themselves – 
the studies have shown how family members’ lives are linked together. In combination, they 
are important tools for understanding differences between cohorts, and generational change.

In this chapter, we explore family transitions broadly as events relating to family structure, 
partnership formation and dissolution, and childbearing. We examine the scientific contribu-
tion of the 1958-born National Child Development Study (NCDS) and the 1970-born British 
Birth Cohort Study (BCS70). While establishing the scientific contribution of such a broad 
base of literature is not an exact science, we have used systematic methods to identify key 
literature, and also present some alternative metrics of impact and traction among different 
audiences, alongside a narrative analysis. First, we provide an overview of the data collected 
in both studies and the types of scientific questions they serve, before describing, in brief, the 
systematic methods used for identifying relevant studies. We then explore findings. 
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7.2	 DATA ON FAMILY TRANSITIONS WITHIN THE COHORTS, 
AND LIFECOURSE RESEARCH

The 1958 National Child Development Study (NCDS) began as a study of Perinatal Mortality 
focussing on an initial 17,415 births in a single week in March 1958. Originally developed in 
response to concerns about persistently high levels of stillbirth and neonatal deaths, the study 
has continued to collect data at important developmental milestones throughout childhood, 
adolescence and into adulthood, and is now approaching older age. Following the birth sweep, 
children were retraced in childhood, and the sample was also augmented by the inclusion of 
immigrant children born within the same birth week. Cohort members and their families were 
surveyed at ages 7, 11 and 16. Adult data collection occurred when cohort members were aged 
23, 33, 42, 44/5, 46, 50 and 55 years old, and the age 61/2 data collection is in the field at the 
time of writing (2020). The age 55 survey collected data from 9,107 cohort members. The 
1970 British Birth Cohort Study (BCS70) began as the British Births Survey and shared an 
original focus with the NCDS in exploring maternal characteristics associated with neonatal 
morbidity. Born in a single week in April 1970, data were collected at birth and then later in 
childhood at ages 5, 10 and 16. The childhood samples were also boosted by immigrant chil-
dren born in the same target week. In adulthood surveys have been carried out at ages 26, 30, 
34, 38, 42 and most recently at age 46, when the survey successfully engaged with over 8,500 
cohort members from an original sample of over 17,000 cohort members. 

For both cohorts, the way in which information about family structure and transitions is 
collected changes over time. In both studies, information is available from birth about the 
marital status of the mother, and in the subsequent childhood sweeps respondents are asked to 
define the relationship of the cohort member to their mother- and father-figure, as well as to 
siblings and other household members. In adulthood, information is collected at each sweep 
regarding legal marital status and current cohabitation, and family structure can be derived 
from the household grid. Retrospective histories include the dates of entry and exit from 
co-residential partnerships, which provide more precise information on the timing of events 
such as divorce and separation. The studies collected pregnancy histories (females), and dates 
of birth of children born to cohort members, as well as information about grandchildren. Both 
cohorts conducted a one-off ‘offspring’ study of cohort member children, when the cohort was 
in its early 30s. 

The data available can be used to explore a range of research questions related to family 
transitions, particularly through the lens of the lifecourse. Thus, they cover key demographic 
events in the lifecourse such as leaving the parental home (Kiernan, 1992; Jones, 1987), 
entry into first partnership (Berrington and Diamond, 2000), entry into parenthood (Dearden 
et al., 1994; Kiernan, 1997; Kneale and Joshi, 2008), including into teenage pregnancies 
(Ermisch and Pevalin, 2003) higher order births (Berrington and Pattaro, 2014), partnership 
instability (Berrington and Diamond, 1999; Bukodi, 2012; Cheung, 1998; Feijten et al., 2009; 
Mandemakers et al., 2010), re-partnering (Elliott and Richards, 1991b), multi-partner fertility 
(Steele et al., 2005), complex family formation (Feijten et al., 2009), step-parenting (Feijten et 
al., 2009), and becoming a grandparent (Hansen et al., 2009). 

As the findings discussed in more detail further below reveal, the longitudinal lifecourse 
design also enables a rich variety of questions to be addressed. Compared to household panels, 
which follow representative snapshots of the whole population, the birth cohort studies are 
made up of individuals all at the same age, providing large samples experiencing similar 
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developmental stages and lifecourse transitions, but with very significant heterogeneity in 
their nature and timing. As an example, while at age 55, 14 per cent of NCDS cohort members 
still had a dependent child (under 18) in their household, and 38 per cent were already grand-
parents (Brown et al., 2014).

One theme running through much of the literature cited in all the sections below is the 
impact of earlier life events on later outcomes, including family dissolution (Section 7.4) and 
teen parenthood (Section 7.6). Moreover, much of the literature is concerned with identifica-
tion of the mechanisms and pathways through which earlier experiences affect later outcomes 
(e.g., Berrington and Pattaro, 2014). The studies also enable examination of interdependencies 
in lifecourse trajectories in different domains, such as between education, employment, child-
bearing, housing and health (Bukodi, 2012; Elliott et al., 2001; Lacey et al., 2017; McMunn 
et al., 2015); and the interweaving of biological and social data (see Section 7.8). They have 
been very powerful for demonstrating the cumulative effects of advantage and disadvantage 
(e.g., see Section 7.7). The cohort studies have also allowed for understanding of intergen-
erational transmissions of demographic behaviours and the ways in which family members’ 
lives are linked (e.g., in transitions to adulthood, Section 7.5). Finally, a key property of these 
studies is their ability to support cross-cohort comparisons, enabling examination of secular 
trends across cohorts as well as changing associations over time, as demonstrated in numerous 
examples below (e.g., increasing preference towards cohabitation, Section 7.5, and rising age 
at first parenthood, Section 7.6). 

The studies’ rich multidisciplinary content and their breadth of coverage has also been 
instrumental to their contribution. For example, the cohort studies are one of the few datasets 
in the UK where we can compare expectations and intentions for family formation with later 
outcomes (Berrington and Pattaro, 2014). Collection of rich contextual data allows adjustment 
for confounding not possible in less extensive studies, and both geographical information 
(Kelly, 2011) and pregnancy histories (Goodman et al., 2004) create opportunities for more 
powerful causal narratives through identification of natural experiments. 

Of course, as the cohorts move through middle age and eventually into their older age, their 
concerns will also transition. For example, the earlier research discussed in this chapter is 
typically focussed on childhood, adolescence and entry to adulthood, while emerging research 
now addresses issues such as provision of grandparental care (Waynforth, 2012a), and the 
emergence of a ‘sandwich’ generation and intergenerational care (Vlachantoni et al., 2019).

7.3	 IDENTIFYING COHORT STUDY CONTRIBUTIONS 

Our work is undertaken as part of a larger systematic review (see Villadsen et al., forthcom-
ing), which focussed on identifying impactful publications from the NCDS and BCS70 pub-
lished since 1980. A total of 287 journal articles, theses, books and book chapters, and reports 
and working papers were identified within our systematic review as exploring families and 
family transitions using NCDS data, and of these, 156 were indexed on the Web of Science, 
which predominantly reflects peer-reviewed publications, allowing us to conduct further sci-
entometric analyses on this subset (see Section 7.8). Meanwhile, a total of 138 journal articles, 
theses, books and book chapters, and reports and working papers were identified as exploring 
families and family transitions using BCS70 data and published after 1980, and several of 
these also used data from other studies including the NCDS. Of these, 70 were indexed on the 
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Web of Science. Here, we explore the findings of some of the most highly cited studies among 
those found through the systematic search. We also include findings from studies known to the 
authors which are not among the most highly cited, and reports from a small number of studies 
published more recently that have received a number of citations within their first years since 
publication, and that we expect may be particularly impactful in this field in the future (e.g., 
Bernardi and Boertien, 2017; Bramley and Fitzpatrick, 2018; Golsteyn and Magnée, 2017; 
Lacey et al., 2014). Findings are explored according to a number of substantive topic areas in 
which the studies have made particularly significant contributions. 

7.4	 FAMILY DISSOLUTION AND OUTCOMES FOR CHILDREN 

7.4.1	 NCDS Contributions 

With respect to family transitions and demographic circumstances, a substantial contribution 
of the NCDS has been in understanding the impact of parental separation on children, both 
in the short term and for adult life (e.g., Bhrolcháin et al., 2000; Chase-Lansdale et al., 1995; 
Cherlin and Furstenberg, 1991; Cherlin et al., 1995; Cherlin et al., 1998; Cheung, 1998; Elliott 
and Richards, 1991a, 1991b; Ely et al., 1999; Furstenberg and Kiernan, 2001; Kiernan, 1997; 
Kiernan and Cherlin, 1999; Kiernan and Mueller, 1998; Mandemakers et al., 2010; Rodgers et 
al., 1997; Sigle-Rushton et al., 2005; Sohn, 2004; Thomas and Högnäs, 2015; Wadsworth and 
Maclean, 1986). A seminal paper in this field was a cross-cohort longitudinal study examining 
the impact of divorce on NCDS children, as well as on children born between 1965 and 1969 
in a smaller US-based study (the National Survey of Children or NSC; n = 2,279) (Cherlin and 
Furstenberg, 1991). The study examined if and how parental separation occurring between 7 
and 11 years in the NCDS (and between 7–11 years and 11–16 years in the NSC) impacted on 
children’s outcomes, concluding that, although the impact appeared generally negative with 
respect to behavioural and conduct problems, as well as in terms of educational achievement, 
much of the impact was explained by pre-existing problems in these areas, a conclusion that 
was also reached in several further NCDS papers on the topic (Chase-Lansdale et al., 1995; 
Cherlin et al., 1995; Cherlin et al., 1998; Kiernan, 1997; Thomas and Högnäs, 2015). 

As NCDS children reached their 11th birthday, the 1969 Divorce Reform Act was passed, 
and enacted in 1971, giving additional grounds for divorce and leading to an increase in the 
number of divorces nationwide. The impact of divorce continued to be studied by a number of 
researchers, although despite parental divorce becoming increasingly commonplace between 
the childhoods of 1958 and 1970-born cohort, there was little discernible difference in the esti-
mated impact over time (Sigle-Rushton et al., 2005). Later explorations showed that children 
of divorced parents may be more likely to leave the parental home earlier in young adulthood 
because of conflict than young people whose parents’ relationship remained intact, and were 
more likely to experience early and/or unmarried parenthood (Bhrolcháin et al., 2000; Cherlin 
et al., 1995), partnership dissolution (Kiernan, 1997; Kiernan and Cherlin, 1999; Kiernan and 
Mueller, 1998), as well as persistent disparities in mental health in later life (Chase-Lansdale 
et al., 1995; Cherlin et al., 1998;  Rodgers et al., 1997). Further evidence on family dissolution 
in relation to transitions to adulthood is discussed in Section 7.5. Children of divorced parents 
were also shown to experience poorer labour market outcomes (Fronstin et al., 2001). 
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Adverse outcomes were by no means synonymous with experience of divorce and the 
majority of children whose parents divorced did not experience these outcomes (Bhrolcháin 
et al., 2000; Chase-Lansdale et al., 1995; Cherlin et al., 1995; Cherlin et al., 1998). Some 
studies also demonstrated that adverse impacts tended to attenuate as NCDS children moved 
further into adulthood (Rodgers et al., 1997), and most impacts appeared to operate indirectly 
through mediating circumstances (Kiernan, 1997; Kiernan and Cherlin, 1999). However, this 
was not the case for all outcomes, with one recent study suggesting that the impact of child-
hood divorce cast a long shadow on cohort members’ mental health and feelings of suicidal 
ideation at age 45, substantially raising the odds of suicidal ideation by over six times that of 
cohort members who did not experience childhood divorce, although this was mediated by 
subsequent adult life events (Stansfeld et al., 2017). 

Earlier findings (based on analyses of the earlier 1946 birth cohort) suggesting that the 
impact of divorce on later life mental health was worse for females than males were not rep-
licated in some later studies using NCDS data (Rodgers et al., 1997), although the differences 
by gender for other outcomes were found in other studies (Bhrolcháin et al., 2000; Stansfeld 
et al., 2017). Instead, studies pointed towards the impact of divorce being a complex blend of 
selection and socialisation (Bhrolcháin et al., 2000; Furstenberg and Kiernan, 2001). Overall, 
NCDS studies contributed to a reframing of the debate around family structures and transi-
tions, highlighting that the quality of relationships within families was more important than the 
structure of family units in determining child outcomes.

7.4.2	 BCS70 Contributions 

BCS70 data have continued to reframe our understanding of the consequences of changing 
family structures on outcomes, both in terms of exploring the impact of cohort members’ 
parents’ union dissolution (e.g., Bernardi and Boertien, 2016, 2017; Ely et al., 1999; Lacey 
et al., 2014; Mandemakers and Kalmijn, 2014; Sigle-Rushton et al., 2005) as well as the 
transition patterns into and out of partnerships among cohort members themselves (Lau, 2012; 
Steele et al., 2006a; Steele et al., 2006b). Building on earlier explorations with NCDS data, 
a key question for researchers is whether the impact of partnership dissolution on children has 
attenuated over time, given that experience of parental separation has become a much more 
commonplace circumstance for children. Sigle-Rushton and colleagues examined whether 
1970-born children were less susceptible to the negative impact of parental separation com-
pared to 1958-born children both in the short term (age 10/11) and long term (age 30/33). 
Their results unexpectedly suggested that there was little change in the magnitude of the effect 
between cohorts and that children who experienced the separation of their parents were more 
likely than other children to experience malaise, to report having no qualifications, and to 
report being in receipt of means-tested benefits in adulthood. A similar finding, looking across 
three birth cohorts (1946, 1958 and 1970) was uncovered when exploring the impact of paren-
tal separation on educational outcomes in childhood, where again theorised secular changes 
in the impact of divorce were not observed (Ely et al., 1999). Later researchers have focussed 
on how the impact of divorce on childhood educational outcomes varies by childhood soci-
oeconomic circumstance, finding that impacts can be greater for children from wealthier 
backgrounds, who tend to experience a greater income ‘shock’ as a result of divorce (Bernardi 
and Boertien, 2016), although this is also sensitive to the educational level of both parents 
(Mandemakers and Kalmijn, 2014). BCS70 data suggest there exists little socioeconomic 
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gradient in the impact of divorce on childhood educational attainment among those children 
who remain resident with fathers, where the impact on the material circumstances of children 
are more muted (Bernardi and Boertien, 2017). Finding better ways of supporting children and 
breaking the link between parental separation and poorer educational attainment could have 
far-reaching consequences, including reducing levels of adult psychological distress, given 
that poorer childhood educational attainment is found to be a particularly important mediator 
in explaining adult psychological distress among children from separated families (Lacey et 
al., 2014). 

BCS70 data also illuminated a number of factors that could promote resilience among chil-
dren who experience family dissolution; for example, one study found that children who were 
breastfed were substantially more resilient to some of the psychosocial stresses experienced 
during family break-up even after accounting for a number of controlling factors, with the 
researchers theorising that breastfeeding was a marker of exposure to other maternal charac-
teristics (Montgomery et al., 2006).

Although BCS70 data have illuminated that the link between parental separation and poorer 
outcomes has remained relatively stable over time, other secular changes in partnership forma-
tion and dissolution patterns have been identified. Cohabitation was shown to be an increas-
ingly accepted and stable union in which to raise children among BCS70 women compared 
to the earlier 1958-born cohort (Berrington, 2003; Steele et al., 2006a), with cohabitation 
before marriage found to neither raise nor decrease the risk of marital dissolution compared 
to directly entering a marriage (Steele et al., 2006b). Explorations of cohabitation by sexual 
orientation have found that same sex cohabiting unions have higher hazards of dissolution than 
is the case for opposite sex cohabiting unions and marriages (Lau, 2012); the increased societal 
acceptance of same sex unions, as evidenced by the enactment of legalisation allowing same 
sex marriage in 2014, may mean that such differentials attenuate in future explorations. 

7.5	 FAMILY STRUCTURE AND TRANSITIONS INTO 
ADULTHOOD 

7.5.1	 NCDS Contributions

The extensive data collected on families of origin, and on partnership, parenting, housing 
and labour market histories have enabled important research on young people’s experience 
of transitions into adulthood. Early investigations focussed on the way in which childhood 
circumstances shape the timing, sequence and context of becoming an adult. The same period 
(1970–90) during which cohort members moved from adolescence into becoming teenagers 
and young adults corresponded to a substantial increase in the number of lone parent and 
blended families (step-parent families) (Kiernan, 1992). Kiernan and colleagues’ examination 
focussed on the way in which family structure during childhood influenced cohort members’ 
own transitions to adulthood up to age 23, finding that young women growing up in blended 
families and lone parent families were particularly vulnerable to early transitions to parent-
hood and partnership relative to those growing up in intact families; for young men, living 
in a blended family was associated with early transitions relative to lone and intact parent 
families (Kiernan, 1992). This theme of family disruption and its impact on the lifecourse 
trajectories of NCDS children was developed by a number of other researchers (Berrington 
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and Diamond, 1999; Bhrolcháin et al., 2000; Buchanan and Flouri, 2001; Cherlin et al., 1991; 
Cherlin et al., 1995; Cherlin et al., 1998; Dearden et al., 1994; Furstenberg and Kiernan, 2001; 
Kiernan and Cherlin, 1999; Sheppard and Sear, 2012; Sigle-Rushton et al., 2005). 

Among some researchers, a key focus has been on understanding the extent to which the 
impact of family dissolution is in fact due to poorer family relationships and circumstances 
preceding dissolution, rather than family break-up itself (Bhrolcháin et al., 2000; Furstenberg 
and Kiernan, 2001; Kiernan, 1992). For example, some studies found that the experience of 
teenage fatherhood was more strongly driven by childhood experiences of poverty rather than 
changes in family structure or family functioning (Dearden et al., 1994). Later studies often 
omitted family structure factors from models exploring transitions to adulthood altogether 
in favour of broader constructs around family function or family disruption (Dearden et al., 
1995; Hobcraft, 2008). Although, on family dissolution in particular, some studies continued 
to find that family dissolution experienced during childhood exerted an impact on the timing 
of adulthood transitions experienced by cohort members even after controlling for a number 
of contextual predictors. However, often the timing and circumstances of family dissolution 
were of particular importance, as were the circumstances or status of the transition marker 
itself (Steele et al., 2005). For example, very early experience of family dissolution led to 
early fatherhood, although experiences of family dissolution occurring later in childhood 
showed a weaker trend (Sheppard and Sear, 2012). Meanwhile, NCDS cohort members who 
had experienced divorce during childhood were also likely to exit from their childhood home 
quicker than those cohort members from intact families, but only where exit from the parental 
home was for reasons other than partnership (Holdsworth, 2000). NCDS studies provided 
evidence that the impacts of family dissolution on children’s later lifecourse trajectories were 
complex and multidimensional, but again suggested that any negative associations attenuated 
once preceding factors, and mediating pathways, were accounted for. 

Kiernan and colleagues’ work (including Kiernan, 1992) also provided a basis for exploring 
the circumstances of transitions to parenthood and partnership and the relationship with child-
hood factors more broadly. NCDS cohort members were among the first cohorts to cohabit 
with partners in large numbers before entry into marriage, but even more significantly, to 
spend long periods in cohabiting relationships. Investigations of childhood antecedents sug-
gested that cohort members’ own family structures were associated with decisions on whether 
to marry or cohabit (Berrington and Diamond, 2000; Steele et al., 2006a), as well as whether 
to transition between cohabitation and marriage (Berrington, 2001; Steele et al., 2006b). 
Experiencing parental separation was found to raise the risk of cohort members subsequently 
experiencing relationship dissolution (Steele et al., 2005), although this effect may be medi-
ated through other routes including later lifecourse experiences, lower levels of education, 
early age at marriage, and increased propensity to cohabit (Berrington and Diamond, 1999, 
2000; Steele et al., 2006a). The impact of other forms of disruption and adversity, including 
experience of childhood mental ill-health, have also been explored as antecedents of the timing 
of partnership and parenthood. For example, cohort members who experienced mental health 
issues were 12 per cent less likely to be married or cohabiting at age 33, and were 8 per cent 
less likely to be with the same partner at age 42 as at age 33 (Goodman et al., 2011). 
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7.5.2	 BCS70 Contributions

Studies using BCS70 data illuminate the way in which the lifecourse patterns of later born 
cohorts have shifted from the dominant traditional trajectories towards more diverse trajec-
tories (Ross et al., 2009), a marked shift over time, particularly among women (McMunn et 
al., 2015). In the NCDS cohort, entry into cohabitation was more common for women from 
more privileged social class backgrounds. As discussed by Berrington and Diamond (2000), 
the greater prevalence of premarital cohabitation among those from more advantaged back-
grounds results in part from periodic increases in the acceptability of cohabitation between 
the mid-1970s and mid-1980s. Women from wealthier class backgrounds were more likely to 
have delayed entry into first partnership into their later 20s, and in the 1980s were facing the 
decision of whether to marry or cohabit at a time when cohabitation was more common. By 
the time the 1970 birth cohort began forming partnerships, cohabitation had become firmly 
established as a majority practice, and the proportion of those who chose to cohabit rather than 
marry as their first event is more similar across social class backgrounds. Berrington (2003) 
showed that lone parenthood and entry into cohabitation increasingly replaced shot-gun mar-
riages as the result of pre-partnership pregnancy. However, Berrington (2003) also notes that 
within-cohort differences in the sequencing of family events in young adulthood according to 
social class background can be just as large, if not larger, than inter-cohort differences. Her 
study found significantly higher levels of childbearing within cohabitation among those from 
poorer socioeconomic backgrounds. Earlier transitions to adult roles, including partnership 
and parenthood, are associated with an increased risk of experiencing psychological distress 
in adulthood, but so is failing to make some key transitions (Sacker and Cable, 2010). Later 
studies have revealed that many of the lifecourse transition pathways follow values and 
attitudes reported by cohort members earlier during childhood, with cohort members aged 
16 who answer positively about the importance of marriage and having children of their own 
lives being much more likely to have attained these transition markers by age 34 (Finlay et 
al., 2015). Later in life, BCS70 data have been used to demonstrate that the improved mental 
wellbeing resulting from living with a partner not only applies to those who are married, but 
also to those in cohabiting relationships (Perelli-Harris and Styrc, 2018). 

7.6	 BECOMING A PARENT: TIMING AND PARTNERSHIP 
CONTEXT 

7.6.1	 NCDS Contributions

The context of the timing of parenthood changed substantially over the lifecourse of NCDS 
cohort members; the first legal abortions in England and Wales were performed in 1968 and 
the contraceptive pill was made available to unmarried as well as married women for the first 
time in 1967. However, levels of teenage motherhood also spiked in the 1970s as the cohort 
members themselves became teenagers, and the timing of parenthood has been of intense 
interest to researchers using data from both cohorts, being increasingly recognised as a marker 
of social polarisation. Researchers have variously examined levels and determinants of teenage 
and early parenthood (Kiernan, 1996; Kiernan et al., 1995; Kneale et al., 2013; Manlove, 1993, 
1997; Nettle et al., 2013), as well as later and postponed parenthood (Berrington and Pattaro, 
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2014; Kneale, 2010; Kneale and Joshi, 2008; Schoon et al., 2009; Simpson, 2009), and child-
lessness (Kneale and Joshi, 2008; Simpson, 2009). These have often focussed on multiple 
cohorts, exploring continuities and differences in the antecedents of parenthood. 

Around 12 per cent of the 1958-born cohort experienced a birth before the age of 20, 
although this was strongly demarcated by experience of childhood poverty, and just 8 per 
cent of women who became teenage mothers did not experience poverty compared to 52 per 
cent of women who gave birth between the ages of 23 and 32 years (Hobcraft and Kiernan, 
2001). Poverty is just one of a number of determinants of early parenthood identified includ-
ing the age at which cohort members’ own parents gave birth, cohort members’ own fertility 
intentions and desires, and the extent to which their parents held high aspirations for future 
educational and career trajectories (Kiernan, 1996; Kiernan et al., 1995; Kneale, 2010; Kneale 
et al., 2013; Manlove, 1993, 1997; Nettle et al., 2013). A number of studies have focussed 
on the impact of educational achievement and its relationship with the timing of parenthood. 
Half of women with no qualifications were estimated to be mothers at age 22, but less than 1 
in 20 women with tertiary qualifications were mothers at this point (Kneale and Joshi, 2008). 
Popular speculation about the growing numbers of graduate women had led to the inflation of 
estimates of future rates of childlessness. NCDS data were used alongside BCS70 data to show 
that graduate women exhibited consistency in their childbearing intentions; that any effect that 
was being witnessed was more likely to be a postponement of parenthood as opposed to an 
avoidance; and that the most striking postponement was being witnessed among graduate men, 
as opposed to graduate women (Kneale and Joshi, 2008). The repeated measures of fertility 
intentions meant that the NCDS provided a unique opportunity to examine how family size 
preferences develop in adolescence and become intentions in young adulthood, and how fer-
tility intentions are modified across the lifecourse as a result of other lifecourse transitions and 
events. Berrington and Pattaro (2014) found that parental characteristics (e.g., maternal age at 
first birth) and socialisation in childhood (e.g., sibling group size, parental expectations for the 
respondent’s education) affected both the desired timing of entry into parenthood and number 
of desired children. Family size intentions as reported at age 23 were revised downwards in 
young adulthood as individuals experienced more of life, entering the labour market and seeing 
for themselves the economic and non-economic opportunity costs that childbearing entailed. 
At age 46, mean completed family size (1.76 and 1.91 for men and women, respectively) was 
significantly lower than that intended at age 23 (2.23 and 2.30, respectively). In total, just 36 
per cent of men and 43 per cent of women achieved their intended number of children, with 
correspondence greatest for those who wished to remain childless and those who intended two 
births. There was a tendency to under-achieve fertility intentions, especially among those who 
originally intended larger families.

In addition to exploring the antecedents around the timing of parenthood, there have been 
a number of attempts to understand the outcomes of early or later parenthood on cohort 
members’ outcomes. Power and colleagues explored the factors shaping health inequalities 
during young and mid-adulthood, finding that (early) age at first motherhood was an impor-
tant explanatory factor and driver of much of the observed health inequalities between social 
classes that emerged (Power et al., 1998). Other explorations have also examined the outcomes 
of early parenthood, generally observing that mediating factors could not fully explain dis-
parities in labour market, demographic and health outcomes (Chevalier and Viitanen, 2003; 
Hobcraft and Kiernan, 2001; Hope et al., 1999; Kaplan and Mascie-Taylor, 1992; O’Connor, 
1997). In the case of labour market outcomes, for example, the impact of teenage motherhood 



The 1958 and 1970 British birth cohort studies and lifecourse research  91

was estimated to lead to a decrease in adult wages of between 5 and 22 per cent (Chevalier and 
Viitanen, 2003). 

7.6.2	 BCS70 Contributions

Although earlier cross-cohort comparisons revealed that BCS70 cohort members were post-
poning childbearing, later explorations of the BCS70 cohort investigated the extent of recu-
peration of childbearing at later ages. Berrington (2017) showed that a significant proportion 
of childless women at age 30 intended to have children but of those women who intended to 
become mothers, almost one-third remained childless. When asked at age 42 for reasons why 
they had not had any biological children, career ambitions were rarely cited as a driver of 
childlessness. Instead, many childless cohort members reported that they had not found the 
right partner, or that they did not want to have children (Berrington, 2017). While the fertility 
histories of BCS70 cohort members suggests a significant postponement of parenthood, evi-
dence from cohort members during childhood also finds that children raised by older mothers 
exhibited no demonstrable adverse outcomes, and may in fact show modest advantages 
(Pollock, 1996).

Alongside postponement of parenthood, a major shift that occurred in patterns of child-
bearing in the UK demonstrated by the BCS70 cohort was the changing nature of partnership 
context and in particular the shift from time spent in direct marriages to time spent in cohab-
itation even when compared to the 1958 cohort born just 12 years earlier (Berrington, 2003; 
Hobcraft, 2008). BCS70 data have also been used to identify some of the specific factors 
associated with accelerated entry into parenthood. One study focussed on childhood factors, 
but found that early antecedents often fail to explain a very large part of the variation in timing 
of entry to parenthood or much of the gender or cohort differences in parenthood behaviours, 
although taking a more nuanced approach to examine gender-specific pathways did uncover 
specific routes, for example, that girls were more susceptible to lack of high parental interest 
(in education), which in turn increased the likelihood of experiencing motherhood before age 
24 (Hobcraft, 2008). Relationships between cohort members and their parents during adult-
hood have also been explored in terms of their impact on fertility decisions, with the evidence 
suggesting that cohort members’ greater proximity to their parents hastened transitions to 
parenthood; however, this was not conditional on reports of financial help or assistance with 
childcare, and simply the presence of a supportive (grand)parent was associated with a higher 
likelihood of childbearing (Waynforth, 2012a).

The age at first parenthood has become more socially polarised over time, and the BCS70 
study has been used to explore consequences of this change. Just under 10 per cent of cohort 
members were themselves born to a teenage mother, and were much more likely to experience 
social disadvantage in childhood (Cheesbrough, 2003; Wadsworth et al., 1984). Despite these 
inauspicious starts, it was in fact cohort members born to older mothers in the BCS70 who 
tended to have lower childhood cognitive ability scores (Goisis et al., 2017). In more recent 
cohorts, this trend has reversed and having an older mother is positively associated with 
cognitive ability, due to postponed parenthood being increasingly associated with socially 
advantageous characteristics (Goisis et al., 2017). Consequently, many BCS70 studies have 
focussed on the antecedents of teenage parenthood, finding that cohort members with lower 
and declining cognitive ability in middle childhood were at elevated risk of becoming teenage 
mothers (Feinstein and Bynner, 2004). However, although the risk of teenage motherhood 
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generally increases among girls with an array of different indicators of social disadvantage, 
studies also suggest that there remain high levels of unexplained variance, and that the greatest 
(absolute) level of teenage motherhood arises among girls with only low or moderate risk 
profiles (Kneale et al., 2013).

Evidence from the BCS70 shows that much of the outcomes of young parenthood result 
from the selection into young parenthood of men and women from poorer socioeconomic 
backgrounds. For example, for young women from more disadvantaged backgrounds, teenage 
parenthood may not introduce additional labour market penalties, when econometric methods 
are used to take selection into teenage motherhood more fully into account (Goodman et al., 
2004). However, in other papers, a number of associations with negative outcomes have been 
shown to remain for both mothers and fathers (Berrington et al., 2005a; Borgoni et al., 2015). 
Among men, teenage fatherhood is found to increase the risk of being unemployed, living in 
social housing, of being in receipt of means-tested benefits, and of experiencing malaise at 
age 30 (Berrington et al., 2005b; Sigle-Rushton, 2005). For women, among other outcomes, 
econometric models show that teenage motherhood increases the chances of a woman partner-
ing with a poorly educated and unemployment-prone man (Ermisch and Pevalin, 2005), while 
graphical chain models identified a higher risk of poor mental health (Borgoni et al., 2015). 

Finally, as well as examining the antecedents of parenthood, researchers using BCS70 data 
have explored how different parenting styles and relationships between parent and child were 
associated with the development of conduct problems among cohort members, finding that 
children who experienced a more authoritarian parenting style were at greater risk of child-
hood conduct problems (Thompson et al., 2003), with parenting style and relationships having 
far-reaching impacts, and cohort members with weaker parental relationships in childhood 
also being at higher risk of mental health problems in adulthood (Morgan et al., 2012). 

7.7	 MOTHERHOOD AND LABOUR MARKET OUTCOMES

7.7.1	 NCDS Contributions 

Studies of NCDS data to explore the relationship between labour market outcomes and demo-
graphic transitions have been extensive and impactful (Dex et al., 1998; Graham Helen, 2012; 
Joshi, 1985; Joshi and Paci, 1998; Viitanen, 2004; Waldfogel, 1994; Waldfogel et al., 1993). 
Motherhood is one important theme. Studies have illuminated the wage penalty that NCDS 
mothers faced, both in terms of gender and motherhood status, with mothers at age 33 found to 
earn only 64 per cent of men’s pay, while non-mothers were earning 84 per cent (Waldfogel, 
1998). Earlier studies expressed some optimism that this wage penalty may attenuate with 
legislation introducing job-protected maternity leave in 1993 (Waldfogel, 1995), given that 
women with employment continuity were found to be as well paid as childless women at age 
33, although wages remained below those of men (see Joshi et al., 1999). Subsequent investi-
gations indicated that the gains from these policies were far from uniform (Joshi et al., 1996), 
and that mothers continued to experience substantial penalties in wages (Viitanen, 2014), 
particularly those who gave birth as teenagers (Chevalier and Viitanen, 2003). Some studies 
emphasised that early experiences of disadvantage set women into long-term employment, 
marriage and parenthood biographies that then intensified existing disparities (McDonough et 
al., 2015; Schoon et al., 2012). However, the studies also helped to unpick the nuance between 
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different early lifecourse exposures and later outcomes. For example, among NCDS women 
who grew up in lone parent families, those where the mother did not work were less likely than 
those growing up in two-parent families to experience later educational and labour market suc-
cesses; in contrast, among women who grew up in lone parent families with a mother in con-
tinuous employment, the adverse impacts usually associated with lone parenthood attenuated 
entirely when compared with cohort members who grew up in intact families (Kiernan, 1996).

Some of the impacts of motherhood uncovered were also tied to a lack of recognition for 
women’s skills and contribution in the labour market (Bynner et al., 1996) and the division 
of labour and broader power dynamics in the home (Ward and Dale, 2008; Graham Helen, 
2012). Later explorations suggested that the age at entry into motherhood (Macran et al., 
1996), whether or not she possessed occupational qualifications (Elliott, 2001; Macran et al., 
1996) and whether she returned to full- or part-time work (Macran et al., 1996; Prowse, 2006), 
moderated the extent to which mothers experienced a penalty on earnings. Implicitly, these 
same characteristics also moderated the extent to which mothers were advantaged by policy 
changes and employer provisions to support working mothers (Macran et al., 1996). Analyses 
comparing NCDS maternal employment trends across time with other UK cohorts suggested 
that while growing numbers of women remained in full-time employment, and that the work–
family lifecourse patterns were increasingly similar between men and women, high levels of 
part-time working and career breaks remained common among younger cohorts of women, 
suggesting labour market detachment was a persistent phenomenon (McMunn et al., 2015). 
Increasingly, the impacts of motherhood and the disruptions to labour market attachment 
that can follow are also being explored across different outcomes, with researchers finding 
negative impacts on health among women whose biographies were associated with earlier par-
enthood and weaker labour market attachment (Lacey et al., 2017; McDonough et al., 2015). 

7.7.2	 BCS70 Contributions

BCS70 women experienced a labour market that offered greater opportunity to juggle mother-
hood and employment compared to earlier cohorts. Many of these opportunities had been pre-
viously restricted; maternity leave had been used as an incentive to attract and retain workers 
mainly in professional roles, with universal maternity leave only being extended to all working 
women in the early 1990s. Women working in professional roles had been expected to be the 
main beneficiaries of changes to maternity leave eligibility and allowances (Smeaton, 2016). 
However, analyses of the work histories of BCS70 mothers found that, when compared with 
the earlier NCDS cohort, occupational polarisation in return to work rates had decreased over 
time, and all mothers were now returning to work at a faster pace (Smeaton, 2016; although 
the enactment of family friendly policies of New Labour would have mainly impacted BCS70 
cohort members having children in their 30s and 40s). Furthermore, the rates of downward 
occupational mobility were also found to be falling between cohorts, with 36 per cent of 
mothers experiencing downward occupational mobility in the 1958 cohort compared with 22 
per cent in the later BCS70 cohort. The relationships between labour market transitions and 
family dynamics have been explored for men as well as women using BCS70 data, as demon-
strated in Bukodi’s study which explored how labour market outcomes shaped whether BCS70 
men (and those of the NCDS) entered into marriage or cohabitation. Her study found that men 
who experienced occupational instability were less likely to enter directly into marriage than 
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cohabitation, and that men who experienced instability early on in their careers were also less 
likely to see a cohabiting relationship transform into a marriage (Bukodi, 2012).

7.8	 BIOLOGY, HEALTH AND FAMILY TRANSITIONS

7.8.1	 NCDS Contributions

Both NCDS and BCS70 studies combine rich social data alongside biological data, and this 
has become an important theme for their outputs. NCDS data were used to examine competing 
hypotheses in theoretical biology in relation to partnership and fertility. For example, exami-
nations of the relationship between height and reproductive and partnership success found that 
taller men were more likely to find a long-term partner and that height was a characteristic 
selected for in recent human evolution (Harper, 2000; Nettle, 2002), although stabilising 
selection also meant that extremely tall men were more likely to be childless (Nettle, 2002); 
among women the association appeared to reverse and tall women were less likely to be 
married (Harper, 2000). Subsequent studies have continued to explore issues in evolutionary 
and human biology relating to partnerships and fertility by focussing on disparities in biolog-
ical characteristics (e.g., height) between NCDS cohort members and their partners. In the 
case of fertility, biological differences between spouses, and particularly differences in height, 
were not as strongly associated with fertility as social factors (Krzyzanowska et al., 2015). 
However, early biosocial factors were found to pattern reproductive behaviour and lead to 
earlier motherhood, with low birthweight, short breastfeeding duration, maternal separation 
during childhood, frequent residential moves and a lack of paternal involvement all predicting 
earlier parenthood, with all robust to the effect of socioeconomic status apart from low birth-
weight (Nettle et al., 2010; Nettle et al., 2011). 

Ploubidis et al. (2015) examined the link between lifetime partnership status and objective 
biomarkers of health captured among the members of the NCDS in their mid-40s. They found 
that couples who married in their 20s and early 30s, and remained married, had similar meas-
ures of objective health status to unmarried couples living together, and that middle-aged men 
and women who had separated or divorced but then re-partnered were also no more likely than 
those who remained married to have cardiovascular or respiratory health problems in early 
middle age. Those who had never married nor lived with a partner had the highest average risk 
of cardiovascular disease and respiratory problems.

An extensive literature on family transitions and mental health using the NCDS study is not 
covered here, though some other sections of this chapter make reference to this (e.g., on family 
dissolution in Section 7.4).

7.8.2	 BCS70 Contributions

BCS70 data have been used to examine the relationship between family transitions and phys-
ical and mental health across a variety of domains. Unlike in NCDS, BCS70 collected direct 
measures of maternal mental health during the childhood of the cohort members. Early in the 
lifecourse, among mothers of BCS70 cohort members, mothers of twins were much more 
likely to report malaise scores indicative of depression than mothers of singletons of the same 
age; furthermore, mothers of twins as well as mothers of singletons closely spaced in age were 
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at higher risk of experiencing depression than mothers of children widely spaced in age or 
mothers of a single child (Thorpe et al., 1991). 

A more common theme of a number of studies using BCS70 is how non-normative family 
building patterns are both an antecedent as well as an outcome of adverse health outcomes. 
Beginning with birthweight, researchers have found that cohort members born to an unmarried 
parent had lower birthweights, and were at greater risk of adverse birth outcomes (Golding 
et al., 1986). Moving into childhood, an early study exploring how family composition 
influenced child health suggested that five-year-old children living in either lone parent or 
step-parent families were at a greater risk of experiencing childhood accidents than children 
living with two natural parents, with nearly twice the proportion of children in both stepfam-
ilies and single-parent families being admitted to hospital after accidents (Wadsworth et al., 
1983); children with younger mothers were also found to be at increased risk of accidents 
(Stewart-Brown et al., 1986). Later studies also suggested that being raised in one-parent 
families was associated with an earlier age at puberty (Waynforth, 2012b). Family dynamics 
and the quality of relationships in the home were found to cast a long shadow over the health 
of BCS70 children, and those who reported poorer relationships with their parents at age 
16 were more likely to report a greater number of physical health problems in adulthood 
(Stewart-Brown et al., 2005).

Health in childhood has been found to influence family building patterns in a number of 
ways. For example, researchers have been interested in exploring the longer-term impacts of 
childhood obesity, particularly given that childhood obesity rates in the UK have risen signif-
icantly. Viner and Cole (2005) examined the impact of childhood obesity across a range of 
outcomes, finding that children who were obese in childhood only, but not in adulthood were 
able to avoid many of the negative impacts across different lifecourse domains. However, 
for women, persistent obesity from childhood not only raised the risk of never having 
been employed up to age 30 years, but also of not having a partner (Viner and Cole, 2005). 
Similarly, lifecourse trajectories involving earlier parenthood and long-term homemaking 
among women were found to be increasingly associated with a greater risk of becoming obese 
during adulthood. Women following these pathways recorded increases in their BMIs (body 
mass index) between age 16 and 42  of 6.69 kg m–2 compared with 4.51 kg m–2 for women 
who entered motherhood later after sustained periods of employment (Lacey et al., 2017). The 
data also showed that these lifecourses were becoming increasingly polarised both in terms of 
social characteristics as well as health implications for the 1970-born cohort compared to the 
earlier 1946- and 1958-born cohorts. 

7.9	 UNDERSTANDING THE CONTRIBUTION OF NCDS AND 
BCS70 STUDIES IN ALTERNATIVE WAYS

An alternative way of identifying the impact of research besides citations is to look at mentions 
of work in other media, including news outlets and Twitter. Altmetric is a private company that 
collects metrics that go far beyond traditional citations and collects mentions on various social 
media platforms to provide a broader picture of the impact of recent scholarly publications 
(Ram, 2017). Although by its nature, these metrics are disproportionately weighted towards 
more recent publications, in this section we nevertheless highlight some of the publications 
generating most attention by these metrics, sometimes in quite unexpected audiences. This 
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includes a study by Rohrer et al. (2015), which examined a long-standing question of interest 
to developmental psychologists around whether an individual’s position in a family and the 
presence of older and younger siblings has a long-term impact on personality. The findings 
from the study, which drew on NCDS data alongside data from the USA and Germany, con-
tradicted long-standing beliefs that birth order has a lasting impact on the five big personality 
traits (extraversion, emotional stability, agreeableness, conscientiousness and imagination). 
As well as being covered in 119 news stories published by 94 news outlets globally, the find-
ings were tweeted extensively by users globally (with a quarter of tweets originating from the 
USA). 

These metrics can also identify ways in which studies have contributed to policy develop-
ment. We know that, for example, findings from the NCDS and BCS70 on antecedents and 
outcomes of early parenthood informed the development of the UK Government’s Teenage 
Pregnancy Strategy (Social Exclusion Unit, 1999) as well as subsequent government strate-
gies to reduce teenage parenthood (DfES, 2006). Use of Altmetric also reveals that findings 
from the NCDS on the impact of teenage childbearing on the probability of post-compulsory 
education (Chevalier and Viitanen, 2003) were drawn upon by different policy sources 
worldwide including, for example, the Brookings Institute in evaluating Jamaica’s policy 
for reintegrating school-age mothers back into education (Kennedy, 2017). Another study by 
Hertzman et al. (2001), which examined the role of family transitions, among other lifecourse 
transitions, in shaping self-rated health in mid-adulthood among NCDS cohort members, 
has been used to inform work by the National Academy of Sciences (NRC, 2004) and the 
Centers for Disease Control (Brennan Ramirez et al., 2008), as well as more recently the 
World Health Organization’s work on understanding the social determinants of health (Lee et 
al., 2011). Goisis and colleagues’ (2017) paper drawing on three cohort studies to understand 
the changing impact of maternal age on children’s cognitive ability also attracted a notably 
high Altmetric score. The study found that a previously negative association between older 
maternal age and children’s cognitive ability observed among children born in 1958 and 
1970 reversed for children of the Millennium birth cohort born in 2000/1. The study gained 
substantial media attention, being reported across 60 media outlets and contributing to debates 
around the world on whether there is ‘a right time to have a baby’ in a diverse range of outlets 
from Spanish language newspaper El Pais, through to Cosmopolitan magazine. The authors 
explained that their findings reflected the changing characteristics of older mothers, and that 
where older age at motherhood had previously signified higher parity and socioeconomic 
disadvantage, among younger cohorts older age was associated with postponement of child-
bearing and socioeconomic advantage. 

Finally, textual analysis of title and abstract information can also shed light on how the 
cohort studies have contributed to the understanding of family transitions, and how this has 
changed over time. Using the example of the literature identified using BCS70 (Figure 7.1), 
we observe that earlier studies focussed on the relationship between conditions and events 
of childhood such as accidents or hospital admissions and their relationship to maternal age. 
However, as the cohort members have transitioned to adulthood, the focus has shifted towards 
understanding patterns of marriage, cohabitation and partnership formation and fertility; links 
between these and terms reflecting class, employment and gender can also be observed as 
researchers have sought to investigate these links more closely. Later publications have started 
to switch focus and recent publications have focussed more closely on childbearing postpone-
ment and childlessness as the BCS70 cohort approached their mid-40s. 



Figure 7.1	 The changing focus on BCS70 family transition studies over time
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7.10	 DISCUSSION

In this chapter we have attempted to synthesise the contribution of the 1958- and 1970-born 
birth cohort studies to lifecourse research on family transitions through focussing on the find-
ings of some of the most highly cited studies in the area. However, we recognise that this way 
of understanding the contribution of the cohort studies accounts for only a very small number 
of the total publications, and only a partial understanding of the contribution of the cohort 
studies, which is multifarious, complex and long-standing, certainly pre-dating our focus on 
studies published after 1980. In addition, the contribution of the studies to working papers, 
policy reports, books, PhD theses and teaching materials will almost certainly be underrepre-
sented, despite the extensive searching that underpins a systematic review from which much 
of the material derives (Villadsen et al., forthcoming). Nevertheless, through partially lifting 
the lid on the contributions of both the NCDS and BCS70 in this chapter, we can start to 
understand some of the ways in which both cohorts have changed our understandings of family 
transitions.

The literature reviewed demonstrates the importance of the historical context within which 
the cohorts grew up and uncovers some of the effects of major social change. For example, 
the divorce legislation of the early 1970s meant that the 1958 cohort were one of the first 
that experienced parental divorce during adolescence, but this experience was much more 
common, and experienced much younger, during the childhoods of the 1970 cohort, although 
traditional family structures still remained the norm. Cohabitation prior to marriage was on the 
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increase as the 1958 cohort came of age, and became an increasingly common form of union 
in which to have children by the time the 1970 cohort were having children. 

As well as documenting and assessing the antecedents and effects of social change, the 
results from both studies have also helped to define their meaning and to challenge some of the 
prevailing social attitudes of the day, such as those which characterised demographic trends 
like postponement of childbearing, teenage motherhood, family dissolution, cohabitation and 
maternal employment as pernicious and societally harmful. These were attitudes that often 
served to stigmatise or stifle the participation of different groups, and particularly women, in 
social and economic life. 

While the value of the many cross-cohort comparisons generated by the 1958 and the 
1970 cohorts is abundantly clear, they also point to the future, in two senses. First, they raise 
questions about what will be the effects of new patterns of behaviour and social norms among 
younger generations, such as remaining longer in and returning to the family home, as well as 
new relationship forms such as ‘living apart together’. Comparisons with younger cohorts that 
are only now entering adulthood such as the Next Steps and the Millennium Cohort Study will 
be extremely valuable in this respect. Second, we can also anticipate that in the future both the 
1958- and 1970-born studies, independently and comparatively, will also offer opportunities 
for understanding later life family transitions, such as entry into grandparenthood or experi-
ence of widowhood. While the nature of these transitions cannot yet be foreseen, we can be 
confident that explorations of the lives of both the NCDS and BCS70 members will continue 
to redefine our understanding of key demographic family transitions.
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8.	 Understanding families’ lives across the 
lifecourse: the value of panel studies. 
Understanding Society: The UK Household 
Longitudinal Study
Michaela Benzeval

8.1	 INTRODUCTION

The lifecourse paradigm is now the cornerstone of much research across the social and health 
sciences and draws on longitudinal studies as its foundation (Mayer, 2009). At its centre is the 
study ‘of age-graded patterns that are embedded in social institutions and history’ (Elder et al., 
2003, p. 4). Originating in sociology, a range of other disciplines – psychology, economics, 
demography, epidemiology, anthropology, biology, history, geography – have adopted key 
dimensions of the lifecourse approach into their fields (Mayer, 2009; Bernardi et al., 2019). 
Different disciplines place more or less emphasis on different aspects of the lifecourse frame-
work. In economics, the key focus is the way in which people plan their lives across the life 
cycle, for example, smoothing expenditure by saving in periods of high income and dis-saving 
during times of low income (Browning et al., 2016). In epidemiology, the central emphasis is 
on the pathways and critical periods between early life circumstances and later life health (Kuh 
and Ben-Shlomo, 2004). In sociology, a key focus is on the family and social structures within 
time and place in which individuals make decisions about their lives (Elder et al., 2003). In 
demography, researchers investigate birth and death, the start and end of the lifecourse, and 
key dynamics processes, and turning points in between – fertility, migration and marriage 
– in context in time, whether it be age, cohort or period (Uhlenberg, 1996). In psychology, 
researchers are concerned with the internal development of psychological functioning and its 
adaptation as individuals age (Diewald and Mayer, 2009). In geography, there is an emphasis 
on the role of space, time and place in shaping people’s trajectories with a particular emphasis 
on migration (Bailey, 2009). While each discipline has a particular lens on lifecourse research, 
what is more apparent is the commonalities across disciplines and as a result it is perhaps the 
key framework employed in interdisciplinary research (Mayer, 2009; Bernardi et al., 2019). 
Given all of this, it is not surprising that household panel studies play a key role in such 
research within and across disciplines (Brüderl et al., 2019; Giesselmann et al., 2019). 

This chapter outlines themes within lifecourse research that have been conducted with 
Understanding Society: The UK Household Longitudinal Study1 and its predecessor, the 
British Household Panel Survey (BHPS), as a way of highlighting the value of panel studies. 
It begins with a brief description of Understanding Society and its features for lifecourse 
research. In 2019, over 350 papers had been identified and tagged as having a lifecourse 
perspective. A selection of these papers is highlighted below to illustrate lifecourse research 
that has been conducted with the Study. I considered employing different articulations of the 
principles of the lifecourse framework to structure the chapter. Early articulations of the life-
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course framework were based on five broad principles: lifespan development; human agency; 
historical time and geographic place; timing of decisions; and linked lives (Elder et al., 2003). 
While these are still central to lifecourse ideas today, consideration of how they fit together and 
interact has come to the fore. For example, Bernardi et al. (2019) propose a three-dimensional 
lifecourse cube of domains, levels and time as a framework for considering how the three 
dimensions interact. While Brüderl et al. (2019) suggest that a lifecourse paradigm considers 
individuals’ lives as ‘multilevel, multidimensional, linked, and unfolding over time’ (p. 1). 
The latter is the clearest framework within which to group panel study research, and is 
employed below, although multidimensional topics cut across the other themes and hence are 
illustrated within them all.

8.2	 UNDERSTANDING SOCIETY: KEY FEATURES

The central feature of Understanding Society, and BHPS before it, is that it is based on house-
holds, which creates valuable opportunities to investigate linked lives: parents and children, 
siblings, the people someone lives with or wider family connections. As well as asking ques-
tions about family networks, by 2019 the Study had over 18,500 two-generation and 2,700 
three-generation families across households, enabling inter-generation relationships and 
transfers to be explored. 

Understanding Society follows people of all ages so that researchers can study the whole 
lifespan at the same point in time. It is also large enough to have approximately 10,000 people 
for each birth cohort by decade from the 1940s (plus smaller numbers of older cohorts) with 
a further 17,000 children born into or joining the Study in the 19 years since 2000 (Pelikh, 
2019). Cross-cohort research within the UK and internationally is a growing research dimen-
sion drawing on the Study data (Benzeval, 2019). 

Understanding Society was designed to have a large sample size so that different sub 
populations could be studied over time (Borkowska, 2019). The lifecourses of immigrants 
and ethnic minority groups are of particular scientific and policy interest. Two boost samples 
have been included in the Study. The first sample at wave 1 (2009–10) focused on ensuring 
that there were 1,000 adults from the five main ethnic groups in the UK (Indian, Pakistani, 
Bangladeshi, Black Caribbean and Black African) (Berthoud et al., 2009). The second at wave 
6 (2014–15) re-boosted these five groups and additionally sampled recent immigrants (Lynn 
et al., 2018). 

Data is collected on everyone in the household annually. Including the BHPS sample, 
Understanding Society provides data from 1991, which is 27 waves at the time of writing 
(University of Essex et al., 2019). For children aged 1, 3, 5 and 8 years of age, information 
is gathered from the primary carer. Children aged 10–15 are asked to complete a short 
self-complete questionnaire, and everyone aged 16 and over is invited to complete an adult 
interview. The Study is multi-domain asking a set of core questions annually – for example, 
on family, employment, health, education and income – and rotating modules to cover other 
topics – such as politics, health behaviours, social networks, expectations, preferences and atti-
tudes.2 We have also collected full event histories for employment, fertility and partnerships 
and  conducted one-off data collections (so far) on personality, cognition, measured health and 
biological samples, enabling us to create and share biomarker data (Benzeval et al., 2014). 
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Data is collected continuously throughout the year, with the same random sample being 
issued to field each quarter, meaning the temporal impacts can be studied. For example, 
researchers have examined the impact on wellbeing of: the weather (Buscha, 2016); one-off 
events such as the European Union (EU) referendum (Powdthavee et al., 2019); policy 
changes (for example, regeneration in Northern Ireland, Mohan et al., 2017); and, cyclical 
periods such as the Great Recession in 2007–08 (Bayliss et al., 2017). 

The Study is geocoded enabling individuals’ lives to be located within their neighbour-
hoods and broader geographies, and we follow individuals and households as they move so 
that migration patterns and their causes and consequences can be studied. The Study is large 
enough so that regional analyses can be undertaken and in particular research within each of 
the devolved nations is feasible, enabling their diverging social, economic and policy con-
texts to be explored for useful policy learning (for example, Thomas et al., 2016 investigate 
the introduction of plastic bag charge on environmental behaviour). Similarly, international 
comparative research is undertaken comparing the UK with a range of other countries through 
individuals’ own efforts to harmonise data and international collaborative endeavours such as 
the Cross National Equivalence File (CNEF).3 

The benefits of such features for lifecourse research are highlighted below. First, I describe 
research which investigates changes in people’s lives over time; then the impact of linked 
lives, and finally how different contexts matter for people’s lives. 

8.3	 UNFOLDING OVER TIME (THE DYNAMICS OF EVENTS, 
BEHAVIOURS AND OUTCOMES) 

The key underpinning principle of lifecourse research is that it takes a long-term perspective. 
The annual data provide a long (currently 27 years) window on people’s lives and the Study 
includes people of all ages, enabling research on the full lifespan, at specific life stages and on 
multiple birth cohorts, at the same points in history and over time.

8.3.1	 Understanding the Full Lifespan

For many outcomes it is rare for the full adult lifespan to be measured in the same way at the 
same time (Pell and Cohort Strategic Review Subgroup, 2014). However, Understanding 
Society does this and hence provides key insights into the development and decline of different 
functions as people age. To illustrate the value of the full lifespan, Figure 8.1 shows different 
measures of cognition for males and females by age. As can be seen, there is considerable 
variation in the age at which different dimensions of cognition peak, how long they remain 
stable, and when and how steeply they decline. For example, while word recall peaks around 
30 years and then declines steeply, subtraction remains relatively stable throughout adult life; 
numeric problem solving peaks in people’s 30s and declines from the mid-60s.

Coulter and Hu (2017) used the large sample size of Understanding Society to investigate 
‘living apart together’ (LATs) and identified four distinct groups at different life stages. 

●● traditional LATS – young adults ‘going steady’ but still living with their parents
●● independent adults who live alone; a third have previously been married and a minority 

have children



Source: Whitley et al. (2016).

Figure 8.1	 Cognitive function over the lifespan for men and women: Understanding 
Society wave 3
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●● single parents, in particular mothers, generally never married but also divorced and 
widowed

●● senior LATS – over 50s, previously married, mainly men, a few living with parents or 
children.

In epidemiology, Pistoll and Cummins (2019), using Understanding Society, found strong age 
patterns of active travel, with younger people more likely to take up active travel than older 
groups, but older groups were less likely to stop these behaviours, once started. This suggests 
that young adulthood is a critical period for establishing long-term transport behaviours and 
hence a possible intervention point to encourage active travel. In political science, Fraile and 
Sánchez-Vítores (2019) use BHPS to show that at age 15, there is already a gender gap of 
20 percentage points in the probability of respondents reporting being politically interested. 
Over the next ten years this gap grows reaching 30 percentage points at age 25 where it then 
stabilises over the rest of the lifecourse.

In researching age differences, it is important to consider cohort and period effects. For 
example, Browning et al. (2016) used 12 years of BHPS data to investigate consumption 
of household durables. In cross-sectional analyses, they find decreasing expenditures for 
appliances and consumer electronics with age. However, longitudinal analyses showed this 
decline was explained by cohort effects, and in fact consumption of electronic goods increases 
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with age, while consumption of other durables was relatively flat. Reeves (2014) undertook 
a longitudinal analysis of cultural consumption by age. Using latent class analysis nine classes 
are identified that have strong age effects: going to the cinema and theatre is most common 
at younger ages, do-it-yourself in middle age, and volunteering at older ages. Period effects 
are weak and there are only small cohort effects, the main one being that younger cohorts are 
much more likely to be in the class that engages in ‘all’ cultural activities. Bell (2014) uses 
BHPS data from 1991 to 2008 to investigate the lifecourse trajectory of mental health con-
trolling for cohort effects. Mental health improves throughout the lifecourse although more 
slowly in middle age, before worsening in old age. Again period effects are weak; however, 
there is significant variation between cohorts. People born 1965–74, and to a lesser extent 
1930–34, had significantly better mental health, and those born in 1940–44 had worse mental 
health than the overall trend. 

As well as research considering the full lifespan, Understanding Society is often employed 
to examine key life stages and transitions between them. 

8.3.2	 Childhood

A key issue in lifecourse research is the early life development of later life behaviours and 
outcomes. Understanding Society has detailed data on family life pre-conception and early 
in children’s lives. This has been used to investigate early life influences on later life. For 
example, Green et al. (2018) employ a structured lifecourse approach from epidemiology 
(Mishra et al., 2008) in BHPS to compare competing hypotheses about the importance of the 
timing and duration of childhood exposure to poverty in predicting young adult health and 
behaviours. They measure poverty at ages 0–5, 5–10, 10–15 to explore critical periods and 
found that persistent poverty during childhood was most strongly associated with young adult 
health and smoking, but no childhood poverty measure was related to mental health. 

A range of studies investigate life in adolescence using BHPS and Understanding Society 
data collected from children at the age of 10. For example, Green et al. (2016) investigate 
the development of smoking during adolescence between 1994 and 2008. They found that 
during this period rates of uptake and habit formation reduced, and quitting increased, but 
socioeconomic inequalities in smoking remained. Given the large sample size, Understanding 
Society can also be used to investigate small sub populations. For example, Brown et al. (2019) 
compare the mental health and aspirations of adopted children with other (matched) children 
of the same ages. They find that adopted children are more likely to want to seek full-time 
employment when they leave school, and have poorer mental health than other children. 
Berrington et al. (2016) investigated aspirations for higher levels of education among teenag-
ers born in the late 1990s and early 2000s, using the large sample sizes and ethnic minority 
boost to focus on ethnic differences. Aspirations are highest for Black Caribbean, Black 
African, Indian and Bangladeshi compared to White teenagers, especially boys from workless 
and low occupational households. Parental attitudes towards education, levels of parental 
engagement with their children’s schoolwork and the quality of the parent–child relationship 
were all key mediating factors. 

A key advantage of longitudinal data is that it enables changes within individuals to be inves-
tigated rather than comparing different people at the same point in time (as in cross-sectional 
analysis), which provides more rigorous evidence for policy learning. For example, research 
based on cross-sectional data suggests that there is a negative association between adolescents’ 
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use of social media and wellbeing. Orben et al. (2019) used longitudinal data to investigate the 
reciprocal association between social media and life satisfaction over eight waves. They found 
few significant prospective associations for males, and very small effects of social media on 
subsequent life satisfaction for females. Life satisfaction, however, was associated with subse-
quent social media use for both genders. 

8.3.3	 Youth–Adult Transition

Significant research has focused on the youth–adult transition. For example, Schoon and 
Lyons-Amos (2016) investigate different pathways from adolescent to adult roles. Using 
sequence analysis they identify five distinct pathways among cohorts born in 1980–84 and 
1985–89:

●● those who participate in extended education
●● continuous employment directly after completing compulsory schooling at age 16
●● continuous employment after some further education
●● prolonged experience of unemployment
●● prolonged experience of inactivity.

The later born cohort encountered more problematic transitions, in particular persistent unem-
ployment, perhaps reflecting the difficulties of entering the labour market during an economic 
downturn. The older cohort, born only four years earlier, were protected from the downturn 
perhaps because they had already acquired more skills and experience before the economic 
crisis began.

Pelikh and Kulu (2018) investigate when young people leave their family home, comparing 
cohorts born in the 1980s and 1990s. They find that the youngest cohorts left home later than 
earlier ones and women left home earlier than men. Young people from advantaged family 
backgrounds moved further and more often than their disadvantaged counterparts. Bayrakdar 
and Coulter (2018) investigate the role of parents in enabling young people to leave the family 
home. They found that parents’ education was a factor in young people moving out for reasons 
other than cohabitation. When both biological parents were present, and owned their own 
home, young people were less likely to move into their own home or shared accommodation. 
The likelihood of leaving home (especially to form partnerships or live alone/share) is reduced 
in areas with high house prices, high unemployment or greater population density. Examining 
moves in the opposite direction, Stone et al. (2014) use BHPS to investigate young people 
returning to the family home, the so-called ‘boomerang’ effect. They find that young people 
are more likely to return home, particularly in their 20s, when they leave higher education, 
move into economic inactivity or separate from a partner – for men especially if they are 
a parent, with the opposite the case for women. 

8.3.4	 Trajectories in Adulthood

Much research has been carried out using Understanding Society data to investigate trajecto-
ries in key life domains and behaviours through adulthood. A few examples are given here.

●● Fisher and Low (2016) use 18 waves of BHPS to investigate income change following 
a divorce for men and women. They demonstrate that women in the highest income house-
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hold pre-divorce suffer the biggest and most persistent falls in income after divorce. Men 
tend to increase their living standards following a divorce. Low income men pre-divorce 
often move in with extended families and, as a result, their income levels recover very 
rapidly. 

●● Hick and Lanua (2018) investigate in-work poverty transitions. For most people, in-work 
poverty is a temporary phenomenon; however, those who experience in-work poverty are 
also likely to have unstable working patterns and are far more likely to become workless 
over the four waves studied than others in employment. 

●● Roberts and Taylor (2016) investigate the joint commuting and employment decisions 
of couples based on local labour market conditions. They find that poorer local labour 
market conditions are associated with longer commuting times, especially for men, but 
that the findings vary by the relative male/female earnings ratio, tenure, model of travel 
and employment type.

●● Lacey et al. (2019) explore the association between long-term caring and mental health. 
They find no association for men, but women in long-term or intermittent caring roles had 
higher level of psychological distress at the start of caring, with little subsequent change in 
their mental health over time.

Further research on trajectories within the context of linked lives is described below.

8.3.5	 Moving into Older Ages

While Understanding Society has been used extensively to investigate youth–adult transitions, 
transitions at older ages have been researched less (see also Chapter 20 in this volume). Demey 
et al. (2013) investigate pathways into living alone in mid-life. They found that partnership 
dissolution was the main trajectory into living alone although a small proportion of men 
had never had a co-residential partnership. Both men and women living alone had poorer 
socioeconomic status than those with partners. Women were more likely than men to have 
non-residential children. Corna and Sacker (2013) use life histories in BHPS to investigate 
how different combinations of work and family life during working age result in different 
economic and health circumstances at age 65 for adults born between 1927 and 1940. They 
identify five latent classes: 

●● career-focused females 
●● career-focused males
●● career transition
●● family carers and part-time workers
●● workers with families. 

Better economic resources and mental health at age 65 were more common among those 
life pathways describing predominantly male experiences, with women in the family care 
and part work pathway having the poorest economic circumstances and those in the career 
transition group having the poorest mental health. Another paper which investigated differ-
ences in resources on entering retirement considered the pension arrangements of different 
ethnic groups (Vlachantoni et al., 2017). The authors found that some ethnic minority groups, 
especially men, were more likely to receive pension credits and less likely to have an occu-
pational or private pension. Returning to paid employment after retirement is an increasing 
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phenomenon (Platts et al., 2019). The study finds that approximately 25 per cent of partici-
pants re-entered paid employment within five years of retirement. ‘Unretirement’ was more 
common among men, those with more education, better health, who owned their own home or 
whose partner was still working. Finally, Vlachantoni et al. (2016) investigate transitions into 
sheltered accommodation among older people in England and Wales between 1993 and 2008 
and found that those over 75, renting their homes, who were recent frequent users of public 
support and health services were more likely to move to sheltered housing than others. 

8.4	 LINKED LIVES 

As a household panel study, Understanding Society allows complex family interrelations 
within and across households to be investigated. Such analyses might use data collected from 
one family member about the lives of their kin, from multiple family members in the same 
analysis or undertake joint modelling. 

One area of family research in Understanding Society is: the role of siblings during ado-
lescence on the experience of bullying (Tippett and Wolke, 2015); education aspirations 
(Bu, 2016) and outcomes (Grätz et al., 2019); life satisfaction (Yucel and Downey, 2015); 
and wellbeing (Peasgood et al., 2016). For example, Peasgood et al. (2016) investigated the 
impact of having a sibling with attention deficit hyperactivity disorder (ADHD) on children’s 
wellbeing. They found that children with a sibling with ADHD had lower life and family 
satisfaction and higher conduct problems, as well as higher levels of sibling bullying in the 
family. Bu (2016) employed multilevel modelling using data on multiple children in the same 
families rather than comparing experiences across families of different sibling compositions. 
She found that firstborn, compared to other, children had higher educational aspirations and 
that such aspirations played a significant role in determining later educational outcomes. Grätz 
and colleagues (2019) compared sibling correlations on a range of measures – cognitive skills, 
school grades and educational attainment – across countries. They found, for example, that 
the UK has lower sibling correlations on education attainment than any of the other countries 
included in their research. 

The most common area of research on ‘linked lives’ investigates the impact of parents’ cir-
cumstances and behaviours on their children’s behaviours and outcomes. For example, the role 
of parental employment experiences has been shown to have different influences on children’s 
aspirations and outcomes. Zwysen (2015) demonstrates that young adults whose fathers did 
not work when they were adolescents were less likely to be employed than those whose fathers 
worked. For those young adults in work, the father’s worklessness was not associated with 
lower pay or less secure contracts, but was associated with lower job satisfaction. The ethnic 
boost samples enable researchers to investigate these kinds of intergenerational associations 
among specific ethnic groups. Zuccotti and O’Reilly (2019) similarly find that having work-
less parents means young adults are more likely to be NEETs (not in employment, education 
or training). However, having workless parents is much less detrimental for second-generation 
Indian and African men, and for second-generation Bangladeshi men and women, than for 
White British individuals. 

Other aspects of intergenerational inheritance that have been researched include savings 
behaviour, gender attitudes and partisanship. Brown and Taylor (2016) found that children’s 
saving habits were associated with parents’ optimism about the family’s finances in the 
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future, but not their parents’ own saving habits. Saving in childhood was associated with the 
children’s saving behaviour as adults. Platt and Polavieja (2016) investigate intergenerational 
inheritance of attitudes to gender roles and find that both parental attitudes and behaviours are 
crucial in the formation of children’s attitudes, especially when they operate through same-sex 
dyads. Following up a subset of children into adulthood showed that attitudes formed in child-
hood have significant and lasting consequences for adults’ attitudes and behaviours. A number 
of research groups have used Understanding Society to investigate the intergenerational 
transmission of political attitudes and partisanship. Martin and Mellon (2018) investigated 
partisanship among children aged 10–15, and found that ethnic minority children had much 
higher rates of partisanship than their White UK counterparts. However, through modelling 
the different factors that might have led to this, the research concludes that the key explanatory 
factor was higher levels of partisanship in their parents that were transmitted to younger gen-
erations. Fox et al. (2019) also explored the role of family in developing Eurosceptic political 
views. Using data based on the EU referendum question carried out in 2016 and attitudes to 
the EU measured in 2006, they found that parental attitudes in 2006 were associated with their 
children’s views on the EU referendum as adults. 

The impact of children on parental behaviours and attitudes is a growing area of research 
on ‘linked lives’. For example, Thomas et al. (2018) investigated whether having a child 
changed parental environmental behaviour – the legacy hypothesis – and found that parents 
reduced their pro-environmental behaviours after the child’s birth. They suggest that perhaps 
the immediate wellbeing of the child took precedence over behaviours designed to protect 
them in the longer term. However, such analysis relies on data collected from the parents. In 
contrast, Webb et al. (2017) investigate reciprocal association between parents’ and children’s 
wellbeing. Using data on triads (adolescent child, mother and father) over time showed that 
parental mental distress predicts the unhappiness of girls but not that of boys, however, the 
unhappiness of adolescents did not predict their parents’ mental distress. 

There is a significant literature on the role of being married or cohabiting over time and 
household surveys enable researchers to investigate reciprocal relationships. Webb et al.’s 
(2017) paper noted above, for example, shows that fathers’ psychological distress predicts 
subsequent distress among mothers, but mothers’ distress only predicts distress among fathers 
with female adolescent children. McMunn et al. (2019) investigated the division of paid and 
unpaid work among couples in the UK, using a couple-level analysis of homogamy in gender 
ideology. They found that a shared egalitarian ideology is required for a more equal division of 
work, and having only one partner with an egalitarian ideology is not sufficient. Davillas and 
Pudney (2017) also undertake a couple-level analysis to investigate whether health concord-
ance exists and, if so, if it is more likely to be the result of homogamy or shared environment. 
They find both are equally important, especially for health conditions such as adiposity and 
cardiovascular and diabetes risk.

Expanding to other generations, the role of grandparents in providing childcare has regu-
larly been studied. Bordone et al. (2018) investigated how such support varies between dif-
ferent ethnic groups, finding that White British and Caribbean parents are more likely to rely 
on grandparents for childcare than other ethnic groups. More broadly, Zhang and Li (2019) 
investigate the association of grandparents’ class on occupational aspiration as teenagers; edu-
cational attainment as young adults; and occupational destination as adults. They find a per-
sistent grandparent effect even after controlling for parental socioeconomic circumstances.
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Other multi-generation research themes have mainly focused on migration decisions. For 
example, research investigating why families move shows that ‘family reasons’ – both child-
care and social care – explain as many long distance moves within the sample as employment 
and education (Thomas, 2019). Chan and Ermisch (2015) find that couples tend to live close 
to the woman’s parents, but that higher educated couples tend to live further away from their 
families of origin, mainly as a result of labour market decisions. 

8.5	 MULTILEVEL INFLUENCES ON THE LIFECOURSE

The principle that context – time or place – matters for people’s lives is a strong dimension of 
lifecourse research. 

8.5.1	 The Importance of History

Researchers use longitudinal panel data to investigate how macro changes over time have influ-
enced people’s behaviours and circumstances. A key focus of such research in Understanding 
Society has been to investigae the impact of the Great Recession. Unfortunately, the BHPS 
sample merged into Understanding Society at the same time. However, most of the underlying 
methods and questions remained the same and some research has demonstrated the consist-
ency of measures across the two surveys. For example, Postel-Vinay and Sepahsalari (2019) 
compared employment changes and wages over the period 1992–2016 and found that the 
data were highly consistent with external Office for National Statistics sources over the same 
period. FitzRoy and Nolan (2018) examined income and life satisfaction before and after the 
Great Recession and found that real household income grew substantially up to the financial 
crash of 2008–09, then declined, followed by a partial recovery, especially among the highly 
educated. Life satisfaction over the same period rose the fastest for the highly educated and 
declined steeply for the low education group up to and beyond the crash, in spite of their 
rising income. Warren (2015) investigated work–life balance before and after the recession. 
She found that there was an increase in more part-time work and less hours worked together 
with greater financial insecurity among the working classes after the 2008–09 recession, 
which was associated with lower levels of life satisfaction. Bramley (2016) uses BHPS and 
Understanding Society to describe changes in housing needs from the early 1990s until 2008. 
He found that overall unmet housing needs declined in England from 1991 although there was 
a rise at the end of the period. Problems of affordability increased over the period, and early 
analysis of data around 2009 suggests this became worse during the financial crisis. Lindström 
and Giordano (2016) use BHPS to investigate the buffering effects of social capital for psy-
chological distress during and immediately after the 2008–09 financial crisis. They found that 
stocks of social capital were significantly depleted during the recession and psychological 
wellbeing worsened, but the buffering effect increased. Finally, Lyons-Amos and Schoon 
(2018) examined the effect of the Great Recession on fertility, in particular first babies as they 
are most likely to be influenced by economic conditions. In general, higher birth rates were 
observed among more disadvantaged women compared with advantaged groups. Both groups 
increased their fertility during the recession although at a slower rate among disadvantaged 
women. 
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As well as investigating period effects, by including repeat measures over time, studies 
like Understanding Society are well placed to investigate the impact of policies by observing 
behaviours before and after changes are introduced. For example, Mohan et al. (2019) used 
difference-in-difference analysis to compare changes over time in the economic circumstances 
of residents living in areas that did and did not receive neighbourhood renewal investment in 
Northern Ireland. They found that regeneration policies did not reduce economic inequalities 
in the intervention areas. Braakmann and Mcdonald (2020) also used difference-in-difference 
models to investigate the effect of a cut in housing benefits on housing prices and moves. They 
found that benefit recipients were more likely to move, and to cheaper housing, following the 
policy change than other renters. A third example examined the impact on health of changing 
rules on the age of children when lone parents are required to seek work as a condition of ben-
efits receipt. Using the fact that different rules existed at different periods in time, they used 
a difference-in-difference analysis to show the negative impact on women’s mental health of 
requiring them to seek work (Katikireddi et al., 2018).

8.5.2	 The Importance of Place 

Numerous papers based on Understanding Society show the association between neighbour-
hood characteristics and health (for example, Mueller et al., 2019), political participation 
(Bartle et al., 2017), social participation and integration, especially for ethnic minorities 
(Peters et al., 2018), local labour markets and employment and mobility (for instance, Velthuis 
et al., 2019), as well as local factors influencing housing moves (Clark and Coulter, 2015). 
Similarly, a number of papers consider regional contexts. For example, Rabe and Taylor 
(2012) investigate the effect of regional labour markets and house prices on migration deci-
sions. Bryson and Davies (2019) demonstrate the importance of regional cultures and parental 
behaviour for trade union membership. Many of these papers, however, take a relatively short 
time horizon and there is little research on the role of place across the lifecourse.

International comparative research provides a different perspective on how macro con-
texts – economic, cultural or policy related – influence population trends over time. In the 
main, such research has focused on European countries and family formation and dissolution. 
For example, Perelli-Harris et al. (2019) examine trends in marriage and cohabitation in the 
UK, Australia, Germany and Norway to investigate the happiness gap between marriage and 
cohabitation. Differences between countries due to the welfare state and family policies or 
cultural attitudes may influence the association between partnership formation and wellbeing. 
However, the authors find that while some differences exist in cross-sectional models, these 
all disappear when selection and relationship satisfaction are controlled for. Hannemann et 
al. (2018) investigate co-ethnic and inter-ethnic marriages in seven European countries, again 
anticipating that macro differences in terms of migration patterns, government-supported inte-
gration strategies and cultural differences between foreign and native populations may create 
informative insights for future immigration and integration policies. They found substantial 
differences in the prevalence of co-ethnic and inter-ethnic marriage across the migrant groups. 
They also found that countries with migrants from non-EU countries often have high levels of 
co-ethnic marriages while EU immigrants often have high levels of intermarriage. Bayrakdar 
et al. (2019) compare housing transitions in the UK and Germany. They found that first-time 
transitions into home ownership in the UK was closely associated with partnership formation 
while in Germany it occurred later around family formation. 
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Much research comparing a wider set of countries draws on the CNEF data,4 which besides 
BHPS and Understanding Society, includes panel studies from Australia, Canada, Germany, 
Russia, South Korea, Switzerland and the USA. Cooke et al. (2009) used the harmonised data 
to compare the gender pay gap in the UK and the USA. They found that the negative effects 
of childbirth and migration for women are much stronger and more long-lasting in the UK 
than in the USA, despite more supportive family policies in general. The effect of moving on 
women’s earnings is about one-half of the effect of childbirth. However, because migration 
involves a greater increase in the husband’s earnings than does childbirth, the net effect is that 
migration contributes as much to the intra-family earnings gap as does childbirth. De Vaus et 
al. (2015) used the CNEF to estimate the short- and medium-term economic effects of divorce 
in the USA, the UK, Switzerland, Korea, Germany and Australia during the 2000s. In all coun-
tries, divorce had a negative effect on women’s incomes, but the extent and duration varied by 
the country’s social security system and family law, and most importantly opportunities post 
divorce for women’s earnings and repartnering. A final example is Chan et al. (2019) who 
augmented the CNEF data with information from the China Family Panel Study to investigate 
income inequality in China in context. They find that income inequality and income mobility 
are higher in China than the Western countries, and while employment is a key driver of ine-
qualities in the West, rural–urban differences are the strongest predictors on China. 

8.6	 CONCLUSION

This chapter has illustrated the ways in which household panel studies provide an invaluable 
resource for researchers concerned with lifecourse research across domains and disciplines. Its 
value will grow as studies age and develop longer lifespans and multi-generational research 
opportunities. There is much untapped potential to investigate the complexities of linked lives 
and the role of context across the lifecourse. 
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9.	 Unmarried families in the UK and the US 
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Melanie Wright 

9.1	 INTRODUCTION

One of the most dramatic changes in fertility behaviour in recent decades has been the sep-
aration of marriage from childbearing. For much of the twentieth century in most western 
societies, marriage was the normative setting for having children, whereas nowadays this is 
much less the case. Prior to the 1960s, having a child outside of marriage evoked a great deal 
of stigma, and young single women who became pregnant were encouraged to either marry 
the father of their child – commonly referred to as a ‘shot-gun marriage’ – or place the child 
up for adoption (Gill, 1977; Akerlof et al., 1996). After 1960, the proportion of children born 
outside marriage began to rise, although at different rates and for somewhat different reasons 
throughout Europe and North America (Heuveline et al., 2003; Kiernan, 2004; Sobotka and 
Toulemon, 2008). In the US, and to a lesser extent in the UK, the initial rise in ‘illegitimacy’, 
as non-marital childbearing was then termed, tended to occur among single and to a lesser 
extent separated women, with policy debates focusing on increasing sexual relations outside 
of marriage, the absence of effective contraception and legal therapeutic abortions, restrictions 
on divorce (Hartley, 1975), and, particularly in the US, marriage penalties created by welfare 
state benefits for single mothers (Murray, 1984). By the 1970s, a new force had emerged – 
the rise of unmarried cohabitation – and it is this development that led to the dramatic rise 
in childbearing outside of marriage that occurred throughout most western nations (Kiernan, 
2001; Wu et al., 2001). 

Although a great deal has been written about the trends in non-marital childbearing, sur-
prisingly little research has been done outside the US on the actual experiences of families 
formed by unmarried parents. The absence of comparative research is due in part to the fact 
that in most continental European countries, the increase in non-marital childbearing has not 
been viewed as a cause for concern until very recently. In these countries, the increase in 
births outside marriage was predominantly due to an increase in births to cohabiting couples 
who were believed to be very similar to married couples. Indeed, in some quarters, the rise 
in non-marital childbearing was seen as a positive change – signalling women’s growing 
economic independence and greater gender equality (Lesthaeghe and Surkyn, 1988). The 
picture in the US, and to a lesser extent the UK, was somewhat different, with the early rise 
in non-marital childbearing occurring primarily among poor and less educated women who 
were not cohabiting with their child’s father (Kiernan and Estaugh, 1993; McLanahan, 2011). 

More recently, there has been a convergence in views about families formed by unmarried 
parents among the continental European countries and the US and UK and what they imply 
for parents, children and society. In Europe, the convergence is driven by growing evidence 
that cohabiting unions are less stable than marital unions and that cohabiting parents are less 
well educated than parents in marital unions, suggesting that the changes in family forma-
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tion may be less sanguine than previously thought (Perelli-Harris et al., 2010; McLanahan 
and Jacobsen, 2015). In the US and UK, the convergence is driven by evidence that recent 
increases in non-marital childbearing are occurring almost entirely among cohabiting couples 
(Curtin et al., 2014), many of whom have some post-secondary education, suggesting that the 
changes may be more benign than previously thought. 

Thus, just as in the past when social and behavioural scientists accumulated a solid foun-
dation of cross-national evidence on the short-term and long-term consequences of divorce 
(for reviews, see McLanahan et al., 2013; Härkonen et al., 2017), a similar strategy is now 
needed to facilitate our understanding of the implications of unmarried parenthood for parents, 
children and society. In this chapter we make a start by drawing on data from two national 
longitudinal studies – the UK Millennium Cohort Study (MCS) and the US Fragile Families 
Study (FFS) – to compare and contrast the experiences of married and unmarried parents 
during the first five years of children’s lives. 

The early years of childhood are important, as a growing body of research shows that 
children’s experiences in infancy and early childhood have lasting consequences for their 
future health and development (Shonkoff and Phillips, 2000; Heckman, 2006); a second lit-
erature indicates that parental resources and partnership stability play a large role in shaping 
children’s early experiences (Wu and Martinson, 1993; Duncan and Magnuson, 2005; Fomby 
and Cherlin, 2007; Osborne and McLanahan, 2007). Together, these two bodies of research 
suggest that in order to understand the long-run implications of the increase in non-marital 
childbearing and how these play out differently in different countries, we need to know more 
about the resources and stability of these families during early childhood. Our analysis is 
organized around the following four questions:

●● What is the nature of parents’ partnerships, and what are parents’ capabilities and 
resources around the time their child is born? 

●● What happens to parents’ partnerships over time?
●● What happens to mothers’ resources, particularly family income and her mental health?
●● What happens to non-resident fathers’ involvement over time?	

For each question we ask whether the patterns are similar in the UK and the US. We focus on 
these two countries because both countries have experienced large increases in non-marital 
childbearing since 1970, and both countries have data on large, national samples of children 
born to unmarried parents at the turn of the century and followed from birth to middle child-
hood. While some of the questions posed above have been examined in prior analyses, no 
study to date has examined all these four aspects of family life in a comparative perspective. 
Given that birth cohort studies are currently underway in several European countries, includ-
ing France, Denmark, Ireland and Scotland, an important goal of the chapter is to illustrate the 
kinds of questions that can be examined with such data and to identify areas that may prove to 
be of particular interest in future studies. 

9.2	 DATA 

Our data are taken from the Millennium Cohort Study (MCS) in the UK and the Fragile 
Families Study in the US (FFS). The MCS has been following approximately 18,800 children 
born in the UK at the turn of the twenty-first century. Interviews with mothers (and resident 



124  Handbook on demographic change and the lifecourse

partners) were conducted when the child was nine months old, and follow-up interviews were 
conducted when the child was three, five, seven and eleven years old. The FFS has being 
following approximately 5,000 children born in US cities with populations of 200,000 or more 
between 1998 and 2000. Interviews with mothers (and fathers) were conducted at the time of 
the child’s birth, and follow-up interviews were conducted when the child was one, three, five 
and nine years old. Both studies contain rich information about the type, quality and stability 
of parental partnerships as well as information on parents’ resources and behaviours. Both 
studies also oversampled disadvantaged families. Given the overlap in questions and measures 
and the similarity in samples, these two data sets allow us to compare families formed by 
unmarried couples in the two countries, including heterogeneity within unmarried couples. 
More detailed information about the two studies can be found for the MCS in Hansen et al. 
(2012) and for the FFS in Reichman et al. (2001). The websites of both studies also contain 
extensive documentation including user-guides, sampling information and publications.1 In 
this study we make use of three waves of data from each study. In the case of the MCS, we use 
the nine-month baseline survey and the follow-up surveys conducted when children were ages 
three and five years. In the case of the FFS, we use data from the baseline interview, which was 
conducted with mothers at the hospitals, and the follow-up surveys conducted at ages three and 
five years. We also use data from the one-year FFS follow-up survey to describe experiences 
during the first year after the child’s birth. Comparative analyses present challenges where 
identical questions are not included from the outset as is the case in, for example, the Gender 
and Generations Surveys or the earlier set of Fertility and Family Surveys. Extensive work 
was required to make our data comparable across the two countries, for example, equivalizing 
household incomes and educational qualifications and selecting variables for which there were 
similar measures. Although in some instances differences in questions and the wording of 
questions hinder our ability to compare the two countries in terms of parents’ overall resources 
and behaviours, these differences do not significantly interfere with our ability to compare 
countries in terms of their within-country variation by partnership status. In cases where differ-
ences in measures are likely to affect between-country comparisons, we note this in the tables 
and text. A more detailed technical report is available on request. 

9.3	 RESULTS

9.3.1	 Parents’ Partnerships and Capabilities at Birth and During Infancy

Understanding the nature of parental partnerships around the time of a child’s birth is important 
insofar as partnership commitment and quality are good predictors of whether or not a child 
is likely to be raised in a stable home environment and whether or not the child’s biological 
father is likely to be involved in his or her life. Similarly, knowledge of parents’ capabilities at 
birth is important for assessing children’s access to parental resources as well as documenting 
differences in the types of couples who select into different family arrangements.  

Table 9.1 reports the partnership status of parents at the time of their child’s birth. As we 
see from Table 9.1 partnership status is generally similar in the two countries. In both the US 
and UK samples, approximately 60 per cent of all births are to married parents while 40 per 
cent are to unmarried parents. Among unmarried parents, UK parents are more likely than US 
parents to be in cohabiting partnerships (62 per cent as compared with 50 per cent), whereas 



Table 9.1	 Parental partnerships at birth

UK US

Married 59.1 60.2
All Unmarried 40.9 39.8
   Cohabiting 61.7 49.7
   Datinga 18.2 32.3
   Not in a partnership 20.1 18.0
N 12 795 3 576

Notes: All percentages weighted and sample limited to mothers who were the main respondent (UK) or primary 
caregiver (US).
a US survey asks if mother was romantically involved with the father; UK survey asks if mother was closely 
involved with the father.

Table 9.2	 Unmarried fathers’ involvement at birth/infancy by partnership status at 
birth

Cohabiting Dating Not in partnership All unmarried

UK US UK US UK US UK US

Father present at/shortly after the birtha 93.0 96.5 71.4 71.4 25.3 29.2 75.4 76.5
Father named on the birth certificate 97.3 96.1 81.0 80.3 45.8 51.6 84.0 83.2

Notes: All percentages weighted and sample limited to mothers who were the main respondent (UK) or primary 
caregiver (US). 
a US survey asks if father visited the mother in hospital after birth; UK survey asks if father was present at the birth.
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US parents are more likely to be in ‘dating’ partnerships (32 per cent as compared with 18 per 
cent). We use the term ‘dating’ to describe parents who are romantically involved with one 
another but not living together. Finally, only about one in 12 births in the two countries are 
to single mothers, defined as mothers who are neither married, cohabiting nor romantically 
involved with the biological father of their child. 

Tables 9.2 and 9.3 present data on fathers’ involvement and the quality of parents’ rela-
tionship around the time of their child’s birth. For these comparisons we distinguish among 
cohabiting partnership, dating partnerships and single mother families. 

Table 9.2 reports levels of father involvement among unmarried parents. Two indicators 
are used to measure involvement: whether the father came to the hospital when the child 
was born and whether the father’s name was on the birth certificate. In the UK survey, the 
questions about fathers’ involvement were asked retrospectively at the time of the nine-month 
interview; in the US survey, they were asked at the hospital interview. Interestingly, the level 
of unmarried fathers’ involvement in the two countries is very similar, and this pattern holds 
across all three groups of unmarried parents (Table 9.2). Although cohabiting fathers are the 
most involved of all unmarried fathers, as we would expect, fathers in dating partnerships also 
show high levels of involvement. About 75 per cent of all unmarried fathers are at the hospital 
when their child is born, and nearly 85 per cent of fathers’ names are on the child’s birth cer-
tificate. Nonetheless, in both countries there is a clear relationship status gradient in fathers’ 
involvement, with cohabiting fathers showing the highest levels of involvement, followed by 
fathers in dating partnerships, and then by fathers who are no longer romantically involved 
with the child’s mother. The only area in which we see a country difference is among single 
mother families, where US fathers appear to be somewhat more involved than UK fathers. 



Table 9.3	 Mothers’ views of single parenthood and reports of relationship quality at 
birth/infancy by partnership status at birth

Unmarried

Married Cohabiting Single

UK US UK US UK US

Partner ever used force in relationshipa*; 2.8 4.2 5.3 4.4 5.1 2.2
Relationship quality scoreb*, ** 2.7 2.7 2.6 2.7 2.5 2.6
Positive attitude towards single 
motherhoodc

46.0 59.5 69.2 80.4 84.9 88.2

Notes: All percentages weighted and sample limited to mothers who were the main respondent (UK) or primary 
caregiver (US). Analyses based on baseline data except ** measured at 1 year (US).
a  FFS 1-year questionnaire asked if they were ever ‘cut, bruised, or seriously hurt in a fight with’ the cohort 
member’s father.  The MCS classed force as ‘grabbing, pushing, shaking, hitting, kicking, etc.’. 
b UK score measures quality of relationship (higher scores indicate better relationship quality); US score measures 
relationship supportiveness (higher scores indicate greater supportiveness).
c UK wording: ‘A single parent can bring up children just as well as a couple can’; US wording: ‘A mother living 
alone can bring up her child as well as a married couple’. 
* Conditional on mother living with a co-residential partners at 9 months (UK)/1 year (US).
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Table 9.3 compares families according to the quality of parental relationship (the degree of 
violence and supportiveness) and mothers’ attitudes about single motherhood. As shown in 
the table, reports of relationship quality are high in both the US and the UK, with all mothers 
reporting high levels of emotional support from fathers and low levels of domestic violence 
during the child’s infancy. The two countries differ, however, with respect to which statuses 
report the highest levels of domestic violence. In the UK, violence is much higher among 
cohabiting and single mothers, as compared with married mothers; in the US, cohabiting and 
married mothers report similar levels of violence, and single mothers report the lowest levels 
of violence. We should note that violence is measured differently in the two data sets. In the 
UK survey, the question asks whether the partner has ever used force, whereas in the US 
survey, it asks whether the mother was ever seriously injured by the child’s father. Insofar 
as the US survey uses a more conservative measure, the slightly lower levels of force among 
parents in the UK may actually mask an even greater disparity between the countries. 

The evidence presented thus far suggests that a large proportion of unmarried parents in 
both countries are in ‘marriage-like’ partnerships when their child is born. At least one piece 
of evidence, however, indicates that something else is at play. When asked whether a single 
mother can raise a child as well as a married mother, a large proportion of mothers in both 
countries answer ‘yes’. The fact that a large proportion of mothers view single motherhood as 
a viable alternative to marriage lends support to the claim that marriage is no longer seen as 
the only context for raising children. The fact that married mothers are less positive towards 
single motherhood than unmarried mothers, however, suggests that traditional attitudes persist 
in some quarters. 

Tables 9.4 and 9.5 provide information on parents’ demographic characteristics, capabilities 
and resources around the time of a child’s birth, including age and education, health and health 
behaviours, and economic resources. Unlike the quality of parental relationships, which is rel-
atively high across all partnership statuses, parental resources vary a great deal, with married 
parents having the most resources and single mothers having the fewest resources. In these 
and later tables, we do not distinguish between dating mothers and single mothers because the 
characteristics of these two groups of mothers are very similar within both countries.



Table 9.4	 Parental demographic characteristics and capabilities at birth/infancy by 
partnership status at birth

Unmarried

Married Cohabiting Single All

UK US UK US UK US UK US

Mother’s age at birth (mean) 30.3 29.3 26.6 24.7 24.7 22.6 28.3 27.1
Teen parent at first 
birth*

7.9 21.2 26.1 50.6 46.6 61.2 18.6 35.0

Grandmother lives in household*** 3.6 8.1 3.4 16.6 17.8 37.6 5.8 15.5
Mother lived with 
both parents at 
age 15

84.0 60.9 67.9 44.2 59.8 35.2 76.2 53.1

Ethnicity

White 85.9 48.9 96.8 25.9 85.3 18.0 88.6 38.2

Hispanic 28.9 41.0 30.1 31.3

Black 1.8 11.7 1.5 29.1 7.7 49.1 2.6 22.6

Mixed 0.1 0.8 2.4 1.0

Indian 3.0 0.1 0.9 1.9

Pakistani/
Bangladeshi

6.5 0.1 1.8 4.2

Other 2.2 10.8 0.6 4.0 1.8 2.8 1.7 3.1

Born in the UK/US** 86.7 71.3 95.5 77.5 90.3 85.9 89.5 75.5
Education
Qualifications‡b Higher 37.5 35.7 17.9 2.0 7.7 2.5 27.9 22.3

Lower tertiary 20.8 22.1 21.6 20.0 14.9 18.3 20.1 20.9

Completed 
secondary

33.0 25.2 47.3 37.4 47.9 35.3 39.0 29.6

No qualifications 8.7 15.9 13.2 39.7 29.5 43.1 13.1 26.1

Annual household income (mean)a** £28 895 £35 237 £20 796 £15 483 £8 790 £12 489 £23 648 £26 785
In bottom income quintile for whole UK/
US***

20.7 16.3 37.9 48.8 80.9 62.4 34.6 31.9

In work/on leave*** 57.2 54.3 50.4 44.0 23.5 47.1 50.2 50.8

Notes: All percentages weighted and sample limited to mothers who were the main respondent (UK) or primary 
caregiver (US). Analyses based on baseline data except ** measured at 3 years (UK)/1 year (US); *** measured at 
1 year (US). White represents non-Hispanic whites; black represents non-Hispanic blacks. a US income converted 
to pounds sterling using OECD purchasing power parity data; b Qualifications are harmonized between US/UK: UK 
(Higher, A/AS-Level, GCSE, None), US (College/Higher, Some college, High school, Less than high school).
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As shown in Table 9.4, unmarried mothers in both countries are much younger than married 
mothers (four to five years). They are also more likely to have begun childbearing in their 
teens. Teenage motherhood is much more common in the US than in the UK, and this pattern 
holds for all partnership statuses. In both countries, however, we observe a clear age gradient, 
with married mothers being older than cohabiting mothers and cohabiting mothers being older 
than single mothers. 

A similar gradient is seen with respect to mothers’ exposure to parental separation during 
childhood, an important marker for instability in their own partnerships. US mothers are much 
more likely to have experienced parental separation than UK mothers, reflecting the higher 
divorce rates operating in the US in previous decades. The prevalence of living with a grand-
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mother also differs markedly between countries and by partnership status within countries. In 
the UK, only about 3.5 per cent of married and cohabiting mothers are living with their child’s 
grandmother, increasing to nearly 18 per cent among single mothers. In the US, married 
mothers report the lowest levels of co-residence with grandmothers (8 per cent), followed 
by cohabiting mothers (17 per cent) and single mothers (38 per cent). The large difference in 
living arrangements between the UK and the US may be due to more generous housing support 
for low-income families in the UK. 

Partnership status also differs by race, ethnicity and nativity, although the patterns are 
somewhat mixed. In the UK, where the sample of births is 89 per cent white, the proportion 
of births to white mothers is slightly lower among married mothers as compared with cohab-
iting mothers (86 per cent versus 97 per cent) and similar to that of single mothers (85 per 
cent). In the US, where the proportion of births to white mothers is only 38 per cent overall, 
there is a steep partnership gradient, with white mothers accounting for 49 per cent of marital 
births, 26 per cent of cohabiting births and only 18 per cent of births to single mothers. Black 
mothers are disproportionately represented among unmarried mothers in both countries. Other 
ethnic groups, however, show different patterns, with Hispanic mothers being overrepresented 
among unmarried mothers in the US, and South Asian mothers being overrepresented among 
married mothers in the UK. In both countries, foreign-born mothers are disproportionately 
married. 

Looking next at economic resources, unmarried mothers are notably disadvantaged as com-
pared with married mothers in both countries, with single mothers being the most disadvan-
taged. In the UK, the proportion of highly educated mothers follows an even gradient, going 
from 37.5 per cent of married mothers to 18 per cent of cohabiting mothers to 8 per cent of 
single mothers. In the US, the pattern is different, with single mothers showing slightly higher 
levels of education than cohabiting mothers. The low level of education among cohabiting 
mothers in the US is due in part to the high proportion of Hispanic mothers in this group, 
especially Hispanic immigrant mothers. 

Whereas unmarried mothers in the UK have average incomes equal to 56 per cent of 
married mothers’ incomes, in the US their average income is only 40 per cent of that of 
married mothers. This cross-national difference is due in large part to the higher incomes 
of married mothers in the US. Furthermore, whereas in the UK the income drop-off is most 
noticeable between cohabiting and single mothers, in the US it is most noticeable between 
married and cohabiting mothers. This same pattern holds for the proportion of mothers in the 
lowest income quintile, which approximates the poverty line, with the UK showing a larger 
gap between cohabiting and single mothers, and the US showing a larger gap between married 
and cohabiting mothers. Finally, married mothers are more likely than unmarried mothers 
to be working in the year following their child’s birth. In the US, the proportion of working 
mothers is similar for cohabiting and single mothers, whereas in the UK, single mothers are 
much less likely to be working than cohabiting mothers. The high level of employment among 
single mothers in the US is a relatively recent phenomenon that is due in part to changes in 
welfare policies that impose strict work requirements for mothers receiving welfare benefits. 

Next we compare mothers’ health and health behaviours, both of which are known to be 
important markers for children’s development and wellbeing (Table 9.5). For the US, we use 
data from the hospital survey to measure mothers’ pre-natal behaviours and data from the year 
1 survey to measure post-natal behaviours; for the UK, we use data collected at the nine-month 
survey. In both the US and the UK, smoking during pregnancy is far higher among unmarried        



Table 9.5	 Maternal and health-related behaviours at birth/infancy by partnership 
status at birth

Unmarried

Married Cohabiting Single All

UK US UK US UK US UK US

Smoked during pregnancy 8.1 6.5 32.3 27.6 43.4 24.1 21.5 14.2
Drank during pregnancy 33.2 9.7 33.6 9.1 26.9 8.9 32.3 9.4
Received ante-natal care in first trimestera 84.1 88.0 78.9 83.0 67.8 76.9 80.3 84.8
Ever breastfed cohort member*** 77.7 73.4 62.6 55.3 49.7 49.1 69.5 65.0
Duration of breastfeeding in weeksb* 18.8 26.3 14.3 21.3 13.2 16.4 17.2 24.0
Experienced post-natal depression***c 11.3 13.2 15.3 16.2 19.7 15.7 13.6 14.3
Self-reported general health is poor/fair*** 13.7 10.4 18.8 14.4 24.3 17.1 16.6 12.5
Heavy drinker*** 4.3 2.0 10.1 8.0 12.7 7.7 7.1 4.3
Ever takes recreational drugs** 2.0 0.7 6.7 5.9 7.6 5.8 4.1 2.8

Notes: All percentages weighted and sample limited to mothers who were the main respondent (UK) or primary 
caregiver (US). Analyses based on baseline data except ** measured at 3 years (UK/US), *** measured at 1 year 
(US).
a Lower rates of ante-natal care in the UK may be overstated as a first trimester limit of 13 weeks is used for 
comparability; however, 50 per cent of mothers not receiving ante-natal care in first trimester actually did so within 
16 weeks.  
b Includes 12 per cent of UK mothers and 9 per cent of US mothers who are still breastfeeding and duration is set to 
age of child at interview. 
c In the UK, depression is measured by the Rutter Malaise Inventory; in the US, it is measured by the Composite 
International Diagnostic Interview Short-Form (CIDI-SF).
* Conditional on baby having taken milk at least once. 
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mothers than among married mothers, nearly four times as high, whereas drinking during 
pregnancy is relatively similar across partnership types, and even slightly lower among unmar-
ried mothers. For both measures, negative health behaviours are higher in the UK than in the 
US, although only modestly so for smoking. Around one-third of UK mothers report drinking 
while pregnant as compared with only 9 per cent of US mothers. This difference is probably 
due to differences in the medical advice about drinking that is given to pregnant women in 
the two countries. In the US, mothers are told to avoid alcohol, whereas in the UK occasional 
drinking is not regarded as being harmful to the developing fetus. 

Post-birth risky health behaviour is also more common in the UK than in the US and more 
common among unmarried mothers as compared with married mothers. Heavy drinking 
during the first year after the birth shows a clear partnership gradient among UK mothers, 
rising from 4 per cent among married mothers to 10 per cent among cohabiting mothers and 13 
per cent among single mothers. In the US, there is a sharp difference between married mothers 
(2 per cent) and unmarried mothers (8 per cent) but no difference between cohabiting and 
single mothers. Similarly, recreational drug use is higher among unmarried mothers in both 
countries, particularly among single mothers in the UK. 

Pre-natal care during the first trimester is lower among unmarried mothers (by about 10 
percentage points) in both countries and follows a clear partnership gradient. Overall levels 
of early pre-natal care are lower in the UK than in the US, but single mothers in the UK 
experience a steeper drop in care relative to cohabiting mothers than single mothers in the US. 
The overall difference between the US and UK may reflect small differences in the timing of 
pre-natal care, as no country differences are found at 16 weeks of pregnancy. 
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Mothers’ reports of post-natal health problems are also more common among unmarried 
mothers in both countries. In the UK, depression is measured by the Rutter Malaise Inventory 
(score over 4 indicates mental health problems); in the US, it is measured by the Composite 
International Diagnostic Interview Short-Form (CIDI-SF). In both countries, overall health is 
measured by a question that asks mothers whether their health is ‘excellent, very good, good, 
fair or poor’. For this analysis, we distinguish between mothers who answer ‘fair or poor’ and 
all other mothers. While health problems steadily increase in both countries as partnership 
status moves from married to single, in the US depression is actually more common among 
cohabiting mothers than single mothers, whereas in the UK cohabiting mothers report less 
depression than single mothers. Although aggregate depression levels are similar in the two 
countries, UK mothers exhibit a steeper partnership gradient. 

Finally, the incidence and duration of breastfeeding are associated with partnership status 
in both countries, with married mothers reporting breastfeeding more often and for longer 
periods of time than unmarried mothers. Just over half of unmarried mothers in each country 
report ever breastfeeding their child, whereas close to three-quarters of married mothers do so. 
Overall, levels of breastfeeding are slightly higher in the UK than in the US, due primarily to 
UK married and cohabiting women having higher rates. While US mothers are less likely than 
UK mothers to ever breastfeed, those who do breastfeed report doing so for longer periods 
of time, 24 weeks on average for US mothers as compared to 17 weeks for UK mothers. The 
partnership gradients are similar in both countries, although the contrast between duration of 
breastfeeding is particularly pronounced amongst married and cohabiting mothers. 

In sum, the findings reported in Tables 9.4 and 9.5 underscore the extent to which parents’ 
partnership status at birth is an important marker of differences in children’s access to parental 
resources (broadly construed). They also highlight important country differences with respect 
to cohabiting unions. Whereas in the UK, cohabiting mothers are more similar to married 
mothers on many indicators, in the US, they are more similar to single mothers. Finally, the 
disparities in parental resources highlight the importance of selection into different types of 
partnerships and underscore the importance of taking account of these confounders when 
trying to assess the effects of partnership status at birth on post-birth trajectories and ultimately 
on child wellbeing. 

9.3.2	 Changes in Partnership Status over Time 

Thus far we have focused on the partnerships and capabilities of unmarried parents at the time 
of their child’s birth and during infancy. Our findings indicate that about half of unmarried 
parents in the US and about 60 per cent of unmarried parents in the UK are in ‘marriage-like’ 
partnerships when their child is born; that is, the parents are living together, fathers are very 
involved and the quality of the parental relationship is high. At the same time, unmarried 
parents in both countries are disadvantaged relative to married parents in terms of their demo-
graphic characteristics, socioeconomic status and health, with a clear gradient from married to 
cohabiting to single. 

In this section, we examine how the family lives of children unfold in terms of stability and 
change during the first five years of life. We use several measures to describe and compare 
the level of instability and complexity in children’s lives and how this differs for children 
born to married and unmarried parents in the UK and the US. First, we describe children’s 
experiences according to whether their mother changes partners after their birth. Second, we 



Table 9.6	 Partnership pathways from birth to five years by partnership status at birth

Unmarried

Married Cohabiting Single All

UK US UK US UK US UK US

Married at birth

     Stable 88.9 78.7 53.9 48.0

     Periods of instability 2.1 0.7 1.3 0.4

     Other unstablea 9.0 20.7 5.5 12.6

     Total 100.0 100.0

Cohabiting at birth

     Stable 44.0 23.4 10.9 4.8

     To married 25.2 28.8 6.2 5.9

     Periods of instability 6.0 3.2 1.5 0.7

     Other unstablea 24.8 44.6 6.1 9.1

     Total 100.0 100.0

Single at birth

     Stable 40.4 31.8 5.9 5.9

     To married 8.5 6.7 1.3 1.3

     To cohabiting 17.7 10.6 2.6 2.0

     To new partner 13.8 23.6 2.0 4.4

     Periods of partnership 19.6 27.4 2.9 5.1

     Total 100.0 100.0

Notes: Percentages are weighted, sample limited to households present at all waves where the mother is the main 
respondent (UK) or primary caregiver (US).
a Includes married/cohabiting to lone parent and married/cohabiting to re-partnered.  
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count the total number of partnership transitions (residential and dating transitions) to which 
children are exposed. And finally, we examine the extent to which mothers have children 
with new partners. A growing body of research finds that mothers’ partnership instability 
and multi-partnered fertility – defined as having children with different men – are negatively 
correlated with child wellbeing (Guzzo, 2014).

As shown in Table 9.6, children born in the UK are more likely to be living with both of 
their biological parents at age five than children born in the US. Stability follows the expected 
patterns in both countries, with married mothers being the most likely to have stable unions, 
single mothers showing the least stability and cohabiting mothers falling in between. 

Marital unions are more stable in the UK than in the US by about 10 percentage points. The 
greatest cross-national difference, however, is found in cohabiting unions, with UK partner-
ships being much more stable than US partnerships. These findings indicate that cohabiting 
partnerships in the UK are more similar to marriages in terms of stability, differing by only 15 
percentage points. By contrast, the gap between marital and cohabitating partnerships in the 
US is much larger, with a 25 percentage point difference. Thus, it seems that cohabiting part-
nerships in the US are not only more disadvantaged but also more unstable than UK cohabiting 
partnerships. 

In both countries, single mothers largely remain single, with about 60 per cent of mothers 
who are single at birth either remaining single or partnering and returning to the single status 
by the time their child is five years old. Many of these mothers have never cohabited with 
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a partner during the child’s first five years, 40 per cent of single mothers in the UK and 32 per 
cent in the US. Whereas US mothers who are single at birth are more likely than UK mothers to 
form co-residential unions with new partners (24 per cent in the US and 14 per cent in the UK), 
UK mothers are more likely than US mothers to enter a co-residential union with their child’s 
biological father (26 per cent and 17 per cent, respectively). These results do not suggest any 
strong trend in the partnership patterns of single mothers, as substantial proportions of mothers 
move in with the biological fathers, move in with new partners, and remain consistently single. 
They do, however, suggest that children born to single mothers spend much of their time in 
early childhood in households with neither a biological nor a social father.

Whereas Table 9.6 groups mothers according to their cumulative partnership histories, 
Table 9.7 shows the total number of dating and co-residential transitions a mother experienced 
from the time her baby was born until the child was five years old. For this measure we count 
both the ending and beginning of a relationship as a transition, so a divorce and remarriage 
would count as two transitions. The US measure counts dating partnerships that last a month 
or longer, whereas the UK measure counts all dating experiences. This and other differences 
related to question wording mean that the US measure is more likely to undercount transitions 
than the UK measure. Given this fact, the high levels of partnership instability in the US are 
particularly striking. 

Residential transitions are least common among married couples, which is not surprising. 
The vast majority of married couples have no transitions at all, and over 90 per cent of couples 
with at least one transition have only one or two transitions. Changes in co-residence are 
more common for mothers who are cohabiting at birth, particularly in the US, where over 
half of cohabiting mothers experience at least one transition as compared to just 30 per cent 
of mothers in the UK. (Cohabiting mothers who marry the father of their child are counted as 
having 0 transitions.) Again, most mothers who experience a transition (around 85 per cent) 
have only one or two transitions. As expected, single mothers are the most likely to experience 
a residential transition: 60 per cent of single mothers in the UK and nearly 70 per cent of single 
mothers in the US. Also, among mothers who have a residential transition, single mothers are 
more likely than cohabiting mothers to have only one transition.

Dating transitions are somewhat less common than co-residential transitions except among 
single mothers in the US. As with residential transitions, mothers in the US experience more 
transitions than mothers in the UK for each type of relationship. Unmarried mothers often 
experience dating changes, although cohabiting mothers do so far less frequently than single 
mothers. More than half of single mothers in the UK and 70 per cent of single mothers in 
the US experience at least one transition. Across all family types, mothers with at least one 
transition are most likely to change partners twice, and large proportions have at least three 
dating transitions. These figures suggest high levels of partnership instability among unmar-
ried mothers, especially for those who were not living with their child’s father at the time of 
the birth. 

Finally, as shown in Table 9.8, family complexity or multi-partner fertility, is a fairly 
common experience for children, especially children born in the US. At birth, about 22 per 
cent of all the US children are born to mothers who have had a child by a different father as 
compared with 8 per cent of all the UK children. In both countries, there is a notable difference 
across partnership types, with multi-partner fertility being more common among children 
born to unmarried mothers as compared with married mothers, and with the major gap being 
between married and unmarried mothers rather than between cohabiting and single mothers. 
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Table 9.8	 Multi-partner fertility at birth and post birth to age five

Partnership status at birth
Multi-partner fertility at birth Multi-partner fertility after birth
UK US UKa US

Married 4.5 11.7 0.5 3.4
Cohabiting 14.7 38.7 2.4 10.1
Single 16.9 34.5 10.3 19.1
Total 9.1 21.6 2.4 7.7

Notes: Percentages are weighted, sample limited to households present at all waves where the mother is the main 
respondent (UK) or primary caregiver (US).
a UK figures may be underestimates as MCS does not permit identification of the parentage of new children not 
living in the household. 
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Between- and within-country differences in multi-partner fertility continue to increase over 
time; 2.5 per cent of mothers in the UK report having a child by a new father in the five years 
following the birth of the cohort child as compared with 8 per cent of mothers in the US. 
Although the gap between single and cohabiting mothers is much higher in the UK than in the 
US, the overall level is much higher in the US. Clearly, while family instability and complexity 
are common in both countries, the family lives of American mothers and their children are 
both less stable and more complex than those of their UK counterparts. 

9.3.3	 Changes in Parental Resources over Time 

In this section we look at what happens to parental resources during the first five years fol-
lowing the child’s birth in terms of how partnership status and stability are associated with 
trajectories in family income and mother’s mental health. 

Table 9.9 provides data on family income trajectories between the child’s birth/infancy 
and age five by mother’s partnership pathways as identified in Table 9.6. Two major trends 
hold across both countries and all relationship types: (1) marriage is better than cohabitation, 
which is still better than single parenthood, and (2) stability is better than instability. Mothers 
who remain stably married fare best, followed most closely by cohabiting mothers who sub-
sequently marry their child’s biological father. Single mothers also benefit from subsequent 
marriage. These mothers end with incomes close to their other married peers despite starting 
from a much lower initial level. Moving in with a partner increases income because the partner 
is likely to contribute earnings; but moving in with the biological father also has advantages 
over moving in with a new partner. In the UK, any form of partnership is economically advan-
tageous, but in the US marriage is associated with greater economic returns than cohabitation. 

Many different pathways make up the unstable categories, including periods of partnership 
of varying lengths and single parenthood, so trends in any of these categories are harder to 
discern. Still, stability seems to be beneficial. Single mothers who do not cohabit with a partner 
at any point start with lower incomes than single mothers who will have a partner at some point 
in the next five years, but their incomes are slightly higher at the five-year mark than those who 
experienced instability. Stably cohabiting couples also gain more over the five-year period 
than unstably cohabiting couples. This trend holds across the two countries, although overall 
income levels are generally somewhat higher in the US. 

Stability is also associated with trajectories in mothers’ mental health, as shown in Table 9.10, 
with stable partnerships being associated with better outcomes than unstable partnerships. For 



Table 9.9	 Mean annual household income at each wave by partnership pathways

Mean annual household incomec

9 months (UK)/1 year (US) 3 years 5 years
UK (£) US (£) UK (£) US (£) UK (£) US (£)

Married at baseline

Stably married 30 086 38 286 33 939 47 899 36 180 46 190
Unstably marrieda 23 095 21 741 21 788 22 806 20 205 23 289
Cohabiting at baseline

Cohabiting stable 23 062 13 421 26 735 14 389 28 579 16 934
Cohabiting to married 25 285 20 412 29 656 20 571 31 412 24 348
Unstably cohabitinga 14 827 16 032 13 533 15 279 15 236 16 147
Single at baseline

Single stable 7 603 11 060 8 484 11 696 10 132 12 654
Single to married 14 225 16 877 22 348 28 226 25 524 24 929
Single to cohabiting 9 519 12 306 14 483 8 731 18 886 14 268
Single to new partner 8 820 14 704 12 165 19 275 1 457 15 851
Unstably singleb 8 621 12 834 9 590 13 705 10 010 12 402

Notes: Percentages are weighted, sample limited to households present at all waves where the mother is the main 
respondent (UK) or primary caregiver (US).
a Residual category including married/cohabiting to lone/single parent, married/cohabiting with periods of separation 
and married/cohabiting to re-partnered.  
b Residual category includes single to new partner and single with periods of partnership.
c US income is converted to pounds sterling using OECD purchasing power parities.

Table 9.10	 Mothers’ mental health problems at each wave by partnership pathways

Mothers experiencing mental health problems (%)
9 months (UK)/1 year (US) 3 years 5 years

UKb USd UKc USd UKc USd

Married at baseline

Stably married 10.1 8.8 9.6 10.5 9.7 8.8
Unstably marrieda 16.1 31.9 22.5 36.2 21.0 28.6
Cohabiting at baseline

Cohabiting stable 14.4 17.2 14.1 10.9 13.7 10.7
Cohabiting to married 11.5 7.4 13.2 17.8 12.2 15.2
Unstably cohabitinga 19.0 15.6 23.9 17.7 19.7 22.7
Single at baseline

Single stable 21.1 19.3 25.5 31.6 25.0 8.7
Single to married 19.5 8.4 18.1 16.5 12.0 9.8
Single to cohabiting 15.9 14.8 19.2 14.3 20.5 12.9
Single to new partner 18.0 16.0 20.5 17.5 22.5 23.5
Unstably single 21.6 16.3 32.7 22.6 33.7 24.7

Notes: Percentages are weighted, sample limited to households present at all waves where the mother is the main 
respondent (UK) or primary caregiver (US).
a Residual category including married/cohabiting to single parent, married/cohabiting with periods of separation and 
married/cohabiting to re-partnered.  
b Based on Rutter Malaise Inventory, score over 4 indicates mental health problems (UK).
c Based on Kessler Psychological Distress Scale, score over 7 indicates mental health problems (UK). 
d Based on the Composite International Diagnostic Interview Short-Form (CIDI-SF). 
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each partnership status in both countries, instability is associated with a higher proportion of 



Table 9.11	 Non-resident father involvement at each wave

9 months (UK)/1 year 
(US)

3 years 5 years

UK US UK US UK US

All fathers who were unmarried at birth

Lives with child full time 66.8 54.8 61.8 48.8 56.9 36.5
Non-resident fathers

Ever sees childa 54.2 85.8 53.7 64.8 52.6 53.1
Sees child once a month or more 40.6 56.1 47.1 36.4 34.7 31.9
Makes regular contributions to child 
maintenance

19.0 17.5 19.8 17.3 24.8 12.3

Makes irregular contributions to child 
maintenance

9.7 15.1 8.0 22.1 8.7 34.0

No contribution to child maintenance 71.3 67.4 72.3 60.7 66.6 53.7
Formal child support (court order/CSA)b – – – – 12.7 29.7
Informal child supportb – – – – 20.8 14.8
In-kind support – – – – 42.5 6.5
Mother on friendly terms with non-resident 
father

36.4 46.1 34.2 24.6 32.6 30.6

Non-resident fathers (N) 1142 572 1142 561 1142 564

Notes: Sample is limited to households present at all waves where the natural mother is the main respondent (UK) or 
primary caregiver (US) and the natural father was non-resident at all waves. 
a UK mothers were asked if the father was in contact and if so, if he ever saw the child; US mothers were asked if 
the father had seen the child since birth or the previous interview, whichever was more recent. Any fathers seeing 
the child was coded as positive in both countries.
b Regular and irregular contributions to child maintenance are mutually exclusive categories (UK). CSA is Child 
Support Agency.
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mental health problems. By the time the child is age five, stably married mothers are the least 
likely to have mental health problems, with similar levels in each country. Stably cohabiting 
mothers have higher rates of depressive symptoms than their married counterparts. Depression 
amongst mothers who were single at birth differs across the two countries. Stably single 
mothers in the UK have much higher rates of reported depression that their US counterparts, 
and in general single mothers in the UK report more depression than single mothers in the US.

9.3.4	 Non-Resident Fathers’ Involvement 

Table 9.11 reports information on several aspects of non-resident fathers’ engagement and 
involvement: whether he sees the child, whether he makes economic contributions to the child, 
and whether he and the mother get along with one another. 

As shown in Table 9.11, the proportion of unmarried fathers who are living with their child 
declines steadily over time, dropping from 67 per cent to 57 per cent in the UK and from 55 
per cent to 35 per cent in the US. The proportion of fathers who are living with their child at 
birth is higher in Table 9.11 than it is in Table 9.1, because Table 9.11 is based on mothers who 
completed all waves of data collection whereas Table 9.1 is based on all new mothers. Among 
non-resident fathers, the frequency of involvement is much higher among US fathers during 
the first year after the birth than it is among UK fathers, but this difference decreases over time 
so that by age five, the overall level of involvement is quite similar in the two countries. We 
should note that the sample of non-resident fathers in Table 9.11 changes over time as married 
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and cohabiting fathers move out of the household and as non-resident fathers move into the 
household. 

Fathers’ financial contributions follow a less clear trajectory. In the UK, non-resident 
fathers are somewhat more likely than US fathers to make regular contributions to their child’s 
maintenance, while in the US non-resident fathers are more likely to make irregular contribu-
tions. By the time the child is five, around 35 per cent of non-resident fathers in the UK make 
some contribution to their child as compared with about 45 per cent of fathers in the US. 

Formal child support is much more common in the US than in the UK. At age five nearly 
a third of non-resident fathers in the US pay child support as compared with only 13 per cent of 
fathers in the UK. Fathers in the UK are more likely to have informal arrangements and much 
more likely to provide in-kind support to mothers, which is relatively rare among non-resident 
fathers in the US. This partly relates to differences between the two countries in child support 
policy, including the greater use of child support orders and stricter enforcement of awards 
in the US. Although the data in Table 9.11 do not capture the full scope of fathers’ contri-
butions, they do suggest that a substantial portion of non-resident fathers contribute to their 
child’s needs despite not living in the same household. Finally, relations between mothers and 
non-resident fathers are somewhat worse at age five than they are during infancy; only about 
30 per cent of mothers in both countries report being on friendly terms with the non-resident 
father when the child is five years old. 

9.4	 SUMMARY AND CONCLUSION

This chapter posed four questions regarding the nature of parental partnerships and resources 
in families formed by unmarried parents, how these changed over time and how they differed 
between the US and the UK. Our examination revealed both similarities and differences. 
For the first question – What is the nature of parental partnerships, and what are parents’ 
characteristics and capabilities around the time their child is born? – we found that, in both 
countries, a majority of unmarried parents are in what appear to be committed unions at the 
time their child is born, although these couples are much more disadvantaged than married 
parents. An important difference between the two countries lies in the nature of cohabiting 
unions, which are closer to married couples in the UK and closer to single mother families 
in the US (see also Chapter 7 in this volume). For the second question – What happens to 
parents’ partnerships over time? – we found that families formed by unmarried parents are 
less stable than families formed by married parents, with US couples showing much higher 
levels of instability than UK couples. Higher levels of instability lead to more partnership 
transitions and more family complexity for US children. In both countries, the partnership 
gradient is similar, with the lowest levels of instability and complexity seen among mothers 
who are married at birth and the highest levels seen among single mothers. For the third 
question – What happens to mothers’ resources, particularly family income and her mental 
health? – we found that mothers’ resources are associated with their partnership trajectories. 
While stably married mothers and cohabiting mothers that later marry see their family incomes 
go up over time, single mothers and mothers who dissolve their unions see their incomes go 
down. New partnerships, cohabitations or marriages increase mothers’ income in the UK, 
and entering marriage provides similar benefits in the US. A similar pattern is observed for 
mothers’ mental health, with mothers in stable unions experiencing better mental health than 
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mothers in unstable partnerships. Stable single motherhood is also associated with fewer 
mental health problems in the US but not in the UK. Finally, for the fourth question – What 
happens to non-resident fathers’ involvement over time? – we find that contributions of time 
and money are low and consistent among non-resident fathers in the UK, whereas they start 
high and decline among fathers in the US. 

In conclusion, these analyses show that the partnership contexts within which children 
are born and live matter. Cohabiting families with young children tend to be more unstable, 
vulnerable and impoverished than their married counterparts, and single mothers and their 
children tend to have lower levels of wellbeing than married or cohabiting families (but not 
consistently so). Moreover, parent’s marital status at birth is a reasonably good proxy for 
whether children will grow up in more or less stable or more or less complex households. 
A theme emanating from the comparative findings is the greater cleavage in the US between 
living with married parents versus unmarried parents. Living in a cohabiting-parent family 
is associated with fewer positive benefits, as compared to living with a single mother, in 
the US than it is in the UK. Similarly, marriage, particularly a continuing stable marriage, is 
associated with more positive benefits, as compared with living in a cohabiting-parent family, 
in US families than it is in British families. Unmarried parenthood would seem to matter in 
both the US and the UK but to somewhat different degrees. Whether this is the case in other 
nations with different cultural and welfare regimes and where, for example, the educational 
gradient in non-marital childbearing is less than in the US or the UK, such as France, Norway 
and the Netherlands (see Perelli-Harris et al., 2010), would be interesting to know. Hopefully, 
information being collected in the growing number of national birth cohort studies will further 
contribute to our understanding of this development in family life. 
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NOTE

1.	 These websites can be found for the MCS on http://​www​.cls​.ioe​.ac​.uk and the FFS at http://​www​
.fragilefamilies​.princeton​.edu/​index​.asp. 
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10.	 Ethnic intermarriage and partnership in 
Australia
Ann Evans

10.1	 INTRODUCTION

With its emphasis on the interlinked nature of the timing and occurrence of life events, the 
lifecourse perspective is ideally suited for looking at migration and partnering. For children 
of migrants, their own age at migration as well as the context in which the move occurred can 
have a significant impact on the timing and nature of their later family formation (Choi and 
Tienda, 2018; Clark et al., 2009). For adults, migration, marriage and family formation are 
often parts of the same family formation process (Kulu and Milewski, 2007). One aspect of 
migration and marriage that has garnered much sociological interest is the study of intermar-
riage or marriage between people of different ethnicities. 

At the micro level, research has examined various aspects of interethnic couples including 
whether relationship quality and well-being are different compared to co-ethnic couples (Dribe 
and Lundh, 2012; Fu and Wolfinger, 2011; Hohmann-Marriott and Amato, 2008; Wilkins et al., 
2019). However, most scholarly interest in intermarriage has been from a macro-perspective. 
There has been keen sociological interest in the trends and patterns of intermarriage due to its 
potential to create positive cultural and socio-economic change (Kalmijn, 1998). Intermarriage 
has been heralded as the fastest way to break down barriers between ethnic groups and mar-
riages between foreign- and native-born populations are seen as an indicator of assimilation 
and successful integration of immigrants (Adserà and Ferrer, 2015; Alba and Nee, 2003; Khoo 
et al., 2009; Walker and Heard, 2015). 

In explaining rates of intermarriage, the main explanatory factors can be divided into those 
relating to choice and preference, and those relating to constraints and opportunities (Gray, 
1987). Preference relates to the role of cultural norms and preferences that people have regard-
ing interaction and marriage with individuals outside their ethnicity as well as the influence 
of third parties (Kalmijn, 1998; Kalmijn and Van Tubergen, 2010). Parents and relatives may 
prefer, and exert pressure, for their children to have endogamous marriages. Similarly, people 
may have a preference to marry within their own religious or cultural group, and this is often 
tied to ethnicity. 

Explanations regarding constraints and opportunities focus on the meeting and partnering 
opportunities, as meeting someone from outside of one’s own ethnic group is a necessary 
precondition for partnering (Kalmijn and Van Tubergen, 2010). Typically, structural expla-
nations focus on group size but also residential segregation. If there are very few people of 
one ethnic group in the host country, then this makes it more difficult to find a partner and 
therefore increases the probability of intermarriage. However, it has also been suggested that 
due to the decreasing cost of international travel, electronic communication and the ability to 
sponsor marriage partners from overseas, this is no longer a limiting factor to the same extent, 



142  Handbook on demographic change and the lifecourse

as migrants can find and sponsor a partner or spouse from their country of origin (Khoo, 2003; 
Khoo et al., 2009).

There is a long history of studying intermarriage in Australia. Studies on the early wave 
of immigrants after World War II showed that among the European migrants, those born in 
Italy and Greece had lower rates of intermarriage with native-born Australians than migrants 
from Western or Eastern European countries such as the Netherlands or Poland (Price and 
Zubrzycki, 1962), suggesting that their integration was slower. Even in the second generation 
of those with a Southern European and Middle Eastern background, migrants had lower inter-
marriage rates than those of Western European background, although there was an increase in 
the intermarriage rate from the first to the second generation (Jones and Luijkx, 1996; Khoo, 
2011). With the increasing rate of non-European migration since the 1980s and 1990s, it is 
unclear whether the previous patterns of intermarriage will be maintained given the cultural 
distance between some Asian countries, which are now the major sources of migrants, and 
Australia.

This chapter provides an overview of intermarriage in Australia through the lens of two 
different data sources, marriage registration and census data. These two sources allow us to 
develop an understanding of the interethnic pattern of marriages that occur in Australia (mar-
riage registration) as well as the marriage behaviour of migrants to Australia (census). The 
census data also allow us to include cohabiting relationships and to explore socio-economic 
covariates. Linked administrative data are used to increase the power of the census data.

10.2	 IMMIGRATION TRENDS IN AUSTRALIA: NOW AND THEN

Australia has a long history of migration since European settlement in the 18th century. 
A clearly defined migration policy aimed at attracting migrants from specific countries or with 
specific skills was first introduced after World War II. However, the nature of the migration 
policy, as well as the ethnic composition of migrants has changed substantially over time. After 
World War II, the main impetus of the migration policy was to attract migrants to increase 
Australia’s population in order to stimulate economic development and defend the country in 
the event of another war (Spinks, 2010). Arthur Calwell, the first Minister for Immigration, 
pushed for increased migration under a ‘populate or perish’ sentiment. However, in the early 
years, the desire was still to have mostly immigrants from the United Kingdom, and addressing 
the parliament in 1946, Calwell said: ‘It is my hope that for every foreign migrant there will 
be 10 from the United Kingdom.’ However, Great Britain itself had high labour demands after 
the war and was unable to provide the volume of migrants that Australia had hoped for (Jupp, 
2001). As a result, Australia began accepting immigrants from a larger number of European 
countries, primarily Italy and Greece, but also the Netherlands, Poland and Germany. 

In the 1970s migration restrictions for non-Europeans, the so-called ‘white-Australia 
policy’, were relaxed and this led to a diversification in the sources of countries for migrants 
(Khoo et al., 2008). Since the 1980s and 1990s, the focus of Australia’s immigration policy 
has been on selecting migrants who fit specific skilled labour needs of Australia, along with 
the provision of family visas. This has led to a shift in the ethnic composition of migrants from 
Europe to Asia (Spinks, 2010). The changing ethnic composition of migrants in recent history 
can clearly be seen in the 2016 Census as the proportion of the overseas born hailing from the 
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United Kingdom decreases dramatically after the 1980s and as the proportion from China and 
India rises (ABS, 2019).

For migrants settling permanently in Australia there are different pathways to arrival. One 
pathway is to apply for permanent residency as a skilled migrant. This pathway has strict 
conditions including having a qualification related to a ‘nominated skilled occupation list’, 
age and health requirements as well as English language requirements. The primary applicant 
is the person who lodges the application and who meets the migration requirements, but they 
may also bring in their partner or children as secondary applicants who migrate by virtue of 
their relationship with the primary applicant (Boucher, 2007). Adult migrants can also settle in 
Australia under the Family visa stream if they are a de facto partner, or spouse of a permanent 
resident or citizen of Australia. De facto partners can apply if they have lived together for one 
year before applying for the visa. Unlike the case of the United States, there is no restriction 
on the length of time immigrants have resided in the country before they can sponsor a partner 
to join them, so long as they themselves are permanent residents or citizens. 

10.3	 DATA SOURCES FOR STUDYING INTERMARRIAGE

The majority of studies on intermarriage in Australia have used marriage registration data or 
census data (Khoo et al., 2009). Both sources of data have their own advantages as well as 
important limitations. Marriage registration data record the characteristics of the couple for 
marriages occurring in any one year. Recorded characteristics include the country of birth 
of the bride and groom,1 their ages, whether they lived together before marrying, as well as 
their previous marital history. The benefit of marriage registration is that it records the char-
acteristics of both parties in all marriages that occur in Australia in any given year. However, 
a limitation of marriage registration is that it does not include cohabitations, now an important 
form of partnership, and also does not give us any context regarding the migrants including 
their age at migration, and the type of visa stream they entered the country under. We are not 
able to distinguish if an overseas-born person arrived in Australia as a child in the past or as 
an adult migrant more recently.

Census data contain more information about relationships including cohabitation as well 
as marriage, the country of birth of both partners, their ancestry and the countries of birth of 
their parents. They also include additional information on education and other socio-economic 
factors. A major limitation of the census is that it does not distinguish between marriages that 
occurred in Australia or overseas, and similar to marriage registration data we do not know 
the context under which adult migrants arrived in Australia, although we do know their age 
at arrival. Using census data, a low rate of intermarriage with Australian-born persons could, 
for example, be due to a low propensity to intermarry, or because of a high propensity for 
migration of family units such as married or cohabiting couples together (Khoo et al., 2009). 
In addition, the relationships observed in a census are those that have survived separation and 
death, although the potential selection bias can be minimized by looking at younger couples 
(Adserà and Ferrer, 2015). 

To overcome many of the limitations of the census this chapter uses the Australian Census 
and Migrants Integrated Dataset (ACMID), which links data from Permanent Migrant 
Settlement from the Department of Social Services with records from the 2016 Australian 
Census of Population and Housing. The 2016 ACMID contains information on all people 
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who have migrated to Australia under a permanent Skill, Family, Humanitarian and Other 
Permanent stream visa between 1 January 2000 and 9 August 2016. Using these data, it is pos-
sible to examine the factors related to partnering with an Australian-born person, and to focus 
on people who migrated as adults rather than as children or adolescents. The life cycle timing 
of migration has a large impact on intermarriage as the choices and opportunities available to 
people who migrate as children or adolescents are very different from those who migrate as 
adults (Choi and Tienda, 2018). Only those who migrated to Australia between ages 18 and 
39 years old are selected and the analysis is restricted to those who came in either as skilled 
migrants or as sponsored partners under the Family visa stream, which are, as noted previ-
ously, the two main streams by which migrants can gain permanent residency in Australia. The 
sample includes just over 462,000 men and 562,000 women. 

10.4	 INTERETHNIC MARRIAGES IN AUSTRALIA

In 2017,2 37,000 marriages included an overseas-born male. Of these, 31 per cent married an 
Australian-born woman, 44 per cent someone from their own country and 25 per cent someone 
from another country. In the same year, 41,000 foreign-born women got married. Of these, 37 
per cent married an Australian-born man, 40 per cent married someone from the same country 
as them, and 23 per cent married someone from another country. On the whole, overseas-born 
women are a little more likely to marry an Australian-born male than an overseas-born man is 
likely to marry an Australian-born woman (ABS, 2018). 

For men and women who married in 2017, Figure 10.1 shows the ethnic composition of 
their spouses, based on their own region of birth. There are large differences by region of 
birth as well as gender. Men and women from Oceania (largely composed of those from New 
Zealand) as well as from North-West Europe were the most likely to marry an Australian-born 
spouse. 

For some regions of birth, such as Southern and Eastern Europe, North Africa and the 
Middle East as well as Southern and Central Asia, men are more likely than women to marry 
an Australian. For other regions of birth including South-East Asia and North-East Asia, 
women are more likely than men to marry an Australian partner. Those marrying someone 
from their own country of birth varied greatly across regions, with Asian regions standing out. 
In these Asian regions, men are most likely to marry someone from their own country. The 
same pattern is evident for women but there is more variation, particularly for South-East Asia 
where women are far more likely than men to marry an Australian-born man or a man from 
a different country. 

These patterns can be explored further at the country level (Table 10.1). Within Asia, 
the regions where recent migration is growing, there is substantial variation between coun-
tries. Each of the countries in South-East Asia exhibits a difference in intermarriage with 
Australian-born men and women. However, for the Philippines this difference is striking. 
Over half (52 per cent) of all marriages of Philippine-born women are to Australian-born men 
compared to 21 per cent of marriages for Philippine-born men. Marriages of Chinese-born 
men in Australia are nearly all with Chinese-born women (89 per cent) whereas 16 per cent of 
Chinese-born women marry an Australian-born man and 19 per cent marry a man from another 
overseas country. Men from India and Lebanon are more likely than women from these coun-
tries to marry an Australian-born woman or a woman from another country. 



Source: Data derived from ABS (2018).

Figure 10.1	 Percentage of men and women who married a person who was Australian 
born, from the same country or from another country, by region of birth
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With these data we get a glimpse of the different gender and cultural practices around marriage 
for people from these countries. Some – India and Lebanon – constrain women’s selection of 
mates. Whereas China shows very strong ethnic preferences for mates, especially for men. 
With regard to religion, we only know if the marriage ceremony was performed by a minister 
of religion or not. For all marriages in Australia, 22 per cent were performed by a minister of 
religion. This compares to 16 per cent for marriages involving Chinese men and 14 per cent 
for marriages involving Indian men. For Lebanese-born individuals, the respective figures are 
64 per cent for women and 71 per cent for men.

Of course, the data do not give us much context for these marriages, except that they hap-
pened in Australia. We do not know where the couple met, how they met, or the ethnic back-
ground of the couples. For instance, a Chinese woman could marry a man born in Australia 
whose parents were born in China. Or she could marry a man born in the United States whose 
parents were born in China. Each of these scenarios would result in different classifications, 
while in fact they are both of Chinese heritage. We do not know if the couples who married 
here met in Australia, while visiting their home country, or while travelling elsewhere.

What we do know is whether this marriage is a first marriage. For men getting married in 
Australia those born in the Philippines, Malaysia and Australia were the most likely to be mar-
rying for the first time. Close to one-half (41 per cent) of men born in Vietnam and marrying 
in Australia were getting married for the second or third time. UK-born, Italian and Greek 
men were also likely to be remarrying. Remarriage is lower generally for women but high 
for women from the United Kingdom (35 per cent). These patterns to some extent reflect the 
migration experience in Australia with those from the United Kingdom and Southern Europe 
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more likely to have been in Australia longer, be older, and therefore be at increased risk of 
divorce and subsequent remarriage. 

Finally, using the marriage registration data we are able to look at the percentage of couples 
who lived together prior to marriage. For all Australian marriages, 81 per cent of couples 
cohabited prior to marriage. We see lower rates of cohabitation prior to marriage for men 
and women born in Lebanon and India, however for all groups over half of all marriages are 
preceded by cohabitation. We do not know how long these cohabitations were for or if the 
couple were actually married by law or custom overseas before living together in Australia. 
So, while registration data provide very useful information about marriages, they tell us little 
about the lives of migrants and the context of their intimate relationships.

10.5	 INTERETHNIC PARTNERSHIPS OF MIGRANTS

Taking a different lens, we are able to examine partnership formation of migrants. Here logistic 
regression is conducted on data from the ACMID to explore differences in the probability of 
having an Australian-born partner. The analysis is conducted separately for men and women, 
and the outcome of interest is whether the migrant has a de facto partner or spouse who was 
born in Australia. The analysis controls for type of visa, age at arrival and year of arrival.

Overall, 12 per cent of migrant men and 15 per cent of migrant women have an 
Australian-born spouse or de facto partner. As this dataset only includes recent arrivals, since 
2000, it does not reflect the same population as the marriage registration data. In terms of the 
countries of origins, there are high proportions who come from Asia, with small differences 
between male and female migrants. 

There are gender differences in the pathway in which the migrants came to Australia. Men 
are most likely to have come as a primary applicant of a Skilled migration visa (60 versus 
26 per cent). Whereas women are most likely to have come as a partner sponsored by an 
Australian permanent resident or citizen (44 versus 25 per cent). Women are more likely than 
men to be a secondary applicant of a Skilled migrant, most likely a spouse or dependent adult 
daughter (30 versus 15 per cent). So, already we see that women are more likely to arrive in 
Australia as a spouse than are men.

For ease of interpretation, the predicted probability of a migrant being partnered with an 
Australian-born person at the time of the 2016 Census is shown in Figure 10.2. The predicted 
probability is shown by region of birth, with the results for men and women modelled sepa-
rately. There are large differences not only by region of birth but also by gender. 

For both sexes, migrants from the Americas and North-West Europe are the most likely to 
be partnered with an Australian-born person at the time of the census. For both North-West 
Europe and the Americas (primarily the United States), there is extensive travel in both direc-
tions, with Australians going abroad as well as foreigners coming to Australia for work, study 
or tourism, in which case a relationship could be formed (Khoo, 2001). In addition, it is an 
indication of the social and cultural similarities between people from North-West Europe and 
North America and Australia (Khoo et al., 2009).

For South-East Europe, the probability of being partnered with an Australian-born person 
is about 21 per cent for women and 15 per cent for men. Although their partners were born 
in Australia, in many cases the ancestry of the partners was Southern European and they are 
the second generation from Southern Europe that arrived in the 1950s and 1960s (Khoo, 



Source: Author’s calculations from the 2016 Australian Census and Migrants Integrated Dataset.

Figure 10.2	 Predicted probability of having an Australian-born de facto partner or 
spouse, by region of birth
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2001). For South-East Asia and North-East Asia, very large gender differences are evident. 
Women are more likely to have an Australian-born partner compared to their male peers. In 
contrast, for the Middle East and North Africa, we see that men are more likely to marry an 
Australian-born person compared to women. Khoo et al. (2009) suggest this is due to differ-
ences in gender roles in Asian and Middle Eastern families. These patterns reflect what we see 
from the registration data, though the gender differences are perhaps more stark.

The pathway through which migrants come to Australia is another very important deter-
minant of intermarriage or inter-partnering with an Australian-born person. To explore this 
further, Figure 10.3 shows the interaction for the visa stream and region of birth in the proba-
bility of having an Australian-born partner. We expect that those who come on a family-partner 
visa to be the most likely to be partnered with an Australian-born person. However, a partner 
visa can be sponsored by an Australian permanent resident or citizen, so if the partner resident 
in Australia is a first-generation migrant themselves, they form a chain migration. The highest 
probability of having an Australian-born partner is for women from the Americas (primarily 
the United States) and North-West Europe. For the other regions of birth, the probabilities are 
significantly smaller, suggesting that a large proportion of family-partner visas are sponsored 
by first-generation migrants rather than those born in Australia, in a form of chain migration. 

For women who settled in Australia as skilled migrants, where they were the primary 
applicants, the predicted probability of having an Australian-born de facto partner or spouse is 
relatively small. It is possible that if these women are selected for the Skilled stream because 
of their education and occupation they may have lower partnership rates overall. It is also 
possible that they brought a male partner with them as a secondary applicant. 

The lowest rate of inter-partnering with Australians is among those who arrived as second-
ary applicants to a skilled migrant. This is not surprising, as these are women that migrated as 



Source: Author’s calculations from the 2016 Australian Census and Migrants Integrated Dataset.

Figure 10.3	 Predicted probability of having an Australian-born de facto partner or 
spouse, by visa stream, region of birth, women
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a couple or family unit. If, in the census, they were partnered with an Australian-born person 
it would indicate that their initial relationship had ended leaving them free to re-partner with 
a different person. 

For women from North-East Asia, primarily China, and South-East Asia including the 
Philippines, there is a long history of migration for marriage and many of these may be women 
who have migrated on a prospective spouse or de facto visa, sponsored by Australian-born 
men. Between 2001 and 2011, for example, the Philippines was the country where the highest 
number of people entered Australia as fiancés on a prospective spouse via (Lyneham and 
Richards, 2014). 

10.6	 DISCUSSION

Migrating to another country and forming a partnership are both important life events. Some 
people move to Australia to start a life with their spouse or partner, whereas others may meet 
someone abroad or in Australia while they are holidaying, working or studying. These differ-
ent pathways are highly gendered and heterogeneous in terms of ethnicity and this affects the 
probability of intermarriage or inter-partnership with an Australian-born person.

In this chapter it is evident that restrictive migration policies affect intermarriage in coun-
tries such as Australia. The pathways by which to enter are limited and the state imposes 
restrictions on who can enter the country and under what conditions. This has important 
implications for the union formation of migrants (Strasser et al., 2009). As immigration control 
has become stricter, marriage or partner migration may be seen as an ‘easier’ migration path 
(Törngren et al., 2016). This is especially the case for women, given the relatively low percent-
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age who settle in Australia as primary applicants on a ‘skilled’ visa. Women are more likely to 
be secondary applicants or sponsored by an Australian-born partner. 

Australia is unique in that it is physically located in Asia but has Anglo-Celtic history and 
culture. In Australia there is a racial hierarchy or sliding scale of desirability with regards 
to which immigrant groups are more likely to be intermarried with Australian-born people 
(Childs, 2019). There is an important distinction between white immigrants, particularly from 
Europe or English-speaking countries, and those from Asia or Africa, which is evident in the 
marriage registration data in Australia. Dunn et al. (2004) find that Australians are signifi-
cantly more comfortable with a relative marrying someone of Italian or British background 
than they are for someone of Asian background. Childs (2019) also finds Australians are open 
to marriages between an Asian woman and Australian man but not the other way around. 

In addition to immigrant characteristics such as age at migration and education, as well as 
the availability of potential partners in the local marriage market, the cultural proximity to the 
host country is a key determinant of the degree of intermarriage (Adserà and Ferrer, 2015; 
Kalmijn, 1998). The marriage market can be local but can also include the influence of rela-
tives and friends in countries of origin. Therefore, the complexity of mate selection needs to 
be considered to fully understand intermarriage patterns. For first-generation migrants in this 
study from particular ethnicities including South Central Asia, we see evidence of segmented 
assimilation. 

In terms of the lifecourse, marriage and partnership formation can be facilitated by migra-
tion or disrupted by migration (Adserà and Ferrer, 2015). This can have very different impacts 
on the timing of relationship formation in relation to other life events. Compounded with the 
differential effects of country of origin and gender, the interplay between marriage and move-
ment can have lifelong consequences not only on partnerships but also to fertility that may, or 
may not, arise from these relationships. 

NOTES

1.	 In 2017 same-sex marriages were not legal in Australia so all marriages are assumed to be between 
a man and a woman.

2.	 Ibid. 
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11.	 Demographic perspectives on population 
change and housing across the lifecourse
Elspeth Graham and Albert Sabater

11.1	 INTRODUCTION

The inter-relationships between population change and housing are complex. Changes in the 
age structure of a population are a key driver of housing demand, for example, while housing 
supply influences household formation and local population geographies. By drawing on the 
literature that best illustrates these reciprocal relationships and using empirical examples from 
the UK, this chapter challenges demographers to give more attention to the role of the housing 
system in their work.

The UK population, like most other populations in Europe, has changed quite dramatically 
since the 1970s. After the earlier baby boom, fertility fell to an historic low in the first decade 
of the 21st century and, even with the recent modest recuperation, is not at the level required 
for generational replacement. At the same time, life expectancy has steadily increased, albeit 
not as rapidly as in some other European countries. These trends are changing the age struc-
ture of the UK population, with the larger birth cohorts of the baby boom years constituting 
an increasing proportion of the total population. Although the immigration of working-age 
foreign nationals has moderated the rate at which the population is ageing, discussion of the 
potentially serious implications of these changes for the provision and funding of public ser-
vices, as well as for housing, are now a staple feature of political and policy debate. 

Other demographic shifts are of equal interest to researchers and policy makers. A decline 
in marriage rates and the rise of cohabitation as a temporary or permanent life choice has been 
accompanied by a rise in the average age of first parenthood, contributing to smaller completed 
family sizes. Rising divorce rates are fuelling increases in solo living across the age spectrum. 
Re-partnering has also become more common than in the past, leading to the formation of 
complex families and increases in the number of non-residential parents, especially among 
men. There is a large literature that has analysed the details and drivers of these changes, as 
well as their implications for future population change. While it is widely recognised that 
housing characteristics, such as house size and tenure, are associated with differences in 
fertility, mortality and household composition, this literature puts its main emphasis on the 
demographic processes underlying population change and pays surprisingly little attention to 
the influences of the housing system.   

The UK housing system has changed no less dramatically since the 1970s. The ‘right-to-buy’ 
legislation resulted in the residualisation of housing provided by local authorities as the more 
desirable units were purchased by their tenants. Housing Associations (HAs) have grown 
in importance as providers of social housing and successive governments have sought to 
encourage homeownership as an aspiration for all. As the tenure structure of housing supply 
has changed in favour of the private sector, questions of affordability have come to the fore. 
In the aftermath of the global economic crisis of 2007–08, the construction industry in the UK 
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collapsed, constraining housing supply. Subsequent public and political concern has tended 
to focus on areas of the country where house prices were already high (for example, London 
and the South-East) and where first-time buyers are now especially disadvantaged. However, 
the inadequate provision of affordable housing affects all areas of the UK and is heightened 
in many more remote and rural areas where the purchase of second homes has driven property 
prices beyond the financial means of local young people. The large body of academic literature 
investigating these and other changes in the UK housing system has developed as a specialist 
research area largely separate from research on population change per se. In response to policy 
differences in the constituent countries of the UK, it also tends to be more geographically 
fragmented than the demographic literature. 

The brief outline above introduces some of the recent changes in population and in housing 
in the UK. Academic understanding of these changes is already well advanced within each 
specialist research area but there remains a need for a more integrated research agenda to 
tackle important issues at the interface between population change and housing. The following 
discussion examines this interface and is organised in two main sections. In Section 11.2, we 
outline the key macro-level inter-relationships between population change and the housing 
system, emphasising that the demand for housing is not simply a reflection of the number and 
composition of households. We then consider the interdependencies between age composi-
tion, household trends and housing demand, arguing that a dynamic understanding of change 
must distinguish cohort from period effects. In Section 11.3, we examine the contribution 
of a lifecourse approach to housing transitions as a framework for understanding ‘housing 
demography’, illustrated by the links between residential mobility and housing careers and 
between family formation and housing. Finally, we provide an overview of the multiple and 
complex interdependencies between population change and housing, which are of policy as 
well as academic interest. We conclude by arguing that a reinvigorated and more integrated 
agenda is needed for future research.

11.2	 INTER-RELATIONSHIPS BETWEEN POPULATION 
CHANGE AND HOUSING 

It is widely recognised that prices and quantities in housing markets are influenced by the 
interaction between supply (construction sector) and demand (households). While the key 
elements configuring the supply of housing include prices, costs of construction (material and 
land), cost of financing (mortgage rates) and existing housing stock, demographic patterns, 
along with changing patterns of housing aspiration and choice, are central for housing demand. 

In Britain the building of both private and public sector housing declined during the 1970s. 
The economic crisis of the late 2000s then saw a further decline in the number of new housing 
units built by the private sector, while additions to social housing stock remained largely 
constant (Figure 11.1). Despite rising demand, the housing industry has been producing just 
over 150,000 homes per year over the decade to 2018, which constitutes less than half of 
what is needed to tackle the shortage of housing (Barker, 2004; Future Homes Commission, 
2012). Although estimates of future demand and need are typically based on projections of the 
future numbers of households, projected demand also requires a clear division between the 
demand for private sector housing and demand for social housing, as well as an assessment 
of the number of vacant dwellings and second homes (Holmans, 2013). The restraints on 



Source: Authors’ elaboration, based on data from the UK Department for Communities and Local Government.

Figure 11.1	 Number of permanent dwellings started by tenure and year. Britain, 
1969–2018
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house-building and mortgage advances, combined with the rise in unemployment following 
the economic crisis, suggest an increase in latent demand for housing as a result of enforced 
delays in the formation of new households. In these circumstances some may consider 
non-traditional living arrangements such as sharing with unrelated others, in turn changing the 
demographic composition of households. Thus, even from this brief example it is evident that 
changes in the number of households, which influence housing demand, are not independent 
of housing supply.  

In principle, access to social housing is based on need, whereas access to homeownership 
or private rented accommodation is determined by financial resources. In practice, the defi-
nition of ‘need’ is influenced by societal and political priorities, which give some groups (for 
example, parents with dependent children) preference over others and can change over time, 
while mortgage lenders may facilitate or constrain house purchase in the private sector as they 
respond to more general economic circumstances. At the macro-scale, therefore, the aggregate 
demand for housing is not simply a reflection of the number and composition of households 
in the population. Rather, a range of societal and institutional factors also play key roles in 
influencing housing outcomes (Clapham, 2011), as do demographic factors such as the age 
composition of the population. 

11.2.1	 Age Composition and Housing Demand

In addition to the overall number of households, housing demand is often regarded as 
age-related, but the extent to which different age groups are matched to housing demand in 
the 21st century deserves greater attention. The typical age profile of those who move house is 
well established, with Dieleman (2001) identifying the age of the household ‘head’ and current 



Source: Authors’ elaboration, based on data from the Family Resources Survey, 2006/07 and 2016/17.

Figure 11.2	 Household composition types by age (percentages), Britain, 2006/07 and 
2016/17
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tenure as the dominant factors determining moving decisions. Young, single-person house-
holds not only have the highest mobility rates but are also likely to have different housing and 
location requirements compared to middle-aged or older couples. Living arrangements too can 
be seen to vary by age as young single adults are more likely than older people to share accom-
modation with their peers and less likely to occupy ‘family housing’. Thus, at the aggregate 
scale, it is the combination of population age composition and household trends (the number 
of households and their living arrangements) that is often regarded as underpinning housing 
demand. In Britain the majority of households are couple households, with or without children, 
but the proportion of other types of household varies across age groups and, to a lesser extent, 
over time (Figure 11.2). For example, the proportion of single-person households is lowest 
among the 45 to 54 age group at around 30 per cent and almost twice that among those aged 
75 and over who are the group most likely to be living alone. In the decade after 2006/07, the 
proportion of single-person households rose slightly among the middle-aged groups but actu-
ally fell among young adults and the oldest age group. Nevertheless, average household size 
has remained fairly consistent over this period at around 2.4 persons per household, although 
the longer-term trend has been to smaller households (Berrington and Simpson, 2016). 

Like household size, population age structure is not static. Changes in the age composition 
of (local) populations reflect the interplay of trends in fertility, mortality and migration, and 
housing transitions (for example, out of the parental home or into long-term care) imply 
a residential move. Since moves, especially at younger ages, are often associated with 
employment opportunities, some general patterns are discernible. For example, a positive 
population momentum (or growth dynamic) is typically concentrated in urban areas where 
the in-migration of young adults for employment or study results in a younger age profile 
(Champion, 1989; Plane and Jurjevich, 2009). The reverse occurs in many rural settings where 
a negative momentum is found due to the out-migration of young people and the growing 
proportion of older people. The pattern of residential moves in the UK is, however, much 
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more varied than these general patterns might suggest (Champion, 2005), and is to some extent 
influenced by, as well as influencing, housing supply. Further, immigration from overseas has 
a pronounced effect on age composition, and thus population momentum, in some local areas. 
Understanding the mutual dependencies between population and housing requires the explicit 
recognition of these complex spatio-temporal dynamics. 

While changes in the age structure of the population and increases in the number of house-
holds have implications for housing demand, it is difficult to predict whether or not future 
housing supply will adequately meet the needs of future populations (Berrington and Simpson, 
2016).  Constraints on young adults who might otherwise become homeowners already indi-
cate a mismatch between housing need and supply that could have wide social and economic 
implications, although assumptions about housing demand must be made with care as it is 
not yet clear how much of the mismatch is the result of financial constraints and how much, 
if any, is related to changing preferences away from the responsibilities of homeownership. 
Moreover, it is difficult to estimate overall ‘unmet housing need’, which is multi-dimensional 
(Bramley et al., 2010), and is subject to changing preferences as well as market supply (Myers 
and Ryu, 2008). 

11.2.2	 Distinguishing Cohort and Period Changes

An important limitation of many past studies is the use of cross-sectional data to assess the 
housing demand of different age groups, thus failing to distinguish the differences between 
cohorts from the differences between the same age groups at different times (Myers, 1990; 
Mulder, 2006). The distinction between cohort and period analysis is fundamental in demog-
raphy, with cohorts defined by a demographic event such as birth, marriage or migration while 
periods are identified as fixed intervals of time or particular years. 

Outside demography, the term ‘generation’ is sometimes used as a less precisely defined 
substitute for cohort, as in the now familiar ‘Generation Rent’. However, most analyses of 
‘Generation Rent’ are based on differences between the same age group at different time 
points (period analysis), which may differ substantially from a birth cohort (longitudinal) 
perspective. Figure 11.3 contrasts the two perspectives using the same data. While the 
age-related period differences between 2007 and 2017 reveal a widespread decrease in the 
levels of homeownership for all ages (particularly for younger ages) up until retirement years, 
the cohort longitudinal perspective indicates much greater stability after younger cohorts enter 
homeownership. Although not in conflict, these two perspectives can lead to different conclu-
sions and are better used in tandem. 

Figure 11.3a illustrates the period (cross-sectional) perspective and draws attention to 
declines over time for the youngest age groups and small increases for the oldest age groups 
between 2007 and 2017. This can be compared with the second graph (Figure 11.3b), which 
illustrates the cohort (longitudinal) perspective by showing the percentage of each five-year 
birth cohort that are homeowners at the start and end of the decade. It reveals that the youngest 
birth cohort, aged 25 to 29 in 2007 (and 35–39 in 2017) around the time of the credit crunch, 
have increased their levels of homeownership (from 52 to nearly 62 per cent) over a ten-year 
follow-up period. A positive trend is also found among the second youngest birth cohort (who 
were aged 30–34 in 2007 and 40–44 in 2017) whose homeownership levels have increased 
slightly (from 66 to 68 per cent). While cohorts in their 40s, 50s and early 60s in 2007 have 
experienced marginal declines, homeownership among the two oldest cohorts has marginally 



Source: Authors’ elaboration, based on data from the Annual Population Survey (weighted), years 2007 and 2017.

Figure 11.3a	 Period change in homeownership by age group (percentages), Britain, 
2007–17

Source: Authors’ elaboration, based on data from the Annual Population Survey (weighted), years 2007 and 2017.

Figure 11.3b	 Change in homeownership by birth cohort, Britain, 2007–17 
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increased.  Given these varied cohort experiences, there is a need, in quantitative studies at 
least, for greater clarity in the use of the term ‘Generation Rent’. 
Cohort analysis is especially useful for understanding housing trajectories. For example, 
although the great majority of homeowners reside in the same units from one decade to the 
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next, and home selling is relatively rare until advanced old age (Myers and Pitkin, 1995, 
2009), homeownership is a quasi-cumulative tenure status requiring analysis that recognises 
this time dimension. Comparing homeownership trajectories for different age cohorts reveals 
two important aspects of change. Figure 11.3b shows that the two peak birth cohorts for 
homeownership attainment in Britain were those aged 55–59 in 2007 (83 per cent), and 70–74 
in 2017 (83 per cent). These cohorts were born between 1943 and 1952 during the post-war 
baby boom. Since cohort momentum will have carried earlier homeownership into older ages, 
these birth cohorts appear to have experienced greater access to homeownership over the 
lifecourse than both older cohorts and younger cohorts following on lower trajectories. This 
is important because many studies assume that, apart from the young ‘Generation Rent’, older 
cohorts have struck housing gold when in fact the baby boomers are more likely to be the 
exception (Dorling, 2015). It is also important to recognise the substantial inequalities within 
birth cohorts, an issue also highlighted in Chapter 3 in this volume.  

While estimating young people’s future housing transitions is challenging due to the current 
salience of period effects, predicting housing transitions for older age groups is no less dif-
ficult due to increasing diversity in post-retirement behaviour and the varied influences of 
events in later life such as divorce, late-life migration or widowhood. Other factors, such as 
the retirement age rising towards 70 and the growing dependence on more than one (pension) 
income, might also be crucial for future changes in household composition in later life. The 
complexities of these potential changes are prompting researchers to look beyond the aggre-
gate scale of population (age) groups and investigate the diversity of individual lifecourses and 
housing transitions.

11.3	 LIFECOURSE APPROACH, HOUSEHOLD CHANGE AND 
HOUSING TRANSITIONS

The lifecourse approach, along with associated methods of event history analysis, has become 
the dominant paradigm in contemporary population research which seeks explanation rather 
than description (Kendig, 1995; Dykstra and van Wissen, 1999). This shift away from aggregate 
analysis towards the micro-scale of individual lifecourses has been encouraged by theoretical 
work on widespread changes in Western populations over the past few decades. According to 
Van de Kaa (1987), these major changes (including rising divorce rates, increases in cohabita-
tion, and the postponement or rejection of parenthood leading to low levels of fertility) amount 
to a Second Demographic Transition (SDT) and are driven by increasing secularisation and 
individualism. Lesthaeghe and Neidert (2006) noted that the characteristics of SDT have 
spread to the majority of Western populations, including the countries of Southern and Central 
Europe. As a general theory of recent demographic change, SDT is not without its critics. 
However, the hypothesised result is a pluralisation of lifecourses as individuals make different 
choices at different ages, and it is this new pluralism that presents particular challenges to 
those investigating the relationships between population change and housing.  

It is apparent that population change impacts on the housing system through the number 
of households and their (desired) tenure and living arrangements. Thus, rising rates of 
separation and divorce tend to increase the number of single-person households. Delays in 
family formation may contribute to both living alone and the multiple occupancy of housing 
units, while smaller families, re-partnering and increasing numbers of childless couples have 
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more complex implications for housing demand (Smallwood and Wilson, 2007). Together, 
these demographic changes have undermined traditional notions of a life path characterised 
by (married) stability and (mortgaged) homeownership for the greater part of adult life. As 
Widmer and Ritschard (2009, p. 28) put it, ‘This trend toward greater complexity and diversity 
of life paths was presented by individualization theory as overwhelming a majority of personal 
lives and as representing one of the most profound changes of societies in late modernity.’ 
Their own study using Swiss Household Panel data provides an example of comparative birth 
cohort analysis and identifies different types of cohabitational and occupational trajectories. 
It confirmed a de-standardisation of living arrangements for younger cohorts since the late 
1960s, especially for women. And as lifecourse trajectories become more fluid, so they also 
become more difficult to predict. What we do know is that different (or diverse) groups 
increase demand for the kinds of housing attractive to them as they advance through their 
housing careers, and move or stay put, depending on their financial resources and available 
housing opportunities.  

11.3.1	 Residential Mobility and Housing Careers

Clark (2012a, p. 66) defines residential mobility as ‘the process by which households match 
their housing needs to the houses available to them’ and it is thus central to understanding 
how housing markets operate. There is widespread consensus that the residential mobility 
process is closely related to changes in household structure, socio-economic status and tenure, 
with homeownership (in the UK, as in the US) being the most desired housing tenure (Rossi, 
1955; Clark, 2012a). Over time, research on residential mobility has become more nuanced, 
acknowledging that only a few households are ever unconstrained in making residential 
choices – with household choices being a function of housing needs, available resources, 
external events and opportunities within the (local) housing stock. External events include 
‘surprises’ such as partnering, separation/divorce or spells of unemployment (Ermisch and Di 
Salvo, 1996), housing policies that enhance or hamper residential mobility, and ‘shocks’ such 
as house price falls and rises (Sánchez and Andrews, 2011). Locational and lifestyle prefer-
ences also influence residential moves (Clapham et al., 2014), as well as themselves being 
influenced by prevailing cultural norms and (local) housing opportunities.

The housing market contexts within which individuals and households act vary in ways (for 
example, housing costs, types and availability) that create a complex geography of opportunity 
and constraint. Vitali (2010) found significant regional differences in young Spaniards’ living 
arrangements, which she explains with reference not only to local structural factors, such 
as unemployment rates, but also to cultural factors, such as the varying local prevalence of 
non-marital cohabiting unions. The choice of many young adults in the UK to live in urban 
rather than rural areas is associated with the location of educational or employment oppor-
tunities (Heath, 2008) but then – at least for those who do not remain in the parental home 
– becomes the context in which they have to find somewhere to live (Sissons and Houston, 
2018). In this way, housing transitions and residential mobility are two sides of the same coin.    

11.3.2	 Family Formation, Residential Relocation and Housing

An extensive literature has examined the relationship between the need for more space and 
household size (Clark and Dieleman, 1996; Dieleman, 2017), highlighting that households 
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move as they transit through the lifecourse (Kemp and Keoghan, 2001). Housing stock is 
of particular importance at the local level as the local availability of housing has an impact 
on both residential mobility within an area and on local household formation (Mulder and 
Hooimeijer, 1999). Given the aspirational importance of homeownership, past studies of a 
‘housing career’ within the residential mobility process have been dominated by investigations 
of the transition from rental housing (Helderman et al., 2006; Sissons and Houston, 2018) or 
the parental home (Fiori et al., 2020) into homeownership. However, patterns of residential 
movement (and housing transitions) have become more heterogeneous as family structures 
have become more diverse.  

Disruptions in the family lifecourse due to separation, divorce or widowhood, for example, 
often result in housing transitions that are the unplanned consequence of other household 
changes rather than the more positive outcomes of a planned housing career (Clark, 2016). In 
their study of the effects of separation and divorce on housing tenure in England and Wales, 
Mikolai and Kulu (2018) found that those who separate after marriage or cohabitation were 
more likely to move, and to move to private rented accommodation, than those who were 
single or partnered. They also observed a gender difference that persists over time, with sepa-
ration being more detrimental for women’s than men’s longer-term housing careers. However, 
this study did not take (local) housing supply into consideration despite the likely effect of 
immediate housing vacancies on what may be regarded as urgent and financially restricted 
moves (Feijten and van Ham, 2007). 

The increase in cohabitation and the postponement of marriage to later ages both have 
implications for housing transitions, with trends in family formation and changing household 
composition of continuing importance (Buzar et al., 2005; Myers and Pitkin, 2009). Recent 
debates in the population literature have focused mainly on whether fertility triggers residential 
mobility or whether people move to particular dwellings and places in anticipation of family 
expansion, thus highlighting the inter-relationships between fertility behaviour and residential 
relocation (Kulu, 2008; Mulder and Lauster, 2010; Clark, 2012a). As the contribution to this 
volume by Mikolai and Kulu (Chapter 15) discusses, geographical contexts also influence 
fertility behaviour through housing opportunities and constraints, with many couples in large 
cities such as London delaying childbearing and some having fewer children than initially 
planned or no children at all (Kulu and Washbrook, 2014).

At the aggregate level, these links have also been approached from the perspective of 
housing regimes and fertility (Mulder and Billari, 2010), with a growing literature suggesting 
that housing markets themselves are, through the costs and availability of housing, affecting 
family formation, mobility and housing transitions (Clark, 2012b). Previous studies have 
shown that housing costs impact on the likelihood of early residential mobility associated with 
leaving home and independent residence (Lauster, 2006), whereas living in spacious housing 
and in a family-friendly environment for a relatively longer time leads to higher fertility (Kulu 
and Vikat, 2008). A recent study of fertility intentions (before conception) and residential relo-
cations in Germany found that coupled individuals relocated at a higher rate if they intended to 
have a(nother) child, although there was substantial heterogeneity related to age and parental 
status (Vidal et al., 2017). The findings suggest that ‘anticipatory relocations’ are important, 
implying that some couples move house in expectation of an increase in household size. 
Steeply rising house prices and mortgage constraints, as have characterised the UK housing 
market since the global economic crisis, could thus be expected to delay fertility among such 
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couples as they first face the challenges of buying the kind of home that they perceive as nec-
essary for childbearing (Malmberg, 2012). 

Other studies have identified an ‘adaptive’ strategy in which couples, especially those 
located in cities, instigate a residential move only after the birth of a(nother) child (Clark and 
Huang, 2003).  In a tight housing market, with demand outstripping supply, this is a riskier 
strategy because suitable ‘family housing’ that individual couples can afford may not be 
available. In these circumstances, some couples will have to compromise by staying in their 
current home, and this in turn could delay future births. From the growing body of literature 
that examines the interconnectedness of fertility and housing, it can be seen that both influence 
the other – there is no singular casual direction (Vidal et al., 2017). Although recent studies 
have added nuance to our understanding of the interdependencies between population change 
and housing, fully unpicking the dynamic inter-relationships between the relative timings 
of family formation and residential relocation across the lifecourse and the operation of the 
housing system remains a challenge for future research. The extent of the challenge becomes 
even more apparent if we consider how the housing behaviour of older cohorts impacts on the 
opportunities available to younger cohorts and how housing preferences may be changing.      

11.3.3	 Cohort Interdependencies, Housing Opportunities and Housing Preferences

Owning a home is not simply about purchasing a house but also about ‘buying into’ a neigh-
bourhood, a process referred to as ‘elective belonging’ (Savage et al., 2005). This may be 
especially important for older households, as neighbourhood characteristics (including ade-
quacy of services, safety and accessibility) have been found to be important for both ageing in 
place and moving out (Clark and Withers, 2007). Many empirical studies have demonstrated 
that residential mobility generally declines across the lifecourse. While residential mobility at 
older ages is low, there are some exceptions such as a slight rise on retirement and with later 
life moves into care (Evandrou et al., 2010; Falkingham et al., 2016). There is also increased 
mobility among the widowed and divorced, a situation that Bonnet et al. (2010) attribute to 
the necessity of adjusting housing consumption to new resources. Although some older house-
holds are more willing than in previous generations to change residence in order to accommo-
date changing lifestyles and poorer health (Abramsson and Andersson, 2012), the evidence 
from European countries suggests that older people prefer not to move, unless they are forced 
to do so (Angelini and Laferrère, 2012). A study of older adults in Scotland noted that only 
a minority of those aged 55 to 69 at the beginning of two recent decades moved house during 
the decade, and that the proportion had declined from 26.7 per cent in the 1990s to 20.0 per 
cent in the 2000s (Graham et al., 2015). Analysis of movers in the 2000s demonstrated the role 
of household changes in triggering a move. Retirement, declining health and partnership tran-
sitions (being widowed or divorced and (re-)partnering) during the decade were all positively 
associated with having moved house by the end of the decade, while having children living 
at home discouraged residential mobility (Fiori et al., 2019). This study also found that older 
movers in professional employment were more likely to upsize their housing, whereas the 
death of a spouse or partner, along with divorce, more than doubled the likelihood of moving 
to a smaller housing unit. Since the incidence of widowhood in a population is related to the 
relative life expectancies of men and women, this serves as a reminder that mortality trends 
also play a part in influencing residential moves and housing consumption. 
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Three key observations arise from these studies. First, a household’s demand for housing 
is shaped not only by changes in household size across the lifecourse, although these are 
important, but also by other factors such as the health of household members. Second, the 
housing ‘choices’ of movers do not map neatly onto household size as movers seek to satisfy 
a range of preferences (including location and type of house) within varying levels of financial 
constraint. Third, there are interdependencies between different age cohorts as evidenced 
by the relative immobility of older parents with co-resident adult children. Moreover, at the 
aggregate scale, local housing vacancies depend upon both the level of new build and the level 
of residential mobility. Where supply fails to meet demand, some potential movers will be 
unable to move and overall levels of residential mobility are likely to decline. In the context of 
the current housing crisis in the UK, this implies that the residential choices of the large older 
birth cohorts will have consequences for the whole housing system. 

Finally, housing aspirations and preferences, along with the financial constraints that inhibit 
effective demand, are not immutable but may also change over time. Existing evidence for 
the UK suggests that moving aspirations are being significantly hampered by housing market 
failures, just as public resources have become more constrained (Pennington, 2012). Young 
people are more profoundly affected than older people, and increases in social and residential 
immobility have led to debates about intergenerational equity (Willetts, 2010; Dorling, 2014, 
2015) that often overlook both cohort interdependencies (Fiori et al., 2019) and the implica-
tions for age segregation and thus social cohesion (Sabater et al., 2017). A recent study of 
young people’s tenure choices has suggested that more are remaining in private rented housing 
for longer and that some private tenants are reducing their aspiration for homeownership in 
response to the current housing crisis. Further, those seeking to become homeowners appear 
to be less willing than in the past to move to cheaper housing areas (Sissons and Houston, 
2018). The increasing diversity of young people’s lifecourses precludes easy generalisation 
about their housing careers or the strategies they use in pursuit of their housing preferences. 
Clapham et al. (2014) identified nine distinct housing pathways of 16 to 30 year olds in the 
UK, including a group of ‘young professional renters’ with relatively high earnings who value 
the flexibility of renting over owning, enabling them to be more responsive to employment 
opportunities. The researchers predict that this group is set to grow, which in turn suggests 
a reduced aspiration for homeownership that is influenced more by the nature of the pro-
fessional job market than personal financial constraints or rising house prices. The extent to 
which housing aspirations and preferences are changing in response to, or independently of, 
the housing crisis in the UK is still unclear but in so far as there are ‘mutual influences between 
housing markets and processes of population change’ (Malmberg, 2012, p. 479), changing 
housing choices among young people hold implications for future family formation and thus 
the age composition of the population.     

11.4	 CONCLUSION

Empirical evidence at both the macro-scale of the housing system and the micro-scale of 
individual housing careers across the lifecourse reveals that population change and housing 
are inter-related in multiple and complex ways. In this chapter we have drawn on previous 
research and used examples from the UK to illustrate their mutual interdependencies, some 
of which have only recently become topics of empirical inquiry. The dynamics of housing 
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demand are not only a response to the number of households in a population, reflecting 
changes in age composition and thus trends in fertility, mortality and international migration, 
but are also influenced by prevailing aspirations and preferences for different sizes, types and 
locations of housing. In this respect, the demand generated by immigration appears to be less 
predictable, although immigrant households have a greater tendency than native households to 
live in multi-family units (Catney and Simpson, 2014). 

Further, effective housing demand which results in a residential move depends on the 
(local) context of housing supply (Bramley and Watkins, 2016), as well as household financial 
resources. And housing supply, or (local) housing opportunities, is dependent not only on 
new build but also on vacancies created by deaths mainly in older single-person households, 
meaning that mortality trends are also influencing the supply side of the housing system. 
Moreover, the number of households is not independent of the housing supply, both because 
restrictions in the number of vacancies depress the formation of new households as well as res-
idential mobility more generally, and because of the negative effect on fertility and hence on 
the future age structure of the population. Thus, household formation, fertility, mortality and 
residential mobility are, to a greater or lesser degree, both causes and symptoms of housing 
demand and supply. It is conceptually challenging to summarise this series of interdependen-
cies and feedback loops even at the macro-scale. The methodological difficulties for empirical 
research are greater still and it is unsurprising that studies to date have only examined small 
parts of the overall picture. Further work is needed to consolidate a conceptual framework for 
future research and develop appropriate methodological tools for its investigation.  

Residential mobility is at the heart of the population change and housing nexus as individ-
uals and households seek to satisfy their housing needs and preferences by moving home. In 
common with much of the extensive literature in this field, we emphasise a lifecourse approach 
that recognises the evolving heterogeneity of individual lifecourses, including housing careers. 
Arguably, focusing on individual housing trajectories is now more important because age 
has become less reliable as a predictor of housing demand. A lifecourse approach has the 
advantages of providing insight into the housing transitions of individuals and households over 
time and framing housing opportunities as time-geographical constraints affecting various 
transitions, acts and planned projects, while at the same time allowing the recognition of links 
and connections between individuals (that is, linked lives) that enable, direct and constrain the 
influences of structural forces (Mulder and Hooimeijer, 1999; Coulter et al., 2015). 

However, the lifecourse perspective also adds another layer of complexity. The problem for 
researchers is how to deal with heterogeneity in the absence of an assumption that there are 
common patterns of living arrangements for particular age groups and normative trajectories 
through the lifecourse (for example, marriage, family formation, children leaving home, 
widowhood). The solution proposed in some recent studies is to build a typology of shared 
lifecourse sequences from detailed data on individual pathways. This has the merit of avoiding 
normative assumptions but it raises a number of methodological concerns that have yet to be 
resolved. How should the population group from which the typology is derived be defined? 
Since lifecourse transitions reflect the operation of the housing system (as well as other life 
domains) at particular times, to what extent are period and cohort effects confused? And, 
therefore, is it appropriate to use data on past lifecourse pathways to predict future housing 
demand? More discussion of these issues is needed if the limitations of past approaches are to 
be overcome in future empirical research.  
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In recent years, housing has been at the forefront of public discourse and policy debate in 
Britain, as elsewhere, reflecting the tensions and frustrations of profound changes in a housing 
system dominated by the private market, but there remains a need for a better understanding 
of the spatial-temporal dynamics that link no less profound population change to the housing 
system. Future research could do more to distinguish period and cohort changes. More young 
people may be failing to get on the property ladder now than in the 1990s, for example, but 
the housing trajectories of some older cohorts suggest that this experience was also common 
in the past. Greater effort is needed to investigate complexity and resist the simplification and 
diversions associated with current narratives on intergenerational inequity. 

To date, the mobility literature has had little to say about the impact of housing supply 
constraints on the dynamics of residential relocation and future research could usefully extend 
exploration of the socio-spatial interdependencies between residential mobility and both 
demand and supply in the housing system. One barrier to improved academic understanding 
of such interdependencies is specialisation within the research community, with the literature 
on population change having developed largely independently of the housing literature. A new 
dialogue among researchers with varied interests in the population–housing nexus is required 
to develop a more integrated approach to empirical research. This is of more than academic 
interest. Prescriptions for improvements in the way the system operates, policies aimed at 
reducing housing inequalities and projections of future housing demand must rely for their 
effectiveness on sound knowledge of the dynamics of population and social change from ‘both 
a micro-perspective focused on individual housing careers and consumption decisions and 
also a macro-perspective on national trends that are aggregated from a multitude of individual 
experiences’ (Myers, 1999, p. 473). What is needed is a reconceptualised and reinvigorated 
research agenda for housing demography because, as Malmberg (2012) has pointed out, the 
investigation of connections between population change and the housing system is an impor-
tant research field worthy of further studies.   
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12.	 Birth spacing and health outcomes: differences 
across the lifecourse and developmental 
contexts
Kieron Barclay and Martin Kolk

12.1	 ADVERSE EFFECTS OF BIRTH SPACING ON OUTCOMES 
OF CHILDREN ACROSS THE LIFECOURSE

A large literature has examined the relationship between birth spacing, variously operation-
alized as birth-to-birth intervals and interpregnancy intervals, and the outcomes of children 
(Conde-Agudelo et al., 2006). Birth intervals refer to the time interval between the births of 
adjacent siblings. Birth intervals have been the subject of sustained interest amongst research-
ers because, as a concept, they have the potential to capture and reflect a number of important 
dimensions of resource distribution in the household and in family life more generally, as well 
as important physiological factors around pregnancy and childrearing. Mothers, particularly 
in low-income contexts, who have multiple children in the household are likely to be under 
greater strain if those children are spaced closely together. Raising many small children is 
physically and emotionally challenging in any setting, and in low-income settings there may 
not be enough food to fully satisfy everybody in the household. The mother is likely to be 
breastfeeding the youngest child, while also trying to take care of the older siblings. In a low 
nutrition setting she may not have had time to fully recover from each previous pregnancy 
before conceiving again, meaning that her breast milk would be of lower quality, and her body 
would not have been able to fully restore all of the vitamins and nutrients, some essential for 
fetal development, that the subsequent pregnancy required. In more extreme cases, she may 
have even been breastfeeding while pregnant with the next child, which would be a drain on 
the mother, as well as damaging to both the child breastfeeding and the fetus in the womb. 
This confluence of factors has led researchers to speculate about how short birth intervals may 
have a negative effect on fetal development and pregnancy outcomes, as well as educational 
outcomes and cognitive development, because closely spaced children may not be getting the 
resources and stimulation that they need to develop to their potential. In the most extreme 
cases, short birth intervals even increase the risk of death for the mother as well as the children. 
Thus, short birth intervals have the potential to influence child health and development across 
the child’s lifecourse.

Researchers have most often examined how the length of time since the birth of the preced-
ing older sibling affects the subsequent child, but some work has also examined the interval to 
the next youngest sibling from the perspective of the older child (Buckles and Munnich, 2012). 
Interpregnancy intervals are similarly conceptualized but refer to the time from the birth of 
the older sibling to the conception of the next youngest sibling. The concept of interpregnancy 
intervals tends to be used more often in epidemiological research and studies examining peri-
natal health outcomes (Conde-Agudelo et al., 2006).
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The specific outcomes that have received attention in relation to birth spacing are varied, 
ranging from perinatal health outcomes (for example, the risk of low birth weight or preterm 
birth), to health and mortality during childhood (Conde-Agudelo et al., 2006), through to 
longer-term outcomes related to educational and socioeconomic attainment (Powell and 
Steelman, 1993; Buckles and Munnich, 2012; Barclay and Kolk, 2017), health, and mortal-
ity (Campbell and Lee, 2009; Barclay and Kolk, 2018). Research on birth spacing has also 
spanned across different developmental contexts. Researchers across disciplines such as 
demography, epidemiology, anthropology, development studies, as well as others, have exam-
ined how birth spacing is related to perinatal health and early childhood mortality in historical 
as well as low- and middle-income contemporary settings, while the research on medium- and 
long-term outcomes has tended to be conducted in high-income contemporary settings in 
North America and Western Europe. In this chapter, we provide an overview of this research, 
including the most recent developments, in an effort to synthesize the literature.

Generally speaking, research and theory suggest that short intervals between births are 
worse for the children, though there is some evidence that especially long birth intervals 
are also associated with poor outcomes for children. As a consequence, the World Health 
Organization (WHO) has recommended that mothers should wait at least 24 months before 
attempting to conceive again (WHO, 2006). Although this advice from the WHO has primar-
ily been directed at mothers in low- and middle-income countries, medical professionals in 
high-income countries have also tended to recommend avoiding very short birth intervals. 
For example, the American College of Obstetricians and Gynecologists recommends women 
to avoid interpregnancy intervals shorter than six months (McKinney et al., 2018). However, 
recent research suggests that the negative relationship between birth intervals and child out-
comes is more complicated than previously believed, to the extent that the US Centers for 
Disease Control and Prevention (CDC) have recommended that further research is needed in 
order to understand the relationship between spacing and health outcomes for both the mother 
and child (Copen et al., 2015).

The mechanisms by which birth spacing might be associated with child outcomes can be 
broadly divided into three categories. Physiological factors comprise the first group. A child 
born after a short interval may suffer from maternal nutrient depletion, and particularly 
maternal folate depletion, if the mother has not been able to recover sufficiently from the 
previous pregnancy (Smits and Essed, 2001; King, 2003). This is likely to be a particular 
problem in low-income settings where maternal nutrition is insufficient to rapidly recover 
from a previous pregnancy. Furthermore, although breastfeeding is positive for infant devel-
opment, breastfeeding is likely to impede recovery from maternal depletion (Trussell, 2011). 
Breastfeeding–pregnancy overlap can also negatively affect the child being breastfed, and 
breast milk quality may be lower when there are competing demands on the mother’s physical 
resources (Molitoris, 2018a). Other potentially important physiological mechanisms include 
transmission of infections across pregnancies (Goldenberg et al., 2005) and so-called cervical 
insufficiency, which refers to how a short period between pregnancies can lead to deficiencies 
in the ability of the female reproductive organs to retain the pregnancy (Ludmir and Sehdev, 
2000). Finally, Zhu et al. (1999) hypothesize that the negative effects of long birth intervals 
may be explained by maternal physical regression. Women go through a number of physical 
adjustments during pregnancy, and a long interval between births means that the body may 
return to a state where it is no longer primed for pregnancy (Zhu et al., 1999). Another impor-
tant factor, and particularly in low-income settings, is that maternal health can be affected by 
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long intervals. Women are more likely to suffer from preeclampsia when pregnant after long 
birth intervals, and preeclampsia is a leading cause of maternal mortality (Conde-Agudelo et 
al., 2007).

Social conditions within the household comprise the second group of factors that may 
explain the relationship between the length of birth intervals and child outcomes. Such 
mechanisms may apply across both low- and high-income settings, but the effects are likely 
to be more pronounced when the absolute level of resources is low, as it is in low-income 
contexts. One potentially important mechanism is resource dilution within the sibling group 
(Blake, 1981), as short birth intervals would mean that the older sibling has a relatively shorter 
period of time where they would not be competing with their younger sibling for resources. 
The notion of resource dilution is also important from the vantage point of the sibling group 
as a whole, as shorter average birth intervals in the sibling group should mean that access to 
parental resources is generally constricted to a greater extent for all siblings. Other important 
factors related to resource dilution include the stress for parents involved in raising multiple 
closely spaced children, which may lead to less cognitive stimulation for children (Zajonc 
and Sulloway, 2007), generally lower quality of care, and worse socioeconomic and health 
outcomes for the parents themselves (Grundy and Kravdal, 2014). 

The third explanation is unobserved factors that are associated with both birth spacing and 
child outcomes (Miller, 1989; Barclay and Kolk, 2017) that may induce a spurious association 
between birth spacing and child outcomes even if birth spacing actually exerts no genuine 
causal effect on child outcomes. For example, if a mother who is less healthy than average 
has trouble conceiving a child, she will have longer birth intervals than average; in turn, her 
poor health might also translate into poor health outcomes for the child. However, in such 
a case, one should not assume that the length of the birth interval itself is responsible for the 
poor health outcome for the child, because the longer birth interval is largely incidental to the 
process. Other research shows that in the United States short birth intervals are more likely to 
be unwanted or mistimed, and are particularly common among teenage mothers and African 
Americans (Gemmill and Lindberg, 2013). Since these sociodemographic groups experience 
relatively worse socioeconomic conditions in the United States, this could lead to an associ-
ation between short birth intervals and worse child outcomes. Similarly, female labour force 
participation has a substantial effect on fertility spacing behaviour (Heckman and Walker, 
1990; Troske and Voicu, 2013). In general, it can be said that birth spacing is not randomly 
distributed across families, and therefore it is important to adjust for systematic variation in 
the spacing of births across different types of families in order to isolate the net contribution of 
birth intervals per se to child outcomes.

Research on the relationship between birth spacing and child outcomes often alludes to 
other factors within the sibling group, such as parity, family size, and maternal age at the time 
of birth. It is worth briefly reviewing how these factors are related to birth spacing, and how 
they are themselves associated with child outcomes, because they are often important con-
founders for the relationship between birth spacing and the child outcomes that we are most 
interested in identifying. For example, first-born children do not experience a birth interval in 
the same sense as later-born children do; children in large families tend to experience shorter 
than average birth intervals; and older mothers in high-income settings tend to have shorter 
birth intervals, particularly if they started childbearing later and are trying to achieve their fer-
tility goals. Later-born siblings tend to have better perinatal health outcomes than first-borns 
(Kramer, 1987), but worse long-term socioeconomic, educational, and health outcomes than 
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first- and earlier-born siblings (Black et al., 2005), and therefore it is important to adjust for 
parity when studying birth spacing. Likewise, there is a large literature that shows that family 
size can be related to outcomes for children (Steelman et al., 2002), and other studies show that 
parental age at the time of birth can be important for perinatal outcomes as well as long-term 
health trajectories (Jacobsson et al., 2004; Myrskylä and Fenelon, 2012). As a result, it is 
important to adjust for parity, family size, and maternal age in models examining how birth 
spacing is associated with child outcomes. 

12.2	 PREVIOUS RESEARCH ON BIRTH SPACING

Research in low-income countries has tended to show that children born after especially short 
and long intervals have worse perinatal health outcomes, including an increased risk of low 
birth weight, preterm birth, being born small for gestational age, as well as an increased risk 
of fetal death, neonatal death, and infant mortality. The definition of short birth intervals 
varies across the literature, but tends to average around 24 months, while the definition of long 
intervals tends to average around 60 months. A meta-analysis of studies examining the rela-
tionship between interpregnancy intervals and perinatal and child health outcomes suggested 
that the relationship follows a pronounced J-shape, highlighting the poor outcomes of children 
born after short and long intervals (Conde-Agudelo et al., 2006). Although less pronounced, 
previous research had also found that short birth intervals were associated with poor perinatal 
health outcomes such as low birth weight, preterm birth, and being born small for gestational 
age in high-income countries such as the contemporary United States. Research by historical 
demographers has also supported this general pattern of findings, where short birth intervals 
were associated with higher risks of infant mortality in Western Europe and North America 
prior to industrialization and modernization (Bean et al., 1992; Lynch and Greenhouse, 1994). 

Research on long-term outcomes in relation to birth spacing has received relatively much 
less attention in the literature than research examining the relationship between birth spacing 
and perinatal and child health outcomes; while there have been dozens, if not hundreds, of 
studies of the latter, until the 2010s there were only a handful of studies of the former. In 
general, this research showed that short birth intervals and high sibling density were poor 
for long-term outcomes. In a pair of studies using data from the United States, Powell and 
Steelman (1990) found that having multiple siblings closely spaced led to worse educational 
outcomes, including lower grades in high school. Powell and Steelman (1993) further reported 
that close spacing had a detrimental effect on the transition to post-secondary school training, 
and also had a negative association on time spent talking to mothers and fathers, as well as 
a negative impact on access to educational materials. Regarding long-term health outcomes, 
the only studies that we are aware of until the most recent tranche of research are a handful 
of studies examining the risk of schizophrenia (Smits et al., 2004; Gunawardana et al., 2011), 
autism (Cheslack-Postava et al., 2011; Gunnes et al., 2013; Cheslack-Postava et al., 2014), 
self-harm (Riordan et al., 2012), and the association between spacing and adult mortality in 
18th- and 19th-century China (Campbell and Lee, 2009). Each of these studies found that short 
intervals were associated with an increased risk of the respective outcomes studied.

Despite the large number of studies examining the relationship between birth intervals 
and child outcomes, this body of research was not caught up in the wave of enthusiasm for 
re-examining long-established empirical findings with careful causal identification strategies 
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until 2012, with the publication of a study by Buckles and Munnich (2012). Buckles and 
Munnich (2012) used an instrumental variable strategy where they parlayed variation in birth 
spacing attributable to miscarriages into estimates of how birth spacing affected school out-
comes in the contemporary United States for both the older and younger sibling of any given 
birth interval. Buckles and Munnich (2012) found that longer birth intervals, that is, a longer 
period of time until the birth of the younger sibling, were associated with better outcomes 
for the older sibling; specifically, they found that a one-year increase in the birth interval 
increased test scores for the older sibling by 0.17 standard deviations, which is substantial in 
magnitude, though there was no observed effect on the younger sibling. Although this study 
was an important contribution to the literature, the validity of miscarriage as an instrument, 
given response bias, misreporting, and the almost certain violation of the exclusion restriction 
(Angrist and Pischke, 2008), should be seriously questioned. 

12.3	 SIBLING COMPARISONS AND ADJUSTMENTS FOR 
PARENTAL BACKGROUND IN RESEARCH ON BIRTH 
SPACING

An alternative strategy for reducing unobserved confounding from differences across families 
that has been employed in recent research is to compare siblings who share the same bio-
logical parents. By means of parental-level fixed effects, where models are estimated using 
within-group deviations-from-means, these models hold the influence of parental background 
constant across siblings. By only comparing the outcomes of siblings to each other, all factors 
that are shared by siblings, such as their parents’ education, the number of siblings in the 
family, their primary school (if shared), and parental health, are implicitly controlled for. 
As it has been repeatedly shown in the social sciences that family background is important 
for virtually all later life outcomes, adequately adjusting for such factors is a very powerful 
research design. If, for example, parents more likely to misuse contraceptives have very short 
birth intervals, comparing siblings that share parents who are more likely to make such errors, 
but have different birth intervals, allows a better estimation of the effect of birth intervals on 
an outcome. Other aspects of severe disadvantage such as substance abuse are also hard to 
measure with the kind of variables available in standard social science sources, but would be 
accounted for in a sibling comparison design. 

Recent research using a sibling fixed effects approach on full population data from contem-
porary Sweden has suggested that when comparing children who share the same biological 
parents, neither the interval preceding nor following the index person is significantly or 
substantially associated with grades in high school, intelligence quotient (IQ) scores, com-
pleted educational attainment, labour market earnings, the probability of unemployment, or 
the probability of receiving government welfare support (Barclay and Kolk, 2017). Further 
research has shown that after comparing siblings within the same family, there are similarly 
no clear associations with health outcomes for contemporary Swedish men in early adulthood 
in terms of body mass index (BMI), physical fitness, or height, nor any consequences for adult 
mortality for men and women (Barclay and Kolk, 2018). Research using a similar statistical 
approach with survey data from the United States also supports the conclusion that there are 
no consequences associated with interval length for outcomes in adulthood (Nguyen, 2014). 
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Although the evidence for long-term outcomes clearly leans towards a null effect of birth 
interval length in high-income settings, the pattern is less clear in research examining the 
relationship between birth spacing and perinatal health outcomes for children in high-income 
settings. A study by Ball et al. (2014) found that when comparing siblings who shared the 
same mother using contemporary data from Australia, short birth intervals were no longer 
significantly associated with the risk of low birth weight, preterm birth, or being born small for 
gestational age. Further recent research has generally replicated these findings in different con-
texts such as Canada (Hanley et al., 2017) and Sweden (Class et al., 2017; Barclay et al., 2020). 
Research using Swedish data has also found that the associations do not vary significantly 
according to salient social factors such as maternal educational level or maternal country of 
origin (Barclay et al., 2020). However, studies using the same statistical approach but data 
from the United States (Shachar et al., 2016; Mayo et al., 2017) and the Netherlands (Koullali 
et al., 2017) have continued to find that short birth spacing is associated with an increased risk 
of poor perinatal outcomes. It may be the case that specific contextual factors related to the 
health care system or socioeconomic stratification may be part of the explanation for variation 
in the relationship across these different settings.

It should be noted that despite the strengths of sibling comparison models, there are inevita-
bly some drawbacks. For example, not all family background factors are controlled for in such 
models – siblings share some, but not all genes. Family circumstances may also change during 
childhood. For example, if parents divorce or if a parent experiences a sudden deterioration in 
health, siblings will experience that event at different ages. Such time-varying factors are not 
controlled for in a sibling comparison model unless the researcher adjusts for them explicitly. 
In addition, factors such as breastfeeding that affect birth spacing and potentially also health 
outcomes are not necessarily adjusted for in a sibling comparison design. A further issue to 
consider is that sibling comparison models exclude small families. Singletons (‘only children’) 
are not included in sibling comparison models and there is simply no conceptual relevance 
in discussing birth intervals among singletons. When studying birth intervals, at least two 
intervals in the sibling group are needed in order to exploit variance within this sibling group, 
and that means that sibling comparison models can only be estimated on families with at least 
three siblings. It has been argued that this decreases the generalizability of the findings, which 
is true, but we find such critiques overstated. It is true that many parents and children are not 
included in sibling comparisons on birth intervals. From the parents’ perspective, quite a large 
share has zero, one, or two children. In Sweden, for example, a society with low to moderate 
fertility, 68 per cent of parents have zero, one, or two children. However, from the child’s per-
spective the distribution is very different (Preston, 1976); only 7 per cent of children have no 
siblings and 66 per cent have two or more siblings in contemporary Sweden. In high fertility 
populations, virtually all children grow up with a large number of siblings. In many senses, 
the question about the effect of birth intervals is really a research question about children 
growing up in relatively large families. No doubt this is one of the reasons why most research 
on this topic has focused on low-income societies that tend to have high levels of fertility. It 
is true that families of exactly two children are missing from sibling comparison models, and 
in Sweden and other high-income countries they represent a reasonably large share of all birth 
intervals (34 per cent). It is possible that the effects of birth intervals in families of exactly two 
children are worse than in larger families, but theoretically this seems implausible because all 
of the mechanisms that have been suggested to link short birth intervals to poor child outcomes 
would be more exaggerated in larger families, and negative effects are not observed in larger 
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families in high-income contexts (Barclay and Kolk, 2018). Research on high fertility popula-
tions also supports the conclusion that the effects should be worse in larger families (Molitoris, 
2018b; Molitoris et al., 2019).

12.4	 WHEN DOES BIRTH SPACING MATTER? COMPARISONS 
ACROSS THE LIFECOURSE AND ACROSS THE 
DEVELOPMENTAL CONTEXT

The research findings from the last five years applying sibling comparisons find that previ-
ously documented strong negative effects of short birth intervals in high-income countries are 
often greatly attenuated or disappear completely once characteristics of the mother are held 
constant across birth intervals. Most of this research focused on outcomes early in life, often 
directly connected to the birth. These findings stand in contrast to the large body of literature 
that documents the strong negative effects of short birth intervals in low-income countries with 
high fertility. 

In this section, we briefly discuss how very recent research has provided a fuller picture 
of how the effects of birth intervals may vary across the lifecourse, and whether and how the 
effects of birth intervals seem to be moderated by the level of economic development, the fer-
tility context, and public health conditions. Most previous literature has focused on childhood 
health and perinatal outcomes in less developed countries, while research on high-income 
countries has focused on perinatal health, childhood health, and adult outcomes such as edu-
cation, income, and health. These studies have consistently found adverse impacts of short 
intervals, and to a lesser extent, also very long intervals. As described earlier, recent research 
has questioned the negative causal impact of short birth intervals in high-income societies 
after applying research designs that control for maternal and family characteristics (Ball et al., 
2014; Barclay and Kolk, 2017; Class et al., 2017; Barclay et al., 2020). Here, we aim to give 
an interpretation of how these findings can be reconciled with the documented negative effects 
of birth intervals in poor countries. A first thought is that perhaps the negative impacts of short 
birth intervals are also spurious in low-income settings, in the sense that they are correlated 
with poor outcomes, but not after controlling for maternal traits. The vast majority, if not all, of 
the studies that are the basis for the WHO recommendations in low- and middle-income coun-
tries are also based on between-family comparisons (Conde-Agudelo et al., 2006). However, 
a null effect of short birth intervals in low-income settings would be an even more surprising 
finding than the absence of adverse effects in high-income societies. 

Some recent studies that apply the sibling comparison methods to studies of low-income 
and high fertility societies have, however, found that the negative effects of birth spacing on 
infant mortality remain high in substantive terms, even after adjusting for maternal charac-
teristics (Molitoris, 2017, 2018b; Molitoris et al., 2019). Molitoris (2018b) documents this 
in contemporary Bangladesh, and Molitoris et al. (2019) examine millions of children born 
across 77 low- and middle-income countries between the 1960s and 2010s. Both studies find 
that short intervals (but not always long intervals) are associated with much higher infant 
mortality. Molitoris et al. (2019) and Molitoris (2017) both provide insights into when we can 
expect to find an adverse effect of short birth intervals. Molitoris (2017) studied the relation-
ship between birth intervals and mortality in Stockholm between the 1870s and the 1920s. 
During this period, health care expanded greatly, fertility fell dramatically, and the economy 
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grew rapidly. Molitoris finds an adverse effect at the beginning of the period that gradually 
disappears by the 1920s, where birth intervals are independent of child mortality. Molitoris 
et al. (2019) examine the relationship between infant mortality and birth spacing in 77 coun-
tries, for 4.5 million births, over 50 years. The period and country context varies from least 
developed societies to low- and middle-income countries. They find that the negative impacts 
of birth spacing are greatly attenuated by increasing development, and that at high levels of 
the human development index (HDI) – low fertility, low infant mortality rates, and high life 
expectancy – there is no clear association between short birth intervals and infant mortality. 
The relationship is also much weaker within smaller families. These studies help to reconcile 
the widely accepted finding of a negative impact of very short intervals in low-income set-
tings with the increasing evidence that these effects are likely quite small in contemporary 
high-income settings. The exact point at which short intervals seem to stop being a very pow-
erful determinant of perinatal outcomes is hard to pinpoint, but there is increasing evidence 
that in most low-income societies we find an adverse effect, and that effect is much less strong 
in substantive terms in high-income societies. Further research may want to examine if the 
context dependency of the relationship between birth intervals and poor perinatal outcomes is 
primarily attributable to overall development in a society, changes in fertility, or availability 
of health care, prenatal care, and adequate medical facilities.

It seems to be the case that the effect of birth spacing on infant mortality is highly contin-
gent on the developmental context. Other recent research has focused on outcomes of birth 
spacing across the lifecourse at other lifecourse stages beyond the time just after birth. It is 
possible that the adverse outcomes of short birth intervals are primarily evident for outcomes 
later in life rather than for early life physiological outcomes. This might be the case if social 
conditions during childhood, such as the potential effect of short intervals in diluting parental 
time investment in each child, were the animating mechanism for the relationship. Much less 
research has focused on this aspect, and we are only aware of one study that has examined if 
birth spacing affects adult health and mortality in a low-income context (Campbell and Lee, 
2009). Three recent articles have examined these issues for childhood health, and a range 
of health and socioeconomic outcomes in adulthood, including mortality, for contemporary 
Sweden (Barclay and Kolk, 2017, 2018; Barclay et al., 2020). In all cases there is no direct 
negative impact of birth spacing on any outcome. 

12.5	 FAMILY STRUCTURE AND LATER LIFE OUTCOMES IN 
A COMPARATIVE CONTEXT

To sum up recent findings on birth spacing and health outcomes, it is universally the case that 
children born before or after short or long intervals do worse in terms of child health, adult 
health, and long-term socioeconomic attainment. However, in high-income societies, this 
pattern seems to be due to family characteristics, not birth spacing per se. We therefore argue 
that there is no evidence of an effect of birth spacing on any outcomes, including on perina-
tal outcomes, in contemporary Sweden. This finding applies to all stages of the lifecourse. 
The evidence suggests that the developmental context is very important, and while birth 
intervals do matter in low-income settings, the negative effects are neutralized by increasing 
development.
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A general challenge in examining early life effects is that the factors that researchers suspect 
to have adverse causal effects are also concentrated in disadvantaged subpopulations (see 
also Chapter 19 in this volume, which explores the economic wellbeing of retired migrants in 
Europe). We conclude by putting our research in the context of other research on family back-
ground characteristics and childhood and adult outcomes. When researchers have examined 
the hypothetical effects of circumstances such as family size, birth order, and birth spacing, 
they have often found negative effects. There is, however, an increasing understanding that 
such effects are often mediated by other parental background factors, and that these mediating 
factors could explain the relationship. In other words, it is true that factors such as a large 
family size, short birth spacing, and late birth order are associated with poor outcomes, but in 
many cases, this seems to be driven by a confounding factor that is associated both with the 
demographic factor under suspicion as well as the outcomes of children. 

The most recent research suggests that the concentration of a variety of negative factors 
in disadvantaged families is the explanation for the negative association between short birth 
intervals and poor child outcomes in high-income, but not low-income, societies, and that in 
the latter case it makes sense to talk about the causal negative health impacts of short birth 
intervals on child outcomes. In studies of family size, researchers have reported on the negative 
effects of a large number of siblings over the years. Similar to recent birth intervals research, 
however, research designs that incorporated variation in sibling numbers that was exogenous 
to parental background (typically using twin births) found that the negative effects of siblings 
dissipate in advantaged populations, and to some extent also in less advantaged populations 
(Åslund and Grönqvist, 2010; Fitzsimons and Malde, 2014; Kolk, 2015; Baranowska-Rataj et 
al., 2016; Baranowska-Rataj et al., 2017). On the other hand, the negative effects of late birth 
order on adult health appear to exist both in high-income and low-income countries, even 
after controlling for parental background traits (Barclay and Myrskylä, 2014; Barclay and 
Kolk, 2015). The example of the effect of birth spacing shows that controlling for parental 
background factors is critical when examining the impact of early life factors on child out-
comes, and the results may differ substantially across different contexts. For birth spacing, we 
see few reasons for policymakers in high-income societies to worry about short birth spacing 
in relation to parental-leave policies, for example. The WHO recommendations for low- and 
middle-income countries are consistent with the most reliable empirical findings, and would 
improve population health if adhered to. We also conclude that birth intervals do not seem 
to matter at any point in the lifecourse for children in high-income societies, but that they do 
matter for children in low-income societies. 
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13.	 Work, family and health over the lifecourse: 
evidence from the British birth cohort studies
Anne McMunn 

13.1	 INTRODUCTION

It is now widely accepted that aspects of our social environment influence population health 
(Marmot and Wilkinson, 2005). In addition to economic and class-based inequalities in 
health, high quality employment and stable partnership have both been consistently linked 
with better health outcomes (Chandola and Zhang, 2018; Clouston et al., 2014; Flint et al., 
2013; Guralnik et al., 2009; Hughes et al., 2014; Hughes et al., 2017; Lucas, 2005; Pachana 
et al., 2011; Umberson et al., 1996; Williams, 2003; Wood et al., 2019) and a lower risk of 
mortality (Blomgren et al., 2012; Brockmann and Klein, 2004; Dupré et al., 2009; Grundy 
and Tomassini, 2010). However, employment has never been equally accessible to everyone. 
While social norms over the first half of the twentieth century mandated long periods of 
marriage for both men and women, norms and social institutions dictated differential access 
to employment along gender lines (Argyrous et al., 2017; Craig and Mullan, 2011; Crompton, 
2006; Dex et al., 1996; Kuhhrit, 2012; Macran et al., 1996; Phillips et al., 2018). This gendered 
access to employment fostered an economic reliance on men that rendered marriage a financial 
as well as a social imperative for many women. Based on our current understanding of partic-
ipation in employment as a social determinant of health, we might expect women’s exclusion 
from paid work to manifest in greater morbidity amongst women than men. Indeed, while 
men die younger than women, largely due to riskier jobs and behaviour (Office for National 
Statistics, 2015; Waldron et al., 2005; Yin, 2007), women worldwide do tend to carry a greater 
burden of disease, including, but not limited to, psychological distress (Morris and Earl, 2017).

Given that one of the most dramatic social changes over the past half century has been 
women’s ever strengthening ties to employment, we might expect gender differences in 
health and wellbeing to be diminishing, and to some extent they are, although not always in 
expected directions (Stevenson and Wolfers, 2009). Indeed, mothers’ entry into the world of 
work was initially met with a sort of moral panic, particularly in the USA, over the potentially 
health damaging effects of trying to combine paid work with family responsibilities, and 
parenthood continues to signify reduced access to paid employment for women in nearly all 
countries. Mothers remain much more likely than fathers to take time away from employment 
or reduce their employment hours in response to parenthood (Kuhhirt, 2012; McMunn et al., 
2015b; Schober, 2013). These days we might equally ask what the health impact is on men of 
the felt imperative to increase working hours upon entry to parenthood, and not always feel 
able to request the flexible working arrangements required to participate equally in parenting 
(Coltrane et al., 2013).

This chapter reviews the evidence linking work, family and health from a gender perspec-
tive. In particular, the chapter argues that a lifecourse approach is crucial in understanding 
these dynamic associations and provides details on the findings of a project comparing asso-
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ciations between work, family and health across three adult British birth cohort studies. The 
chapter concludes by recognising that continued investment in lifecourse data on the most 
recent generations of men and women is required in order to understand and document what 
appears to be rapid social change in gender relations currently. 

13.2	 WORK, FAMILY AND HEALTH: THE HISTORICAL 
CONTEXT 

After the post-war heyday of traditional gender relations with ‘separate spheres’ of work, 
women, and most unusually mothers of young children, began entering the labour market in 
larger numbers from the 1970s onwards (Office for National Statistics, 2013a; Rowbotham, 
1999). This shift was triggered by a confluence of several ‘push’ and ‘pull’ factors. Push 
factors included women’s increasing educational attainment, the cultural upsurge of second 
wave feminism, the rise of smaller family sizes and the emergence of time-saving domestic 
appliances (Coen-Perani et al., 2010; Rowbotham, 1999). Generational increases in access to 
higher education gathered pace with baby boomers born after the Second World War, but for 
women who were starting from a lower base this increase was much more dramatic (Bolton, 
2007). Pull factors were in the form of a burgeoning new service industry which was perceived 
as being well suited to ‘feminine’ traits and the emotional labour associated with ‘women’s 
work’, as well documented by Hochschild in The Managed Heart (1983). 

Knowing what we know now about the benefits of participation in paid employment, 
particularly if it is adequately paid, secure and stimulating, we might expect this shift to have 
been health enhancing for women of the time. Indeed, Friedan’s (1963) work The Feminine 
Mystique was published prior to women’s greater labour market entry and described an epi-
demic of ‘the problem that has no name’ – what we now think of as psychological distress or 
low levels of wellbeing amongst American middle-class housewives who were confined to the 
domestic sphere with little opportunity for cognitive stimulation or a sense of shared social 
purpose. Some scholars of the time, reflecting the picture painted by Friedan, argued that the 
multiple roles that these new working mothers occupied might be beneficial by increasing 
access to health enhancing factors such as self-esteem, social contact and financial resources 
from a greater variety of roles (Nordenmark, 2004). This set of ideas tended to be labelled the 
‘Role Enhancement’ or ‘Multiple Role’ hypothesis. However, much of the initial scholarly 
reaction to the emerging phenomenon of working mothers was to express concern that the 
demands and potential conflict of combining paid work responsibilities with domestic respon-
sibilities would be harmful to women’s mental health in particular. These ideas were often 
termed the ‘Role Overload’ or ‘Role Conflict’ hypotheses (Gove, 1984). 

These ideas feel outdated to us now for several reasons. Few scholars of the period con-
sidered the notion that women might relinquish some of their domestic responsibilities. 
Domestic appliances had reduced some of the burden of housework, but there was little public 
or private childcare provision and the role of the father was still strongly perceived to that that 
of provider at this time. Famously, one of the first to question the double burden that fell to 
working women and not their male working partners was, again, Hochschild in The Second 
Shift (1989). The continued proliferation and embedding of feminist perspectives mean that we 
are better able to see the gender stereotypes that underpin the role overload model, including 
assumptions regarding women as caregivers and men as providers. Yet, while much of the 
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language used in this period is antiquated, the sentiments expressed persist in new forms. We 
continue to read headlines about time-poor working parents (The Times, 2010), and while the 
narrative is increasingly focused on parents more broadly rather than mothers per se (van der 
Lippe and Peters, 2007), the predicament of working mothers continues to be singled out for 
special attention (Chandola et al., 2019; Guardian, 2019). 

In terms of the evidence supporting these early hypotheses, many large-scale, often national, 
social surveys were conducted, mainly in the USA (Barnett and Hyde, 2001; Hibbard and 
Pope, 1991; Repetti, 1998; Repetti et al., 1989; Verbrugge, 1983; Waldron et al., 1998), but 
also in the UK (Arber, 1991, 1997; Bartley et al., 1992; Bartley et al., 1999; Macran et al., 
1994) and Nordic countries (Kostiainen et al., 2009; Lahelma et al., 2002; Nyman et al., 2012) 
that asked women about their employment, partnership and parenthood circumstances as well 
as their mental or general health, and other factors such as socioeconomic indicators. These 
studies tended to find that women who were participating in all three of these ‘roles’ reported 
better health than women who were not. This was taken as support for the Role Enhancement 
hypothesis – women who combined work and family had better health than those who did 
not. However, the vast majority of these studies were cross-sectional in design; they measured 
women’s circumstances at one single point in time. The few longitudinal studies to examine 
social roles at baseline and later health (Janzen and Muhajarine, 2003) or mortality (Hibbard 
and Pope, 1991; Martikainen, 1995; Moser et al., 1990; Weatherall et al., 1994) did not include 
measures of health earlier in the lifecourse and so were unable to investigate the influence of 
health prior to social role occupation, and relied on social role measures at one or, at most, two 
points in time. 

13.3	 THE IMPORTANCE OF TAKING A LIFECOURSE 
PERSPECTIVE

Early research in this area suggested that women who combined paid work with parenting and 
partnership were healthier than those who did not. However, because of their cross-sectional 
design, these studies were very limited in the questions they were able to answer. For example, 
they were unable to establish the timing of events, which is a fundamental starting point for 
thinking about causal processes. Were women who combined work and family healthier as 
a result of combining employment with stable partnership and parenthood, or was the associa-
tion the result of healthier women being more likely to enter the workforce and have children, 
or a combination of bi-directional processes?

In order to understand causal processes related to work, family and health, in addition to 
establishing the timing and direction of associations, it is helpful to characterise different states 
and transitions across an entire lifecourse. For example, it is useful to be able to observe the 
duration of employment spells, the accumulation of periods of unemployment, or transitions 
such as parenthood or divorce as potential triggers for employment transitions or health events. 
Lifecourse epidemiology uses the concepts of ‘accumulation of risk’, ‘sensitive periods’ in 
lifecourse development or decline, and ‘chains or pathways of risk’ as models for understand-
ing ways in which social determinants influence health over the lifecourse (Kuh et al., 2004). 
‘Sensitive periods’ refer to periods, often early in the lifecourse, in which exposure to a stim-
ulus or insult will have long-lasting effects (Barker, 1998). (The term ‘critical period’ is used 
when these effects are thought to be unmodifiable by circumstances later in life.) The concept 
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of ‘accumulation of risk’ hypothesises that social or economic disadvantage (or advantage) 
accumulates over the lifecourse to produce increasing health inequalities. There is much con-
ceptual overlap between the lifecourse epidemiological accumulation models and Cumulative 
Advantage/Disadvantage (CAD) framework used in lifecourse studies in the social sciences 
more broadly, which also posits that health inequalities grow over the lifecourse through 
mechanisms that concentrate the impact of early advantages or disadvantages as an individual 
ages (Dannefor, 2003; Kendig and Nazroo, 2016; McDonough et al., 2015; O’Rand, 2009). 
Much current empirical work in lifecourse epidemiology is concerned with understanding the 
chains of risk or interacting psychological, behavioural and biological pathways linking social 
and material circumstances and health. 

Thus, taking a lifecourse approach to understanding how work, family and health influence 
one another encourages us to consider the duration of different states in each of these domains, 
the timing of transitions between states, the role of early life factors in establishing later work, 
family and health states, and the potential material, behavioural, psychological or biological 
pathways through which work and family experiences may influence health, if they do. 
Disentangling all of this is complex and challenging. At a minimum, it requires information 
on a wide range of factors collected on large numbers of people over time, selected through 
a process that ensures they are relatively representative of the population at large. Thanks to 
the foresight of a number of British academics, clinicians and funders over the years the UK 
is rich in data that allow us to study these topics empirically from a lifecourse perspective 
(Pearson, 2016). These ‘jewels in the crown’, as they are often referred to, are the British birth 
cohort studies which follow thousands of people in nationally representative samples from 
birth to death, collecting a wide range of information along the way. There are currently four 
such studies of cohorts born in 1946, 1958, 1970 and 2001. These studies provide a unique 
opportunity to understand the processes of interest here, as well as enabling us to compare 
these processes across different generations of women and men. 

13.3.1	 The Longest Running British Birth Cohort Study: Britain’s Post-war 
Generation

In order to investigate how employment, parental and partnership biographies influence, and 
are influenced by, health over the lifecourse, it is necessary to seek out individuals for whom 
this information was collected across their lives. An ideal data set is the very first and longest 
running British birth cohort study whose participants have been studied since their birth in 
1946. The MRC National Study of Health and Development (NSHD) was established to 
better understand maternity experiences in response to decades of decline in British fertility 
rates (Pearson, 2016). All of the singleton births to the wives of non-manual and agricultural 
workers, and one in four singleton births to the wives of manual workers during one week in 
March 1946 were selected for the study (Wadsworth et al., 2006). Follow-up surveys were 
funded, partly as this was the first cohort to be raised within the context of a new National 
Health Service, and a vast amount of social, economic, health and psychological information 
has been, and continues to be, collected from NSHD participants (Pearson, 2016).

Our early work studied the NSHD women up to age 53. A characteristic of early evidence 
on this topic, in addition to cross-sectional study designs, was the self-reported nature of health 
outcomes. Similarly, women in the NSHD were asked about their general health at the age 
of 54 and we found that women with weaker ties to paid work, as well as lone mothers and 
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childless women, were significantly more likely to report poor health at age 54 than women 
in our ‘Multiple Roles’ group (who had relatively strong ties to paid work, although often 
after a work break in their early 20s when their children were young). This worse health was 
not explained by differences in socioeconomic circumstances in adulthood or childhood, or 
by self-rated or psychological health in adolescence or early adulthood, suggesting that the 
poor health seen in mid-life for women with weaker ties to paid work or partnership was not 
explained by poor health earlier in the lifecourse ‘selecting’ them out of employment or into 
divorce, for example (McMunn et al., 2006). 

People’s perceptions of health are informative and self-reports of health do significantly 
predict mortality (Burstrӧm and Fredlund, 2001), but scientists in this area, including those 
running the NSHD, were interested in collecting more objective markers of health such as 
blood pressure and body mass index measured by a nurse, as well as cholesterol and triglycer-
ides (fat cells) circulating in the blood. We extended the evidence base on the potential health 
effects of combining employment and parenthood by examining differences in the prevalence 
in obesity and found that, as with self-rated health, women with weak ties to paid work were 
significantly more likely than ‘Multiple Roles’ women to be obese at age 53 and this was not 
explained by differences in socioeconomic circumstances or body mass index (BMI) in early 
life. Women with weaker ties to employment had had a greater number of children, but this 
explained very little of their increased risk for obesity in mid-life (McMunn et al., 2006). 

These ‘biomarkers’, as they are often called, are studied as objective markers of disease risk, 
but also have increasingly become a focus for better understanding the biological pathways 
through which stressful social environments are ‘embodied’ or ‘get under the skin’ to influ-
ence health (Hertzman and Boyce, 2010; Kelly-Irving et al., 2015; Kreiger, 2005). In this vein, 
markers of inflammation and neuroendocrine activity, which are part of the body’s natural 
‘fight or flight’ response to various forms of stress, have been collected in the later years of the 
NSHD. We extended our analysis to include these measures, while also adopting three inno-
vations to this area of research: a novel technique for characterising work–family lifecourses, 
a new imputation technique developed by Halpin (2012, 2013) and including men. Given the 
evidence base showing health benefits of employment and partnership mentioned at the start 
of this chapter, our working hypothesis was that lifecourses characterised by long or frequent 
periods of non-employment or not living with a partner may be stressful and linked with raised 
metabolic or inflammatory disease risk factors.

Sequence analysis uses whole lifecourses as the unit of analysis (Barban and Billari, 2012) 
while multi-channel sequence analysis combines lifecourse information across multiple 
domains (Gauthier et al., 2013; Pollock, 2007). Here, annual information on employment, 
partnership and parenthood from ages 16 to 53 was used and a dynamic hamming algorithm 
which emphasises the timing of transitions (Lesnard, 2010; for further methodological detail, 
see McMunn et al., 2015b) was used on men and women in the NSHD, resulting in the 
eight work-family groups shown in Table 13.1 (Lacey et al., 2016b). Nearly all men were in 
work-family types characterised by continuous full-time employment (98 per cent), but they 
varied by timing of transition to partnership and parenthood. A group comprised of almost half 
(47.7 per cent) of men in this cohort was characterised by entry into marriage and fatherhood 
in their early 20s, while over 30 per cent were in a group who made these transitions later in 
their late 20s or early 30s. Women’s work-family types were more diverse than men’s and 
women were more likely to occupy work-family types with weaker ties to paid work with, for 
example, nearly 30 per cent in a long-term, part-time employment group (29.9 per cent) and 



Table 13.1	 Work-family lifecourse groups amongst women and men in the MRC 
National Survey of Health and Development 1946 birth cohort, age 16–53 

Work-family type Men %     
(n=1252)b

Women %a 
(n=1251)b

Model biography sequence

‘Work, early family’ 47.7 15.1 Continuous full-time employment; married and children 
from early 20s

‘Work, marriage, non-parent’ 7.9 9.0 Continuous full-time employment; married from early 
20s; no children

‘Work, no family’ 11.5 6.1 Continuous full-time employment; no partner or children
‘Work, later family’ 30.6 3.5 Continuous full-time employment; cohabiting mid-20s, 

married from late 20s; children from early 30s
‘Later family, work break’ 1.0c 11.6 Employed full-time until late 20s, homemaking from 

early 30s; married from mid 20s; children from early 30s
‘Early family, work break’ 0.6c 14.6 Employed full-time until early 20s, homemaking from 

early-late 20s, employed part-time from early 30s; 
marriage and children from early 20s

‘Part-time work, early family’ 0.7c 29.9 Employed full-time until early 20s, part-time employed 
from early 20s; marriage and children from early 20s

‘No paid work, early family’ 0.02c 10.3 Employed part-time until early 20s, homemaking from 
early 20s; marriage and children from early 20s

Notes: 

a Results presented as percentages as are imputed data.
b Descriptives given for those with at least one observed outcome (n=2,503).
c Work-family groups containing fewer than 2% of participants are not presented in subsequent analyses as estimates 
are unlikely to be reliable.
Source: From Lacey et al. (2016b).
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10 per cent in a group characterised by long-term, full-time homemaking. We investigated 
differences in six metabolic markers at age 53: waist circumference, systolic and diastolic 
blood pressure, cholesterol and measures of fat and sugar in the blood. We found associations 
were much stronger for men than for women. Men in the groups that made later transitions 
to parenthood had reduced metabolic risk in mid-life. Women in a group characterised by 
childlessness had smaller waist circumferences at age 53, but no other differences were seen 
for women (Lacey et al., 2016b). 

We then extended this analysis to look at differences in wellbeing indicators when NSHD 
respondents were in their early 60s in relation to work-family lifecourses extended to age 60 
(Lacey et al., 2016c). Similar to our previous findings amongst women in this cohort, we found 
that women with weaker ties to paid work had significantly lower life satisfaction than women 
who had combined paid work with stable partnership and parenthood. In addition, the same 
was true for both men and women who had not partnered or had children. We did not find 
significant differences in relation to depressive symptoms or wellbeing (Lacey et al., 2016c).

At the same time, similar studies were being undertaken on other data sets with full life-
course information on employment, partnership and parenthood, in particular national studies 
of ageing such as the English Longitudinal Study of Ageing (ELSA) and sister studies in 
the USA (the Health and Retirement Study, HRS) and Europe (the Survey of Health and 
Retirement in Europe, SHARE). ELSA and SHARE follow participants from the age of 50, 
but also collected earlier life information retrospectively using life grid techniques (Belli 
et al., 2007; Berney and Blane, 1997). Single-channel sequence analysis of employment 
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biographies in both studies found that mothers who took a break from work and returned 
full-time were less likely to report poor health (in ELSA) or reported better quality of life (in 
SHARE) than women who maintained full-time employment (Stone et al., 2015; Wahrendorf, 
2015). In SHARE, long-term homemakers also reported lower quality of life than those who 
took time out from work for parenting and returned to full-time employment (Wahrendorf, 
2015). In the HRS, Sabbath and colleagues (2015) used a multi-channel sequence analysis 
to characterise employment, partnership and parenthood lifecourses in relation to mortality 
amongst women and found, very much in line with our multi-channel sequence results in the 
NSHD, that women whose lifecourses were characterised by long periods out of employment 
died significantly younger than women who maintained stronger ties to paid work, and this 
was equally true for lone and partnered mothers. The authors adjusted for smoking and BMI, 
as well as differences in age, income, education and ethnicity, to account for potential health 
selection effects, although they were not able to take account of early life health which may 
have contributed to weaker employment ties. Hedel and colleagues (2016) used both HRS and 
SHARE to compare work-family lifecourse differences in the health of women in Europe and 
the USA. As we found in the NSHD, they found that non-working married mothers were more 
likely to be obese than working married mothers in the USA, while lone mothers were more 
likely than working married mothers to have heart disease and to smoke in both regions, and 
to have strokes in the USA. In Europe, single childless working women were more likely to 
smoke than working married mothers. 

Taken together, the evidence tends to show poorer health outcomes for women who spend 
long periods of the lifecourse out of employment to look after home and family, at least 
amongst women born in the first half of the twentieth century. However, a paradox of life-
course research is that by the time adequate data exist for a lifecourse to be well characterised, 
that generation is ageing and fails to capture subsequent social and demographic changes that 
are often of interest to social scientists and policymakers. This is particularly true when think-
ing about family life and women’s employment where social norms, behaviour and gender 
relations have changed markedly over the past 50 years. The generation represented by the 
NSHD were the youngest and most uniform on record to enter into marriage and parenthood 
(Kiernan and Diamond, 1983; Kiernan and Eldridge, 1987). Since men and women in this 
cohort began forming their families and entered working life, the social norms and institutions 
that encouraged a gendered division of labour have steadily been eroding (Kan et al., 2011). 
For example, continuous employment is now a fact of life for the majority of British women, 
including mothers (Dex et al., 2008; Hansen et al., 2009; Office for National Statistics, 2013a), 
and more recently, the institution of marriage has been in decline (Morgan, 2011; Office for 
National Statistics, 2011,  2012), although the trend towards fewer and later marriages has 
been partly offset by rapid increases in the prevalence of non-marital cohabitation (Coleman 
and Glenn, 2009; Office for National Statistics, 2012). Thus, we were curious as to whether 
the relationships that we had seen between work, family and health in the post-war generation 
were maintained in more recent generations who had experienced or were experiencing much 
of this interesting social change. Indeed, the lifecourse framework involves not only consid-
ering interacting domains across individual biographies, but also the lifecourse as embedded 
and shaped by the historical times and places experienced over their lifetime (Elder, 1998). 



Table 13.2	 Work-family lifecourse groups amongst women and men in the MRC NSHD 
1946 birth cohort, the NCDS 1958 cohort and the BCS 1970 cohort, age 
16–42 

Ideal type Description
‘Work, No Family’ Continuous full-time employment; no partner; no children
‘Work, Marriage, Non-parent’ Continuous full-time employment; married from age 21; no children
‘Work, Cohabitation, Later 
Parent’

Continuous full-time employment; cohabiting from age 26; children from age 30

‘Work, Later Family’
Continuous full-time employment; cohabiting from ages 26 to 27, married from age 28; children 
from age 30

‘Work, Early Family’ Continuous full-time employment; married from age 21; children from age 23

‘Work, Divorced Parent’
Continuous full-time employment; married from 21 to 37, single from age 38; children from age 
23

‘Teen parent’
Caring for children full-time until age 24, employed full-time from age 25; married from age 32; 
children from age 19

‘Later Family, Work Break’
Employed full-time until age 29, caring for children full-time from age 30; married from age 26; 
children from age 30

‘Early Family, Work Break’
Employed full-time until age 22, caring for children full-time from age 23–30, employed part-time 
from age 31; married from age 21; children from age 23

‘Part-time Work, Early Family’
Employed full-time until age 22, part-time employed from age 23; married from age 21; children 
from age 23

‘No Paid Work, Early Family’
Employed part-time until age 21, caring for children full-time from age 22; married from age 20; 
children from age 22

‘Unstable Work, No Family’
Full-time employed 16–22, other not employed 23–26, full-time employed 27–28, other not 
employed 29–32, full-time employed 33–34, other not employed 35–38, full-time employed 
39–40, other not employed age 41; single throughout; no children

Source: From McMunn et al. (2015b).
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13.3.2	 More Recent Generations: Baby Boomers and Generation X

We turned to characterising the work-family lifecourses of the baby boomer and gen X gen-
erations as captured by the National Child Development Study (NCDS), a national cohort of 
British babies born in one week of March 1958, and the British Cohort Study (BCS) of babies 
born in March 1970 (Elliott and Shepherd, 2006; Power and Elliott, 2006). Again, we used 
multi-channel sequence analysis to characterise work-family lifecourses up to age 42, which 
was the most recent sweep of data available for the BCS at the time and compared results 
across the three cohorts. Cluster analysis across both men and women in all three cohorts 
produced the 12 groups shown in Table 13.2.

As Figure 13.1 shows, we did find much change, but also continuity. The vast majority of 
men in all three cohorts were in one of the six work-family types characterised by stable par-
ticipation in full-time employment. The main change for men was a decline from early to later 
family formation from a little less than half of men in the 1946 cohort in the ‘Work, Early 
Family’ to only 15 per cent in the 1970 birth cohort. The proportion of women in one of the 
six groups characterised by continuous full-time employment increased steadily from 31 per 
cent in the 1946 cohort to 47 per cent in the 1958, and 60 per cent in the 1970 cohort, while the 
percentage of women in the ‘No Paid Work, Early Family’ group dropped fairly substantially, 
and significantly, between the 1946 and 1958 cohorts (13 per cent and 4 per cent, respec-
tively); membership of the group who formed their families early and took time out of work 



Source: Adapted from McMunn et al. (2015b).

Figure 13.1	 Work-family lifecourse groups (from age 16 to 42) for women and men in the 
NSHD 1946 British birth cohort, NCDS 1958 British birth cohort and the 
BCS 1970 British birth cohort
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but returned (the ‘Early Family, Work Break’ group) was significantly lower amongst women 
in the 1970 cohort (7 per cent) than in the two earlier-born cohorts (16–17 per cent). There 
were also significant increases across cohorts in the percentage of both women and men in the 
long-term cohabitation group (‘Work, Cohabitation, Later Parent’), with a particularly large 
uptake for the 1970 cohort. Perhaps most striking was the high preponderance of both men and 
women in the 1970 cohort who combined minimal or no family ties by age 42 with continuous 
full-time employment (the ‘Work, No Family’ type). Over a quarter of men and nearly a fifth 
of women in the 1970 cohort were in this group.

However, while we did see a growing proportion of women in lifecourses characterised by 
continuous full-time employment across cohorts, our results reinforce the idea that this social 
change in this area remains incomplete (Esping-Andersen, 2009). British women born in 1970 
remained much more likely than men to take time out of work or reduce their working hours 
in response to parenthood. Work-family lifecourses characterised by long-term,  part-time 
employment or a career break later in their 30s remained the second and third most common 
trajectories (respectively) for women born in 1970. This reversion to more traditional gender 
roles within couples upon the transition to parenthood is well documented in other data sets in 
the UK (Schober, 2013) and elsewhere (Argyrous et al., 2017). 

While educational attainment was linked with work-family lifecourses in expected ways 
(men and women with higher  educational qualifications  were the most likely to combine 
continuous employment with childlessness or delayed parenthood; those with no educational 
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qualifications were most likely to have weak work and family ties), these associations did not 
change significantly across cohorts. Other aspects of early life were also important. Parental 
separation became a less important predictor of work-family lifecourses across cohorts. In the 
NSHD, parental separation was associated with being in the ‘Work, Divorced Parent’ group 
for women and the ‘Unstable Work, No Family’ group for men. In the NCDS, parental sep-
aration was associated with being a ‘Teen parent’, but there were no significant associations 
between parental separation and work-family lifecourses in the BCS. Women in the ‘No Paid 
Work, Early Family’ group were the most likely to have a father in an unskilled manual occu-
pation and this was true across the three cohorts.

So, work-family lifecourses changed significantly across cohorts with fewer women in 
the NCDS, and especially the BCS, maintaining long periods out of employment to look 
after the family. However, results suggest that women in these later cohorts who did take 
long periods of time out of employment had worse health on some indicators than those who 
combined long-term employment with family. Biomarker data are not yet available in the 
BCS study but inflammatory and metabolic markers and cortisol (a neuroendocrine marker of 
stress) were collected in the NCDS when participants were in their mid-40s. Compared with 
those who combined strong ties to paid work with later transitions to stable family lives (our 
‘Work, Later Family’ group), those who combined early parenthood with stable partnership 
and long periods of time out of paid work to look after home and family had significantly 
higher levels of the inflammatory marker fibrinogen in their mid-40s. Teen parents also had 
significantly higher levels of two inflammatory markers, independent of childhood health and 
socioeconomic position, adult socioeconomic position, health behaviours and BMI (Lacey et 
al., 2016a). We did not find any associations between work-family lifecourses and cortisol.

When we looked at the metabolic markers we had investigated in the NSHD, we found that 
lifecourses characterised by earlier transitions into parenthood were associated with signifi-
cantly increased metabolic risk, regardless of attachment to paid work or marital stability over 
the lifecourse, and these associations were only partially attenuated by educational qualifica-
tions, early life circumstances and adult mediators, such as social class, health behaviours and 
BMI (McMunn et al., 2015a). This prompted a follow-on study focused specifically on age of 
entry to parenthood in which we found a step-wise increase in metabolic risk with decreases 
in age of entry to parenthood for both men and women, suggesting psychosocial and/or behav-
ioural rather than strictly biological cause mechanisms (Lacey et al., 2017a).

The one objective marker of health that was available across all three birth cohort studies 
was obesity (Figure 13.2). As with inflammation, work-family lifecourses characterised by 
earlier transitions to parenthood and weaker long-term links to employment were associated 
with greater increases in BMI across adulthood. Also, the strength of differences in BMI for 
women who spent long periods of time out of paid work to look after the family compared 
with mothers who maintain full-time employment appeared to increase across cohorts as the 
‘long-term homemaker’ became less normative, and less common, amongst generation X 
(Lacey et al., 2017b).



Source: From Lacey et al. (2017b).

Figure 13.2a	 Age trajectories in average BMI by work-family lifecourse groups amongst 
women in the NCDS 1958 cohort and the BCS 1970 cohort, age 16–42

Source: From Lacey et al. (2017b).

Figure 13.2b	 Age trajectories in average BMI by work-family lifecourse groups amongst 
women in the NCDS 1958 cohort and the BCS 1970 cohort, age 16–42
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13.4	 CONCLUSION AND LOOKING FORWARD: GENDER 
EQUALITY FOR MILLENNIAL PARENTS? 

This work has shown that women who spend long periods of time out of the labour market to 
look after home and family end up less healthy on a range of markers compared with women 
who combine paid employment with stable partnership and parenthood, and the suggestion 
that these health differences are becoming stronger for more recent generations of women 
for whom long periods out of the labour market are becoming rare. While long periods of the 
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lifecourse spent out of paid employment to look after home and family were very uncommon 
amongst generation X women, they remained much more likely than their male peers to take 
work breaks or reduce working hours in response to parenthood. Our work has found that, 
so far, generational change in this area is almost entirely the result of a greater proportion 
of women  adopting traditionally ‘male’ employment patterns (that is, continuous full-time 
employment) rather than any discernible trend towards men reducing hours or taking time 
off work to accommodate parenthood (McMunn et al., 2015b) and studies of domestic labour 
consistently show women performing the majority of unpaid domestic work in in the UK and 
elsewhere (Craig and Mullan, 2011; Kan et al., 2011; Schober, 2013). While improvements in 
maternity leave provision in the UK, such as the extension to 12 months leave in 2006, have 
been a welcome contribution towards supporting mothers to maintain employment and help 
avoid career damaging work breaks, the gender imbalance in domestic labour has perhaps not 
been helped by privileging maternity leave over paternity leave. Studies suggest that fathers 
who are involved in parenting early on remain more involved over time (McMunn et al., 
2017), yet UK fathers have access to only two weeks of statutory paternity leave; in addition, 
shared parental leave, which became available in the UK in April 2015, can only be accessed 
if mothers opt to give some of this provision to their partners and uptake remains very low at 
2 to 8 per cent (UK Department for Business, 2018). Evidence from Nordic countries suggests 
that provision of adequately paid, ‘use it or lose it’ paternity leave provision and high quality, 
affordable childcare are prerequisites for achieving uptake of paternity leave and greater 
gender equality in employment (Brandth and Kvande, 2018). 

Are these gender differences likely to remain for Millennial parents and, now that working 
motherhood is the norm, is the question about the health impacts of juggling paid work and 
family responsibilities obsolete? There is certainly a growing narrative of Millennial men 
wanting to be more involved in family life (Harrington et al., 2017). However, there is little 
quantitative evidence to support this narrative. Once again, we suffer from lack of lifecourse 
data to capture social change amongst the most recent generations. One reason for the lack 
of work and family data on Millennial parents is that they are forming their families later 
than previous cohorts and so many have not yet become parents. We also do not currently 
have a birth cohort study that captures Millennials, although Understanding Society (the UK 
Household Longitudinal Study) and Next Steps (a longitudinal study from age 14 of people 
born in 1989–90) provide some opportunity for studying Millennials going forward. While the 
inclusion of men in research on this topic has sometimes felt aspirational and mostly to raise 
awareness of continued inequality than actually measuring behaviour change amongst men, it 
remains crucial that men are central to research in this area going forward as it is the only way 
to document the extent of reductions or continuity in gender inequality. 

Maintaining the UK’s leadership in producing birth cohort data on current generations is 
crucial to understanding the health and social implications of social change in behaviour, 
attitudes, economic opportunities, family and social relations and the structural dimensions of 
inequality to inform policy and practice for generations to come. 
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14.	 The case for a lifecourse perspective on 
mobility and migration research 
David McCollum, Katherine Keenan and Allan Findlay

14.1	 RESEARCH ON MOBILITY AND THE LIFECOURSE: AN 
INTRODUCTION 

This chapter will argue that lifecourse theory has a central role to play in understanding con-
temporary population mobilities. It begins with a summary of existing lifecourse and mobility 
research. Using the example of residential mobilities in the UK, the authors then illustrate 
some practical advantages of lifecourse perspectives on migration. The chapter concludes by 
outlining a potential agenda for future research in this field. 

The concept of the lifecourse has been extensively and fruitfully utilised as a means of 
considering how the propensity to migrate varies by age and/or life ‘stage’ (Falkingham et 
al., 2016; Kõu et al., 2015). Defined as ‘an age graded sequence of socially defined roles and 
events that are enacted over historical time and place’ (Elder et al., 2003, p. 15), the lifecourse 
perspective is an important, if not essential, framework for analysts interested in understanding 
and explaining population mobility. Traditionally, migration research operated on the premise 
that individuals exhibit regularities of mobility across the life cycle as they pass through 
a relatively rigid series of age-defined stages (Glick, 1947; Rossi, 1955). A school of thought 
has since evolved which has encouraged scholars to embrace a lifecourse rather than life cycle 
approach (Clark et al., 2006; Mulder and Hooimeijer, 1999). This development acknowledged 
that the life cycle approach over-emphasised individual lives as a series of fixed, irreversible 
stages often tied to family building and reproduction. The concept of lifecourse by contrast 
takes greater account of the increasing flexibility in the timing and sequencing of lifecourse 
events, family building (or not) and mobilities characteristic of contemporary societies. The 
value of the lifecourse approach in terms of understanding migration is that it encourages 
analysis of the context of an individual’s life experiences and trajectories as a means of better 
understanding their movements between various statuses, roles and locations. 

Despite the lifecourse approach becoming the focus of much academic interest there has 
remained limited investigation of the relation between the changing nature of the lifecourse 
and emergent patterns of human mobility (Coulter et al., 2016; Wingens et al., 2011). We 
would argue that theoretical frameworks such as Elder et al.’s (2003) seminal elucidation of 
five fundamental principles of the lifecourse (the lifespan, human agency, time and place, 
timing and linked lives) have the potential to also advance theorisations of mobilities in rela-
tion to the diversity of sequences, timings and multiplicities of key lifecourse events. As is 
evident in the wide range of contributions to this volume, the lifecourse perspective has made 
a significant contribution to research on various aspects of demographic change. However, 
scholars in population studies have not fully exploited the potential of advances within the 
mobilities literature, which have led to new conceptualisations of human movements, into 
their engagement with the lifecourse. Throughout this chapter the authors attempt to illustrate 
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how contemporary understandings of mobility, when applied to the lifecourse, can aid under-
standings of human movement. To help the reader contextualise these arguments, the next 
paragraph provides a brief outline of the ‘mobilities turn’ in migration studies. The following 
section draws on Elder et al.’s (2003) five principles, and other prominent lifecourse theories 
to set out a case for why the lifecourse can aid understandings of population mobility and 
lifecourse inequalities, providing examples of migration research along those themes.

In contrast to conventional models of society, which tend to have a sedentarist bias whereby 
spatial mobility is regarded as an anomaly from the ordinary settled life, the ‘mobilities turn’ 
over the past two decades has instead focused on the ‘incessant mobility of the (post-)modern 
era’ (Cresswell, 2006, quoted in King, 2012, p. 143). This perspective not only emphasises 
the prevalence of and meanings attached to human movement, and thus the quantitative and 
qualitative significance of migration in everyday life, but also pays close attention to the many 
forms, scales, practices and technologies that mobility takes. Such a stance is to be welcomed 
in that it unsettles the sedentarist tradition within social science yet at the same time is careful 
not to overly romanticise mobility, recognising that such ‘freedom’ is heavily influenced by 
wider structures in society (Halfacree, 2012). Indeed, as will be discussed in relation to the 
case study presented in this chapter, immobility is increasingly being incorporated into the 
new mobilities framework (Cresswell, 2012). Despite these advantages, the mobilities turn 
has not been fully embraced by geographers studying migration, perhaps because some of the 
claims made within it are seen as being self-evident (King, 2012). However, as Findlay et al. 
(2015) note and as illustrated in this chapter, recent advances in mobilities research offer many 
useful insights into relocations of place of normal residence for periods ranging from months 
to years. In line with Smith et al. (2015), migration in the context of this chapter is taken to 
mean a relatively permanent change in residential location whereas mobility incorporates 
these moves but also the shorter-term relocations that increasingly characterise contemporary 
lifecourses. 

14.2	 THE CASE FOR A MOBILITIES PERSPECTIVE ON SPATIAL 
MOVEMENTS OVER THE LIFECOURSE 

14.2.1	 Changing Lifespans 

One of the most remarkable demographic shifts in recent decades in high-income countries has 
been the extension and de-standardisation of the lifecourse (Bailey, 2009; Elder et al., 2003). 
This process has had far-reaching social, economic and political implications, but also shaped 
population mobilities in significant ways. Demographic phenomena such as increases in solo 
living, postponement of partnership and childbearing, rising divorce rates, non-traditional 
family structures, living apart together, greater participation in higher education, later retire-
ment ages and the geographic dissociation between work and the workplace have all contrib-
uted to changing lifecourses and thus mobilities (Smith et al., 2015). 

The phenomenon of population ageing in particular demands a reconceptualisation of the 
interplay between residential mobilities and forces responsible for the increased span of human 
life. Rising life expectancy (and rising healthy life expectancy) has introduced more years in 
the latter part of the lifecourse, resulting in new residential relocations, including so-called 
lifestyle migration (Åkerlund, 2017; Cohen et al., 2015) and retirement migrations (Sander 
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and Bell, 2014). The concept of ‘encore adulthood’ (Moen, 2016) sees ageing as an evolving 
experience rather than just a life stage and seeks to acknowledge the diverse motivations and 
pathways of older people. This includes, for many of the current ‘baby boomer’ generation, 
freedom to experiment with career paths, partnerships and relocations. Health-motivated 
moves, especially in the ‘fourth age’ such as moves into residential care or retirement commu-
nities, and their consequences have received much attention (Koss and Ekerdt, 2017; van der 
Pers et al., 2018), as have health-related returns to country of origin – the so-called ‘salmon 
bias’ in the migration health literature (Wallace and Kulu, 2018). On the other hand, a growing 
literature addresses understandings of later life immobility, particularly the idea of ‘aging in 
place’ (Atkins, 2018). Demographic changes in longevity have also led to questions about the 
role of migration and other mobilities in maintaining links between the generations across the 
extended lifespan (Kolk, 2017; Lundholm and Malmberg, 2009). 

At the other end of the lifecourse, social researchers have argued that the meanings attached 
to young adulthood have also changed, and that these ‘meanings’ in turn have been responsible 
for new mobilities and immobilities. Arnett (2000), for example, has argued that the meaning 
of being a young adult has shifted in a profound way, impacting the mobilities linking young 
people with the location of their parents (Stone et al., 2014). Arnett (2000) proposes ‘emergent 
adulthood’ as a concept to help explore new mobilities such as ‘boomeranging’ back and forth 
between the temporary independent residential locations of young people (associated with 
temporary study, precarious work and short-term coupling) and the parental home of emergent 
adults.

Elder et al. (2003) also highlighted the importance of lifelong continuous development, in 
contrast to previous scholars’ perceived over-emphasis on development being concentrated 
only during childhood and adolescence. By implication they point to the interesting research 
question of whether migration at various stages through the lifecourse between different envi-
ronments impacts on wellbeing and longevity, thus positioning migration as a causal force in 
demographic change and not, as is usually argued, a response to lifecourse change. The rapidly 
expanding literature on migrant health and wellbeing has explored differences in the physical 
and emotional wellbeing of migrants and non-migrants (Gruer et al., 2016; Wallace and Kulu, 
2015), and various candidate mechanisms that might explain the migrant health advantage 
have been investigated, including the aforementioned ‘salmon bias’ and educational and 
health/health behaviour selectivity (Hayes et al., 2017; Ichou and Wallace, 2019; Wallace and 
Kulu, 2014). Furthermore, the availability of data on the lifecourse timing of migration enables 
investigation of whether there are ‘sensitive’ periods in the lifespan for migration which have 
a greater or lesser impact on subsequent outcomes (Gubernskaya, 2014; Guven and Islam, 
2015; Hermansen, 2017). More remains to be done in fully developing an understanding 
of the role of internal migration in the uneven ‘accumulation of experiences, resources and 
vulnerabilities’ (Bailey, 2009, p. 411) that contribute to inequalities in poor health developing 
across the lifecourse (Stockdale and Catney, 2014). However, with the increasing availability 
of detailed micro-data on residential moves over time linked to administrative data (Ernsten et 
al., 2018), the impact of lifecourse residential histories and their parallel trajectories of health, 
wellbeing and socio-economic advantage on health and wellbeing can now be examined 
together (de Vuijst et al., 2016; Morris et al., 2018; van Ham et al., 2014) to better unravel the 
complexities of accumulation of (dis)advantages over the lifespan (Dannefer, 2003; Ferraro 
et al., 2009). 
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14.2.2	 Acknowledging Human Agency

Lifecourses are structurally determined but are also the product of human agency. According 
to Elder et al. (2003, p. 11), ‘individuals construct their own lifecourse’; yet importantly this 
is clearly within ‘structured pathways’ (Hitlin and Elder, 2006). This concept has been applied 
within some areas of sociology and focuses on the interplay of structure and agency over time. 
As Wingens et al. note, ‘changing societal structures and conditions affect, via institutional reg-
ulations, lifecourse patterns and biographical plans and – in turn – changing lifecourses affect 
the economic, political, social, and cultural situation and the institutional regime of a society’ 
(2011, p.  6). The lifecourse approach helps to acknowledge that processes and patterns of 
migration are not merely an outcome of migrants following institutionally pre-scheduled path-
ways, but of them pursuing their own goals and biographical plans. Lifecourse perspectives 
are thus less deterministic than some other approaches to migration, while also recognising the 
imbalances in structural opportunities and constraints that exist within society. 

As the above quote from Wingens et al. (2011) hints at, the relative significance of human 
agency in migration is a matter that has been explored to a limited extent in ideas about struc-
turation (Halfacree, 1995). However, the growing availability of rich new longitudinal datasets 
opens up the prospect of evaluating more fully than ever before the determining influence of 
individual motivations for moves (Coulter and Scott, 2015; Dommermuth and Klüsener, 2017) 
while at the same time taking account of contextual effects (neighbourhoods and other struc-
tures) on subsequent migrations and life trajectories. This enables a more nuanced account 
of human agency and motivation within the ‘structuration engines’ (Coulter et al., 2013) of 
residential mobility or career migration. 

14.2.3	 Time and Place

Like migration, the lifecourse is inherently geographically and historically embedded in time 
and place. As such, individual lifecourses and mobilities are heavily influenced by the his-
torical context and specific location within which they play out (Findlay et al., 2015). Figure 
14.1 proposes three levels of conceptual engagement, with distinctions made between (a) the 
changing nature of the lifecourse and its influence on mobility; (b) the links between lifecourse 
mobility and changing socio-economic structures; and (c) the multiple economically embed-
ded time space contexts within which new population mobilities emerge. The framework 
suggests that mobility trends can be charted through historical time (horizontal axis), while 
indicating that the three different levels involve parallel and interwoven processes affecting 
the linked lives of individuals and households embedded in spatial and socio-economic struc-
tures operating at regional and global scales. 

This contextualisation is essential when interpreting migration and mobility patterns. For 
example, a recent examination of internal migration patterns across three age cohorts in the 
UK (Falkingham et al., 2016) demonstrates this by simultaneously considering the importance 
of socio-historical context and changing gender norms, as well as individual lifecourse factors 
when interpreting long-term migration patterns. Sensitivity to time and place means that anal-
ysis of migration benefits greatly from such studies of the interaction between lifecourses and 
wider demographic, socio-economic and institutional changes. 



Source: Findlay et al. (2015).

Figure 14.1	 Demographic drivers of mobility
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14.2.4	 Timing

The specific age at which various life events occur clearly has a significant impact on individ-
ual lifecourses. For this reason, researchers have analysed various forms of time (age, stage in 
family life cycle, socio-economic shifts) and how the interactions between them are impacted 
by individual experiences and historical events. Attention to the timing of life events also has 
obvious implications for migration research. For example, the most obvious significance of 
the second demographic transition (Van de Kaa, 2004) for the study of migration has been that 
it has changed the timing and nature of mobility in relation to transitions from one household 
state to another. The most obvious illustration of this relates to the unsettling of the traditional 
sequence of residential changes associated with entering adulthood. For example, delays in 
nest leaving (as well as ‘boomerang’ moves back to the parental home) have become increas-
ingly prevalent (Olofssen et al., 2017). Some studies suggest that this trend has brought with it 
negative implications for the health and wellbeing of both parents and children (Caputo, 2019; 
Tosi and Grundy, 2018). Of course, these phenomena must be understood as part of a wider 
societal and cultural context, where expectations of the timing of residential independence 
may be socially stratified and vary between cultures (Pelikh and Kulu, 2018). Wider struc-
tural drivers such as housing unaffordability and precarious job markets must also be taken 
into account, as these are unevenly experienced, potentially contributing to growing societal 
inequalities (Coulter, 2018). 

Increasing diversification of partnership patterns, and particularly increases in union 
dissolution in recent decades, drive mobilities in a number of complex ways. Recently, the 
exploitation of rich longitudinal datasets has enabled modelling of parallel partnership and 
mobility trajectories, which have highlighted heterogeneous effects of separation on mobility 
by factors such as gender and education (see Chapter 15 by Mikolai and Kulu in this volume). 
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Longitudinal data also provide the opportunity to investigate whether the changing patterns 
and meanings of family building and residential histories accumulate to produce different 
outcomes in the later lifecourse. Moreover, researchers have recognised that it is not just the 
timing of migration in relation to lifecourse transitions that matters but also the sequencing, 
and that a change in sequencing fundamentally affects the meaning of a particular migration 
move. There is potential to explore this further through using biographical methods to elicit 
deeper understandings of the multiple meanings and drivers of mobility (Beck, 1992; Findlay 
and Li, 1997). 

14.2.5	 Linked Lives 

Explanation of the decision of whether or not to migrate at various points in the lifecourse has 
increasingly involved analysis of linked lives (Bailey, 2009). This emphasises that lifecourses 
are interdependent with others and has focused attention on how people within a family/
household negotiate mobility decisions from different age, gender and class positions, and 
the consequences for them. This work has highlighted how decisions to migrate are related to 
nuclear family members’ labour market opportunities and disbenefits, particularly for women 
(Cooke et al., 2009). Coulter et al. (2016) provide an extensive literature review of the impli-
cations of this for researching residential mobility and is not repeated here. More recently, 
Mulder (2018) has emphasised the ‘family ties perspective’. This underscores the role of 
family outside the household in mobility decision making. It recognises the continuing impor-
tance of face-to-face relationships with kin, who often play a larger role in support networks 
than friends, due to enduring bonds of inter-generational solidarity and obligation. Moreover, 
this is likely to vary according to an individual’s point in the lifecourse and welfare context. 

As Figure 14.1 demonstrates, individual lifecourses are not just linked to households and 
families, they are also linked to markets, institutions and networks. Labour and housing 
markets have long been recognised as one of the key drivers and determinants of migration 
and other events throughout the lifecourse (Tomlinson et al., 2018; Withers and Clark, 2006). 
Scholarship also highlights that linked lives are the product of interactions between individ-
uals and social institutions and groups. Institutions in this sense can refer to relatively stable 
features of social and cultural life such as marriage and family formation and their impact on 
mobility across the lifecourse (Wingens et al., 2011). The term can also apply to significant 
actors in the migration system such as employers and recruitment agencies, who play a central 
role in shaping mobility by influencing which workers are recruited, from where and for what 
purposes (Findlay et al., 2013). Social networks are also recognised as playing an important 
role in mobilities across lifecourses. In the realm of international migration, for example, 
informal and organisational networks provide social capital which reduces the economic and 
psychological costs of migration (Kõu et al., 2015). Social networks have also been demon-
strated to be a significant determinant of migrant wellbeing post migration, especially for those 
lacking kinship networks in their host society (Ryan, 2007). 
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14.3	 THE PARADOX OF DECLINING INTERNAL MIGRATION IN 
AN AGE OF MODERNITY AND FLUID LIFECOURSES 

The previous section provided a brief overview of some of the ways in which lifecourse 
perspectives are increasingly being used to deepen understanding of human mobility. The 
focus now turns to a detailed example of how the lifecourse, along with recent methodological 
advances, can be applied in the context of one of the most intriguing contemporary conceptual 
puzzles in mobilities research, the paradox of declining internal migration in an age of moder-
nity and fluid lifecourses.

Against the backdrop of widespread acceptance of the quantitative and qualitative signifi-
cance of migration in contemporary society, recent research has identified an unexpected and 
potentially rather disconcerting trend: the possibility of long-term declines in address changing 
within high-income countries. This apparent paradox, initially identified by Cooke (2011) 
with regards to internal migration patterns in the USA, is of considerable significance as it 
challenges the long-standing wisdom that population mobility is an inevitable and positive 
consequence of economic and social development (Zelinsky, 1971). Indeed, as Champion and 
Shuttleworth (2017) aptly point out, the widespread prevalence of parlance such as the Age of 
Migration (Castles et al., 2014) and the New Mobilities Paradigm (Sheller and Urry, 2006) in 
the social sciences widely reflects and reinforces the notion that de-standardised lifecourses 
and their increased mobilities are a fundamental facet of modernity. 

Why then, when physical mobility across space is seemingly easier than ever (at least within 
countries), and widely regarded as a personal and public good, might rates of address changing 
be slowing in high-income countries? The relevance of this issue to the wider research land-
scape and agenda discussed in this chapter is that empirical observations regarding changes 
in migration need to be framed within a backdrop of normative expectations concerning fluid 
lifecourses and the living of ‘mobile lives’, to the extent that to be immobile is considered 
undesirable, and even stigmatised as problematic and a marker of personal inadequacy 
(Halfacree, 2018). As such, recent mobilities scholarship has increasingly positioned immobil-
ity as a central facet of its retheorisations of mobility (Cresswell, 2012). Finally, a mobilities 
perspective can also enlighten research into the changing dynamics of internal migration as it 
emphasises that mobility is an ongoing, relational process across one’s lifecourse and as such 
is not just a one-off experiential event. 

As Green (2018) and Champion et al. (2018) expertly set out, a number of demographic, 
economic, technological and societal shifts are currently underway that could be acting to sup-
press rather than stimulate residential mobility and internal migration in developed countries. 
We identify three possible drivers of change. Firstly, in terms of economic change, the 2007–08 
Great Recession and its aftermath has negatively impacted on the ability, desire and propensity 
of households to move. This is because the volume of new job opportunities which drive much 
internal migration (especially over longer distances) have been severely restricted during the 
economic downturn. In addition, Green (2018) argues that people become much more risk 
averse during these periods, thus dampening the desire to move home or work location. The 
effects of these macro-economic factors on decreasing the gains from and increasing the risks 
of migration are quite significant. Analysis in the USA suggests that as much as two-thirds of 
the decline in inter-county migration between 1999 and 2009 can be directly attributed to this 
event (Cooke, 2011). Thus, pervasive financial precarities across contemporary lifecourses 
could be suppressing population mobilities. Furthermore, an emphasis on vulnerabilities to 
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economic shocks across the lifecourse, and whether and how these are changing over time and 
space, enlightens important debates concerning inter-generational justice (Higgs and Gilleard, 
2015) and the long-standing agency-structure quandary within the social sciences (Hitlin and 
Kwon, 2016). 

Secondly, aside from a potentially sustained ‘period effect’ arising from behavioural changes 
associated with the Great Recession, deeper seated and sustained compositional shifts in the 
demographic profiles of high-income countries could well be conducive to less migration. The 
most fundamental and universal of these changes is population ageing, which is decreasing 
the relative share of the population that is conventionally most mobile (that is, young adults), 
thus leading to declining migration propensities (Frey, 2018). Unless the long-established 
relationship between age, the lifecourse and migration changes drastically, these changes in 
population age composition could significantly reduce future internal migration rates. Other 
important lifecourse developments that have been cited as potentially leading to less popula-
tion mobility include higher levels of home ownership in the post-war period and the linked 
lives of spouses in dual career households increasingly disrupting the conventional trailing 
spouse paradigm (Green, 2018). A lifecourse analytical lens is thus valuable as it encourages 
an emphasis on not just simply how many times an individual changes address over the course 
of their life but also how the complex and ever evolving nexus between age and migration is 
contingent upon wider demographic and economic circumstances and cultural values. 

Thirdly, of the dozen or so plausible candidates suggested as accounting for reductions in 
internal migration (Champion et al., 2018), perhaps the most intriguing is the possibility of 
a growing desire for rootedness on the part of residents of high-income countries. Mainly based 
on research involving the traditionally relatively mobile USA, these understandings emanate 
from analyses which claim that socio-economic and demographic trends alone cannot account 
for observed declines in migration rates, since levels have fallen in a largely universal way 
across population sub-groups at different stages in the lifecourse and the composition of the 
population has not shifted to an extent that is sufficient to drastically alter aggregate migration 
trends (Cooke, 2011; Molloy et al., 2011). Instead, a desire for ‘moorings’, and thus choosing 
to be residentially rooted, may explain the apparent contradiction of falling internal migration 
rates in an era of mobilities (Halfacree, 2018). Alternatively, it could be a case of one form of 
mobility, longer distance commuting, simply replacing another, internal migration. Lifecourse 
perspectives, combined with longitudinal data and survey data on moving preferences, are 
again useful here as they help to disentangle the relative contributions of lifecourse and cohort 
effects in changing migration propensities (Bernard et al., 2014). This aids our understanding 
of whether the recent shifts in migration propensities recorded in many high-income countries 
can be accounted for by straightforward population composition effects or are universal across 
population sub-groups and thus potentially indicative of ‘secular rootedness’ (Cooke, 2011). 

14.4	 CONCLUSIONS: THE LIFECOURSE PERSPECTIVE ON 
MOBILITIES, AN EVOLVING RESEARCH AGENDA 

This chapter has discussed how a lifecourse perspective can aid mobility research and has 
illustrated how such an approach can help the researcher to understand how population mobil-
ities are changing in quite fundamental ways (see McCollum et al., 2020 for a more in-depth 
discussion of this issue). As this chapter has also hoped to illustrate, there is considerable 
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scope for lifecourse informed research on migration within population studies to make fuller 
use of ideas in the mobilities literature. The desire for rootedness (resulting in less internal 
migration), the boomeranging of adult children to and from the parental home and the rede-
fining of ageing are just a few examples of this point. The chapter now concludes with some 
suggestions concerning the types of issues that analysis of population mobility across the 
lifecourse might be best placed to grapple with going forward.

It has been noted that longitudinal analysis of demographic processes can help us understand 
the fluidity of lifecourses such as complex family histories and how this relates to parallel 
individual and family/household migration histories. The contention has also been made that 
the socio-spatial contexts of people’s lives affect the timing, frequency and meanings asso-
ciated with mobility. Mobility is therefore better conceptualised not only when longitudinal 
associations are made across the individual lifecourse, but also across time–space in relation to 
the structures that govern key social practices. In this light, Findlay et al.’s (2015) three-level 
schema (Figure 14.1) usefully reminds scholars of:

a.	 The need to recognise the importance of holding simultaneously in view lifecourse moves 
and other time-linked drivers of mobility ranging from short-run cyclical economic pro-
cesses to medium-term economic restructuring, to longer-term shifts in cultural norms.

b.	 The value in recognising how events and processes operating in one arena (for example, 
increasingly fluid lifecourses) interface with other drivers of change (for example, hypoth-
esised tendencies towards increased secular rootedness).

The points highlighted in the chapter lead to a range of research avenues as outlined below. 
These are not meant to be comprehensive but instead are intended to point readers to the ways 
in which the key ideas reported in Figure 14.1 might be investigated.

1.	 Fluid lifecourses: Has de-standardisation of the lifecourse affected the timing and fre-
quency of residential mobility and/or longer distance labour market moves? These ques-
tions were considered in the main example discussed in the chapter but there is still work to 
be done in terms of understanding the nature, drivers and consequences of these changes. 

2.	 Lives linked to families and households: From the perspective of data that now reveal more 
of the relationship between mobility and linked lives, can a more nuanced understanding of 
the drivers and consequences of migration be achieved? For example, in spatially mobile 
dual earner households, what have been the consequences over time in terms of changes in 
the financial and emotional wellbeing of each adult member of the household?

3.	 Lives linked to markets, institutions and networks: What has been the relative importance 
of short-, medium- and longer-term structural processes in affecting overall levels of 
mobility for different cohorts and types of individuals and locations? For example, what 
have been the uneven mobility experiences of different population sub-groups during the 
recession and in an era of austerity and to what extent have experiences been shaped by 
institutions and networks? 

The challenge now facing researchers is to operationalise the concepts discussed above and 
exploit new opportunities in data and methods in ways that allow for meaningful analysis of 
mobility in the complex and socially and spatially differentiated lifecourses of contemporary 
societies. This chapter on lifecourse perspectives on human mobility has set out how these 
endeavours might proceed. However, as authors we are very aware that the chapter draws 
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mainly on work from relatively high-income countries. A key task for lifecourse scholars is 
to research how these concepts can be developed to apply to the context of the new mobilities 
occurring in the majority world of middle- and lower-income countries. 
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15.	 Family changes, housing transitions, and 
residential mobility
Júlia Mikolai and Hill Kulu

15.1	 INTRODUCTION

Family changes and residential mobility are closely interrelated (Cooke, 2008). Residential 
mobility enables individuals and couples to adjust their housing circumstances to changes 
in their family lives such as partnership formation, childbirth, or union dissolution (Wagner 
and Mulder, 2015a). Most previous studies have focused on how partnership formation or 
childbirth is linked to residential changes and housing transitions. These studies have shown 
that the events of marriage and childbirth lead to elevated residential mobility (Kulu, 2008; 
Kulu and Steele, 2013; Michielin and Mulder, 2008; Mulder and Wagner, 1993). Until 
recently, little attention was paid to the link between union dissolution, residential mobility, 
and housing. Recent studies have shown that separation is also associated with increased levels 
of residential mobility (Feijten and van Ham, 2007, 2010; Mikolai and Kulu, 2018a, 2018b). 

This chapter first summarises the state of the art on the interrelationship between partner 
relationships, residential mobility, and housing transitions. We summarise the literature on 
how partnership formation, childbirth, and union dissolution are associated with individuals’ 
propensity to move and the type of housing they tend to move to in response to or in anticipa-
tion of these events. Then, we demonstrate the link between partnership transitions, residential 
mobility, and homeownership using data from the British Household Panel Survey. Finally, 
we discuss the opportunities and challenges studying the interplay between family changes 
and housing transitions offers for social science research. 

15.2	 PARTNERSHIP FORMATION, RESIDENTIAL MOBILITY, 
AND HOUSING

Partnership formation and residential mobility are closely related, as also highlighted in 
Chapter 11 in this volume. To establish a co-residential relationship, at least one of the partners 
needs to move. Either one of the partners moves in with the other partner or both partners have 
to move to a new, joint home (Brandén and Haandrikman, 2019; Flowerdew and Al-Hamad, 
2004). Additionally, union formation leads to an increase in household size, implying a need 
for more space. Consequently, union formation is likely to lead to a residential move. 

Co-residential partners benefit from a larger household income (assuming that both partners 
work) and from economies of scale (Feijten and Mulder, 2005). Union formation leads to 
pooled resources and an increase in the level of housing consumption (Helderman, 2007). 
Therefore, following union formation, individuals are likely to move to larger and/or better 
quality dwellings, such as single-family homes and detached or semi-detached houses (Clark 
and Davies Withers, 2009; Clark and Huang, 2003; Clark et al., 1994; Deurloo et al., 1994; 
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Feijten and Mulder, 2002; Helderman et al., 2004; Kulu, 2008; Michielin and Mulder, 2008; 
Mulder and Lauster, 2010; Mulder and Wagner, 1998; Rabe and Taylor, 2010). Additionally, 
union formation, especially marriage, is associated with a move from rental accommodation to 
homeownership (Clark et al., 1994; Davies Withers, 1998; Deurloo et al., 1994; Feijten et al., 
2003; Helderman, 2007; Mulder and Manting, 1994).

Although most existing studies have examined how union formation influences the pro-
pensity of a residential move and the destination of these moves, it is possible that moving 
may also influence single individuals’ chances of finding a partner or of partnered individuals 
meeting new potential partners (Wagner and Mulder, 2015a). Only a few studies have empir-
ically studied this relationship. For example, Jang et al. (2014) analysed the risk of marriage 
following migration in the United States but did not detect an effect of migration on marriage 
propensities.

The interrelationship between union formation and residential mobility is complex (Wagner 
and Mulder, 2015a). Many studies have emphasised the importance of distinguishing between 
so-called ‘event moves’ and ‘state moves’, for example, moves related to the event of getting 
married (that is, ‘event moves’) and the status of being married (that is, ‘state moves’). 
Previous studies have shown that the event of getting married leads to increased residential 
mobility whereas the state of being married is associated with reduced mobility (Jang et al., 
2014; Michielin and Mulder, 2008; Mulder and Wagner, 1993; Odland and Shumway, 1993; 
Warner and Sharp, 2016). 

This relationship is further complicated by two factors. First, residential mobility may 
occur in anticipation of family life events, for example, shortly before a wedding (Michielin 
and Mulder, 2008). Similarly, housing changes may occur in anticipation of key family life 
events. For example, couples who plan to get married may become homeowners before mar-
riage. Homeownership may increasingly be a prerequisite for marriage as it is a major form of 
savings and often the couple’s largest asset (Mulder, 2006a). At the same time, this investment 
leads to financial interdependence of the partners, which in turn might lead to stronger commit-
ment and other relationship-specific investments such as marriage (Holland, 2012). Second, 
most previous studies have focused on marriage and its relationship to residential mobility and 
housing changes. However, with the increase in cohabitation as a first type of co-residential 
union (Ermisch and Francesconi, 2000) it is likely that residential mobility is increasingly 
linked to the formation of cohabitation and not to marriage (Flowerdew and Al-Hamad, 2004). 
An exception is a study by Smits and Mulder (2008) which showed that both the event of 
cohabitation and marriage increase individuals’ propensity to become first-time homeowners 
in the Netherlands. Using Swedish register data, Brandén and Haandrikman (2019) found that 
at the start of co-residence, women are more likely to move than men. Only a few studies have 
looked at the risk of moving to different housing tenure types among cohabiting individuals. 
For example, in West Germany and the Netherlands, cohabiting couples were as likely to 
move to homeownership as married couples without children (Mulder and Wagner, 1998). 
Additionally, a recent study has shown that in England and Wales cohabiting men and women 
are less likely to move to homeownership than their married counterparts and that they primar-
ily move to privately rented dwellings (Mikolai and Kulu, 2018b).

The transition from cohabitation to marriage may lead to additional moves. Although this 
transition does not necessarily imply a change in housing needs, it is likely to lead to a move 
to more appropriate housing such as homeownership or a single-family home (Feijten and 
Mulder, 2002; Michielin and Mulder, 2008) because marriage signals a serious commitment 
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and it may also be linked to the intention to have children (Manting, 1994). It has been argued 
in the literature that cohabiting couples who plan to buy a house are likely to marry first 
because being married creates financial benefits and may lead to easier access to a mortgage 
(Angelini et al., 2013; Feijten and Mulder, 2005). Indeed, it has been shown that across Europe 
and the United States, transition to homeownership is the most common among married 
couples (Holland, 2012; Lauster and Fransson, 2006; Mulder and Wagner, 1998). Holland 
(2012) studied the risk of joint homeownership and marriage in Sweden and found that the risk 
of marriage is higher in periods close to a joint home purchase and vice versa. 

15.3	 CHILDBIRTH, RESIDENTIAL MOBILITY, AND HOUSING

Another family event, which individuals may experience, is the birth of first and/or subsequent 
children. In general, an increase in household size leads to lower migration rates (Sandefur and 
Scott, 1981; White et al., 1995) not only because a move is more costly for larger families but 
also because the presence of children strengthens location-specific ties, which parents may 
be reluctant to cut. At the same time, the arrival of a first child or subsequent children leads 
to an increased need for space, and a desire for an appropriate dwelling in a family-friendly 
environment (Kulu and Vikat, 2007; Michielin and Mulder, 2008; Mulder, 2006b; Mulder 
and Wagner, 1998; Ström, 2010). This suggests that the arrival of a child is likely to lead to 
a move to family-friendly neighbourhoods, areas close to green spaces, larger dwellings, and/
or homeownership. Thus, the anticipation of the arrival of a child and/or childbirth is likely to 
lead to residential moves. 

Indeed, previous research has shown that the birth of a child leads to increasing residential 
mobility (Clark et al., 1984; Courgeau, 1985) largely because couples wish to adjust their 
dwelling size to their increased family size. Childbearing increases the propensity of moving 
to homeownership (Davies Withers, 1998; Deurloo et al., 1994; Enström Öst, 2012; Mulder 
and Wagner, 1998), to single-family homes (Feijten and Mulder, 2002; Kulu and Vikat, 2007), 
and to rural areas (Courgeau, 1989; Lindgren, 2003). 

Evidence shows that many people move in anticipation of childbearing (Clark and Davies 
Withers, 2009). For example, Kulu (2008) studied the risk of a move to different area types 
using data from Austria and showed that a first conception leads to an increased risk of moving 
to rural and small-urban areas and of moving within the same settlement. Second and third 
births lead to a reduced propensity of moving, especially to urban areas unless these couples 
live in large cities, in which case they have an increased propensity to move to rural areas. 
Additionally, in a study using Finnish register data Kulu and Steele (2013) found that many 
housing-related moves took place during pregnancy and many conceptions occurred shortly 
after moving to a new house. Vidal et al. (2017) explicitly investigated the role of fertility 
intentions on residential mobility and showed that young, childless couples were less likely to 
relocate if they intended to have a child whereas older couples who already had children had 
higher mobility rates if they intended to have another child. These findings support the idea 
of adjustment moves: couples move either in anticipation of childbearing or in response to it.

Some studies have also looked at the other side of the residential mobility–fertility nexus 
and analysed the effect of housing-related moves on fertility. For example, Mulder and 
Wagner (2001) found increased first birth risks during the first year following a move to 
homeownership in West Germany and the Netherlands. Similarly, Michielin and Mulder 
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(2008) found elevated levels of fertility for Dutch couples following short-distance moves. 
Additionally, Kulu and Vikat (2007) showed that couples who had moved together (especially 
to detached houses) had increased birth rates in Finland. Most previous studies explained the 
increased birth risks by selective moves suggesting that couples move to adjust their housing 
conditions in anticipation of childbearing. Ermisch and Steele (2016) explicitly studied the 
role of fertility expectations in couples’ residential mobility and found empirical support 
for this argument. However, it is also possible that couples postpone childbearing until they 
manage to move to their ideal home (Mulder, 2006b). In line with this argument, Ström (2010) 
showed for Sweden that dwelling size is the most important factor for increased first birth 
rates; more important than dwelling type or housing tenure.

15.4	 PARTNERSHIP DISSOLUTION, RESIDENTIAL MOBILITY, 
AND HOUSING

Separation and divorce are also associated with residential mobility and housing changes. 
Union dissolution is a negative life event, which has adverse consequences for individuals’ 
different life domains such as finances, emotional and physical well-being, and housing 
(Amato, 2000, 2010; Poortman, 2000). Despite increasing union instability and divorce rates, 
only a handful of studies have focused on the link between union dissolution, residential 
mobility, and housing. 

This research can be divided into two streams. The first group of studies have focused on 
the impact of moving on the likelihood of union dissolution. There are several reasons why 
moving is expected to influence the risk of union dissolution (Boyle et al., 2008). First, moving 
is a stressful event, which is likely to increase the probability of separation. Second, previous 
studies have shown that long-distance moves often benefit one partner (usually the man) more 
than the other. This inequality in the relationship may also increase the risk of separation. Last, 
women who move long distances with their partner are less likely to be employed, have lower 
earnings, and work fewer hours than their counterparts who do not move with their partner. 
Only a few previous studies examined how moving influences the propensity to separate. For 
example, Boyle et al. (2008) studied how residential moves and migrations influence the risk 
of union dissolution among married and cohabiting people in Austria and showed that couples 
who move twice or more (both short- or long-distance moves) have a higher risk of union 
dissolution than those who do not move. Muszynska and Kulu (2007) found similar results 
for Russia: couples who moved over long distances at least twice had higher union dissolution 
risks than those who did not move or only moved once.

The second group of studies has focused on the effect of union dissolution on residential 
mobility. Union dissolution is associated with a decrease in household income and a loss 
of economies of scale (Feijten and van Ham, 2007, 2010). Additionally, union dissolution 
implies that at least one of the ex-partners has to move out of the joint home, although 
often both move (Feijten and van Ham, 2007, 2010; Mulder and Wagner, 2010; Speare and 
Goldscheider, 1987). Therefore, union dissolution is likely to have a negative impact on sep-
arated individuals’ housing careers (Feijten and Mulder, 2010). Indeed, previous studies have 
shown that separation leads to increased levels of residential mobility and that separated indi-
viduals have higher moving risks than those who are single or are in a relationship (Feijten and 
van Ham, 2007, 2010; Mikolai and Kulu, 2018a, 2018b). Additionally, separated individuals’ 
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housing situation might be temporary shortly after separation; it may take several adjustment 
moves for separated individuals to find an appropriate dwelling (Dieleman and Schouw, 
1989; Feijten and van Ham, 2007; Warner and Sharp, 2016). Furthermore, the ex-partner who 
stayed in the joint home following separation might have to move out later if he or she is not 
able to maintain the home (Feijten and Mulder, 2010). Although mobility levels decrease as 
time since separation increases (Feijten and van Ham, 2010), the levels of residential mobility 
among separated individuals remain elevated even three years following separation (Mikolai 
and Kulu, 2018b). 

Studies have investigated separated individuals’ risks to move out of homeownership. They 
found that divorced and separated individuals are more likely to move out of homeownership 
than those who are married or cohabiting (Dewilde, 2008; Ermisch and Di Salvo, 1996; Feijten, 
2005; Feijten and Mulder, 2010; Feijten and van Ham, 2010; Helderman, 2007; Lersch and 
Vidal, 2014). Additionally, it has been shown that divorced and separated individuals are less 
likely to enter homeownership compared to their married or cohabiting counterparts (Feijten 
and van Ham, 2010; Lersch and Vidal, 2014; Thomas and Mulder, 2016). A recent study by 
Mikolai and Kulu (2018b) also included separated individuals who lived in rental dwellings 
at the time of separation and found that separated men and women were most likely to move 
to privately rented dwellings in England and Wales. Additionally, separated women were the 
second most likely to move to social renting whereas separated men were also likely to move 
to homeownership. 

In the next section, we first show mobility patterns by partnership status using data from 
England and Wales, focusing on the residential mobility and housing experiences of separated 
women and men. Then, we extend previous research by distinguishing between moves due to 
separation and moves of separated people to understand whether separation has a long-lasting 
influence on individuals’ residential mobility. Last, we investigate the probability of 
being a homeowner by partnership status, which is an important indicator of individuals’ 
socio-economic well-being (Dewilde, 2008).

15.5	 RESIDENTIAL MOBILITY AND HOUSING FOLLOWING 
UNION DISSOLUTION IN ENGLAND AND WALES

We use data from the British Household Panel Survey (BHPS) for England and Wales 
(Institute for Social and Economic Research, 2010; Taylor et al., 2010) to investigate the resi-
dential mobility levels and housing situation of single, cohabiting, married, and separated men 
and women. The BHPS is a longitudinal household panel study, which has surveyed a nation-
ally representative sample of 5,000 households (approximately 10,000 individuals) between 
1991 and 2008. If the composition of surveyed households changed, the survey followed 
the original household members and interviewed new household members. In this chapter, 
we use information on original sample members and two additional subsamples (European 
Community Household Panel and Wales Extension Sample) for England and Wales.

At each interview, respondents were asked whether their place of residence has changed 
since the last interview and if so, the year and month of this residential change was recorded. 
Additionally, at each interview wave, the housing tenure (homeownership or renting) of 
respondents’ dwelling was recorded. Individuals’ partnership status (single, cohabiting, 
married, or separated) was calculated using retrospective and prospective data on the year and 



Note: Whiskers indicate 95 per cent confidence intervals. Mobility rates of single, cohabiting, and separated men 
and women are compared to those of married men and women, respectively. Calculations are only adjusted for age.
Source: Authors’ own calculations using data from the British Household Panel Survey, 1991–2008.

Figure 15.1	 Age-adjusted mobility rate by partnership status and sex in England and 
Wales
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month of the start and end of up to ten cohabitations and marriages from the Consolidated 
Marital, Cohabitation, and Fertility Histories dataset (Pronzato, 2011). Using this information, 
we constructed a time-varying partnership status variable. Separated individuals who form 
a new co-residential relationship are included in the separated category until they start a new 
relationship, after this they are coded as cohabiting or married depending on the type of their 
new relationship.

Using this information, we first study residential mobility levels by partnership status (that 
is, single, cohabiting, married, and separated) and sex using event history analysis. In these 
analyses, individuals are observed from age 16, or age at entry into the study until age 50, 
widowhood, or the end of observation, whichever comes first. The study sample consists of 
4,671 men and 4,912 women who experienced 4,675 and 5,176 moves, respectively. 

Figure 15.1 shows the mobility rates of single, cohabiting, and separated men and women 
relative to the mobility rates of married men and women, respectively. The analysis is adjusted 
for individuals’ age. Married individuals have the lowest mobility rates. Single and cohabiting 
people are significantly more likely to experience a move than their married counterparts. 
On average, single men and women are 15 to 40 per cent more likely to experience a move 
whereas cohabiting men and women are about 40 per cent more likely to move than married 
men and women. Separated individuals have considerably higher mobility rates than those 
who are single and who are in a co-residential relationship; they are almost 2.5 times as likely 
to move as those who are married.

It is not surprising that separated men and women are more likely to move than those 
who are in a relationship because by definition separation implies that at least one of the two 
ex-partners will have to move out of the joint home. To understand whether and how separa-
tion influences individuals’ residential mobility levels in the longer term, we need to differen-



Figure 15.2	 Age-adjusted mobility rate by partnership status, and for the separated time 
since separation, and sex in England and Wales

Note: Whiskers indicate 95 per cent confidence intervals. Mobility rates of single, cohabiting, and separated men 
and women are compared to those of married men and women, respectively. Calculations are only adjusted for age.
Source: Authors’ own calculations using data from the British Household Panel Survey, 1991–2008.
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tiate moves which occur due to the event of separation and those which occur later. Therefore, 
in the next step, we distinguish separated individuals by time since separation. Moves which 
occur during the first four months following separation are moves due to separation and moves 
which occur later (5–11 months, 12–35 months, and 36 or more months following separation) 
are moves of separated individuals. Figure 15.2 shows mobility rates of single, cohabiting, and 
married men and women (as in Figure 15.1) but this time, we have disaggregated the group of 
separated men and women by time since separation. Again, mobility rates of separated men 
and women are compared to those of their married counterparts and the analysis is adjusted 
for individuals’ age. Mobility rates of separated men and women are the highest immediately 
following separation (zero–four months); on average, separated individuals are more than six 
times as likely to move as married individuals. As time since separation increases, mobility 
rates decrease but even three or more years after separation, separated men and women are sig-
nificantly more likely (approximately 1.6 times) to move than married and single individuals. 
Mobility levels and patterns are very similar among separated men and women.

Last, we study the probability of being a homeowner by partnership status among men and 
women (Figure 15.3) controlling for age and calendar period using panel regression. For this 
analysis, the sample consists of 5,331 men and 5,147 women. The outcome variable is binary, 
indicating whether individuals lived in an owner-occupied dwelling (1) or not (0) in a given 
survey year. Married men and women have the highest probability of being a homeowner 
whilst cohabiting individuals are the second most likely to do so. Separated men and women 
are considerably less likely to be homeowners compared to those who are in a relationship 
– although they are more often homeowners than single people. This is probably because 



Note: Whiskers indicate 95 per cent confidence intervals.
Source: Authors’ own calculations using data from the British Household Panel Survey, 1991–2008.

Figure 15.3	 Predictive margins of homeownership by partnership status and sex in 
England and Wales
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following separation one of the ex-partners is likely to remain in the pre-separation home if 
either one or both of the partners were homeowners prior to separation. 

15.6	 CONCLUSION AND DISCUSSION

Different life domains of individuals, such as the partnership and family domain and the 
residential and housing domain are closely related. Research over the past decades has 
investigated this interrelationship using the lifecourse theory as a framework and utilising 
longitudinal data and analysis techniques. As a result, we have a better understanding of the 
link between individuals’ family lives and residential and housing experiences. Several oppor-
tunities and challenges remain for future research. 

The first challenge is related to studying the interrelated life domains of linked individuals. 
For example, residential and housing decisions of cohabiting and married couples are likely 
to be made jointly by the couple rather than separately by individuals in the couple. Although 
data are often available for both partners, most previous studies have analysed men and women 
separately. This is largely because of the complexities associated with couple-level longitudi-
nal analysis. Studies which focus on couples as the unit of analysis typically investigate only 
one life domain. For example, Thomas et al. (2017, 2018) studied ex-partners’ linked lives 
by analysing ex-partners’ post-separation residential experiences using multi-level analysis. 
Theunis et al. (2018) used dyadic models to study the effect of partners’ absolute and relative 
education on who moves out of the joint home following separation in Belgium. Others have 
used the couples’ and/or partners’ characteristics or measures of their characteristics relative 
to each other as a covariate in individual-level models to study the link between partners’ 
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experiences (for example, Brandén and Haandrikman, 2019; Michielin and Mulder, 2008; 
Mulder and Malmberg, 2011; Mulder and Wagner, 2010; Mulder et al., 2012). Although this 
approach provides some information on the role of partners’ characteristics in individuals’ 
lives, it is not well suited to explicitly studying partners’ linked lives. Studies which have 
analysed the interrelationship between several life domains have focused on individuals rather 
than couples using multi-process event history models (for example, Lersch and Vidal, 2014; 
Mikolai and Kulu, 2018a, 2018b). To summarise, future research should explicitly study the 
interplay between linked individuals’ interrelated lifecourses and the mechanisms behind the 
decisions they make.

Another challenge related to couple-level analysis is that individuals can belong to several 
couples over their lifecourse. In general, this issue could be tackled using cross-classified 
multi-level models. However, how this approach could be incorporated to studying the inter-
relationship between couples’ several life domains (for example, using complex multi-process 
models) is not straightforward. Even if this issue was solved, we may face challenges related 
to data availability. Household panel studies usually collect information on new partners after 
they enter the household of an original study member, but they do not ask for information on 
their residential or family life experiences prior to entry into the panel study. To fully under-
stand couples’ interrelated lives, data collection should also include prior histories of new 
partners who are not original sample members in household surveys.

The second challenge is related to understanding and identifying the role of selection and 
causality in the interrelationship between individuals’ life domains. This issue is further 
complicated by the synchronicity of lifecourse events; many transitions occur at or around 
the same time and it is not straightforward to ascertain which event is the trigger and which 
one occurs as a consequence of previous events. Many previous studies addressed this issue 
by analysing residential changes or the transition to homeownership before and after marriage 
(Holland, 2012; Mulder and Wagner, 1993, 1998). In doing so, the authors selected married 
individuals to understand how the propensity to become a homeowner changes before and 
after marriage. However, this analytical strategy may produce biased estimates because the 
processes of marriage and residential mobility are interrelated rather than one process being 
the cause of the other process (Hoem, 2014; Hoem and Kreyenfeld, 2006). A better analytical 
approach is to model interrelated processes jointly. For example, simultaneous event history 
analysis has been used to understand the link between the transition to first and higher order 
conceptions and births and residential mobility (Kulu, 2008; Kulu and Steele, 2013), marriage 
and migration (Jang et al., 2014), and union dissolution and residential mobility (Mikolai and 
Kulu, 2018a, 2018b). Although these studies have resulted in a more thorough and nuanced 
understanding of the link between individuals’ life domains, previous studies have not ana-
lysed the interdependence between more than two life domains. This opportunity remains open 
for future research.

Third, although the link between partnership formation and dissolution and residential 
mobility has been extensively examined, previous studies did not incorporate non-residential 
relationships into this picture. However, such relationships may be increasingly important in 
young adults’ lives who increasingly postpone the transition to adulthood, which may lead to 
extended periods of non-residential relationship(s). Mulder (2013) pointed out that in demo-
graphic studies often co-residence is taken as the start of a relationship but this assumption is 
not accurate. Since then, studies have looked at so-called living-apart-together (LAT) relation-
ships and the determinants of whether couples in LAT relationships will establish co-residence 
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or break up using German data (Krapf, 2018; Schnor, 2015; Wagner and Mulder, 2015b) as 
well as the dimensions of commitment in LAT relationships in the Netherlands (van der Wiel 
et al., 2018). However, these studies did not look at the interrelationship between transitions 
in and out of LAT relationship and residential mobility or housing changes. Additionally, data 
on non-residential relationships are not routinely collected in longitudinal and household panel 
studies. Ideally, data should be collected on the start and end dates of several non-residential 
relationships as routinely done for co-residential relationships. 

Last, most studies on the link between residential mobility, housing changes, and family 
change come from Britain, Germany, and the Netherlands. These studies typically focus on 
a single country, pairs of countries, or a subset of countries. Future research should examine 
a wider range of countries using longitudinal data and methods to understand how different 
national contexts, policies, and the characteristics of the housing markets influence the link 
between individuals’ residential and family life experiences.
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16.	 Migration, welfare and the lifecourse in the 
context of the European Union: a case study of 
the Netherlands
Petra W. de Jong, Christof Van Mol and Helga A.G. de Valk

16.1	 INTRODUCTION

With central and eastern European countries joining the European Union (EU) in 2004 and 
2007, it has become easier for people from these countries to move to north-western European 
member states with a more developed welfare system.1 In light of this change, these EU 
enlargements have been met with increased political concerns about national welfare states 
(De Giorgi and Pellizzari, 2009; Kvist, 2004; Schmidt et al., 2018). Restricting the migration 
and welfare rights of European migrants has been one of the highest priorities surrounding the 
Brexit referendum (Blauberger and Schmidt, 2017; Kahanec and Pytlikova, 2017). Similar 
calls for policy change can be observed in other countries. For instance, in 2013, the interior 
ministers of Austria, Germany, the Netherlands and the UK wrote a joint letter to the European 
Commission asking for measures that would curb the ‘abuse’ of the right to free movement 
and reduce ‘excessive strain on the social systems in the receiving societies’.2 Examples like 
these clearly illustrate a political tension between the right to freedom of movement of all EU 
citizens and generous welfare states. Furthermore, terms like ‘welfare abuse’ and ‘benefit 
tourism’ are regularly used in public and political discourses, and suggest that EU citizens 
move to other EU countries for the primary purpose of accessing benefits rather than working 
and contributing to the welfare system and society at large (Blauberger et al., 2018; Lafleur 
and Stanek, 2017). 

Public and political concerns about national welfare systems in the context of free intra-EU 
mobility resonate with a broader scholarly claim that welfare systems are intrinsically based 
on a principle of closure (Ferrera, 2005; Freeman, 1986; Nannestad, 2007). If welfare is an 
important driver of migration, and its impact mainly regulated by border restrictions, one could 
expect increased welfare migration from the poorer member states in eastern Europe to the 
more developed welfare systems in western Europe after the EU enlargements (De Giorgi and 
Pellizzari, 2009; Kvist, 2004; Martinsen and Werner, 2019). Furthermore, even if migrants are 
primarily driven by a labour motive (ex ante), welfare arrangements may become important if 
they are exposed to events like unemployment (ex post) (Andersen and Migali, 2016). Thus, 
public finances may be affected by increased migration after the EU enlargements – regardless 
of the main driver of the migration decision. 

The expectation that more inclusive and generous welfare systems are unsustainable in open 
economies of free movement seems largely based on the assumption that the welfare access 
of migrants is only regulated by national borders. However, in practice, welfare access of both 
migrants and natives is largely determined by national eligibility criteria tied to their lifecourse 
stage, labour market status and length of stay in the country. To understand the consequences 
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of EU migration for national welfare systems, we should therefore look at these eligibility 
criteria in combination with demographic characteristics of EU migrants. In this chapter, we 
aim to do so using comprehensive data from the Dutch population registers. As one of the 
countries where concerns about welfare tourism after the EU enlargements of 2004 and 2007 
were raised, the Netherlands presents a relevant case study. We focus on EU migrants from 
Poland and Bulgaria to the Netherlands over the years after these countries joined the EU. 
Because Polish and Bulgarian migrants gained access to the Dutch labour market at different 
points in time, a focus on these countries enables us to investigate the impact of labour market 
restrictions on EU migrants’ welfare access within a single destination country. 

16.2	 WELFARE AND FREE MOBILITY WITHIN THE EU

16.2.1	 Equal Treatment 

In contrast with what is often assumed, EU migrants are not granted access to the welfare 
system in the host country from the moment of arrival (Mantu and Minderhoud, 2016). 
According to the Free Movement Directive, EU migrants are not entitled to social assistance 
or unemployment benefits in the first three months after arrival. After this initial period, the 
equal treatment principle applies to EU migrants, including access to the welfare system. 
However, to legally reside in the host member state for more than three months, EU migrants 
must either work in the host member state or have sufficient resources for themselves and their 
family members not to become a burden on the welfare system. Claiming social assistance 
could be regarded as proof of lack of self-sufficiency, and as a result, may lead to losing the 
right to reside in the host member state, as well as the right to social benefits (Heindlmaier 
and Blauberger, 2017; Lafleur and Mescoli, 2018). Only after residing continuously in the 
host member state for five years do EU migrants obtain similar rights as nationals – including 
welfare rights – even if they have never worked.

16.2.2	 National Eligibility Criteria

Under the equal treatment principle, EU migrants and natives are subjected to similar eli-
gibility criteria for accessing welfare. Yet whereas EU regulations are largely harmonized 
across EU member states, considerable variation exists in the way national governments have 
organized welfare (De Beer et al., 2001). Thus, the welfare systems of the different countries 
determine what benefits are available, who is entitled to them and under what conditions 
(Bruzelius, 2019). In an effort to summarize the main differences between national welfare 
systems, Esping-Andersen (1990) distinguished between three ideal types of welfare regimes: 
the liberal, the corporatist and the social-democratic regime type. The liberal regime mainly 
provides means-tested social assistance, provided to those who are incapable of working or 
earn below the minimum income. The UK is typically mentioned as a European example 
of this type of welfare system. The corporatist regime links social insurance to individuals’ 
employment history, wage and paid premiums. Continental European countries like France, 
Belgium and Germany approximate the corporatist welfare regime. In the social-democratic 
regime, relatively large shares of universal benefits are provided. The generous benefits are 
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paid for through high general taxation. The Scandinavian countries are best described by this 
type of welfare system. 

The typology of Esping-Andersen illustrates that the different national welfare models have 
different underlying principles of redistribution. In the social policy literature, scholars have 
therefore used these broad institutional differences – particularly the share of non-contributory 
benefits – to explain why some member states feel more vulnerable to intra-EU migration 
than others (Beaudonnet, 2015; Martinsen, 2005; Roos, 2016; Ruhs, 2015). For instance, 
EU citizens would have relatively easy access to welfare in the UK compared to countries 
with a corporatist welfare regime, as the British liberal welfare regime has a relatively large 
non-contributory component (Ruhs and Palme, 2018). However, in practice, European welfare 
systems are far more complex than the ideal types distinguished by Esping-Andersen suggest 
(see also Chapter 19 in this volume). Whether a person can receive welfare benefits depends 
in the first place on the way categories of support are defined: one has to at least belong to the 
target group to become eligible (Clasen and Clegg, 2006). For example, to receive an old-age 
pension, one needs to be above the legal retirement age.

European welfare systems redistribute between income groups through social assistance, 
but also between individuals in different phases of life through social insurance and universal 
benefits. In fact, many welfare arrangements are targeted at people in specific phases of life. 
Gaining access to welfare arrangements in turn often marks a transition in the lifecourse, such 
as the passage from initial education to work, from work to unemployment, from being single 
to starting a family, from work to retirement, from being healthy to being (temporary) unable 
to work, and so on (De Graaf and Maier, 2017). Which type of welfare benefits a person can 
access is therefore closely connected to his or her stage in the lifecourse.

Beyond these criteria at the categorical level, eligibility and entitlement criteria at the 
circumstantial level determine whether a person has access to a benefit, as well as the amount 
received (Clasen and Clegg, 2006). The nature of these criteria varies with the type of social 
security arrangement: universal, insurance or assistance. Universal benefits are available to 
everyone within the category of support (which in many cases are related to the lifecourse 
stage), regardless of income or employment status. Because of this, universal benefits are 
typically understood to be the most generous type (Anttonen, 2002). Insurance benefits, on the 
other hand, depend on the individual’s employment history and income, whereas social assis-
tance can be seen as a safety net for only the very poor. These eligibility criteria typically vary 
more between types of benefit than between welfare regimes. For instance, corporatist welfare 
regimes also provide benefits unrelated to social insurance contributions, such as means-tested 
social assistance benefits or universal old-age pensions. 

16.2.3	 Position on the Labour Market

Debates on migration and the welfare state are often divided between ‘labour’ and ‘welfare’ 
views (Josifidis et al., 2014), and consider welfare benefits as an alternative to paid labour 
(Borjas, 1999). However, as the previous section illustrated, a sharp distinction between 
‘labour’ and ‘welfare’ migration may not be warranted for intra-EU migration (Andersen 
and Migali, 2016). Although inactive individuals have the same rights as workers to reside 
in another member state, their residence permits do not directly translate into social rights. In 
addition, even for EU migrants who are or have been active on the labour market, access to 
most welfare benefits either depends on long-term residence or on paid contributions.3 In other 
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words, both the equal treatment principle and national eligibility criteria are at least partly 
dependent on EU migrants’ employment history in the host country. To sum up, in European 
welfare systems, EU migrants’ welfare access generally depends on (1) their lifecourse stage; 
(2) their position on the labour market; and (3) their length of stay in the host country (Costello 
and Hancox, 2014; Ruhs, 2015). 

The interaction between welfare systems and labour market access is particularly relevant 
for research on the link between welfare and intra-European migration. Following the EU 
enlargements of 2004 and 2007, EU member states could postpone the opening of their labour 
markets for migrants from the central and eastern European countries up to a maximum 
period of seven years (European Commission, 2011). Many countries used this opportunity 
to impose tight restrictions to labour market access of migrants from the new member states 
and opened their labour markets at different stages. Only Ireland, Sweden and the UK allowed 
immediate access to EU migrants from the member states that joined in 2004; for the countries 
that joined in 2007, transitional arrangements were in place in the UK as well (Kahanec et al., 
2014). Although transitional measures were originally implemented to protect national labour 
markets, they also have important implications for EU migrants’ welfare access. 

16.3	 THE NETHERLANDS AS A CASE STUDY

The EU enlargements of 2004 and 2007 have led to a significant – and relatively new – 
east–west migration flow within Europe (Favell, 2008; Snel et al., 2015). Compared to other 
European countries, the Netherlands received quite large numbers of labour migrants from 
eastern Europe after the enlargements (Snel et al., 2015). Similar to other European countries 
(see e.g., Favell and Nebe, 2009), in the Netherlands this also resulted in concerns about the 
potential consequences of these flows including concerns about welfare migration (Kremer 
and Schrijvers, 2014). As these public debates mainly focused on post-accession migration 
from the new EU member states, our study focuses on the two largest groups coming to the 
Netherlands: those from Poland and Bulgaria. 

16.3.1	 Analytical Approach

When studying the link between migration and welfare in the context of the EU enlargements 
of 2004 and 2007, three aspects could potentially result in an increased pressure on the 
Dutch welfare state. First, individual life stage characteristics of the arriving migrants are 
essential, as the welfare system is largely organized along the lines of the lifecourse. People 
are generally a net burden on the welfare system when they are in state-financed education, 
net contributors when they are working, and once again a burden when they are retired or 
require expensive medical services (Dustmann et al., 2010; Legrain, 2008). For a long time, 
migration research has been characterized by a focus on those in the working ages, as labour 
migrants have dominated migration flows. Yet this approach does not do justice to the current 
context of free movement of persons within the EU, which also encompasses people outside 
the working ages such as retirees or families moving with children (Koikkalainen, 2011). If 
there are large shares of Poles and Bulgarians either above or below the working age enter-
ing the Netherlands, this could potentially result in pressures on the Dutch welfare system. 
Second, the Dutch welfare system could be put under strain if Polish and Bulgarian migrants of 
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working age more often rely on welfare benefits after the EU enlargements. This particularly 
applies to residence-based social assistance, which can be accessed without prior contributions 
(Martinsen and Pons Rotger, 2017; Roos, 2016; Ruhs, 2015). Third, pressure on the Dutch 
welfare system could increase if Polish and Bulgarian migrants stay in the Netherlands for 
longer after the EU enlargements. After all, the welfare rights of EU citizens increase with the 
time spent in the destination country. To investigate whether any of these three patterns occurs, 
we analyse aggregated population register-based social statistics from Statistics Netherlands. 
The data are partly derived through the online database Statline (Statistics Netherlands, 2017) 
and partly from the research report Migrantenmonitor, which captures migrants’ labour market 
status from 2007 onwards (Statistics Netherlands, 2013, 2015). Statistics Netherlands derived 
these statistics from the system of social statistical datasets (SSD), a system of interlinked and 
standardized registers and surveys. 

The SSD covers a broad range of demographic and socio-economic subjects, including 
age, labour force participation, social security and migration. It is the most important source 
for official statistics in the Netherlands, and includes the full legally residing population of 
the country (Bakker et al., 2014). European citizens are obliged to register in the Netherlands 
when their expected stay in the country exceeds a minimum of three months (Gijsberts and 
Lubbers, 2013). National reports have revealed that not all Polish and Bulgarian migrants in 
the Netherlands register (e.g., Van der Heijden et al., 2013). However, having a residence 
registration in the destination country – that is, the Netherlands – is crucial to successful settle-
ment and the ability to access social rights (Bruzelius, 2019). In other words, migrants need to 
register in the Netherlands to gain access to Dutch welfare arrangements. The share receiving 
welfare in the Netherlands within the total migrant populations studied here is therefore likely 
an overestimation of the actual share of welfare recipients.

16.3.2	 The Dutch Welfare Context

The Dutch welfare state offers three main benefits that provide an alternative to income from 
paid labour: unemployment benefits, social assistance and old-age pensions. First, and similar 
to corporatist welfare regimes, unemployment benefits in the Netherlands are based on social 
insurance contributions tied to the employment history of the individual. The level of the 
unemployment benefit is 75 per cent of the former salary for the first two months, and there-
after 70 per cent (Rijksoverheid, 2018b). If an individual has been employed for at least 26 
weeks in the last 36 weeks before becoming unemployed, he or she will receive three months 
of unemployment benefits. Depending on the number of years an individual has worked, the 
duration can be extended to a maximum of 38 months. Neither self-employed nor unemployed 
individuals pay contributions for unemployment benefits in the Netherlands, and as such, 
they do not build up rights for this type of welfare. Second, social assistance (Bijstand) in the 
Netherlands provides those without sufficient means with a minimum income to cover basic 
needs. The amount a person receives depends on his or her family situation: people living 
together receive 100 per cent of the net minimum income (together), single persons receive 
70 per cent, and single parents receive 70 per cent as well as a child budget (Rijksoverheid, 
2018a).4 Finally, the state pension in the Netherlands (AOW) is a universal benefit, which can 
be received by all individuals above retirement age, regardless of their employment history 
and nationality. For every year that a person lived and/or worked in the Netherlands from 
the age of 15 onwards, he or she is entitled to 2 per cent of the public pension allowance 
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(Verzekeringsbank, 2018). The legal retirement age used to be 65 (but has been increased 
stepwise since 2013), meaning that those who lived and/or worked in the Netherlands from the 
age of 15 have built up their full pension by the time they reach retirement age. Within Europe, 
Dutch pensions are considered to be fairly generous, and make up a large share of the total 
social expenditure of the government (OECD, 2016).

16.4	 RESULTS

16.4.1	 Size and Age Composition of Migration Flows

Figure 16.1 describes the migration flows from Poland and Bulgaria to the Netherlands 
between 1995 and 2016 in absolute numbers. Although Polish and Bulgarian migrants already 
came to the Netherlands before joining the EU, their numbers significantly increased after 
accession. We can observe a direct increase in the immigration rates from both countries after 
the EU enlargements, even though transitional arrangements initially restricted labour market 
access for Polish and Bulgarian migrants. Polish migration especially became numerically 
much more important: whereas 2,234 Polish migrants entered the Netherlands in 2003, this 
number more than doubled to 5,162 when Poland joined the EU in 2004. This group de 
facto became the largest immigrant group arriving in the Netherlands during this period. The 
number of Bulgarian migrants steeply increased as well, from 473 annual entries in 2006 to 
4,840 in 2007, when Bulgaria joined the EU. 

Figure 16.1 further reveals that most migrants from Poland and Bulgaria arrived in their 
early working ages: in the year of EU accession, 53 per cent of the Polish migrants were 
between 25 and 45 years old. For Bulgarian migrants, this was 62 per cent. Whereas old-age 
pensions typically make up the largest share within welfare expenditure by the government 
(OECD, 2016), these figures indicate that recent Polish and Bulgarian migrants are too young 
to receive the universal state pension shortly upon arrival. Unemployment benefits and social 
assistance thus are the most relevant welfare arrangements for these groups. For both coun-
tries only a marginal share (not more than 2 per cent annually) of persons who migrate to the 
Netherlands are at ages above the legal pension age. Although these older migrants can access 
the Dutch old-age pension after legally residing in the Netherlands for more than three months, 
they are unlikely to have built up Dutch pension rights before arrival, as these rights are related 
to years of residence and/or work in the Netherlands. Therefore, these older migrants are only 
entitled to a very small portion of the full state pension, and as such are unlikely to put much 
pressure on the Dutch welfare system.

16.4.2	 Labour Market Status

We next investigate whether Polish and Bulgarian migrants in the working ages increasingly 
relied on the Dutch welfare system rather than income from paid labour after their origin 
countries joined the EU in 2004 and 2007, respectively. Over these years, Polish and Bulgarian 
migrants experienced different access to the Dutch labour market due to transitional arrange-
ments adopted by the Dutch government. For Polish migrants, the transitional arrangements 
were in effect the first three years after Poland became an EU member in 2004 (that is, until 
May 2007). After Bulgaria joined the EU in 2007, Bulgarian migrants had restricted access to 



Source: Authors’ calculations based on Statistics Netherlands’ StatLine Database (2017).

Figure 16.1	 Size and age composition of migration flows to the Netherlands 1995–2015, 
absolute numbers
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the Dutch labour market for seven years (that is, until January 2014). Over the years the transi-
tional arrangements were in place, EU migrants from the new member states needed a special 
work permit to work for an employer over the first years after EU accession. Because Polish 
and Bulgarian migrants obtained their status as EU citizens and access to the Dutch labour 
market at different points in time, these groups are particularly interesting for investigating the 
impact of the EU enlargements on the Dutch welfare state.

Figure 16.2 shows the labour market status of the Polish and Bulgarian working age pop-
ulations in the Netherlands between 2007 and 2014 as reported by Statistics Netherlands’ 
Migrantenmonitor (2013, 2015). Over the studied years, most Polish and Bulgarian migrants 
in the Netherlands were of working age (between 85 and 95 per cent). Polish migrants have 
had full access to the Dutch labour market since 2007. Within the working age population, by 
far the majority of Polish migrants worked (around 87 per cent), of whom only a small share 
(around 4 per cent) was self-employed. Although still a substantial number were unemployed, 
the share of unemployed Poles receiving welfare benefits remained quite low and ranged from 
2 to 4 per cent of the Polish migrant working age population. From 2012, unemployment 
benefits (WW) formed the main type of welfare received by this group, which is related to their 
former labour market participation and rights that were accumulated. 

Patterns are slightly different for the Bulgarian migrant population in the Netherlands. Over 
the studied period, the share of Bulgarian migrants who worked in the Netherlands ranged 
from 37 per cent of the working age population in 2007 to 52 per cent in 2014. Furthermore, 
of those who worked, a relatively large share was self-employed, reaching up to 60 per cent 
in 2012. Transitional arrangements restricting Bulgarian migrants’ access to the Dutch labour 
market during the first seven years after EU accession are likely responsible for these figures. 
To retain the right to reside in the Netherlands, EU migrants should either work in the country 
or have sufficient means to provide for themselves or their family members during the first 
years after arrival. This is reflected in our data where we observe that, despite an increase in 
the number of unemployed Bulgarian migrants, the share of unemployed individuals receiving 
welfare benefits only marginally increased from 4 to 6 per cent of the working age population. 
Social assistance made up the largest share of the received benefits. This too can be explained 



Source: Authors’ calculations based on Statistics Netherlands’ Migrantenmonitor (2013, 2015).

Figure 16.2	 Labour market status and size of Polish and Bulgarian immigrant groups of 
working age residing in the Netherlands, 2007–14
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by the transitional arrangements: due to restrictions to work for an employer, few Bulgarian 
migrants built up work-related insurance benefits over the transitional phase. With the abolish-
ment of these restrictions at the beginning of 2014, the share of Bulgarian employees sharply 
increased from 19 per cent of the working age population in 2013 to 35 per cent in 2014. 
The number of self-employed Bulgarians, in contrast, decreased from 24 to 18 per cent. Still, 
Bulgarian migrants’ use of Dutch unemployment benefits can be expected to remain low over 
the coming years due to the limited employment history of many of them.

Overall, the data presented in Figure 16.2 show that the welfare uptake of Poles and 
Bulgarians in the Netherlands remained rather low over the period following the EU enlarge-
ments. These findings show that the abolishment of border restrictions does not necessarily 
increase pressure on the welfare system in the host country, likely because of European and 
national eligibility criteria regulating welfare access. Furthermore, the type of welfare benefits 
mainly accessed by unemployed individuals appears related to their access to the Dutch labour 
market. In the context of labour market restrictions, EU migrants are less likely to build up 
rights to contributory unemployment benefits, which in the case of the Netherlands appeared 
to result in a higher reliance on non-contributory social assistance benefits. 



Note: For 2011 and onwards, complete data on the first five years after arrival are not yet available.
Source: Authors’ calculations based on Statistics Netherlands’ StatLine Database (2017).

Figure 16.3	 Share of migrants leaving the Netherlands within the first five years by year 
of arrival, 2001–14
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16.4.3	 Length of Stay: Return and Onward Migration Within the First Five Years 
After Arrival

Figure 16.3 displays the share of Polish and Bulgarian migrants who moved to the Netherlands 
between 2001 and 2014 yet left within the first five years after arrival, based on data from 
Statistics Netherlands. For the years 2011 and onwards, information on return and onward 
migration rates was included up to the most recent years available. As described above, EU 
migrants’ welfare rights in the Netherlands all are to some extent related to individuals’ length 
of stay. However, the data presented in Figure 16.3 do not show that Polish and Bulgarian 
migrants stayed for longer in the Netherlands after the EU enlargements. On average, around 
one-third of the Polish migrants left the Netherlands within the first two years after arrival. 
When Poland joined the EU in 2004, this proportion dropped, to increase again to previous 
levels in the following years. A different pattern can be observed for Bulgarian migrants. After 
EU accession in 2007, the proportion of Bulgarian migrants who left the Netherlands within 
the first two years after arrival initially increased slightly from 24 to 26 per cent. Figure 16.2 
indicates that the share of those who left within the first year went up. In the years that fol-
lowed, the share of migrants leaving within the first two years kept rising, to reach percentages 
above 50 per cent from 2011 onwards. In 2014, the share of migrants who left after the first 
year was much lower compared to previous years, possibly due to the ending of labour market 
restrictions for Bulgarian migrants. As more recent data are not available yet, it remains to be 
seen how this development evolves. 
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16.5	 DISCUSSION

Over the past decade, public and scientific concerns have been raised about how open borders 
and extended welfare rights of migrants will place a burden on more generous welfare systems 
within the enlarged EU (e.g., De Giorgi and Pellizzari, 2009; Greve, 2014). Our study contrib-
utes to this debate by empirically investigating the migration patterns and welfare uptake of 
migrants from Poland and Bulgaria after joining the EU (in 2004 and 2007, respectively) using 
the Netherlands as a case study. Innovatively, we studied these two migrant groups within 
a single welfare system and labour market, yet under different conditions in terms of labour 
market access. 

First, we reasoned that pressures on the welfare system do not just depend on the number 
of immigrants, but also on their life stage, as welfare access in European welfare systems is 
intrinsically connected to the lifecourse. Although the number of immigrants from Poland and 
Bulgaria sharply increased after these countries joined the EU in 2004 and 2007, respectively, 
the vast majority were in the early working ages, a life stage in which individuals typically 
contribute more to the welfare system than they receive in benefits. Second, we expected that 
the type of benefit mattered, because social assistance – as opposed to unemployment benefits 
– can be accessed without prior contributions. Our findings illustrate that the type of welfare 
used by EU migrants from the new member states crucially depends on their access to the 
labour market in the destination country. Dutch unemployment benefits are contribution-based, 
and therefore can only be accessed after former employment in the Netherlands. As labour 
market access was restricted for Bulgarian migrants over the studied period, this likely 
explains a higher (but still small) usage of social assistance compared to unemployment ben-
efits for this group. However, in the absence of restrictions of labour market access, we found 
unemployment benefits to become more important than social assistance among unemployed 
Polish migrants receiving welfare. Finally, as the welfare rights of EU migrants in the host 
country build up over time, return migration may be even more important than migration per 
se in determining the consequences for national welfare states. Regardless of the migration 
reason, public finances may be affected by increased migration if sufficiently high benefit 
levels prevent return migration in case of unemployment or other social events (Andersen 
and Migali, 2016). We therefore investigated whether Polish and Bulgarian migrants’ length 
of stay in the Netherlands increased after EU accession. The share of migrants who left the 
Netherlands within the first years after arrival appeared rather high for both groups. About 
a fifth of the Polish and a third of Bulgarian immigrants left the Netherlands within a year. 
After accession to the EU, in 2004 for Poland and 2007 for Bulgaria, return rates seem to 
have increased initially and then to stabilize again. These findings are in line with survey data 
in the Netherlands indicating that many European migrants do not reside for longer periods 
and that Bulgarians are more likely to leave than Poles (Gijsberts and Lubbers, 2015). This 
can partially be explained by the relatively higher levels of intermarriages between Polish 
migrants and Dutch individuals (Kleinepier et al., 2015). Kurekova (2013) also suggested that 
the short-term nature of migration from the new EU member states is potentially related to the 
restricted welfare rights in the destination country, with the result that many of these migrants 
stay more institutionally connected to the welfare regime in their origin country. In any case, 
for our study years, these findings show the importance of not just immigration but also emi-
gration for the groups and their potential use of welfare arrangements.
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Overall, our findings on Polish and Bulgarian migrants to the Netherlands do not support the 
political and scientific discourse that in the absence of border restrictions intra-EU migration 
increasingly puts pressure on generous welfare systems. Other studies have also indicated that 
many EU migrant citizens are unlikely to claim their social rights due to barriers such as a lack 
of information about entitlement to rights or language skills (Bruzelius et al., 2017; Ehata and 
Seeleib-Kaiser, 2017). Our study adds to these explanations that recent EU migrants typically 
do not even meet the eligibility criteria of welfare benefits on arrival. Many EU migrants move 
in life stages when they are least reliant on welfare state arrangements, and often leave their 
host country before gaining full access or the lifecourse stage to make claims on the welfare 
system. This is in line with the reasoning that generous welfare systems are largely resilient to 
increased migration after the EU enlargements due to preconditions that prevent easy access to 
welfare as well as the life stage and length of stay of these migrant groups (Kramer et al., 2018; 
Schmidt et al., 2018). By merely looking at the size of migration flows, one could therefore 
easily jump to biased conclusions about the impact of increased migration on national welfare 
systems. Nevertheless, our findings also suggest that restrictions on the labour market prevent 
migrants from building up contributory unemployment benefits, thereby resulting in a greater 
reliance on non-contributory social assistance among those who become unemployed and 
receive a welfare benefit. 

Although EU migrants from the new member states are often grouped together in research 
on the relationship between migration and the welfare system (e.g., Martinsen and Werner, 
2019), it is noteworthy that the two groups considered in this study may actually capture very 
different types of migrants: Polish migrants are, by and large, in paid employment whereas the 
majority of Bulgarians are either self-employed or do not have any income (from employment 
and benefits). This suggests that the latter group is mostly comprised of those who come to 
the Netherlands without the prospect of stable employment and are therefore also more likely 
to return when not being able to gain any employment after one year. The economic situation 
in Bulgaria (one of the poorest EU member states) may encourage a move abroad that would 
in all cases be an improvement in life conditions. The labour market restrictions that applied 
to this group until 2014 kept them out of the formal economy but may have resulted in more 
informal economic activities (that are obviously not captured in our register data) and explain 
the large share of migrants among this group who are not in employment but also not receiving 
benefits. Polish migrants, on the other hand, seem to arrive in a context where employment 
is already secured. Thus, migrants may give less consideration to the welfare available in the 
destination country and more to their situation in the origin country compared to elsewhere. 
Further research would therefore benefit from a comprehensive and comparative analysis of 
different European countries on how decisions to stay, return or move onwards are shaped via 
welfare at origin and destination. In addition, qualitative data could shed more light on the 
ways in which migrants from different origin countries in the EU make their decisions.

In this study, we have argued that welfare usage of mobile EU citizens after settlement 
does not necessarily indicate that the welfare system in the destination country motivated their 
move abroad. At the same time, low welfare usage by EU migrants, as found in this study, 
also does not prove that welfare is irrelevant to their migration decisions. First, it is possible 
that EU migrants do consider the welfare system in the destination country, but have limited 
information on welfare arrangements, or are not aware of the eligibility criteria attached to 
them. Qualitative studies indeed signal that EU migrants from the new member states are not 
always fully or adequately informed about their welfare rights in the destination country (e.g., 
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Alho and Helander, 2016; Ehata and Seeleib-Kaiser, 2017). Similar findings are reported for 
migrants from outside of the EU (third country nationals) who often also have no or limited 
knowledge on welfare arrangements and related eligibility criteria (Renema et al., 2017). 
Alternatively, welfare arrangements may play a role in migration decisions, but not in the 
shape of a ‘work or welfare’ trade-off. After all, returns from the labour market are likely 
higher than those from welfare benefits for active EU migrants, whereas inactive EU migrants 
are initially not eligible for welfare in the host country. Rather, welfare benefits could form 
a supplement to income from paid labour, for instance, through family or housing benefits, or 
may be perceived as a safety net to protect against loss of income. In turn, instead of an inde-
pendent magnet effect, welfare systems may affect migration decisions together with other 
factors, such as labour market characteristics. Such alternative mechanisms deserve more 
attention in subsequent studies on the role of welfare systems in migration decisions. Finally, 
instead of focusing on a ‘magnet’ effect of generous welfare arrangements in the destination 
country, Bruzelius and colleagues (2017) argue that the welfare system in the origin country 
may shape the ability to settle in another member state. They suggest that it remains extremely 
difficult for economically inactive EU migrants to access minimum subsistence benefits 
during the first five years after moving to another member state. These migrants are therefore 
initially dependent on the ‘export’ of benefits from their country of origin.

16.6	 CONCLUSION

To conclude, even in the context of free mobility, EU migrants’ welfare access in the desti-
nation country depends, on the one hand, on European and national eligibility criteria and, on 
the other hand, on migrants’ lifecourse characteristics, length of stay and labour market status. 
This has important implications for future studies investigating the link between welfare and 
intra-European migration. First, our study reveals that merely comparing the size of migration 
flows provides insufficient information to assess the consequences of the right to freedom of 
movement for national welfare systems. Instead of treating migrants as a collective group, 
variation within intra-European migration flows in terms of personal characteristics such 
as life stage, labour market position and length of stay should be acknowledged (Schulzek, 
2012). As lifecourse characteristics are important indicators of individuals’ welfare rights in 
European welfare systems, the lifecourse should be systematically included in research on the 
link between migration and the welfare state (for recent efforts, see de Jong, 2019; de Jong 
and de Valk, 2019; de Jong et al., 2019). On a similar note, the gendered nature of migration 
and the role of welfare also needs more attention in future studies. Second, our findings 
demonstrate how the right to reside in another member state and access to social rights is still 
largely tied to economic status, despite expansions of freedom of movement and social rights 
on the basis of EU citizenship (Bruzelius et al., 2017). This contradicts the claim that national 
governments are directly accessible to EU migrants in the context of free mobility within 
the EU, and implies that figures on EU migrants’ welfare usage should not be explained as 
a proxy of ‘welfare migration’. Finally, whereas previous studies often grouped EU migrants 
together in their analyses, our findings illustrate important variation between migrants from 
different countries of origin. Thus, future research investigating the link between welfare and 
intra-European migration should not only consider whether people move towards countries 
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with a generous welfare system, but also who moves and how the situation at origin, including 
welfare, shapes their migration decisions.
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NOTES

1.	 Although movements within the European Union are also referred to as ‘mobility’, in this chapter 
we refer to ‘EU migration’ for EU citizens who migrate within the EU to acknowledge the special 
status of mobile EU citizens as compared to natives in terms of their welfare rights in another EU 
member state.

2.	 Letter from Johanna Mikl-Leitner (Minister of the Interior, Austria), Hans Peter Friedrich (Minister 
of the Interior, Germany), Fred Teeven (Minister for Immigration, Netherlands) and Theresa May 
(Home Secretary, UK) to the EU Council Presidency and to Commissioners Viviane Reding, 
Cecilia Malmström and László Andor.

3.	 Exceptions are universal benefits and in-work benefits (Vandenbroucke, 2016).
4.	 The Dutch government adjusts the minimum income twice a year for it to match the average con-

tractual wage development in the governmental and market sector. Over the years under study, the 
gross monthly amounts varied from 1,154,50 euros in 2001 to 1,578,00 euros in 2015 (Eurostat, 
2018).
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17.	 The American welfare state in the economic 
lives of children 
Irv Garfinkel, Laurel Sariscsany and Laura Vargas 

17.1	 INTRODUCTION 

Welfare state benefits in all rich nations play an important role in the lives of children, espe-
cially children in the poorest quintile of the income distribution (Garfinkel et al., 2010). This 
chapter utilizes data from the Fragile Families and Child Wellbeing Study to describe the 
prevalence, composition, and value of welfare state benefits in the lives of children born in 
large US cities at the turn of the 21st century. The topic is important because so little is known 
about it. Nearly all welfare state research focuses on a particular program or a narrow set of 
programs. In-kind benefits, like health, education, and housing are usually ignored. Thus, 
myths about the size and nature of welfare states abound. For example, the US welfare state 
is small and married parents get much smaller benefits than unmarried parents. The chapter 
addresses the following questions: 

1.	 How much do welfare state benefits and the taxes required to finance them narrow the 
income gap between children in different types of families? 

2.	 What proportion of families with children receive welfare state benefits? What types of 
benefits do they receive, and what is the dollar value of different types of benefits?

3.	 How does the welfare state benefit package differ for married and unmarried-parent fam-
ilies? Among the latter, how do benefits differ for cohabiting-parent families and single 
mother families? 

4.	 How large are welfare state benefits relative to market income? How does this vary by 
mothers’ marital status and living arrangements? 

5.	 How do welfare state benefits change over time, as children age from one to fifteen? 
6.	 How do the gains in full income from marriage among fragile families compare to the 

losses from divorce? Do welfare state transfers cushion the changes in full income associ-
ated with changes in marital status? 

This study builds upon work by Howard (2007) and Hacker (2002), by incorporating what 
they refer to respectively as the “hidden” and “divided” American welfare state, and espe-
cially upon work by Garfinkel et al. (2006, 2010), which extends and amends the comparative 
welfare state literature by including in-kind benefits, tax benefits, and taxes required to finance 
the benefits. It also directly relates to Chapters 3 and 9 in this volume. 

Most directly it extends work by Garfinkel and Zilanawala (2015) who examined welfare 
state benefits for children born to married-parent families and “fragile families,” defined as 
families formed by unmarried parents. We extend their work in six ways; first, while Garfinkel 
and Zilanawala examined welfare state benefits during the first five years of a child’s life, 
our analysis extends the time frame to ages nine and fifteen. Adding later years allows us to 
include the value of public education. Second, while Garfinkel and Zilanawala developed their 
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own estimates of tax benefits, we use the National Bureau of Economic Research (NBER) tax 
simulator to estimate tax benefits. Third, we now impute missing data, using Stata’s Multiple 
Imputations by Chained Equations (MICE). Fourth, we estimate the value of employer 
provided health insurance more precisely than Garfinkel and Zilanawala. Fifth, whereas  
Garfinkel and Zilanawala’s findings can be generalized to children born in 20 large US cities, 
our results using weighted data can be generalized to all children born between 1998 and 2000 
in large US cities (with populations of 200,000 or more). Lastly, while most of the benefits 
examined by  Garfinkel and Zilanawala were specific to a particular child, we examine ben-
efits at the household level, which allows us to include benefits to all children in the family. 

We find that American welfare state benefits: (1) loom large in the lives of children, espe-
cially children born into fragile families; (2) are dominated by education and health; (3) are 
larger than suggested by prior research; and (4) narrow the gap in the total economic resources 
available to children born into different types of families. The next three sections of the chapter 
summarize the previous literature, describe the data and methods, and present results. The 
chapter concludes with a brief summary, suggestions for future research, and implications for 
policy. 

17.2	 LITERATURE REVIEW 

The traditional approach to estimating the economic wellbeing of families with children 
focuses on market income and cash transfers. In their 2010 book Garfinkel et al. (2010) argue 
that the focus on cash transfers is too narrow and leads to an underestimate of the wellbeing 
of US families and children. Specifically, they argue that US expenditures on in-kind govern-
ment benefits such as Medicaid, food stamps, and public housing are larger than expenditures 
on cash transfers such as Temporary Assistance to Needy Families (TANF) (Rice, 2010; US 
Census Bureau, 2012a). Furthermore, they note that several US tax credits, deductions, and 
exclusions are economically comparable to cash and in-kind transfers, including the Earned 
Income Tax Credit (EITC), a partially refundable child tax credit, a tax credit for child care 
expenses, a homeownership mortgage interest and property tax deduction in the federal 
income tax, and employer provided health insurance which is excluded from taxable income. 

These authors develop a new measure of family economic resources – “full income” – that 
includes market income, plus cash and the value of in-kind and fringe benefits to recipients, 
minus the taxes required to pay for these benefits. As compared to disposable income, full 
income provides a more suitable measure of a household’s command over economic resources 
(Smeeding, 1982). When in-kind benefits are valued at full government or market cost, differ-
ences in inequality between the US and other rich nations shrink considerably at the bottom 
of the income distribution (Garfinkel et al., 2010). The authors further show that in the US, 
results are quite sensitive to valuations of in-kind benefits, particularly Medicaid. 

The GRS (Garfinkel, Rainwater, and Smeeding) measure of welfare state transfers includes 
public education and employer provided benefits, which is somewhat controversial. Although 
most cross-national comparative welfare state analyses do not include education, the con-
ceptual definition of welfare states, as proposed by leading scholars, does so (Barr, 1993; 
Esping-Anderson, 1990). Employer provided health insurance is also often ignored in welfare 
state benefits research. A few economists have included the tax subsidy that comes from 
excluding private insurance from the federal income tax base. However, in accordance with 
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Lampman (1978) and Hacker (2004), GRS count the total value of employer provided health 
insurance as a welfare state transfer. Though employer provided health insurance, unlike tax 
financed health insurance, fails to redistribute on the financing side, it does involve socializa-
tion of the risk of ill health and redistribution from the healthy to the sick, at the firm rather 
than the national level. Failing to count the full value of employer provided health insurance 
understates both the aggregate benefits and costs and the distribution of both benefits and costs 
of the US model for providing health insurance. In order to analyse how transfers and full 
incomes vary as a result of changes in family status, the full value of health insurance must be 
considered. If a mother loses private health insurance as a result of divorce but gains Medicaid, 
she loses the full value of private health insurance, not just the tax subsidized portion. 

Utilizing the same methodology as GRS, Garfinkel and Zilanawala (2015) use the Fragile 
Families and Child Wellbeing Study to describe the role of welfare state benefits in the eco-
nomic lives of children between birth and age five. The income package in their analyses con-
sists of income from the market, plus welfare state cash and in-kind transfers and tax credits, 
minus the taxes required to finance the transfers. Results revealed that the inclusion of welfare 
state transfers narrowed the income gap between children born to married parents and children 
born into fragile families. Among the latter, the absolute amount of transfers exceeded the 
amount of taxes paid by $11,000, increasing incomes from an average of $34,000 to $45,000. 
Among married-parent families, taxes paid to finance welfare state benefits were greater than 
benefits received, decreasing incomes from an average of $93,000 to $85,000. Although the 
absolute value of welfare state benefits was similar among different types of families, the 
relative value was very different. Welfare state benefits accounted for around 27 percent of 
full incomes for children born into fragile families, 33 percent of income for those born to 
cohabiting parents, and 66 percent of income for those born to single mothers. 

17.3	 METHODS 

17.3.1	 Data 

This chapter uses data from the Fragile Families and Child Wellbeing Study (FFCWS), 
a population-based birth cohort study of around 5,000 children born in 20 large US cities 
(populations of 200,000 or more) between 1998 and 2000. Births to unmarried parents were 
oversampled, yielding a final sample of 3,710 non-marital births and 1,187 marital births. 
Follow-up interviews were conducted when the child was one, three, five, nine, and fifteen 
years old. Reichman et al. (2001) provide further details on the design of the FFCWS. 

To describe and assess the role of welfare state benefits during early and middle childhood 
and adolescence within different types of families, we distinguish between married-parent 
families and fragile families. Among the latter, we also distinguish between cohabiting parents 
and single mothers. Note that our definition of family type is based on parents’ relationship 
status at each interview and may change over time. 

17.3.1.1	Sample 
We use data from the mother survey when the sample child was ages one, three, five, nine, 
and fifteen years old; the analytic sample sizes are 3,367, 3,352, 3,325, 3,161, and 2,939, 
respectively. In order to make the data representative of large US cities, weights limit the 
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sample from the original 20 cities to the 16 randomly selected cities. Observations in which 
the mother is reported to not have primary custody of the child are also eliminated from the 
sample. The income variables – market income and cash and in-kind transfers – are measured 
at each survey wave. The mother’s relationship status, living arrangements, and household 
composition are also measured at each wave, allowing for future work to incorporate estimates 
of changes in income packages over time in response to changes in family status. 

17.3.2	 Measures 

A household’s income package is measured as the sum of (1) market income, (2) welfare state 
cash and in-kind transfers, and (3) tax credits. Tax liabilities are then subtracted from this 
sum. We include two sources of market income: mother’s earnings and partner’s earnings. 
(Interest, dividends and rents are not included in the analysis, thereby understating difference 
between married and unmarried families.) Cash transfers consist of Temporary Assistance to 
Needy Families (TANF), Supplementary Security Income (SSI), and other cash assistance. 
In-kind transfers include K-12 education, Medicaid, employer provided health insurance, 
Food Stamps, the Special Supplemental Nutrition Program for Women, Infants, and Children 
(WIC), Housing Assistance, and Early Childhood Education and Care (ECEC). Tax credits 
include the Earned Income Tax Credit (EITC), homeowners’ tax subsidy, child tax credit or 
deduction, and the health insurance tax subsidy. This section describes how each component 
of a household’s income package is reported and/or estimated. 

17.3.2.1	Market income 

Mothers’ earnings
Mothers were asked to report earnings from their primary job. Earnings were reported as: daily, 
weekly, bi-weekly, every three weeks, monthly, or yearly. Annual earnings are measured by 
multiplying the reported earnings by the appropriate number of periods per year. For weekly 
earnings, we assume there are 4.35 weeks per month. Mothers who report working at multiple 
jobs over the past 12 months are asked to provide the exact amount earned from all regular jobs 
in the last year. If a mother reports earnings from a primary job and earnings from multiple 
jobs, the larger of the two is used. When respondents are unable to report an exact amount of 
earnings, we use the median reported range interval of earnings to estimate earnings. 1 

Married or cohabiting father’s earnings 
Mothers who are currently married or cohabiting with a partner are assumed to share house-
hold income and expenditures with the partner. As a result, the full household income includes 
the earnings of the mother and her partner. Biological fathers are interviewed at each wave, 
excluding year 15. In years 1 through 9, the earnings of biological fathers who are living with 
the mother are estimated using the same methodology as described for mothers’ earnings. 
Mothers also report biological fathers’ earnings at years 1 and 15. Where possible, mothers’ 
reports of biological fathers’ earnings are used to fill in missing observations. Mothers’ new 
partners, who are not the biological father, are not interviewed. Nor is the mother asked to 
report the new partners’ earnings in years 1 through 9. New partners’ earnings are estimated 
in years 1 through 9 based on mothers’ reports of total household cash income. Mothers’ earn-
ings and all reported cash transfers (as described below) are subtracted from the reported total 
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household cash income.2 The difference, when positive, is considered to be the new partners’ 
earnings. At year 15, mothers are asked to report their partners’ earnings. Biological fathers 
and new partners’ earnings at year 15 are estimated based on this question using the same 
methodology as described for mothers’ earnings. 

17.3.2.2	Welfare state transfers 

Cash transfers 
Receipt of TANF/Welfare, SSI, and other cash assistance are reported in the data. From year 
1 through year 9, the survey asks mothers to report the number of months of benefit receipt 
and the dollar amount received per month. The annual benefit values are then calculated as the 
product of the two. In year 15, mothers are asked to report the amount of each benefit received 
in the past year. 

In-kind transfers 
The in-kind benefits included in the analyses are: Food Stamps, WIC, K-12 education, housing 
assistance, ECEC, Medicaid, and employer provided health insurance. In order to estimate the 
value of each of these in-kind benefits we determine which families receive the benefit and 
place a value on those benefits. Receipt of in-kind benefits were reported by mothers. However, 
reports vary by benefit. The same method is utilized to value all in-kind benefits. The value 
of in-kind benefits to beneficiaries may be less than their cost to tax payers (Smeeding, 1982). 
As a result, valuing in-kind transfers is problematic. On the other hand, the value of in-kind 
transfers to beneficiaries is greater than zero, their implicit assigned value when ignored. We 
follow Garfinkel et al. (2010) and value in-kind benefits at government cost. 

Food Stamps 
Receipt of Food Stamps is reported in the survey. Similar to cash transfers, in years 1 through 
9, the benefit value of Food Stamps received is calculated as a product of the reported number 
of months of Food Stamp receipt and the dollar amount received per month. 

For year 15, we use mothers’ reports of the amount received in the past year. 

K-12 education 
In estimating public education benefits, Garfinkel and Zilanawala (2015) include in-kind 
transfers received for children enrolled in kindergarten at year 5. The current chapter expands 
this estimate in three ways. First, we include K-12 educational benefits at years 9 and 15. 
Second, at each wave, we assume all children in the household between the ages of five and 
eighteen are enrolled in public education. The value of in-kind benefits from public education 
are estimated separately by state and year based on average per pupil K-12 education costs 
provided by the National Center for Education Statistics (NCES) and the Census Bureau 
(NCES, 2010; US Census Bureau, 2004, 2005, 2006, 2007, 2008, 2009, 2010, 2011, 2012b, 
2016).3 Lastly, the current chapter considers differences in within-state expenditures. Wilson 
et al. (2006) find education expenditures differ by up to 50 percent between rich and poor dis-
tricts. To account for this variation, families in the top income quintile are estimated to receive 
25 percent more in educational benefits than the state mean, the bottom quintile is estimated 
to receive 25 percent less than the mean, individuals in the middle receive the state mean, and 
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the second and fourth quintiles receive 12.5 percent more or less than the mean. The estimate 
is then multiplied by the number of children in the household enrolled in K-12 education. 

Early Childhood Education and Care (ECEC) 
Early childhood education benefits are estimated at years 1, 3, and 5. ECEC benefits include 
child care, pre-kindergarten, and Head Start subsidies. In years 1 and 3, ECEC benefits are 
estimated based on the mother’s report of the amount of child care assistance received from 
government agencies, employers, or child care centers. At year 5, mothers report receipt of 
child care or pre-kindergarten assistance. However, they do not report the values of these ben-
efits. Annual subsidy values are estimated for families who report receiving a subsidy, using 
the state average annual cost of child care (NACCRRA, 2008) minus mother’s reported annual 
out-of-pocket expenses. Families in which the child is reported to be in non-parental child 
care arrangements and who also indicate subsidy receipt are assigned an annual subsidy value 
based on values from the year 3 survey (according to the type of non-parental arrangement) 
minus any out-of-pocket expenses. Child care assistance estimations remain relatively con-
sistent with those used by Garfinkel and Zilanawala (2015), with one exception: we include 
mothers’ reports of annual out-of-pocket child care expenses for all children in the household. 

Consistent with Garfinkel and Zilanawala, the sample child’s enrollment in pre-kindergar-
ten is determined using the mothers’ report.4 State average annual spending per child in 
pre-kindergarten is assigned to all families in which the sample child is reported to be enrolled 
in pre-kindergarten and indicate subsidy receipt (National Institute for Early Education 
Research, n.d.). 

In years 1, 3, and 5, children’s participation in a Head Start program is reported by mothers. 
We estimate Head Start average annual allocations per child by state for all eligible children 
in the household ages zero to five years old (Head Start Bureau, 2016). In year 9 and 15 
surveys, we estimate the value of the benefit for eligible children under the assumption that 
if the sample child participated in Head Start at age five, subsequent younger children also 
participate in the program. 

Housing assistance
The fragile families data do not provide the value of housing assistance received. However, 
receipt of housing assistance is based on whether the mother reports having received federal, 
state, or local government help in paying rent or reported living in a public housing project. 
Mothers were also asked to provide the amount of out-of-pocket rent paid per month. The 
value of housing assistance received is determined by subtracting the amount of rent paid 
per month from the Fair Market Rent (FMR), estimated per city and year (US Department of 
Housing and Urban Development, 2017). The difference is then multiplied by 12 to determine 
the annual housing assistance received. 

Medicaid 
At ages one, three, and five receipt of Medicaid (mother only, child only, or both) is reported 
by mothers. To estimate the average value of Medicaid receipt per adult and child enrollee, 
we use Kaiser Family Foundation estimates of average Medicaid spending per state and 
per enrollee in 2011 (adults and children) as well as estimates for average growth in annual 
Medicaid spending.5 At the age nine interview, mothers report receipt of Medicaid for the child 
but not herself. To determine mother’s receipt of Medicaid when the child was age nine, we 
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assume that if the child receives Medicaid at age nine, the mother does as well, unless at age 
five she reported that the child received Medicaid and she did not. We further limit estimates 
to mothers who reported having any type of insurance at the age nine survey. Similarly, at the 
age 15 interview the mother only reports receipt of Medicaid for the sample child. To estimate 
the mother’s receipt of Medicaid, we use the same estimation strategy as for year 9. Medicaid 
estimates differ from those used by Garfinkel and Zilanawala (2015), which only include the 
benefit received by the mother and/or sample child. In the current chapter, we additionally 
include benefits received for other children in the household.6 

WIC
Receipt of WIC at ages one, three, and five is estimated based on mothers’ reports. The value of 
the benefit is determined using state average monthly WIC benefits per person (United States 
Department of Agriculture, n.d.). Respondents are not asked to report the number of months of 
WIC receipt during the last 12 months. However, according to the National WIC Association, 
mothers and their children up to age five are very likely to be WIC recipients conditional on 
income and nutrition risk tests. Therefore, if mothers reported WIC receipt, we assume they 
met the eligibility requirements and received WIC during the past 12 months. Garfinkel and 
Zilanawala (2015) assign this benefit to all households who report being WIC recipients. In 
order to estimate the WIC benefits received by other eligible children in the household, the 
current chapter multiplies the benefit by the number of children in the household below the age 
of five. In the age nine and fifteen surveys, mothers are not asked to report receipt of WIC. We 
assume that if the sample child is eligible for WIC at the age five survey, children up to age 
five in the household remain eligible at age nine and fifteen surveys. 

Employer provided health insurance
In the surveys conducted when the sample children were ages one, three, and five, mothers 
report private health insurance receipt for themselves and the child. In the age nine and fifteen 
surveys data on the receipt of private health insurance is only asked for the sample child. Thus, 
we assume that mothers who report being covered by health insurance but who do not receive 
Medicaid (determined as described above) receive private health insurance. As previously 
mentioned, one of the most significant ways in which this chapter differs from Garfinkel and 
Zilanawala (2015) is the valuation of employer provided health insurance. 

Garfinkel and Zilanawala estimate the value of private insurance using age-adjusted 
national averages of the per capita value of employer provided health insurance. In the current 
chapter, we determine the cost of employer provided health insurance by subtracting the 
average annual worker’s contribution by state from the average annual premium per state for 
both single and family coverage (Claxton et al., 2016; Kaiser Family Foundation, 2019). We 
use family coverage values if both the mother and children report receipt of employer provided 
insurance family coverage values. Among households in which the child is reported to receive 
employer provided insurance and the mother does not, the valuation differs slightly. First, the 
total value of average annual premiums for family coverage is used as the worker contributing 
(assumed to be the non-co-residing father) is not in the household. However, part of the family 
premium provides coverage to the non-residential worker, not the children. We assume that 
the proportion of the average family coverage premium attributed to the children’s insurance 
is similar to the cost of Medicaid for both an adult and child in relation to the cost of Medicaid 
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per child.7 The value of average family coverage premiums is then multiplied by the estimated 
Medicaid proportion to determine the value of the benefit.  

17.3.2.3	Tax credits and tax subsidy transfers 
The tax credits received by households are estimated using the NBER’s TAXSIM version 
9.2. Tax credits received under federal and state tax laws include: the EITC, the child care tax 
credit, and the child tax credit. TAXSIM uses the mother’s reported marital status, earnings, 
and number of dependents to make these estimates. This also differs from estimates used by 
Garfinkel and Zilanawala (2015) that primarily relied on average tax savings based on income 
class to estimate tax credits. 

Homeownership tax subsidy 
The first step in estimating the homeownership tax subsidy is to determine whether the mother 
reports owning her own home or living in a house or living in a condo owned by another family 
member. Mothers who report that she has not moved since the past interview are assumed to 
have the same homeownership status as the previous wave, or the most recent wave available. 
Next, mortgage values are determined based on the mother’s response to: “what are your/
their monthly mortgage payments? Please include taxes and any insurance payments that may 
be included in the monthly payments.” Reported values from previous waves are used if the 
respondent has not moved since the prior wave. Monthly mortgage payments are then multi-
plied by 12 to determine annual mortgage payments. 

Mortgage payments typically include principal, interest, property taxes, and insurance pre-
miums (Internal Revenue Service, 2015). To determine the amount of the monthly mortgage 
which goes towards principal and interest we first subtract the property tax from the annual 
mortgage payment. Annual Property Tax values are determined using the mother’s report 
of home value at each wave. The home value is then multiplied with an assumed tax rate of 
0.011, an average of the state mean property tax rate in 2015 (Tax Foundation, 2015). Next, 
the amount which goes towards interest and principal is estimated. Assuming a 30-year mort-
gage and an average interest rate of 4.5 percent, an estimated 45 percent of the total amount 
paid will go towards interest. Annual mortgage payments are multiplied by 0.45 to determine 
annual interest. Lastly, while NBER’s TAXSIM does not provide a direct amount for the 
homeownership tax subsidy, it is determined by estimating federal and state tax liabilities both 
with and without property taxes and annual mortgage interest. The difference in liabilities is 
assumed to be the homeownership tax subsidy. 

Taxes 
Tax liabilities are imputed using estimates from Garfinkel and Zilanawala (2015), which are 
derived from Garfinkel et al. (2010) and the mean incomes of married and fragile families. 

Thus, the tax rate for fragile families is estimated at 30 percent and 27 percent among 
married families. According to Garfinkel and Zilanawala (2015, p. 214), “While the estimates 
are crude, the fact that average tax rate is so close to proportional across the entire income 
distribution means that any errors will be slight.” 
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17.3.3	 Missing Data and Multiple Imputation 

Bias due to attrition and non-response were a concern when conducting this study, as is often 
the case when working with panel data. Multiple Imputation (MI), which replaces missing 
information with predictions based on observed data, was used to address attrition and other 
forms of missing data. MI was implemented using Stata’s Multiple Imputation by Chained 
Equations (MICE) series of commands. The multiply imputed data were then processed 
through NBER’s TAXSIM to estimate the value of tax credit and tax subsidy transfers outlined 
in the previous section. 

17.4	 ANALYSIS 

Descriptive analyses document the full incomes of the different types of families into which 
children are born. The next section compares the receipt and dollar values of welfare state 
transfers in different types of families. Next, we present estimates of the extent to which 
welfare state transfers and the taxes required to finance them narrow the income gap between 
different types of families. Lastly, fixed effects models are presented to measure the effects of 
changes in marital status on welfare state transfers, market incomes, and full incomes. Fixed 
effects models were used to control for unobserved fixed differences between those who do 
and those do not experience family structure transitions. Models control for the number of 
dependent children in the household and the survey child’s age. 

17.5	 RESULTS 

Table 17.1 presents data on mothers’ human capital and household income. Mothers in fragile 
families have much lower human capital and much lower household incomes than mothers in 
married-parent families. Among the former, 41 percent of mothers have less than a high school 
diploma, 33 percent have a high school diploma or GED, and only 3 percent have a college 
degree. In contrast, among married parents, over a third of mothers have a college education 
and only 17 percent have less than a high school education. Fragile families are disproportion-
ately from racial/ethnic minority groups. Over half are black, 28 percent are Hispanic and only 
about 14 percent are white. In contrast, over 40 percent of mothers in married-parent families 
are white, 25 percent are black and 25 percent are Hispanic. Children born into fragile families 
are much more likely to have a father who has been incarcerated than children born to married 
parents, 36 percent versus 8 percent, respectively. In stark contrast to these vast differences 
between married and fragile families, the average number of school age children is similar 
across family types. 

Finally, note that within fragile families, the human capital of mothers in cohabiting-parent 
families is somewhat higher than the human capital of single mothers, but the two groups are 
more similar to each other than to married mothers. 

All of the differences described above are reflected in differences in the full incomes of 
families. The full income of children in married-parent households is over $80,000, or nearly 
double that of children in single mother households. The full income of cohabiting-parent 
families is in between but much closer to that of families formed by single mothers. In short, 



Table 17.1	 Human capital and full incomes of mothers by relationship status at birth

Fragile Families Married
Fragile Families

Cohabiting Single

Mother’s education less than 
high school

0.41 0.17 0.4 0.41

	 High school diploma/GED 0.33 0.20 0.33 0.33
	 Some college 0.23 0.29 0.23 0.22
	 Bachelor’s degree or higher 0.03 0.35 0.03 0.03
Mother’s age at child’s birth 23.98 (0.09) 29.34 (0.16) 23.69 (0.13) 24.28 (0.13)
Mother’s race/ethnicity
	 White non-Hispanic

0.14 0.42 0.18 0.11

	 Black non-Hispanic 0.55 0.25 0.44 0.64
	 Hispanic 0.28 0.25 0.34 0.22
	 Other non-Hispanic 0.03 0.08 0.03 0.03
Father is ever incarcerated 0.36 0.08 0.31 0.41
Number of school age children in 
Household: Year 1

0.88 (0.02) 0.74 (0.03) 0.80 (0.03) 0.96 (0.03)

	 Year 15 3.20 (0.03) 3.12 (0.04) 3.24 (0.04) 3.17 (0.04)
Full income 48 056 (899) 84 318 (2 132) 53 525 (1 719) 42 959 (600)

Note: All variables are from baseline with the exception of full income, which was measured at year 1, and the 
number of school age children in the household, which is presented at years 1 and 15.  
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children born to parents in fragile families differ from those in married-parent families, not just 
because of their marital status. They are also considerably more disadvantaged. 

17.5.1	 Welfare State Transfers by Family Type 

Table 17.2 presents the welfare state benefit receipts during the child’s first year of life by 
family type. Benefits are grouped by cash and in-kind. The most common cash benefits are the 
two tax credits – the child tax credit and the EITC. The child tax credit is received by nearly 40 
percent of fragile families and 86 percent of married-parent families. Among fragile families, 
nearly 60 percent receive the EITC compared to 22 percent of married-parent families. A large 
minority of fragile families – about 30 percent – receive TANF and a small minority – 5 
percent – receive SSI. Receipt rates of TANF and SSI for married-parent families are 2 percent 
and 1 percent, respectively. 

Receipt of in-kind benefits is widespread. Over 40 percent of fragile families receive Food 
Stamps, more than 80 percent receive WIC, nearly three-quarters receive Medicaid, and more 
than 20 percent receive public housing or housing vouchers. Married-parent families also have 
high rates of benefit receipt, although their benefits come primarily from employer provided 
benefits and tax benefits. Indeed, a striking feature of Table 17.2 is the bifurcated nature 
of benefit receipt for medical care and housing: fragile families are more likely to receive 
income-tested benefits while married parents are more likely to receive benefits through the tax 
system. These results reflect what Hacker (2004) has referred to as the “divided welfare state.” 
In health care benefits, roughly three-quarters of fragile families receive Medicaid when the 
sample child is age one, while nearly two-thirds of married-parent families receive employer 
provided health insurance. Only 1 percent of fragile families receive the federal income tax 
subsidy for owner occupied housing as compared to nearly 30 percent of married-parent fam-



Table 17.2	 Public benefit receipt by mother’s relationship status at year 1 survey

Fragile Families Married Fragile Families
Cohabiting Single

(n = 2303–2327) (n = 1054–1076) (n = 1070–1091) (n = 1220–1246)

Cash benefits      
Child tax credit 

 
0.38 

 
0.86 

 
0.36 

 
0.40 

	 EITC 0.57 0.22 0.55 0.59 
	 TANF 0.29 0.02 0.21 0.36 
	 SSI 0.05 0.01 0.04 0.07
	 Other 0.04 0.04 0.03 0.04
In-kind benefits
Food Stamps

0.41 0.11 0.36 0.46

	 WIC 0.81 0.43 0.78 0.84
	 Medicaid 0.71 0.28 0.68 0.74
	 Employer provided 
	 health insurance

0.21 0.67 0.23 0.20

	 Public housing & 
	 vouchers

0.22 0.06 0.19 0.25

	 Housing subsidy 0.01 0.29 0.01 0.01
	 Public education 0.50 0.41 0.47 0.54
	 ECEC Head Start 0.06 0.01 0.07 0.05
	 Child care subsidy 0.10 0.01 0.06 0.13
	 Child care tax credit 0.38 0.86 0.36 0.40

Note: Fragile families refer to non-marital births. 
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ilies. Among fragile families, nearly one in four receives public housing or housing vouchers, 
while the proportion among married-parent families is 6 percent. An important exception, 
which becomes more important as the sampled child becomes older, is public education. There 
may be a divided welfare state in this area as well as other areas, but the divide is not between 
safety nets and employer provided or tax subsidized benefits.  

Single mother families have higher rates of means-tested benefit receipt than cohabiting-parent 
families, but the differences are small. The biggest differences are for TANF receipt and Food 
Stamp receipt. Most important, benefit receipt differences, just like human capital differences, 
between the two kinds of fragile families are quite small compared to differences between 
married-parent families and fragile families. For this reason, Figure 17.1 focuses on the com-
parison of the latter two groups. 

Figure 17.1 shows the sources of household income when the child is one, three, five, nine 
and fifteen years old. The pies reflect the total dollar value of welfare state transfers. The slices 
indicate the proportion of benefits that come from: (a) child tax credit; (b) EITC; (c) Food 
Stamps and WIC; (d) Early Childhood Education, including Head Start, child care subsidies, 
the child care tax credit, pre-kindergarten; (e) Health insurance, including Medicaid, SCHIP, 
and employer provided health insurance; (f) Other cash transfers; (g) Housing subsidies, 
including public housing and vouchers and the homeowner tax deduction; and (h) K-12 public 
education. 

Welfare state transfers change across time and differ substantially from those presented in 
Garfinkel and Zilanawala (2015). First, the total dollar values are much higher, particularly 

at age five. Whereas the GZ estimates for fragile families and married-parent families are 
$22,169 and $22,886, respectively, our estimates are $44,665 and $41,566. The dramatic 



Notes: Fragile families include mothers with cohabiting partners, unpartnered mothers living with other adults, and 
unpartnered mothers living alone. Other Cash includes TANF, SSI, and Other cash assistance. Health Insurance 
includes employer provided health insurance and Medicaid. Housing includes public housing and vouchers and 
homeowner tax deductions. ECEC includes Head Start, child care subsidies, and the child tax credit. 

Figure 17.1	 Total public benefits for fragile families and married families at 1-, 3-, 5-, 9-, 
and 15-year surveys (2016 dollars) 
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increase is due primarily to the inclusion of public education benefits for all children in the 
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household. As shown in Figure 17.1, public education is the single largest welfare state trans-
fer received at each year regardless of family type. 

Garfinkel and Zilanawala (2015) also find that the total value of welfare state transfers is 
slightly larger for married-parent families than for fragile families. Our results differ some-
what. Welfare state transfers are slightly larger among fragile families in years 1, 3, and 5. At 
years 9 and 15 married families’ welfare state transfers bypass the amount received by fragile 
families. This difference is due primarily to differences in the methodology used to estimate 
health care benefits. First, by including all household members, the value of Medicaid benefits, 
which are more likely to be received by unmarried-parent families, increased substantially. 
Second, as previously mentioned, the value of employer provided health insurance excludes 
worker contributions. Garfinkel and Zilanawala (2015) state that the size of welfare state 
benefits between unmarried- and married-parent families is similar because married-parent 
families receive larger health insurance benefits. However, due to an increase in the value of 
Medicaid and a decrease in the value of employer provided health insurance, the total value of 
the health insurance benefit is now greater among fragile families. 

Consistent with Garfinkel and Zilanawala (2015), we find that welfare state benefits are 
lowest during the first year of a child’s life, increasing by ages three and five. Our findings 
show a continuation of this trend, with increases at age nine and then stability through age 
fifteen. A striking aspect of Figure 17.1 is the tiny role of cash benefits, the majority of which 
come from the two tax credits that are ignored in much of the welfare state literature. As 
noted above, public education is the single largest element of the benefit package for both 
married-parent families and fragile families. However, public education benefits become 
significantly larger at ages nine and fifteen, once the sample child enters school. Health insur-
ance is the second largest element in the income package, amounting to around 19 percent of 
benefits for both family types.

17.5.2	 The Importance of Welfare State Benefits 

Figure 17.2 compares the market incomes and full incomes of married-parent families and 
fragile families when the child is age 15 and displays the role of welfare state transfers in the 
income packages or full incomes of both types of families. The full value of employer provided 
benefits is included in market income, as well as full income bars because this benefit is pro-
vided by employers as part of the total compensation package (economists agree that the costs 
of employer provided insurance aside from the portion subsidized in the federal income tax 
are passed back onto workers in the form of lower earnings). The first set of bars indicates that 
parents’ earnings plus employer provided health insurance in fragile families are only slightly 
more than a quarter that in married-parent families – $37,000 compared to $137,000. This 
vast difference is attributable to the equally vast differences between the two groups in human 
capital and opportunities. The second set of bars present estimates of post transfer, post-tax 
income, or full income for the two family types and for an important subset of fragile families: 
single mothers. Comparing the first and second set of bars indicates that welfare state transfers 
and the taxes required to finance them narrow the gap in full incomes between married-parent 
families and fragile families. Welfare state transfers exceed taxes by $48,000, increasing 
incomes from $37,000 to $85,000. The market incomes of married-parent families are much 
larger than those of fragile families, thus the former pay $25,000 more in taxes. Despite higher 



Figure 17.2	 Market and full incomes of married and fragile families (year 15) 
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tax liabilities, however, welfare state transfers received by married-parent families also exceed 
taxes, increasing average income from $137,000 to $160,000. As a consequence of welfare 
state transfers and the taxes required to finance them, the proportion of fragile family income 
in relation to married family income increases from slightly more than a quarter for market 
income to nearly half for full income. This estimate implicitly assumes that the transfers and 
taxes have no behavioral effects, which is not the case, but which is a useful first approxima-
tion. The difference is only a first approximation because it reflects changes in work, earnings, 
savings, marriage, and private transfers that are induced by welfare state transfers and taxes 
(for a more detailed discussion, see Garfinkel et al. (2010, p. 63 and footnote 2). 

Although the absolute value of welfare state transfers among married families and fragile 
families are nearly identical, married-parent families’ market incomes are much larger. As 
a result, welfare state transfers constitute a much larger fraction of fragile families’ full 
incomes –  68 percent as compared to only 36 percent of married-parent families’ full income. 
In short, welfare state transfers play a critical role in the economic lives of children born into 
fragile families. 



Table 17.3	 Fixed effects regressions predicting social welfare transfers, market income, 
and full income by baseline relationship status and transition  

Total social welfare transfers Market income Full income

Married at baseline
    Divorcea

–3 028
(1 240)*

–53 988
(7 542)***

–44 756
(5 572)***

Single at baseline
    Marriageb

4 190
(956)***

22 813
(3 229)***

23 732
(2 663)***

Notes: All models control for number of dependent children in the household and focal child’s age. * p < 0.05, *** 
p < 0.001.
a Mothers who are divorced are either cohabiting or single.  Mothers while married or re-married comprise the 
reference group. 
b Mothers while cohabiting or single comprise the reference group.  
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17.5.3	 The Cushioning Effect of Welfare State Transfers and Taxes 

Table 17.3 presents fixed effects estimates of the impact of changes in marital status on 
welfare state transfers, market incomes, and full incomes. Results aim to illustrate how gains 
in full income from marriage among fragile families differ from the losses from divorce and 
how transfers and taxes cushion the changes in full income associated with changes in marital 
status. Models are estimated separately for families in which parents were married and unmar-
ried at the time that the sample child was born. 

Column one describes the impact of changes in marital status on welfare state transfers. 
We find that divorce is associated with a small, but statistically significant decrease of $3,028 
in benefits. Similarly, marriage is associated with a small, statistically significant increase in 
benefits ($4,190). The results suggest that welfare state transfers do not cushion changes in 
income, in fact, benefits also decrease with divorce and increase with marriage. 

These results are surprising and inconsistent with previous literature which have found 
a cushioning effect. This is likely a result of the limited number of benefits included in previ-
ous welfare state estimates, particularly the exclusion of employer provided benefits and tax 
benefits. Although a divorced mother may gain TANF or Medicaid eligibility, the mother may 
lose benefits received through the child tax credit and employer provided insurance. 

Fixed effects results at first glance may appear contrary to the results of Figure 17.2, which 
indicate that American welfare state benefits reduce the income disparity by marital status. To 
understand, we must also consider the impact of the taxes required to finance the transfers. 
The impact of the welfare state on cushioning divorce or reducing the gains from marriage is 
measured as the difference in the impact of marital status changes on market incomes and full 
incomes. The fixed effects estimates of market and full incomes are presented in columns two 
and three of Table 17.3. 

Mothers married at the time the survey child was born and later divorce experience an 
average decrease in market income of $53,988. Full income decreases an average of $44,756. 
The difference is about $9,232, or 17 percent of the market income loss. Single mothers who 
later marry experience an average increase in market income of $22,813 and a slightly larger 
increase in full income of $23,732. Thus, welfare state transfers and taxes actually magnify, by 
4 percent, the economic gains from marriage. The losses in market income and full income are 
so much larger for divorcees than the gains experienced by single mothers who marry because 
of the vast differences in the earnings of the husbands of mothers who were married at birth 
and those who were unmarried at birth. As described in Table 17.1, unmarried mothers have 
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much less education and are much more likely to be black and Hispanic than married mothers. 
When the unmarried mothers marry, they marry husbands with education and race/ethnic 
characteristics similar to their own. 

17.6	 DISCUSSION 

This study contributes to literatures on income packaging, inequality, and welfare states by 
including the full value of in-kind transfers and taxes in the full income package, by estimat-
ing the full incomes for different family types, and by including all dependent children in the 
family. Our analyses confirm the bifurcated nature of welfare state transfers by income and 
family type, especially in health insurance and housing. While the poor and most fragile fam-
ilies receive income-tested health insurance and housing benefits, middle and upper income, 
mostly married-parent families receive generous employer provided health benefits and tax 
subsidized homeownership benefits. US welfare state transfers to families with children in 
the US are paid in-kind or in the form of services rather than cash transfers. Expenditures on 
public education stand out in our analysis. By the time the sampled child is 15 years old, they 
constitute close to two-thirds of all welfare state transfers to families with children.  

Welfare state transfers play an important role in the economic wellbeing of all families, par-
ticularly fragile families. About one-third of the full income of married families comes from 
welfare state transfers. Over two-thirds of fragile families’ full incomes come from welfare 
state transfers. 

Total benefits received by married and unmarried families with children are nearly equal, 
with unmarried families receiving benefits that are somewhat greater than those received by 
married-parent families until year 9 at which time the roles reverse. Because the transfers are 
nearly equal and relatively large they reduce full income inequality as compared to market 
income inequality, which is highly unequally distributed across family type. The difference 
in income between married-parent families and fragile families decreases from around four to 
one to two to one. 

These findings raise several questions. Is the heavy reliance on in-kind transfers in the 
American welfare state optimal, especially for fragile families? Are poor children likely to 
benefit more from an additional $1,000 in health or education expenditures or an additional 
$1,000 in their family’s income? What are the costs of the bifurcation in the cash and health 
insurance portions of the American welfare state? 

This study is not without limitations. First, though under-reporting of income-tested 
transfer benefits has been increasing and is estimated to be 33 percent for Food Stamps and 
28 percent for the EITC (Meyer et al., 2009; Wheaton, 2007), we do not attempt to correct 
for under-reporting of transfer benefits. Second, we assume homogeneous quality of in-kind 
benefits across family structure. Third, our estimates of the value of employer provided health 
insurance and Medicaid are crude and not quite consistent. Finally, we have not examined the 
robustness of our conclusions to different valuations of in-kind benefits. 

Future research should examine the extent to which our conclusions are robust to different 
valuations of in-kind benefits, to corrections for under-reporting and data on within-program 
treatment by marital status. This study suggests that more research is needed on family income 
packages, poverty, and inequality that considers in-kind benefits as well as taxes. 
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NOTES

1.	 The sample is limited to custodial mothers.
2.	 A number of respondents report adults other than themselves and their partner living in the house-

hold, such as housemates and grandparents. In these instances, total household income is an accu-
mulation of all adults’ income. Thus, the above estimation of new partners’ earnings is only done if 
the only adults reported to be living in the household are the mother and her partner. The remaining 
new partners’ earnings are estimated through multiple imputation. This approach further ignores 
the potential existence of interest, dividend, or rental income included within the reported total 
household income. FFCWS does not ask about these sources of income. However, these sources of 
income are not relevant to the vast majority of fragile families, which make up the vast majority of 
those with new partners. 

3.	 The Census Bureau provides K-12 per pupil estimates for 2002–10 and 2014. NCES per pupil 
estimates are used for years 1998–2001, 2015, and 2016.

4.	 Pre-kindergarten benefits are only estimated for the sample child. 
5.	 Kaiser Family Foundation estimates for average Medicaid spending per enrollee are available by 

state for FY2011. To estimate the average value of per capita spending per adult and child in the 
years leading up to 2011, we use Kaiser Family Foundation estimates for average growth in annual 
Medicaid spending per state. To estimate the value of Medicaid spending per adult and child in the 
years after 2011, we apply Kaiser Family Foundation average yearly growth in Medicaid spending 
(Young et al., 2015). 

6.	 To ensure that Medicaid estimates are comparable to employer provided insurance estimates, we 
assume that families in which the mother and sample child receive Medicaid consist of one adult 
and 2.4 children. 

7.	 This relationship differs by state and year. However, the cost of Medicaid per child is between 30 
and 50 percent of the cost of Medicaid for both an adult and child.
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18.	 Elder care and the role of paid leave policy
Soohyun Kim and Jane Waldfogel

18.1	 WHAT IS ELDER CARE AND WHY IS PAID LEAVE FOR 
ELDER CARE IMPORTANT?

Elder care is becoming an increasingly critical policy issue in the US as population aging 
accelerates. The country has remained younger than comparable countries due to immigration 
and fertility. However, aging baby boomers in the US will propel the same demographic 
challenge the developed countries in Europe and East Asia are facing. By 2030, when all the 
baby boomers turn age 65 or over, the number of older adults is expected to be 84 million, 
accounting for over 20 percent of the total population (Ortman et al., 2014). Physical, mental, 
and cognitive decline in old age limits independent living and dignity of individuals. 

Elder care covers the whole gamut of services and support that help older adults who are 
unable to perform everyday activities on their own or cannot be left alone (Osterman, 2017). 
Elder care activities range from basic day-to-day tasks (for example, shopping, transportation, 
and housework), personal care (such as bathing or dressing) to complex medical and nursing 
tasks (for example, injections, tube feeding, and catheter and colostomy care) (NAC and 
AARP, 2015). The intensity of care varies by the health conditions of an older adult receiving 
care. However controversial the use of the terms are, elder care can be divided into informal 
care provided by family members usually without pay and formal care provided by paid 
health and social service professionals or home care aides (National Academies of Sciences, 
Engineering, and Medicine, 2016). Family caregivers are estimated to number 41.3 million 
(US Bureau of Labor Statistics, 2017a) and the amount of care they provide accounts for the 
lion’s share of elder care provided in the country. 

Family caregiving carries considerable weight not only because of its massive scale but also 
because of the preference of care recipients. The majority of older adults want to age in their 
own home and avoid institutional care as long as possible (Osterman, 2017; Stone, 2015). This 
wish is backed by the deinstitutionalization trend that started in the 1980s. Consequently, insti-
tutional care use among those who are 65 or over dropped by 37 percent over the two decades 
between 1984 and 2004 (Stone, 2015). Older adults also have high expectation for receiving 
care from family members when it is needed. An AARP report shows that nearly 70 percent of 
Americans believe that their families will be available when they need help with personal care 
or daily activities (AARP Public Policy Institute, 2013). Although family caregiving continues 
when an older adult is admitted to a nursing home, the care commitment to an older adult in an 
institution is lower than that to an older adult in the community. 

Relative to the growing demand, the supply of family caregiving is expected to decrease. 
The number of spousal and adult child caregivers per disabled older person has dropped 
between 1982 and 2012 (Janus and Doty, 2018). The growth in women’s labor force partic-
ipation is a contributing factor. The proportion of women age 16 or over in the labor force 
increased from 32.7 percent in 1948 to 56.8 percent in 2016 (US Bureau of Labor Statistics, 
2017b). The growth in women’s labor force participation has been particularly pronounced 
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among women older than 50 in full-time jobs. This trend of women working longer is expected 
to continue in the future (Goldin and Katz, 2018). Declining fertility and increasing child-
lessness also contribute to the dwindling supply of family caregiving. In 2017, the general 
fertility rate and the number of births reached a new low since 1987 (Martin et al., 2018). By 
2035, when all the baby boomers are at retirement age, older people will outnumber children 
under age 18 (US Census Bureau, 2018a). Higher divorce rates among baby boomers are also 
a factor. Consequently, retiring baby boomers will be less likely than their former cohorts to 
receive care from a spouse or adult child living nearby (Ryan et al., 2012). The gap between 
the demand and supply for family caregiving will continue to widen over time. 

Understanding the discrepancy between the demand and supply of family caregiving is very 
important from a policy perspective (see also Chapter 13 in this volume on the impact of com-
bining work with care provision). The estimated size of the population affected by the issue 
of family caregiving is enormous. Based on data from the 2015 American Community Survey 
(ACS), by 2030 there will be nearly 25 million older people with limitations and approximately 
22 million friends and family who can help them (Osterman, 2017). The sum of potential care 
recipients and caregivers amounts to nearly 13 percent of the projected national population in 
2030 (authors’ calculation, based on data in US Census Bureau, 2018b). The AARP estimates 
that unpaid services provided by family caregivers amounted to approximately $470 billion in 
2013 (AARP Public Policy Institute, 2015). The dollar amount exceeds the 449 billion dollars 
of total Medicaid expenditures the same year. In a family caregiver’s view, providing caregiv-
ing for an older relative is a more affordable option than purchasing services. The majority of 
family caregivers offer unpaid elder care out of love. But many of them provide care because 
they cannot afford paid professional services. The opportunity costs of providing care for an 
older relative are huge, yet doing this on their own is more economical than replacing them-
selves with skilled home health care (Chari et al., 2015). Public expenditures on formal elder 
care will be required to make up for a shortage of family caregiving unless society responds to 
the immediate call for change in policy settings surrounding the elder care issue. 

Paid family leave is crucial to family caregivers’ delicate balance of work and care. 
In 2015–16, nearly two in three unpaid elder care providers who are age 15 or over were 
employed and 73 percent were working full time (US Bureau of Labor Statistics, 2017a). 
Research on paid parental leave shows that paid leave helps working parents in the labor force 
better combine the responsibilities of work and care and avoid the negative impacts of caregiv-
ing on labor market outcomes. These findings might not translate easily to working spouses or 
adult children providing care for older relatives because elder care and child care are disparate 
in terms of care recipient, duration, activities, and care settings. However, we have only 
limited evidence on how paid family leave works for informal caregivers. This chapter aims 
to review the latest findings on elder caregiving in the absence of paid leave policy and offer 
recommendations for policy reform as well as implications for future research. 

18.2	 WHO ARE THE CAREGIVERS? 

Who is providing informal care for older people and how do they provide care? According 
to the 2015–16 American Time Use Survey (ATUS), about 16 percent of people age 15 or 
over had unpaid elder care experience in the last three months (US Bureau of Labor Statistics, 
2017a). People who are 45 or over account for approximately 70 percent of informal caregiv-



Note: Averages combined for the 2015 and 2016 ATUS. 
Source: US Bureau of Labor Statistics (2017a). Table 3.

Figure 18.1	 Relationship to care recipient by employment status
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ers and those who are aged between 54 and 64 make up 24 percent. The majority (61 percent) 
of the informal caregivers have a job, most working full time. Women are more likely than 
men to be involved in elder care. The average level of education of the caregivers is quite 
high: two in three informal caregivers age 25 or over have at least some college qualification. 
Nearly 20 percent of them are in the “sandwich generation” – with children under age 18 in 
the household. Unpaid elder care providers are most often married or cohabiting (63 percent). 

The majority of the unpaid elder care providers are caring for one older person, but 
approximately 30 percent care for more than two older people. Caring for a parent is most 
common followed by caring for another related person. Caregivers under age 65 are most 
likely to care for a parent while older caregivers who are 65 or over are most likely to care for 
a spouse; 62 percent of caregivers provide care once a week or more; providing care several 
times a week is the most common frequency. For nearly half of the caregivers, elder care ends 
within two years, but for 14 percent of them, caregiving lasts for ten years or more. Most 
caregivers provide care for older people who are living separately on their own. Elder care 
activities for an adult residing in the household are generally more intense than caregiving for 
a non-household adult, and are concentrated on providing physical or medical care, while care 
activities for a non-household adult are more evenly distributed between caring and helping, 
with a little more time spent on helping such as with household chores, house maintenance or 
repair, or picking up and dropping off the care recipient. 

Providing elder care and working for an employer is more common among men (67 percent) 
than women (57 percent) although the likelihood of providing care is higher for women. 
For both women and men, many employed caregivers are full-time workers. Figure 18.1 
shows that over half of caregivers working full time provide care for a parent. Caregivers 



Note: Averages combined for the 2015 and 2016 ATUS.
Source: US Bureau of Labor Statistics (2017a). Table 4.

Figure 18.2	 Time spent in care on days elder care was provided
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working part time are also most likely to provide care for a parent, followed by a grandparent. 
Caregivers working full time provide more care during the weekends and holidays than week-
days, making up for lost time when they are at work (Figure 18.2). Therefore, the time spent 
in care on a given day is almost identical between caregivers working full time and part time. 

Another survey provides insights into the difficulties that some working caregivers have 
in managing work and care at the same time (NAC and AARP, 2015). One in four employed 
family caregivers are under a high burden of care, helping an older relative with at least one 
activity of daily living (for example, bathing, dressing, or using the toilet) for more than 20 
hours a week. Nearly 40 percent find their caregiving situation highly emotionally stressful 
and 60 percent report that caregiving has affected their work. Nearly half of them make work-
place accommodations such as going in late, leaving early, or take time off from work, while 
13 percent reduce their workload and 17 percent leave the labor market related to caregiving. 
High demand for providing care (39 percent) and the lack of flexible work hours (34 percent) 
are the most common reasons for giving up work entirely. The influence on work from car-
egiving is larger for those who provide care for more than 20 hours than for their counterparts 
who spend fewer hours on caregiving. These intensive caregivers are more likely to take 
a leave of absence (23 percent) or withdraw from the labor market permanently (19 percent), 
suggesting a greater need for leave among those who provide intensive care.

Alternative support outside the family may be considered a luxury for some working car-
egivers. Paid help with daily living activities is not an option for two in three employed caregiv-
ers because the paid supportive services are either not affordable or not available. Employer 
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awareness and support for elder care providers are also limited. Supervisor awareness of the 
caregiver’s role is more likely when the burden of care is high. But 45 percent report that their 
supervisors do not know about their caregiving situation or they are not sure. Some family 
caregivers experience discrimination at work such as firing or warnings about performance or 
attendance; 53 percent of family caregivers are not offered flexible hours or paid sick leave. 
Access to paid family leave is even lower: only 33 percent are provided with paid time off. The 
workplace benefits for caregiving are more accessible to caregivers with a college degree and 
earning a high income than to less-educated caregivers with a lower income. 

18.3	 THE CURRENT POLICY FRAMEWORK IN THE US

Public policy on paid leave for elder care is not provided on a national scale. The federal 
Family and Medical Leave Act (FMLA) allows job-protected leave without pay up for to 12 
weeks per year to care for a newborn or adopted child, a seriously ill family member, or for 
the worker’s own serious illness. In order to be eligible, workers must have worked for an 
employer with 50 or more employees for at least 12 months and for a minimum of 1,250 hours 
in the previous year. These strict eligibility requirements restrict access to leave policy for 
employees. According to the 2012 FMLA survey, employees who satisfied all three criteria 
(firm size, job tenure, and hours worked) constituted just over half of the employees in the 
survey (Klerman et al., 2014). At the state level, four states (California, New Jersey, Rhode 
Island, and New York) have their own paid family leave programs in effect as of 2019, and 
three states (Washington, District of Columbia, and Massachusetts) have enacted legislation 
that will come into effect in 2020–21. The state paid family leave policies in the first four states 
built on the state disability insurance programs that provide some wage replacement during 
periods of absence from work caused by temporary disability or injury. Those in the three later 
jurisdictions also apply a social insurance model (but in the absence of a pre-existing disability 
insurance program). Table 18.1 summarizes the features of the state paid family leave policies. 

In other states without a state paid family leave law, whether to offer pay during leave, how 
much, and for how long are solely dependent on employer policy. The share of workers who 
receive paid family leave from their employer is low. Only 17 percent of all civilian workers 
had access to explicit paid family leave in March 2018 (US Department of Labor, 2018). In 
the 2011 ATUS Leave Module, about 27 percent of employees have access to paid leave for 
elder care (Bartel et al., 2019). Taking into account those who are able to take leave to care for 
a seriously ill family member using other forms of paid time off, it is estimated that roughly 40 
percent of employees are able to take paid family leave.

The restricted access to paid family leave itself is troubling, but also troubling is the ine-
quality in access by worker and workplace characteristics. The 2018 National Compensation 
Survey (NCS) shows that workers in management, business, and financial occupations had the 
highest likelihood of accessing paid family leave (29 percent) whereas workers in production, 
transportation, and material moving occupations had the lowest (8 percent). Full-time workers 
were three times more likely than part-time workers to have access to paid family leave. 
Access to paid family leave was most common for the top ten percent earners (30 percent) and 
least common for the lowest ten percent earners (5 percent), with leave likelihood for other 
earners falling between these two extremes in a steep gradient. The sharp divide in access 
to paid leave was similar when one compared workers in a large establishment (25 percent) 



Table 18.1	 State paid family leave in the US in 2018 

State Effective date Maximum benefit 
(USD/week)

Maximum 
duration
(week)

Job protection Eligibility criteria

California 2004 1 216.00 6 No Earned at least $300 in taxable 
income over the base period

New Jersey 2009 637.00 6 (extending to 
12 in 2020)

No Earned at least $169 weekly for 20 
weeks or $8,500 annually in the year 

before taking leave
Rhode Island 2014 831.00 4 Yes Earned at least $12,120 in Rhode 

Island and paid into the insurance 
fund in the base period

New York 2018 652.86 8 (extending to 
12 by 2021)

Yes Employed full time for 26 weeks or 
part time for 175 days

Washington January 2020 N/A 12 Yes Worked at least 820 hours during the 
qualifying period

District of Columbia July 2020 N/A 8 for parental 
leave; 6 for 
family leave

No Has been a covered employee for at 
least one week in the year preceding 

the qualifying event for leave
Massachusetts January 2021 N/A 12 Yes Received wages during the base 

period that total 30 times the weekly 
unemployment benefit rate

Source: Rossin-Slater and Uniat (2019). 
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and those in a small establishment (12 percent). On top of that, a recent study reveals that 
access to and use of paid family leave are particularly limited for Hispanics as compared to 
non-Hispanic Whites even after controlling for demographics and employment characteristics 
(Bartel et al., 2019). 

In the previous section, we learned that the need for providing care is high for elder care 
providers who cannot afford paid assistance and that those giving high levels of care are likely 
to quit their jobs when their employers do not offer flexible time arrangements. To put it differ-
ently, elder care providers working in low-paying jobs without the ability to adjust their time 
are most likely to be in need of paid family leave. But under the current policy situation, a paid 
family leave policy is offered to a select group of people with exactly the opposite profile to 
those who need the policy the most, as a premium on their high-paying professional jobs. The 
only alternative for many unlucky working caregivers is unpaid family leave, which in most 
cases they cannot afford to take. Concern over lost earnings during leave is a real barrier for 
most employed elder care providers, although the health condition of a family member is the 
second most common reason for needing leave, after their own illness (Klerman et al., 2014). 

Thus, the current family leave policy framework works in favor of workers in an advantaged 
position in the labor market and falls short of the majority of employed elder care providers’ 
expectations. Neither paid leave with unequal access nor unpaid leave with broader access 
addresses the unmet needs for leave of working caregivers. The importance of providing paid 
leave particularly for elder care providers cannot be overemphasized because of the damaging 
impacts of caregiving without proper leave support, for example, low job security, stigma, or 
discrimination (AARP Public Policy Institute, 2015). 
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18.4	 CONSEQUENCES OF ELDER CAREGIVING

18.4.1	 Caregiver Labor Market Outcomes 

The theory of family decision on allocation of time predicts that unpaid family caregiving will 
reduce the time in paid work. The latest research evidence of elder care generally agrees on 
a negative relationship between caregiving and paid work for women (see reviews by Lilly 
et al., 2007 and Bauer and Sousa-Poza, 2015). The estimates indicate that women caregivers 
reduce their hours of work by 2.19 to 3 hours a week for light to medium caregiving and 3 
to 10 hours a week for intensive caregiving (Jacobs et al., 2015; Van Houtven et al., 2013). 
However, it appears that men’s hours worked are not affected by any care or intensity of care. 

The impact of caregiving on women’s early retirement is also consistently found. Some 
studies found that the relative risk of retirement was significant for women caregivers 
for a spouse whereas it was not the case for caregivers for other relatives (Dentinger and 
Clarkberg, 2002). Other studies found that caregiving for a parent also leads to women’s 
retirement especially when the care burden is high (Jacobs et al., 2017; Skira, 2015; Van 
Houtven et al., 2013). Intense caregiving for an older parent over 20 hours per week increases 
the probability of retirement of the caregivers by one to three percentage points. Once out of 
the labor market, the probability of women caregivers returning to work is low, particularly for 
spousal caregivers (Gonzales et al., 2017; Jacobs et al., 2017; Skira, 2015). 

18.4.2	 Caregiver Health 

Caregiving can be both rewarding and exhausting depending on the caregiving situation and 
the level of commitment. According to the 2011 National Survey of Caregiving, nearly one in 
ten caregivers report substantial negative aspects of caregiving like work overload, exhaustion, 
and insufficient time for oneself. More than 25 percent answer that caregiving causes emo-
tional difficulty. Usually, greater caregiving commitment is related to considerable negative 
effects (Spillman et al., 2014). An extensive literature dating from the 1960s has shown that 
care burden (health conditions of a care recipient and time in care), care relationship, and 
social support are related to caregivers’ depression and anxiety and decreased wellbeing (most 
recently reviewed by Bauer and Sousa-Poza, 2015). In general, the mental health of spousal 
caregivers is more affected by caregiving than parental caregivers. The latest findings show 
that the phase of caregiving also matters. Initiating elder care is associated with a higher risk 
of depressive and anxious symptoms compared to continuing care or terminating care, particu-
larly for women spousal caregivers (Cannuscio et al., 2002; Dunkle et al., 2014). For parental 
caregivers, continued care increases depressive symptoms for both married women and men 
while initiating care leaves persistent depressive symptoms for married women only (Coe and 
Van Houtven, 2009). 

The effects of elder care on the physical health of caregivers are less pronounced than those 
on mental health. Caregivers are more likely than non-caregivers to have poor health in subjec-
tive and objective measures (see reviews by Vitaliano et al., 2003 and Pinquart and Sörensen, 
2003). In particular, caregiving is associated with increased health concerns, stress hormones, 
antibodies, and medication use. Relatively large physical health effects of caregiving are 
found among older, male, and spousal dementia caregivers who develop depressive symptoms 
accompanied by caregiving (Pinquart and Sörensen, 2007, 2011). Coe and Van Houtven’s 
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(2009) reduced-form estimates show that the short-term and long-term effects of caregiving 
on physical health differ by caregiving phase, sex, and marital status. Initiating care affects 
married women’s lower ratings in health and the likelihood of high blood pressure, which 
grow over four years of caregiving. Ongoing caregiving for two years for an older mother 
decreases married women’s self-rated health by ten percentage points, while it increases 
married men’s by 17 percentage points. Single men are 40 percent more likely to report a heart 
condition when they continue to care for their mother for two years, and this effect builds up 
for another two years. 

18.4.3	 Care Recipient Health, Health Care Use and Expenditures 

The negative impacts of caregiving on the work and health of caregivers are likely to influence 
their quality of care. Estimates from the 2011 National Health and Aging Trends Study and 
National Study of Caregiving suggest that poor physical and psychological health and negative 
work effects given high intensity of caregiving (the number, frequency, and types of tasks pro-
vided) are associated with substandard or inadequate care to older adults (Beach and Schulz, 
2017). The potential impacts of caregiver burden and distress on care recipient outcomes 
are well described in the literature on older adults with dementia. Greater caregiver distress 
is associated with a higher probability of institutionalization, elder abuse, and worsening 
behavioral and psychological symptoms of dementia (BPSD) for care recipients with dementia 
(reviewed by Stall et al., 2019). These potential effects can be expanded to older adults without 
dementia and disability given that the prevalence of assistance provided to older adults with 
and without dementia and disability is very similar (Riffin et al., 2017). Also, the burden of 
care is linked to the characteristics of caregivers and care provision more than care recipient 
characteristics (Riffin et al., 2018). 

At the same time, these findings suggest that older adults could avoid risks to health and 
institutionalization if their informal care providers are well supported to relieve them of the 
burden of caregiving. Indeed, the presence of family caregivers is a significant factor asso-
ciated with reduced long-term care services and supports (LTSS) use and health care costs 
(Friedman et al., 2019). Van Houtven and Norton (2004) estimate that caregiving for an 
older parent reduces any formal health care use, mainly in home health care use and nursing 
home use. A similar effect on reduced nursing home use is reaffirmed in Charles and Sevak 
(2005). The decrease in the likelihood of home health care costs and skilled nursing home 
costs leads to a reduction in Medicare expenditures among older people without a spouse 
or partner (Van Houtven and Norton, 2008). Family involvement in home-based care also 
reduces hospital inpatient care use (emergency room use, inpatient use and days) and Medicaid 
hospital expenditures, according to a study of family caregivers incentivized by the Cash and 
Counselling Demonstration and Evaluation program (Coe et al., 2019). 

18.4.4	 Caregiver Finances

The latest report from the Pew Research Center (2017) reveals that taking leave without 
receiving full pay has negative impacts on caregivers’ finances. To cover lost earnings during 
unpaid or partially paid leave for family and medical reasons, a majority of leave-takers 
reduced spending (78 percent), used savings for a different purpose (50 percent), or borrowed 
or received money from family or friends (24 percent and 23 percent, respectively) when they 
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were on leave. Even those who received partial pay during time off work found it difficult to 
meet the necessary expenses during the leave. This issue was particularly common for those 
who took partially paid leave to care for a seriously ill family member. Some leave-takers 
had to go into debt (37 percent), delay bill payments (33 percent), and in severe cases take on 
public assistance (17 percent). Those with household income under $30,000 were hit harder 
than the average leave-takers, showing the financial consequences of taking unpaid leave at 
much higher rates.

The lack of paid leave also discourages working caregivers from taking as much time off to 
care for an older person as they need or want or taking leave at all; 40 percent of people who 
took leave to care for a seriously ill family member reported that they took less time off than 
they needed or wanted, mostly because they could not afford the loss in earnings. This was 
more common among leave-takers with household income below $75,000 than leave-takers 
with higher household income. Concerns over lost wages or salary were the primary reason for 
not taking leave – not only for those who took leave but also for those who did not take leave 
despite having family and medical issues. 

18.4.5	 How Might Paid Family Leave Affect These Consequences?

Taken together, the literature indicates that providing unpaid elder care affects the employ-
ment and health of the caregivers negatively. When these caregivers are required to perform 
highly demanding tasks, the likelihood of older persons having their care needs unmet is likely 
to increase. These findings indirectly hint at the potential changes that paid family leave may 
bring. As suggested in Pavalko and Henderson (2006), paid leave is likely to decrease the 
likelihoods of leaving the labor force and reduced work hours particularly for middle-aged 
women. Also, during paid time off, working caregivers could get on with their caregiving 
tasks, keeping their stress low. This could lessen the adverse impacts of family caregiving 
for both caregivers and care recipients and help them avoid costly long-term care use. While 
evidence on this point is limited, there is recent evidence that paid family leave in California 
induces a reduction in nursing home use among older persons and a decrease in Medicaid 
expenditures (Arora and Wolf, 2018).   

18.5	 WHAT DO OTHER COUNTRIES DO? WHAT DO WE KNOW 
FROM RESEARCH ABOUT THE IMPACT OF THEIR 
POLICIES ON KEY OUTCOMES? 

Paid leave to care for a seriously ill or elderly family member is a widespread policy practice 
in other developed countries. Among the 36 Organisation for Economic Co-operation and 
Development (OECD) countries, 27 have family leave policies for working caregivers, of 
which 19 countries operate the leave policy with wage replacement (OECD, 2018). Paid leave 
is provided in addition to 10–30 days of annual leave in 17 countries except for Israel and New 
Zealand, which deduct the time spent on family caregiving from the caregiver’s sick leave. 
The policy frame varies across the countries by its components (entitlements, duration, and 
replacement rates) (Table 18.2). Most countries define family members as the only eligible 
care recipients for the paid leave whereas some countries also recognize a friend or closely 
related person as eligible. Duration of leave varies depending on the health conditions of the 
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care recipient, ranging from less than two weeks to care for a family member to 12 months for 
a seriously ill family member. The wage replacement rate is set between 40 percent and 100 
percent of the employee’s earnings. 

Based on the latest information available (Courtin et al., 2014; OECD, 2018), a few 
countries (Austria, Belgium, Germany, Italy, Luxembourg, the Netherlands, and Spain) 
provide both paid and unpaid leave so that caregivers can choose what works best for them. 
Particularly, Belgium, Germany, and the Netherlands offer a flexibility policy package of paid 
and unpaid leave with flexible work schedules. 

The “time-credits” policy in Belgium, adopted in 2002, offers a job-protected career break 
for working caregivers meeting minimal work requirements. The time-credits are allowed for 
a minimum of three months to a maximum of one year for full-time workers, or a maximum of 
two years for part-time workers, to care for a sick family member. Family caregivers working 
less than 20 percent of a work week can also take the time-credits. The credits are granted as 
either time off or reduced hours. Full-time and part-time workers are paid up to two months 
if they choose to take leave. The benefit formula is based on age, employment history, family 
situation, and type of break. The time-credits count as contributions to the pension with a limit 
of one year. 

In Germany, caregivers working for establishments with more than 15 employees are 
eligible to take “family care leave” with wage replacement for up to ten days at short notice 
to organize care arrangements for a close relative. For longer-term care needs, working car-
egivers can take time off work fully without pay or partially up to six months. If the current 
employer has more than 25 employees, the care leave can be claimed for part-time work down 
to 15 hours a week for up to 24 months. Caregivers who need to provide end-of-life care 
are entitled to additional unpaid leave for three months. The government offers the unpaid 
leave-takers an interest-free loan (European Commission, 2018a).

Currently, research evidence about the effects of these paid family leave programs on car-
egiver outcomes is scant. Research in paid family leave has been built around paid parental 
leave, and paid family care or elder care leave has remained peripheral to policy research until 
very recently. One reason for the absence of research on paid family leave for elder caregivers 
is the lack of comprehensive datasets on caregiver experiences, health, and costs. To date, only 
Australia, Canada, the UK, and the US out of the 36 OECD countries have national-level data 
on caregivers (OECD, 2018), but those datasets lack policy variables related to paid family 
leave, especially leave take-up. More research is anticipated in the future as the high-income 
countries become increasingly aware of the importance of collecting data on elder care 
providers. 

18.6	 CONCLUSIONS AND DIRECTIONS FOR FUTURE RESEARCH

The research reviewed in this chapter makes clear the growing challenges for family caregiv-
ers for older adults in the US. Many family caregivers are in the labor force nowadays, and 
this is particularly true of older women. However, access to employer awareness and support 
and in particular paid leave rights are unequally distributed among working caregivers. Even 
the FMLA, the only national policy supporting working caregivers (Bookman and Kimbrel, 
2011), shows disparities in access and use because not everyone can afford unpaid leave. 
Research suggests that paid family leave could reduce the damaging effects of caregiving on 



Table 18.2	 Paid family leave across OECD countries 

Country Entitlement Maximum duration 
(per year)

Payment (earnings)

Australia For an immediate family member or household 
resident in need of care due to injury

10 days 100%

Austria For a dependent relative other than children 1 week 100%
Belgium For a seriously ill family member 12 months* €786.78/month

For palliative care 2 months* €786.78/month

Canada “At a significant risk of death” within the next 26 
weeks

8 weeks* 55% for 6 weeks†

Czech Republic For a seriously ill family member 9 days*** 60%****
Estonia For an adult family member 7 days* 80%
France For a terminally ill family member 3 months Unknown, up to 3 weeks
Germany For an unexpected illness 10 days 90%
Ireland For a close family member 3 days; up to 

5 days in any 
36-month period

100%

Israel For a spouse or parent over age 65 6 days 100%
Italy For a seriously ill family member (when the caregiver 

is the “sole caregiver”)
3 days per month; 

up to 2 years**
100%; up to €47,446 in 

2016
Japan When requires constant care is required for 2 weeks 

or longer
93 days** 40%

Netherlands Including friends 10 days 70%
New Zealand For a partner or dependent family member 5 days 100%
Poland For a family member 14 days 80%
Slovak Republic For a family member 10 days 55%†
Slovenia For a co-resident family 7 days* 80%

For a seriously ill co-resident family member Up to 6 months* 80%

Spain For a family member 2 days* 100%
Sweden Including “closely related” persons 100 days* 80%†

Notes: * per episode; ** over the family member’s lifetime; *** no limit, consecutive maximum; **** up to 
a ceiling. 
Source: European Commission (2018b) and OECD (2016, 2018).
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the career and health of caregivers, elder health, and health care costs. The US is one of only 
eight high-income countries that provide family leave without pay although paid family leave 
is a standard policy supporting working caregivers in comparable economies. 

Public support for paid family and medical leave is broad (Pew Research Center, 2017), 
and this is likely to increase as the aging population increases. The FMLA has not undergone 
a major revision since it was passed in 1993. However, a recent bipartisan expert group was not 
able to reach consensus about comprehensive paid family and medical leave (AEI-Brookings 
Working Group on Paid Family Leave, 2017). One of the challenges to a comprehensive 
approach is that the evidence base is much more developed with regard to paid parental leave 
than it is with regard to paid family leave or paid medical leave.

Reviewing the research on family leave, we find a critical research gap in studies docu-
menting the effects of paid family leave on caregiver outcomes. How such a policy impacts 
the work, health, and caregiving of family caregivers is relatively unknown compared to how 
it affects working parents. Studies of California’s paid family leave policy show that paid 
parental leave increases the labor supply of working mothers and gender equality in leave use 
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between working parents, with larger effects for disadvantaged mothers (for example, Bartel 
et al., 2018; Rossin-Slater et al., 2013). The overall conclusions for family caregivers might be 
similar, but the differences in the nature of child care and elder care could result in variations 
in the research findings. In addition, other factors such as retirement, social security, and 
health care costs should be considered in studying the effects of paid family leave for older 
caregivers. We hope that solid future research, using representative and detailed data, will be 
able to answer these questions.
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19.	 The poverty risks of migrants who retire in 
their host country: evidence from the first 
post-war wave of migration into Europe
Paul Bridgen and Traute Meyer

19.1	 INTRODUCTION

Migrants’ social rights have received increased academic and political attention over the last 
decade, not least because of the significant increase in migration within and into the European 
Economic Area (EEA) over this period. For example, between 2004 and 2018, the number of 
individuals living in the richer EU-15 states who originated from the new European Union 
(EU) member states in Eastern Europe increased by more than 124 per cent (Eurostat, 2018; 
our calculations1). The entry of refugees into Europe has also increased: the number seeking 
asylum in the EU-28 increased by 218 per cent between 2006 and 2014 from 197,000 to 
626,000 (European Parliamentary Research Service, 2015). 

As would be expected, academic, political and media attention has focused on the imme-
diate social policy challenges these movements pose to destination countries (for example, 
Green et al., 2008, p. 40) with less consideration given to the longer-term impact of migration. 
Indeed, with regard particularly to intra-EU migration, the assumption is widespread that 

migrants will return home, if not before retirement then certainly at that stage. The economics 
of migration literature (for example, Stark, 1991; Dustmann, 1996; de Coulon and Wolff, 
2005; Klinthäll, 2006; Hunter, 2011, p. 183) suggests that migrants will generally stay in their 
host country only so long as the wage differential with their country of origin remains in place 
(Dustmann, 1996; de Coulon and Wolff, 2005; Klinthäll, 2006). On retirement, this differen-
tial is removed: the pension rights accrued by migrants in their host country will likely provide 
them with a retirement income with greater purchasing power in their country of origin, so 
they will return to benefit permanently from the wage differential gained while they were 
abroad (Dustmann, 1996; de Coulon and Wolff, 2005; Klinthäll, 2006). 

Yet, there are good reasons to doubt this rather sanguine picture. Firstly, evidence from 
the first post-war wave of mainly economic migration within and to Europe throws consider-
able doubt on these assumptions. This suggests that, while many migrants did indeed return 
(Dustmann, 1996) and that this increased on retirement (Poulain and Perrin, 2002: see also 
Dustmann and Kirchkamp, 2000), a significant number stayed, those who had become inte-
grated through employment, through social contacts and particularly through children born in 
their host country (Edin et al., 2000; Constant and Massey, 2002; Klinthäll, 2003: de Coulon 
and Woolf, 2005). Secondly, the long-term intentions of refugees are more difficult to predict. 
Given these migrants are likely to have fled some form of persecution, return migration seems 
unlikely at any stage of the lifecourse and cannot be assumed.

Against this background, it is important to know the likely financial situation migrants 
will face when they retire. Will their retirement income be sufficient to maintain a level of 
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economic and social participation similar to non-migrants? Will they be in relative poverty? 
Theoretically, as will be seen, there are good reasons to believe they will be, but there is disa-
greement on this point. Few scholars have addressed this question, but our previous empirical 
work indicates migrant vulnerability (see Meyer et al., 2012; Bridgen and Meyer, 2018; see 
also Vlachantoni et al., 2017). We micro-simulated the expected pensions on retirement of 
current hypothetical working-age intra-EU migrants and found migrants’ pensions more likely 
to be below the poverty line than those of similar native workers, mainly because any pension 
rights migrants secure in their country of origin will be almost worthless in their host country 
due to wage differentials. This risk of poverty in retirement rises, we found, the later migrants 
migrate to their host country and the longer the period of labour market disadvantage they 
experience on arrival. 

This chapter complements this work by considering the situation of ‘real’ people: it focuses 
on a sample of retired migrants from the first wave of post-war migration to the EEA. We also 
extend our focus by considering migration into the EEA from outside Europe. This migration 
began shortly after 1945, as economic growth and high levels of employment led to labour 
shortages in several countries, which peaked in the 1960s. At first, it mainly involved migra-
tion from the former colonies of the various European powers, but increasingly it also led to 
movement into the EEA from countries outside the trade bloc, in Europe or elsewhere, some 
for humanitarian reasons (Peach, 1968, 1997; Böhning, 1972; Castles and Kosack, 1973; Salt 
and Clout, 1976; Castles et al., 1984; Heckmann, 1985; Ogden, 1989; Hall and White, 1995; 
King et al., 1996; Ganga, 2006). As mentioned, many of these migrants stayed in Europe 
permanently, settling and retiring there (Castles et al., 1984). This chapter investigates the 
financial situation of this group by using the first wave of the SHARE dataset. 

The chapter is organised as follows. The next section summarises the expectations of the 
literature with regard to the financial situation of migrants on retirement in their host country. 
The following sections explain the chapter’s methods, provide details of descriptive statistics 
and regression results, and finally discuss the significance of the findings. 

19.2	 THEORETICAL EXPECTATIONS ABOUT MIGRANTS’ 
FINANCIAL SITUATION IN RETIREMENT

By and large, economic theory expects that migrants return to their country of origin before or 
on retirement for financial reasons. Consequently, neither the neo-classical nor new economics 
of labour migration literatures2 have considered what happens if migrants stay. Nevertheless, 
economic theory can be used to predict the financial circumstances of migrants if they retire 
in their host country. For example, the literature includes expectations about migrant per-
formance in host country labour markets, an important determinant of the size of migrants’ 
pensions. All variants of the economics literature thus expect migrants to integrate fully in 
their host country labour market as they seek to maximise their income. They will invest in 
human capital, for example, to ensure the wage disadvantage they are likely to experience on 
arrival is progressively dissipated. Migrants may never be able to catch up in terms of overall 
lifetime earnings, but the initial disparity between the earnings of natives and similarly skilled 
immigrants should decline over time (Constant and Massey, 2005). In terms of pension rights, 
this would mean that migrants are not substantially disadvantaged in comparison with native 
workers.
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However, such assumptions have been contested. Dual or segmented labour market theory 
(Piore, 1979) is more pessimistic, particularly when new entrants, like the first wave of 
migrants to Europe, enter the least-privileged parts of the labour market (for example, Castles 
and Kosack, 1973). This theory suggests that movement is difficult out of ‘bad’ jobs in 
peripheral sectors that pay low wages, with no clear promotion trajectory. Lower wage growth 
among migrants compared to native workers in the core economy would lead to increasing 
wage gaps, a situation exacerbated by employment discrimination, based on racism or xeno-
phobia (Becker, 1957). The possibility of migrants overcoming such disadvantages is expected 
to vary in relation to their skills and, relatedly, country of origin (for example, Chiswick, 
2005), and migrants’ original reason for migrating, for example, whether they are economic 
migrants or refugees (Cortes, 2004). Thus, migrants whose human capital, such as language 
skills, is closely aligned with their host country labour market are likely to do better (for 
example, Dustmann and Fabbri, 2003). All continuing disadvantages would prolong migrants’ 
wage gap with native workers, making migrants’ financial situation on retirement substantially 
more precarious than natives.

Empirically, the dual labour market approach has greatest support, regardless of the labour 
market studied. Work on the USA, Germany and Spain (Powers and Seltzer, 1998; Constant 
and Massey, 2005; Comet, 2014) all show migrants substantially over-represented at the 
periphery and less mobile, with significant implications for their wages (Constant and Massey, 
2005; Hall and Farkgas, 2008; Kanas and van Tubergen, 2009; Cebolla-Boado et al., 2015). 
More optimistically, however, the gap between migrants’ and natives’ wages does not always 
appear to have grown over time, and some migrants appear able to improve their wages, if 
not their labour market status, based on skills acquired in the host country, albeit that such 
improvements are very slow: one study on Germany, for example, found migrants took 23 
years to eventually reach wage parity with natives (Constant and Massey, 2005). Moreover, the 
empirical literature confirms that migrants’ prospects vary between their countries of origin. 
Thus, Eastern European migrants to Spain were less susceptible to unemployment during the 
great recession from 2009 than those from Africa and Latin America (Cebolla-Boado et al., 
2015), a finding explained by skill differences, including language proficiency (Kanas and 
van Tubergen, 2009). On the impact of migrants’ original reason for migrating, the literature 
is more mixed, with most studies showing that while refugees initially do worse in the labour 
market than economic migrants, this is short-lived and is sometime reversed over the longer 
term (Cortes, 2004; Ruiz and Vargas-Silva, 2017, 2018; Giri, 2018; Luik et al., 2018; Zwysen, 
2019).

Finally, the new economics literature suggests that the overall financial circumstances of 
retired migrants will be deflated because those who have earned and saved a lot during their 
economically active period are more likely to return early to their country of origin, leaving 
their poorer counterparts to stay in their host country in later life (Stark, 1991; Taylor, 1999; 
Taylor et al., 2003). In contrast, the neo-classical variant suggests that the ‘winners’ of the 
migration process with greater financial wealth will stay the longest in their host country 
(Klinthäll, 2003). On this reading, the most economically successful migrants are fully inte-
grated in the destination country labour market; those who are unsuccessful return home much 
sooner. Empirical work on this question is rare and provides mixed evidence. Thus, Klinthäll’s 
study of the retirement decisions of more than 100,000 older migrants to Sweden from 11 
countries between 1979 and 1996 found migrants who returned had higher average incomes 
during their time in Sweden than those who remained (2006, p. 170). But other studies have 
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found contrary evidence and highlighted the complicating influence of additional factors such 
as house ownership (for example, Bolzman et al., 2004, p. 136). 

Despite differences in the economics literature, it is united in focusing on how migrants’ 
financial circumstances upon retirement are affected systematically by their economic per-
formance. But there are also institutional and sociological factors that might have an impact. 
Institutionally, the welfare state literature expects that the conversion of migrants’ wages into 
a pension will exacerbate their vulnerability (see also Chapter 16 in this volume). Public and 
occupational pension institutions in EU member states have historically been based on the 
presumption of a restricted national population (Warnes, 2007). Entitlements have thus gen-
erally been calculated based on workplace national insurance contributions (some public and 
all occupational) or residency (only public schemes), meaning that migrants’ entitlements will 
generally be lower because most enter their host country later in their working life. The extent 
to which these institutional factors affect migrants’ retirement income will be influenced by 
two factors. The first is the type of pension system operating in migrants’ host country. Thus, 
Biskmarckian systems (for example, Germany and France) operate work-based entitlements 
and are strongly earnings-related, while Beveridgean systems (for example, Denmark and 
the Netherlands) often base entitlement on residency and are more redistributive. Migrants 
would be expected to do better in the latter (Bridgen and Meyer, 2018). Secondly, intra-EEA 
migrants should be better protected against institutional obstacles to pension accrual than 
non-EEA migrants because European law ensures all migrant workers within the European 
single market are able to transfer and aggregate their contributions to first tier, state-run 
earnings-related schemes (for example, Ackers and Dwyer, 2004). Some problems have been 
identified with the operation of this system (for example, Holzmann and Koettl, 2011, p. 49) 
and it did not cover the transfer of private pension rights before 2014 (for example, European 
Commission, 2014).3 Migrants from outside the EEA are not covered and have to rely on any 
bilateral agreements between their country of origin and host country on the transfer of social 
entitlements. Moreover, even if legislation could be relied upon to ensure strict transferability 
between countries most migrants would still be significantly disadvantaged by the substantial 
wage differences between their countries of origin and their host country (see Bridgen and 
Meyer, 2018; Meyer et al., 2012).

Sociologists, on the other hand, emphasise socio-political factors such as migrants’ family 
ties or the political and economic situation in the host or source country (Bolzman et al., 2004). 
For example, some migrants will return to their country of origin because they have strong 
family contacts; others will remain because they have children born in their host country; 
some migrants will remain because the political situation in their source country is unstable; 
others will return because they have encountered racism or prejudice in their host country. 
These factors make it unlikely that migrants’ economic performance alone will determine their 
decisions to stay or go.

In summary, the literature reviewed leads to the conclusion that migrants from lower to 
higher income countries are likely to enter peripheral parts of the labour market, from which 
they will find it difficult to exit. Their lifetime wages and retirement income are thus expected 
to be below those of native workers, but the scale of this difference might vary in relation 
to country of origin. The retirement income will be further affected negatively by entitle-
ment conditions based on national welfare boundaries, which is particularly problematic for 
non-EEA migrants. Finally, while the evidence on saving and return migration is mixed, there 
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are also some grounds to expect that the poorest migrants are more likely to retire in their host 
country. 

Despite these conclusions, the data about migrants’ financial position on retirement is 
limited; we know little about how the finances of migrants and natives compare; and about 
what type of migrant is most at risk of hardship among those who remain in their host country 
on retirement today. Some of these answers do not exist yet, because they refer to ongoing 
processes. It is not clear yet where most of the East–West European migrants of the 2000s will 
retire, for example. It is less obvious why we also know nothing about how migrants from 
previous waves of migration who have retired some time ago fare today. These individuals 
have simply not been studied. It is the aim of our chapter to contribute some knowledge to 
this gap. We hope that by studying the experience of the first wave of migrants to the EEA 
who retired in their host countries we will not only learn something about their financial cir-
cumstances, but also be able to draw some conclusions for the situation of those East–West 
European migrants who came during the 2000s, many of whom, too, will retire in their host 
countries one day.

19.3	 METHODS

The aim of this chapter is to explore the current financial situation of the first wave of migrants 
into the EEA who have decided to stay and retire in their host country. To this end, we are 
using data from wave one (2004/5) of the SHARE database. This database is a cross-national 
panel, administered from the Mannheim Research Institute that covers a range of topics, 
including health, assets, employment, retirement and pension provision (see also Chapter 6 in 
this volume). It is based on a probability sample of the over 50-year-old, non-institutionalised 
population in 14 countries – Austria, Belgium, Czech Republic, Denmark, France, Germany, 
Greece, Israel, Italy, the Netherlands, Poland, Spain, Sweden and Switzerland. The data was 
collected by national teams using a common questionnaire translated into the local language 
(see Börsch Supan and Jürges, 2005). The overall household response rate for wave one, 
at 61.8 per cent, was significantly higher than other European scientific surveys, with most 
national response rates well above 40 per cent.

Because we are interested in the first wave of migration into the EEA we selected individuals 
from the 11 European countries in the SHARE sample – Austria, Belgium, Denmark, France, 
Germany, Greece, Italy, the Netherlands, Spain, Sweden and Switzerland.4 We excluded the 
Czech Republic, Israel and Poland, and no data was available for Ireland. From this sample, 
we chose only individuals who were retired, which comprised 13,389 persons. After removing 
migrants who were under 18 when they migrated (N=397), 638 (5 per cent) were identified 
as migrants because their country of birth differed from their country of residence. This 
restriction was important because we were interested in the impact on migrants of late entry 
into their host country labour market. The latter was expected to reduce and/or delay migrants’ 
entitlement to host country pensions, thus diminishing their chances of accruing a retirement 
income close to native citizens.

We split the migrant sample into two groups based on their country of origin. Group one 
included all migrants from EEA countries and Switzerland. Group two included all migrants 
from outside the EEA. This division was based on our previous work which suggests migrants’ 
pensions are likely to be affected by (1) the economic development of their country of origin, 
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particularly its wage levels compared to their host country; and (2) the varying regulatory 
relationships between the welfare institutions of the countries in which they have lived (Meyer 
et al., 2012; Bridgen and Meyer, 2018). Such a division was also consistent with the literature 
detailed above which suggests differences in migrants’ labour market performance based on 
(1) variations in the perceived value in their host country of the human capital developed in 
their country of origin; and (2) whether they are economic migrants or refugees. Thus, we 
would expect the EEA group to be advantaged in relation to their human capital and because 
fewer, if any, of them are likely to be refugees.

To determine the financial circumstances of the natives and migrants in our sample, we 
chose individuals who had recorded an amount when asked about payments from a public and/
or occupational pension and who received a lump sum amount on retirement.5 This comprised 
7,697 natives and 419 migrants. The sums recorded in answers to these questions were for 
a variety of time periods and so we converted them all into annual payments.6 The annual 
amounts received by these individuals from the various sources were then summed and com-
pared with the national relative poverty line in 2004/05 of the country within which they were 
living. This was calculated as 40 per cent of the gross average wages based on Organisation 
for Economic Co-operation and Development data (OECD Stat, 2018).7 

We ran binary logistic regression models to estimate the impact of migrant status on the 
relative poverty situation of retired individuals within the two groups compared to native-born. 
We first compared all native-born individuals with all migrants. In model one, no control var-
iables were included. In model two, we controlled for demographic variables, such as gender, 
age and marital status, and an educational variable (see below). Finally, in model three, we 
included employment variables likely to affect pension entitlement, such as the size of the 
individual’s last employer and whether it was in the public or private sector. We also included 
a variable to assess individuals’ managerial status based on whether they had supervisory 
responsibilities in their last job (question EP057). Based on the pensions literature we expected 
that older individuals, women in particular, would be more vulnerable to poverty in retirement 
(for example, Ginn, 2003). We also expected greater vulnerability for individuals with lower 
levels of education and for those whose last employment was in private sector firms, particu-
larly if these had 200 employees or fewer.8 This is because small employers are less likely to 
offer occupational pensions or, where they do, they are less generous (Ebbinghaus, 2010). 
We used a survey question on further education (DN012), dividing our individuals based on 
whether they had experienced some or no further education. Size of last employer was also 
dichotomised using the scales included in question EP056: those individuals who recorded 
their last employer as employing 1–5, 6–15, 16–24 and 25–199 people were grouped together, 
with those recording their last employer as employing 200–499 or 500 people and above 
grouped separately. Ideally, more details of our sample’s labour market history would have 
been included, such as their wage trajectory, but no such data was available.

To determine the extent to which country of origin affected the results of these regressions 
we ran them again using the same models but first comparing non-migrants with migrants 
from the EEA, and then comparing non-migrants with migrants from outside the EEA. Finally, 
we ran similar regressions comparing the two migrant groups but additionally controlling for 
age of migration. This was to test the impact on retirement poverty risk of the age at which 
migrants from inside and outside the EEA migrated into the EEA. It also allowed us to inves-
tigate other reasons for any differences between the two groups, particularly the impact of 
education and labour market performance.
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19.4	 DESCRIPTIVE STATISTICS

The descriptive statistics for all variables used in the multivariate analysis are listed in Table 
19.1. This shows the number of migrants coming from the EEA was slightly smaller (2.5 per 
cent) than the number coming from countries outside the EEA (2.7 per cent). Overall, there 
were more males in the sample than females, but this was not the case for EEA migrants, 
among whom females (51.5/48.5 per cent) were more prevalent. The age ranges of each group 
were very similar: the percentages over 70 in the native-born and EEA migrant group were 
near-identical (60.3 per cent and 60.9 per cent), while 62.7 per cent of non-EEA migrants 
were over this age. However, EEA migrants were slightly younger when they migrated 
(29/34 per cent). There were no substantial differences in the marital status of the three 
groups. However, educationally, the non-EEA migrant group had fewer individuals who had 
experience of further education. With regard to the variables used in model 3, the number of 
individuals whose last job had been in the public sector was similar for native-born (26 per 
cent) and non-EEA migrants (24.9 per cent) but lower for EEA migrants (19.5 per cent). Last 
employment in a larger firm was more common among non-EEA members of the sample (30.3 
per cent) than those who were native-born (24.3 per cent) or from the EEA (25.7 per cent). 
Finally, supervisory responsibilities in last employment was most common among native-born 
individuals (33.9 per cent) and identical between EEA (30.1 per cent) and non-EEA migrants 
(30.1 per cent).

Table 19.2 shows the countries of residence and origin of our sample. Of the 15 countries 
of origin of migrants in the EEA group, 13 are full members of the EU since 1995 (that is, 
the EU-15), Norway is a member of the EEA and participates in the EU single market and 
Switzerland is closely associated with both the EEA and the EU single market. Of the 35 
countries of origin of the non-EEA group, 18 are in Europe from which 119 migrants originate. 
Most of these countries were formerly in the Eastern bloc, communist before the bloc’s col-
lapse in 1989. Of the 17 other countries of origin, from which 98 migrants originate, five are in 
Africa, six are in Asia, five are in Latin America and one is in North America. These migrants 
settled in the 11 countries. Most EEA migrants settled in Sweden (20.7 per cent), Belgium 
(19.8 per cent) and Switzerland (15.2 per cent); most non-EEA migrants settled in Germany 
(33.2 per cent) and France (27.6 per cent). 

19.5	 RESULTS

The results for the first regression are detailed in Table 19.3. This compared the pension 
income in relation to the poverty line of all native-born retired individuals with all retired 
migrants. The results show that the latter are at significantly greater risk of poverty in retire-
ment in all three models. In model one, without the addition of control variables, the odds that 
a migrant will be above the poverty line in retirement is 0.8 times that of a non-migrant. This 
situation worsens in models two and three when controls are added to account for alternative 
explanatory variables. Thus, in model two, including demographic variables and an education 
variable, the odds of migrants being above the poverty line diminishes to 0.71 times that of 
non-migrants. With the addition of variables to account for type of employer (public/private 
sector, large/small) and job status (model three) the migrants’ odds rise slightly to 0.73, still 
below those recorded in model one. As expected, a large number of the control variables are 
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also significantly correlated with risk of poverty in retirement. Of these, the greatest impact is 
for individuals in registered partnerships compared to single individuals, and for the employ-
ment variables. On the former, an individual in a registered partnership is 2.3 (model two) or 
2.2 (model three) times more likely to be above the poverty line than a single individual. Of the 
employment variables, the greatest impact is for supervisory responsibilities. Individuals who 
had these in their last job are 2.4 times more likely than those without such responsibilities to 
be above the poverty line in retirement. The odds are also increased for those whose last job 
was in the public sector (1.8 times) or who worked in a larger firm (1.5 times). 

How does this situation change when account is taken of migrants’ country of origin? 
Tables 19.4 and 19.5 show the results of regressions comparing the pension income in relation 
to the poverty line of all native-born retired individuals with all retired EEA migrants (Table 
19.4), and all native-born retired individuals with all retired non-EEA migrants (Table 19.5). 
These tables show it is non-EEA migrants who face an increased risk of poverty in retirement. 
No significant correlations are found in relation to migration for any of the three models that 
compare EEA migrants and non-migrants (Table 19.4). In contrast, all models comparing 
non-EEA migrants and non-migrants show significant risks for migration, which increase 
when the alternative explanatory variables are accounted for (Table 19.5). Thus, in model one, 
non-EEA migrants are 0.58 times as likely as non-migrants to be above the poverty line in 
retirement. In models two and three, they are respectively 0.44 and 0.45 times as likely. The 
risks found in these models for non-EEA migrants compared with non-migrants are signifi-
cantly greater than those found in the models that compared all migrants with non-migrants 
(Table 19.6).

Table 19.6 shows that this difference in retirement poverty risk between EEA and non-EEA 
is not caused by differences in the average age at migration of the two groups. Certainly, 
migration age matters greatly for retirement income because even if there are entitlements 
which can be migrated from the country of origin, these are likely to be very low, as discussed 
initially. We also saw above that EEA migrants generally migrated earlier than non-EEA 
ones. However, the retirement poverty risk of individuals from outside the EEA remains 
significantly greater than for EEA migrants even after this variable is accounted for. In model 
two of Table 19.6, an EEA migrant is 2.9 times more likely to be above the poverty line than 
a non-EEA migrant; in model three, the figure is similar. Of the other factors included in these 
models, only gender, education and supervisory responsibilities exert a significant impact, 
with the last variable most important. Thus, an EEA migrant with supervisory responsibilities 
in the last job is almost twice as likely as a non-EEA migrant in the same position to be above 
the poverty line in retirement. In contrast, further education only increases their chances by 0.3 
times (model two) and 0.4 times (model three).

19.6	 DISCUSSION 

The main finding of this study is that migrants living in the EEA who stayed in their host 
country on retirement are at significantly greater risk of relative poverty than native retired 
citizens, but this increased risk varies depending on migrants’ country of origin. Those who 
moved into the EEA from countries outside it are at greater risk, those who moved within 
the EEA are not. The latter’s late entry into their host country labour market does not seem 
to disadvantage them in the long term. This result is consistent with the findings of our pre-
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Table 19.7	 Education and supervisory responsibilities of EEA and non-EEA migrants

EEA migrant (%) Non-EEA migrant (%)

Further education but no supervisory 
responsibilities

57.4 62.8

No further education and supervisory 
responsibilities

22.4 20.9
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vious work that retired migrants who stay in their host country are particularly vulnerable 
to retirement poverty when they move from a country that has significantly lower average 
wages. Our previous study showed current intra-EU migrants from the poorer, post-expansion 
Eastern countries to be more vulnerable to retirement poverty than those from other EU-15 
countries based on projections of current migrants’ retirement income (Bridgen and Meyer, 
2018). This study confirms this finding based on SHARE data relating to the migratory 
experiences, working lives and pension income of ‘real people’: it shows migrants who have 
moved between countries with similar wage levels within the EEA are at less risk of retirement 
poverty than those coming from outside the EEA, where relative wage rates would have been 
lower. 

Other factors are also likely to explain the greater poverty risk we found for retired 
non-EEA migrants in this study. Firstly, legislative arrangements for pension transfer are 
better developed within the EEA than between EEA countries and those outside the trading 
bloc. It would therefore have been easier for intra-EEA migrants than non-EEA migrants to 
access retirement income from their country of origin. As a result, it is plausible that more of 
our EEA migrants than non-EEA ones included a pension from their country of origin when 
reporting their pension for the SHARE survey. However, the SHARE questionnaire does not 
ask respondents to specify the national source of their retirement income, so further research 
is required on this matter. 

Secondly, it is noteworthy that our results comparing EEA migrants and non-EEA migrants 
found differences in the relationship between individuals’ education and their labour market 
status. In particular, the educational credentials of non-EEA migrants seem to carry less weight 
in their host country than those of similarly skilled migrants from other countries of origin. 
Thus, more non-EEA than EEA migrants with further education did not have supervisory 
responsibilities in their last job. Conversely, more EEA migrants had supervisory responsibil-
ities despite no further education (Table 19.7). This finding is also reflected in model three of 
the regression comparing EEA and non-EEA migrants (Table 19.6) which found that super-
visory responsibility reduced to a much greater extent the poverty risk of EEA migrants (1.98 
times) than education (0.36 times). If educational achievement between the two groups was 
equally valued, we would expect these odds to be much closer. These findings are consistent 
with previous work suggesting contextual factors affect how similarly skilled migrants fare in 
their host country (for example, Cebolla-Boado et al., 2015) and seem likely to have reduced 
the pensions that non-EE migrants would have accrued by retirement.

Finally, it is possible that our results are at least partially explicable based on differences of 
migrant type. As has been seen, most previous investigations suggest that economic migrants 
outperform refugees in their host country’s labour market, but that this is normally of short 
duration. The difference between the two types of migrant would thus not be expected to have 
a long-term impact on the respective pensions of the two groups. However, given that it is 



Table 19.8	 Pension type in EEA and non-EEA migrants countries of residence and 
origin of individuals in SHARE sample

Country of residence Overall (%) EEA (%) Non-EEA (%)

Bismarckian
Austria 8.1 7.8 7.4
Belgium 12.2 19.8 3.2
France 14.0 12.9 27.6
Germany 11.8 8.8 33.2
Greece 9.4 0.0 2.8
Italy 4.8 0.0 0.9
Spain 6.2 1.8 0.9
Total 66.5 51.2 76.0

Beveridgean
Denmark 6.2 0.5 0.9
Netherlands 8.2 5.5 9.2
Sweden 14.5 20.7 10.1
Switzerland 4.6 15.2 3.7
Total 33.5 41.9 24.0
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likely that our non-EEA migrant group contains a greater proportion of refugees this cannot be 
ruled out as an explanation for our results. 
There are some limitations to this study. Firstly, SHARE data only covers individuals’ public 
and occupational pension provision. Some of our individuals might have supplemented this 
income with their own private retirement savings. There is some evidence that migrants save 
more than natives (for example, Merkle and Zimmerman, 1992), which would mean that 
our results would underestimate migrants’ retirement income relative to natives. However, 
this concern is reduced given that increased saving among migrants is generally associated 
with individuals who return quickest to their country of origin, not those like our sample who 
remain (Piore, 1979; De Arcangelis and Joxhe, 2015). 

The second limitation concerns the exclusion in our regressions of the varying types of 
pension system migrants would have been members of in their host country. As mentioned, 
Bismarckian and Beveridgean systems vary substantially in terms of coverage, universality 
and redistribution, with likely implications for migrant entitlement and thus retirement 
income. Our sample size was too small to allow the results to be broken down by host country 
or in relation to pension types. Thus, this cannot be ruled out as an alternative explanation for 
our results given more of our EEA migrants moved to countries with Beveridgean systems in 
which more inclusive and redistributive entitlement would generally be expected (Table 19.8). 
More research is required to determine the importance of this factor.

NOTES

1.	 Data is not available for all EU-15 countries. The figure for France is for 2005.
2.	 The neo-classical approach models migrants’ behaviour as driven solely by relative wage levels; 

if the gap narrows between these in favour of a migrant’s country of origin, they are more likely 
to return (Sjaastad, 1962). The ‘new economics’ of migration adopts a more holistic approach, 
including for example migrants’ preferences for their country of origin and family context. On 
this reading, migrants are target savers who will return home once their target has been reached or 
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once it is no longer feasible that it will be reached (Stark, 1991; Dustmann, 1996; Dustmann and 
Kirchkamp, 2000).

3.	 For a fuller review of the literature on pension transfer within the European single market, see 
Meyer et al. (2012).

4.	 Switzerland was included because, while it is not a member of the EEA, it is a founding member of 
the European Free Trade Area, and consequently has close associations with the EEA and the EU 
internal market.

5.	 We considered excluding lump sum payments because these are normally only received in the first 
year of retirement, and are generally designed not to provide an immediate source of income, but 
to facilitate the purchase of an annuity protecting income throughout retirement. However, not all 
retirees purchase an annuity, so excluding lump sums could falsely exaggerate relative poverty 
levels. Moreover, the impact of this source of income turned out to be marginal.

6.	 Monthly and four-weekly time periods were grouped together in the database with no indication 
given of the precise time period of each amount in this group. If these time periods had been sep-
arated we would have multiplied the former by 12 and the latter by 13 to give an annual amount. 
However, because this was not possible we multiplied all amounts by 12. This means that the 
amount of pension received by some individuals is a slight underestimate. There is no means of 
determining the scale of this underestimation nor its impact on the overall results, but it is likely to 
be marginal.

7.	 Average annual wages are for full-time and full-year equivalent employees in the total economy.
8.	 We assumed individuals’ last employment was typical of employment earlier in their life. Ideally, 

we would have amended this variable based on data on the length of time each individual had spent 
in their last employment, but no data was available for us to do this.
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20.	 Employment history and later life satisfaction 
among three cohorts in the UK: unravelling 
the mediating pathways of pension security, 
housing tenure and health
Jane Falkingham, Maria Evandrou, Min Qin and Athina 
Vlachantoni 

20.1	 INTRODUCTION

By the late 20th century, it had become widely accepted that there is more to human life than 
just material fulfilment. As a result of the growing dissatisfaction with economic measures of 
wellbeing, most notably gross domestic product (GDP), in February 2008 Nicolas Sarkozy 
asked Nobel laureates Joseph Stiglitz and Amartya Sen, along with French economist 
Jean-Paul Fitoussi, to establish a Commission in order to consider better ways of measuring 
social progress. Their report published in 2009 advocated for the greater use of subjective 
measures of wellbeing for designing policies and assessing societal progress (Stiglitz et al., 
2009). As a result, a range of social indicators have supplemented the traditional economic 
measures with life satisfaction emerging as a key indicator of subjective wellbeing, reflecting 
an overall assessment of feelings and attitudes about one’s life. The UK has been collecting 
national life satisfaction statistics since 2010 (Office for National Statistics, 2018), and other 
nations such as Germany and Australia have ongoing large, longitudinal panel studies in which 
life satisfaction is tracked over time (Diener, 2000). 

Recent research using data from the Survey of Health and Retirement in Europe (SHARE) 
has highlighted the important role of continuous work histories for quality of life at older 
ages in Europe (Wahrendorf, 2015). Over the past two decades, however, there has been an 
observed trend across Europe, including the UK, towards increasing labour market insecurity, 
with, for example, a rise in self-employment, temporary contracts, part-time jobs, short-tenure 
jobs and zero-hours contract working and a decline in the number of people saving into occu-
pational pension schemes (Department for Work and Pensions, 2013a; Gregg and Gardiner, 
2015). Given the link between employment histories and later life satisfaction, an important 
question arises as to whether such insecurity leads to poorer wellbeing as measured by life 
satisfaction amongst future cohorts of elders, and if so, how. This chapter explores the links 
between employment, pensions, housing and health in order to shed new light on the rela-
tionship between lifecourse employment history and later life subjective wellbeing, and the 
potential pathways in between. To the best of our knowledge, this is the first attempt to holisti-
cally examine the relationship between lifecourse employment history and later life subjective 
wellbeing in the UK, and thus makes an important contribution to the academic literature as 
well as the evidence base for policy.
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20.2	 CONCEPTUAL FRAMEWORK

Empirical studies have shown that at one point of time employment is associated with life sat-
isfaction in a range of ways. As well as being directly related to income, work can also provide 
important psychosocial benefits including a sense of belonging to a social network, a sense of 
control and autonomy and a sense of reward (Department of Health, 2014). Cross-sectional 
studies show that individuals in unemployment tend to report lower levels of wellbeing than 
those in employment (Bambra and Eikemo, 2009). Those with greater job security and better 
job quality tend to have higher levels of wellbeing (Domenighetti et al., 2000), while individ-
uals claiming Job Seekers’ Allowance report poorer mental health than the general population 
(Department of Health, 2014). 

The lifecourse approach explicitly recognises that changes over time will play a key role in 
shaping micro- and macro-level factors affecting wellbeing in older age, with events earlier 
in the lifecourse shaping later life outcomes (Fulle-Iglesias et al., 2009). Recent longitudinal 
studies have found that adverse physical working conditions or involuntary job loss have 
long-term consequences for individuals’ health and quality of life at older ages (Platts et 
al., 2013; Schröder, 2013). A study examining individuals’ employment trajectories and 
later quality of life found that mixed work histories for women and regular employment 
histories with late retirement for men are associated with the highest quality of life in old age 
(Wahrendorf, 2015). In contrast, early retirement, or a history of ‘taking care of the home’ for 
women, are related to lower quality of life (Wahrendorf, 2015). However, the exact pathways 
whereby earlier work histories affect later life wellbeing are not well quantified, and altogether 
it is postulated that this relationship may be reflecting different levels of occupational hazards, 
financial circumstances after retirement (especially pensions) and access to favourable 
housing conditions (Wahrendorf, 2015; Wahrendorf et al., 2013). Drawing upon this existing 
body of work, in this chapter we put forward the following conceptual framework which links 
individuals’ lifecourse employment history and later life satisfaction via the pathways of 
pension security, housing tenure and health (Figure 20.1).

Pension security has been found to be important for older people’s subjective wellbeing. 
For instance, Olivera and Ponomarenko (2017) found a negative association between pension 
insecurity and subjective wellbeing. Those individuals who are more affected by pension inse-
curity are those who are further away from their retirement, have a lower income and do not 
expect private pension payments (Olivera and Ponomarenko, 2017). In the UK, occupational/
private pensions have been critical in securing financial adequacy for older people due to a rel-
atively low-value state pension (Vlachantoni et al., 2017). However, the likelihood of being in 
receipt of an occupational/private pension is related to prior labour market participation. Some 
disadvantaged groups, for example, women, members of some black and minority ethnic 
groups and those in low pay jobs are all less likely to be members of an occupational pension 
scheme and are less likely to be saving for a private pension (Bardasi and Jenkins, 2010; 
Foster, 2013; Vlachantoni et al., 2017), while those with predominantly full-time employment 
have significantly higher incomes in later life (Sefton et al., 2011). Given this literature, it 
might be expected that respondents with certain types of employment trajectories may be at 
a disadvantage in terms of receiving an occupational/private pension when they reach later life 
and that this in turn may influence their later life satisfaction. Thus, our first working hypothe-
sis is that pension security will mediate the association between lifecourse employment history 
and later life satisfaction. 



Source: Authors’ conceptualisation.

Figure 20.1	 Conceptual framework of hypothesised pathways of the effect of lifecourse 
employment history on later life satisfaction
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Home ownership provides older people with various important social and economic benefits 
such as increased security, neighbourhood stability, social involvement and a greater sense 
of control and belonging (Dietz and Haurin, 2003). Previous research indicates a positive 
relationship between home ownership and life satisfaction (Rohe et al., 2000; Zumbro, 2014). 
However, employment insecurity may impede the entry into home ownership. In highly 
marketised housing provision systems, where mortgages are readily available to those in 
secure employment, the negative effect of employment insecurity on the transition into home 
ownership may be accentuated as a stable labour income is needed in order to accumulate the 
necessary down-payment in order to purchase housing (Lersch and Dewilde, 2015). Thus, it 
might be expected that respondents with certain types of employment trajectories may be at 
a disadvantage in terms of owning their own house and that this in turn may influences their 
later life satisfaction. Thus, our second working hypothesis is that housing tenure will mediate 
the association between work history and later life wellbeing. 

A number of studies have shown that life satisfaction is related to health outcomes such 
as self-reported health and health behaviours. As the level of life satisfaction decreases, the 
prevalence of fair/poor general health and disability increases (Bambra and Eikemo, 2009). 
Previous studies have also found that work histories are associated with later life health; for 
example, women who experience full-time work both before and after focusing on family 
life are likely to have the most favourable later life health outcomes (Stone et al., 2015). 
Employment history may also be related to health-risk behaviours, in particular, in the case of 
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unstable careers of men (Head et al., 2004). Thus, our third working hypothesis is that health 
will mediate the association between employment history and later life satisfaction.

There are, however, also relationships between individuals’ pension income, housing tenure 
and health. The combination of home ownership and a private pension reduces the risk of 
insufficient income in later life in comparison to having just one or the other (Banks et al., 
2004). Having access to a higher income brings both consumption and status benefits to an 
individual (Clark et al., 2007). By contrast, inadequate housing conditions are known to have 
a significant impact on health outcomes, and there is a known social gradient in both housing 
quality and for housing-associated health outcomes (Braubach and Savelsberg, 2009). Thus, 
we might expect the pathways to interact with one another, for example, pension security 
may affect later life satisfaction directly and also indirectly through health; similarly, housing 
tenure may be directly associated with life satisfaction and may also operate indirectly through 
its relationship with health; finally, pension security may impact individuals in terms of both 
their housing and health. Our fourth working hypothesis is therefore that the association 
between lifecourse employment history and later life satisfaction is mediated by complex 
pathways combining individuals’ pension security, housing tenure and health. 

A number of other characteristics have also been found to be associated with life satisfac-
tion, including a range of demographic factors (Baird et al., 2010; Dolan et al., 2008; Gana et 
al., 2013). Numerous studies on life satisfaction have found a U-shaped curve with age; with 
higher levels of wellbeing at the younger and older age points, and the lowest life satisfaction 
occurring in middle age. Women tend to report higher happiness than men. However, when 
specific subsets are examined, such as individuals who cannot work due to health problems or 
those who provide informal care for others, the gender effect disappears. Family and friends, 
for example, being married and having intimate relationships, as well as having children are 
also associated with life satisfaction. Therefore, in our conceptual model in Figure 20.1 we 
include a range of control variables in order to capture the respondents’ age, partnership and 
other personal characteristics.

To summarise our contribution, existing studies examining the relationship between 
employment history and later life satisfaction have mainly been based on the characteristics 
of employment history such as frequent job changes or periods of unemployment (Bartley and 
Plewis, 2002; Wahrendorf et al., 2012) and few studies have examined the entire lifecourse 
employment trajectories. Even fewer studies have explored the mechanisms or pathways by 
which earlier work histories influence later life wellbeing. In order to fill such research gaps, 
this study aims (1) to identify the patterns of early adult trajectories (aged between 20 and 60 
years) in three younger-old cohorts born in 1940–44, 1945–49 and 1950–54, using retrospec-
tive longitudinal information on individuals’ work history; (2) to examine the extent to which 
late life satisfaction is associated with earlier employment trajectories; (3) to test whether such 
associations are mediated by individuals’ pension security, housing ownership and health. The 
hypotheses of this study are formulated as follows:

Hypothesis 0: Lifecourse employment history is associated with later life satisfaction. 
Hypothesis 1: The association between lifecourse employment history and later life satisfac-
tion is mediated by pension security.
Hypothesis 2: The association between lifecourse employment history and later life satisfac-
tion is mediated by housing tenure.
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Hypothesis 3: The association between lifecourse employment history and later life satisfac-
tion is mediated by health.
Hypothesis 4: The association between lifecourse employment history and later life satis-
faction is mediated by complex pathways involving interactions between pension security, 
housing tenure and/or health.

20.3	 DATA AND METHODS

This study analyses data from the United Kingdom Household Longitudinal Study (UKHLS). 
The UKHLS has been collected since 2009, and its aim is to improve understanding of social 
and economic change in Britain at household and individual levels (Jessop, 2015). The study 
began with a representative probability sample of over 40,000 households. The sample for 
the first wave of the study consists of two groups: the General Population (GP) sample, 
selected from the Postcode Address File in Great Britain and the Land and Property Services 
Agency list of domestic properties in Northern Ireland; and a boost sample of minority ethnic 
groups. A third sample group, the Innovation Panel (IP) consists of 1,500 households. The IP 
is a forerunner to the main UKHLS survey and was conducted 12 months before the start of 
wave 1. The IP is designed to allow methodological research to inform the fieldwork process 
for the main stages of the survey. Adult household members (age 16 or older) are interviewed 
face-to-face (with the Self-Completion Modules such as the Satisfaction Module) and/or tele-
phone interviews, and the same individuals are re-interviewed in successive years to see how 
things have changed. The data consists of a wide range of investigations (see also Chapter 8 in 
this volume). Wave 5, collected in years 2013 to 2015, includes a module collecting retrospec-
tive working history data, providing the opportunity to examine the full employment careers 
of men and women aged 60 and over.

The analytical sample for the chapter is restricted to respondents aged 61–75 in the years 
between 2013 and 2015, representing the three birth cohorts born in 1940–44, 1945–49 and 
1950–54. The choice of the lower age of 61 reflects the fact that during the period of study 
eligibility for the public state pension age was 60 for women and 65 for men (Department for 
Work and Pensions, 2013b). The upper age limit of 75 was chosen to minimise the impact of 
changes in happiness related to age. According to recent data for the UK, the pattern of happi-
ness among adults is U-shaped: it is high in the late teens, declining to a nadir in the 45–49 age 
group, then rising again in the late 60s and 70s (Hawkes, 2012); thus, we have chosen this age 
range in order to minimise the potential of any non-monotonically increasing or decreasing age 
effect (Graham and Pozuelo, 2017). It is noted that the range of ages 61–75 may include some 
early exits from the labour market prior to the public state pension age amongst men; it may 
also include potential labour market involvements beyond the state pension age. The employ-
ment trajectories are, however, limited to periods of employment between ages 20 to 60.

The fifth wave of the UKHLS includes employment history data from 97,933 men and 
women aged 16 and above. Of these, 3,490 were aged 61–75 at the time of the retrospective 
interview and have complete information on employment histories, consisting of 1,626 men 
and 1,864 women (n = 3,490).
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20.3.1	 Measurements

20.3.1.1	Lifecourse employment history trajectories 
The UKHLS asked respondents about all periods in or out of employment since they left 
full-time education, even if such periods only lasted for a month. Each period was then clas-
sified according to whether the respondent was in paid employment or otherwise engaged in 
doing things such as looking after the family, being in education or unemployed and looking 
for work. The options being in or out of employment for each period include 12 states: 
self-employed, full-time employed, unemployed, retired, on maternity (or paternity) leave, 
looking after family or home, full-time student/at school, long-term sick or disabled, on a gov-
ernment training scheme, national service/war service, and something else. 

20.3.1.2	Overall life satisfaction 
Respondents were asked to score their own satisfaction of life using a 7-point scale, from 1 
(very unsatisfied) to 7 (very satisfied). Thus, a higher score is indicative of a high level of life 
satisfaction (LS). Research shows that such LS scales reflect the quality of respondents’ lives 
in a valid manner (Diener et al., 2013). Sociologists and psychologists usually consider the 
LS score as cardinal and comparable across respondents, and thus run ordinary least squares 
(OLS) regressions on LS and changes in LS; economists usually assume that the variable is 
ordinal and mainly use ordered latent response models. One recent study found that assuming 
cardinality or ordinality of LS scores makes little difference in results (Ferrer-i-Carbonell and 
Frijters, 2004). For the purposes of the analysis here, the LS scale was treated as a continuous 
(that is, cardinal or interval) variable.

20.3.2	 Mediating Factors

Three mediator factors can be affected by individuals’ lifecourse employment history, and by 
extension, can affect individuals’ feeling of life satisfaction in later life. 

Pension security was measured by whether the individual was currently in receipt of an 
occupational or private pension. It equals 1 if yes; and 0 if not. 

Housing tenure was captured by three categories in the UKHLS: home owned outright, 
home owned with a mortgage, and home rented. In the multivariate pathway analysis, given 
that Mplus only allows binary mediators, we elected to combine home owned outright and 
with a mortgage as one subgroup, given that owner occupiers enjoy greater security of tenure. 
The measurement equals 1 if respondents are home owners and 0 if they are renters.

Health status was measured by self-rated general health, which has five options in the 
UKHLS: excellent, very good, good, fair and poor. We combined excellent, very good and 
good as one subgroup, contrasted against another combined subgroup including fair or poor 
health. Health equals 1 if the respondents reported excellent, very good or good health; and 0 
if they reported fair or poor health.

20.3.3	 Control Variables

The control variables used in the multivariate pathway analysis reflect demographic charac-
teristics (age and gender), familial network (marital status and number of children), current 
working status and rural/urban residence. 
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20.3.4	 Analytical Plan

The analyses were carried out in two stages. First, we applied sequence analysis in order to 
group similar earlier life employment histories into empirically distinct clusters. More spe-
cifically, the individual sequences were compared and the differences between each single 
sequence were calculated. Several alternative techniques or ‘distance measures’ exist, where 
differences are calculated in terms of the specific ‘costs’ required to turn one sequence into 
another. These costs increase by substituting one state with another (substitution cost) or 
deleting and/or inserting one state into a sequence (Halpin, 2012). For our analyses, Lesnard’s 
dynamic hamming distances were used (Lesnard, 2010). This considers the time dimension or 
‘calendar’ in the data, as well as the transitions from one state to another, allowing the costs 
to vary over time, for example, there is a lower probability of moving from full-time employ-
ment to retirement when the respondent is younger. More specifically, ‘costs’ are defined on 
the basis of transition rates for each time-point (age) separately, and not defined and fixed by 
the researcher but rather reflect the actual sequences in the data. Different cluster solutions 
were compared, with an eight-cluster solution allowing the identification of meaningful clus-
ters. Calculations and graphs were based on the SADI-package and the sq-Package in Stata 
(Brzinsky-Fay et al., 2006; Halpin, 2014).

In the second stage, we conducted path-analysis in order to examine the pathways between 
lifecourse employment history cluster membership produced in the first stage and later life 
satisfaction, with a set of mediating variables guided by the conceptual framework (Figure 
20.1). Path-analysis was performed by fitting a set of regression equations under the assump-
tion that the model is not affected by unmeasured confounding (De Stavola et al., 2014). The 
analysis focuses on the effects of interest, that is, the indirect effects via the mediator variables. 
In the results section, Figure 20.3 presents the un-standardised coefficients for each direct path 
within the models (all adjusted for sex, age, marital status, number of children, current job 
status and rural/urban residence). These were either based on probit regression models (when 
studying the path between employment history and mediator binary variables) or on linear 
regressions (when studying effects on life satisfaction score). Two goodness-of-fit indices, the 
Comparative Fit Index (CFI) and the Root Mean Square Error of Approximation (RMSEA), 
each related to a specific aspect of the model, were used to quantify the degree of corre-
spondence between the model and the data (Muthén and Muthén, 2017). The CFI compares 
the model’s fit to an independent model (with uncorrelated variables), with a higher value 
indicating a better fit. A CFI above 0.95 indicates a good fit. The RMSEA is an index of model 
fit where 0 indicates a perfect fit, implying that lower scores are preferred. The goal is a model 
with an RMSEA of less than 0.05, although there is some flexibility (Muthén and Muthén, 
2017). Indirect effects were computed by multiplying the relevant path coefficients. The 
statistical significance was considered at the 5 per cent level and the analysis was performed 
using Mplus 8 (Muthén and Muthén, 2017), which allows for estimating pathway models with 
categorical as well as continuous variables.
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20.4	 RESULTS

20.4.1	 Employment Trajectories amongst Those Aged 61–75

Figure 20.2 shows a summary of the lifecourse trajectories of economic activity experienced 
by individuals in each of the eight clusters. Cluster 1 (full-time employed) shows a group who 
spent the majority of their working lives in full-time employment; Cluster 2 (early retirement) is 
a group who spent most of their working lives as full-time employed, but retired before age 60; 
Cluster 3 (full-time returning) shows a group who experienced a period looking after a home/
family, but then returned to full-time work; Cluster 4 (full-time-employed-to-self-employed) 
is a group who spent more than 20 years of their working lives as full-time employed and then 
switched to being self-employed; Cluster 5 (self-employed) is a group of respondents who 
spent most of their working lives being self-employed; Cluster 6 (family caring) is a group 
who spent the majority of their lives looking after a home/family; Cluster 7 (inactive/atypical) 
is a group without a clear pattern of employment experiences, but with a small subgroup of 
long-term sick/disabled persons; and finally, Cluster 8 (part-time returning) is a group who 
experienced a period looking after a home/family, and then returned to part-time work. Thus, 
the clusters are named as follows: Cluster 1 (36.6 per cent): full-time employed; Cluster 2 
(13.6 per cent): early retirement; Cluster 3 (15.6 per cent): full-time returning; Cluster 4 (2.6 
per cent): full-time employed/self-employed; Cluster 5 (5.6 per cent): self-employed; Cluster 
6 (6.2 per cent): family caring; Cluster 7 (6.9 per cent): inactive/atypical; Cluster 8 (13.0 per 
cent): part-time returning.

Table 20.1 comprises a summary of the descriptive characteristics of the eight clusters. 
There is significant difference amongst the eight clusters in terms of gender composition, 
whether receiving an occupational/private pension, housing tenure and health status, but 
no significant difference in the cohort composition. Not unexpectedly, women account for 
a higher proportion in the part-time returning, family caring, full-time returning and inactive/
atypical clusters, while men account for a higher proportion in the full-time-employed- 
to-self-employed, full-time employed, early retirement and self-employed clusters. A higher 
proportion of respondents among those whose employment trajectories were classified as 
early retirement and full-time employed currently receive an occupational/private pension; the 
lowest proportion of receiving this type of pension was found among individuals clustering in 
the family caring and inactive/atypical groups. Older people whose employment trajectories 
were classified as family caring and inactive/atypical have a higher proportion of renters com-
pared to other categories. Respondents clustering in the full-time-employed-to-self-employed 
and the part-time returning groups report a positive health status, while those clustering in the 
inactive/atypical and early retirement categories tend to have poor health. 

Table 20.2 compares the mean score and standard deviation for the measure of life sat-
isfaction for each of the model variables, along with the significance test for the bi-variate 
relationship. It shows that respondents clustering in the ‘part-time returning’ group have the 
highest score of later life satisfaction, followed by those clustering in the full-time employed 
and the full-time-employed-to-self-employed groups. Those in the inactive/atypical group 
appear to have the lowest score of later life satisfaction. In line with our prior expectations, 
respondents who currently receive an occupational/private pension have a relatively higher 
score of life satisfaction compared with those not receiving this type of pension. Individuals 
who own their home outright have a much higher score of life satisfaction than those who 



Note: Total sample size is 3,490.
Source: Authors’ analysis of UKHLS wave 2013–15. 

Figure 20.2	 Chronograms of clusters of lifecourse employment histories among three 
cohorts in the UK
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rent. Respondents with a positive health status have a much higher satisfaction score than 
those with fair or poor health. From a cohort perspective, the older age cohort has a relatively 
higher satisfaction score than the younger age cohort. There is no difference in the mean life 
satisfaction score between older men and women. Currently, married persons have a higher 
score than those who are never married or divorced, while older people with one or two chil-
dren have a higher score than those with no children, or with more than three children. Older 
people who are currently self-employed or who retired have a higher score than those who are 
employees. Finally, individuals living in a rural area have a higher score of life satisfaction 
than their urban counterparts. 

The un-standardised path coefficients of the path-analysis are illustrated in Figure 20.3 and 
summarised in Table 20.3. Their magnitude and direction demonstrate the inter-relationships 
between the variables included in the pathways (Figure 20.3). A positive coefficient means 
that an increase in the predictor leads to an increase in the predicted probability (βa1–βa7, 
βb1–βb7, βc1–βc7, βd, βe, βf), or an increase in the predicted life satisfaction score (βg, βh, 
βi). A negative coefficient means that an increase in the predictor leads to a decrease in the 
predicted probability, or a decrease in the predicted life satisfaction score. As hypothesised, 
the path-model showed a significant indirect effect of lifecourse employment history on later 
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Table 20.2	 Lifecourse employment history, demographic background and life 
satisfaction

N % Mean (SD) p values

Lifecourse employment history ***

Full-time employed 1282 36.7 5.32 1.52

Early retirement 477 13.7 4.91 1.65

Full-time returning 563 16.1 5.19 1.54

Full-time-employed-to-sel
f-employed

88 2.5 5.32 1.34

Self-employed 199 5.7 5.26 1.58

Family caring 197 5.6 4.86 1.60

Inactive/atypical 234 6.7 4.84 1.72

Part-time returning 450 12.9 5.45 1.41

Receiving an occupational/
private pension

***

No 3264 93.5 5.00 1.63

Yes 226 6.5 5.33 1.50

House tenure ***

Own house outright 2302 66.0 5.36 1.51

Mortgaged house 506 14.5 5.10 1.49

Rent house 682 19.5 4.71 1.68

Self-rated health ***

Excellent/very good/good 2530 72.5 5.46 1.47

Fair 677 19.4 4.72 1.52

Poor 283 8.1 3.99 1.66

Cohort ***

1950–54 1163 33.3 5.04 1.57

1945–49 1345 38.5 5.21 1.58

1940–44 982 28.1 5.36 1.50

Sex 0.655

Male 1626 46.6 5.21 1.55

Female 1864 53.4 5.19 1.57

Marital status ***

Married 2355 67.5 5.28 1.55

Never married 216 6.2 4.99 1.51

Divorced 602 17.2 5.00 1.56

Widowed 315 9.0 5.13 1.63

Number of children

0 518 14.8 5.09 1.60 **
1 415 11.9 5.29 1.54

2 1503 43.1 5.29 1.52

3+ 1054 30.2 5.09 1.61

Current working status

Retired 2374 68.0 5.28 1.54 ***
Employee 669 19.2 5.21 1.48

Self-employed 202 5.8 5.28 1.56
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N % Mean (SD) p values

Others 245 7.0 4.30 1.72

Rural/urban residence

Urban 2472 70.8 5.14 1.59 ***
Rural 1018 29.2 5.35 1.49

Others 245 7.0 4.30 1.72

Note: * p < 0.05, ** p < 0.01, *** p < 0.001. Total sample size is 3,490.
Source: Authors’ analysis of UKHLS wave 2013–15. 
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life satisfaction. Indeed, being in the clusters of early retirement, self-employed, family caring, 
inactive/atypical and part-time returning appears to impact on individuals’ later life satisfac-
tion through occupational/private pension access, housing tenure and health status. 

More specifically, after controlling for potential confounders, being in the cluster of early 
retirement resulted in a 0.173 decrease in later life satisfaction mediated via health (Table 
20.3). Compared with those who were mostly in full-time employment, respondents in the 
early retirement group are less likely to report optimal health (βc1 = –0.429, p < 0.001), while 
optimal health leads to a higher life satisfaction score (βi = 0.403, p < 0.001), as shown in 
Figure 20.3. The reduction of 0.173 equals βc1 (–0.429)* βi (0.403). 

Being in the self-employed cluster resulted in a 0.023 decrease in the satisfaction score 
via the pathway of occupational/private pension receipt, through housing tenure, followed 
by health (βa4 = –0.515, p < 0.001; βd = 0.387, p < 0.001; βe = 0.289, p < 0.001; βi = 0.403, 
p < 0.001). Respondents in the self-employed group have a lower probability of receiving an 
occupational/private pension. In turn, this influences their housing tenure, followed by the 
health status and finally life satisfaction score. 

Being in the cluster of family caring resulted in a 0.049 decrease in the later life satisfaction 
score (Table 20.3) mediated via the occupational/private pension path through housing tenure, 
followed by health (Figure 20.3) (βa5 = –1.097, p < 0.001; βd = 0.387, p < 0.001; βe = 0.289, p 
< 0.001; βi = 0.403, p < 0.001). Respondents in the family caring group have a lower probabil-
ity of receiving an occupational/private pension, which in turn influences their housing tenure, 
followed by their health status and then life satisfaction. 

Being in the inactive/atypical cluster resulted in a 0.111 decrease in the later life satisfaction 
score (Table 20.3) mediated via health (Figure 20.3) (βc6 = –0.275, p = 0.009; βi = 0.403, p 
< 0.001); and to a 0.028 decrease via the occupational/private pension path through housing 
tenure, followed by health (βa6 = –0.621, p < 0.001; βd = 0.387, p < 0.001; βe = 0.289, p < 
0.001; βi = 0.403, p < 0.001). Individuals with mostly inactive/atypical working lives have 
a lower probability of reporting optimal health. Moreover, this group has a lower probability 
of receiving an occupational/private pension, which in turn influences their housing tenure 
followed by their health status and finally their life satisfaction score. 

Being in the cluster of part-time returning resulted in a 0.018 decrease in the later life satis-
faction score (Table 20.3) mediated via the occupational/private pension path through housing 
tenure, followed by health (Figure 20.3) (βa7 = –0.4, p < 0.001; βd = 0.387, p < 0.001; βe = 
0.289, p < 0.001; βi = 0.403, p < 0.001). Respondents in the part-time returning group have 
a lower probability of receiving an occupational/private pension, which in turn influences their 
housing tenure, followed by their health status and finally their life satisfaction. 

After accounting for the effects through the hypothesised pathways, there was no signif-
icant direct effect of lifecourse employment history on individuals’ later life satisfaction 



Note: Total sample size is 3,490.
Source: Authors’ analysis of UKHLS wave 2013–15. 

Figure 20.3	 Pathway analyses of the association between lifecourse employment history 
and later life satisfaction mediated by receiving occupational/private 
pension, housing tenure and health: adjusted for control variables
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(Table 20.3). Also, we observed significant direct effects of other known factors including 
the number of children and their current working status, while there is no age, gender, marital 
status or rural/urban residence difference in terms of later life satisfaction (data not shown). 
The goodness-of-fit indices of the pathway analysis showed a good fit between the model and 
the data: CFI = 1 and RMSEA = 0.000, while the R-Square for later life satisfaction = 0.132. 

The above results supported the hypotheses 3 and 4, that is, the association between life-
course employment history and later life satisfaction is mediated in complex ways including 
(i) by the respondents’ health and (ii) by the respondents’ pension security through their 
housing tenure and then their health. However, the findings do not support hypothesis 0, as it 
appears that individuals’ lifecourse employment history is not directly associated with later life 
subjective wellbeing, but rather all the effects are indirect. The outline results did not support 
hypotheses 1 and 2 either, since the association between lifecourse employment history and 
later life satisfaction is not mediated alone neither by pension security nor by housing tenure; 
only health has an independent effect.

20.5	 DISCUSSION

The promotion of wellbeing in later life is a key strategy of public policy in many developed 
countries including the UK. This study aims to investigate the mechanisms that link lifecourse 
employment history with later life satisfaction among three elder cohorts born in 1940–44, 
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1945–49 and 1950–54 in the United Kingdom Household Longitudinal Study (UKHLS). 
We first applied sequence analysis and grouped similar earlier life employment histories into 
empirically distinct clusters. In the second stage, a conceptual framework of hypothesised 
pathways through the individuals’ pension security, housing tenure and health including 
confounders was developed and examined using path-analysis. To summarise the results, an 
eight-cluster was identified to best represent trajectories of lifecourse employment history, 
namely, full-time employed (36.6 per cent), early retirement (13.6 per cent), full-time return-
ing (15.6 per cent), full-time-employed-to-self-employed (2.6 per cent), self-employed (5.6 
per cent), family caring (6.2 per cent), inactive/atypical (6.9 per cent) and part-time returning 
(13.0 per cent). Older people clustering in the part-time returning group showed the highest 
score of later life satisfaction, followed by those clustering in the full-time employed and 
the full-time-employed-to-self-employed categories. The path-model showed a significant 
adjusted indirect effect of individuals’ lifecourse employment history on their later life sat-
isfaction via two significant pathways: (i) through their health and (ii) through their pension 
security, followed by housing tenure and then their health. Compared with older people with 
a full-employed trajectory, those clustering in the early retirement, self-employed, family 
caring and inactive/atypical groups showed a lower later life satisfaction score. The associa-
tion between the respondents’ lifecourse employment history and their later life satisfaction 
was fully mediated by the respondents’ receipt of an occupational/private pension, their 
housing tenure and their health.

This study contributes to existing literature examining the association between employment 
and wellbeing in two ways. First, we took entire working histories into consideration and 
produced eight different occupational lifecourse trajectories in order to better capture the het-
erogeneity in terms of the length of a specific state and when this period occurred within the 
working life, which may have different consequences for later life wellbeing. Second, impor-
tantly, path-analysis shed light on several pathways which contribute to our understanding 
of why subjective wellbeing varies between older adults with different work histories. Three 
critical mediators were highlighted, the receipt of an occupational/private pension, housing 
tenure and health. Employment trajectories affect an individual’s occupational/private pension 
receipt, housing tenure and/or health first, which in turn affect older adults’ life satisfaction. 
To the best of our knowledge, this is the first longitudinal study to explore the relationship 
between employment trajectories and later life wellbeing operating through other variables. 
The findings provide a more comprehensive and explicit interpretation compared to previous 
studies regarding work histories and later life wellbeing (Thomas et al., 2005; Wahrendorf, 
2015; Wahrendorf et al., 2013). 

Compared to older people with a ‘full employment’ trajectory, those with employment 
histories characterised as ‘early retirement’, ‘family caring’, ‘inactive/atypical’, ‘full-time 
returning’ and ‘self-employed’ have a lower later life satisfaction, while those in the ‘part-time 
returning’ category show a higher later life satisfaction. These differences are explained by the 
variations in older people’s occupational/private pension receipt, housing tenure and health 
status. Specifically, there were two significant pathways that link lifecourse employment 
history and later life satisfaction via the three mediators. The first pathway was via the indi-
viduals’ health. Respondents clustering in the early retirement or inactive/atypical categories 
experienced a decrease in their later life satisfaction mediated via health. Previous studies 
about the effect of work and retirement on older workers’ perceptions of health have produced 
inconsistent findings, some suggesting that health improves after retirement (Westerlund et al., 
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2009), others that it deteriorates (Buxton et al., 2005). It is possible that early retirement itself 
is a risk factor for poor health. It may also be that those with poor health for other reasons tend 
to retire early (Mein et al., 2000). The absence of health status before retirement as a variable 
in the dataset does not allow us to explore the dynamic relationships and directions underlying 
the association between the early retiree group and the higher prevalence of reported poor 
health. However, existing research has shown that individuals with unstable careers, including 
those clustering in the inactive/atypical group, are likely to undertake health-risk behaviours 
such as smoking, drinking alcohol and fewer physical activities, which could lead to their poor 
health status (Head et al., 2004). The finding of the long-term consequences of job loss on 
individuals’ health and wellbeing at older ages is consistent with previous studies (Platts et al., 
2013; Schröder, 2013).

Another pathway was via the respondents’ pension security, followed by their housing 
tenure and then health. The respondents with employment histories dominated by family 
caring, or characterised as inactive/atypical, or as mostly self-employed, showed a relatively 
lower later life satisfaction score compared with their full-time employed counterparts. The 
differences are partly due to a lower probability of receiving an occupational/private pension, 
combined with disadvantaged housing tenure and/or poor health status. The possible explana-
tion is that older people with insecure employment trajectories may face a pension gap owing 
to career breaks or lower pay (Banks et al., 2002). When individuals in such groups were in 
their working age, pension savings may have been less prioritised as they faced more pressing 
financial concerns with an unstable income from work and the cost of renting a home. The 
existing pension auto-enrolment scheme requires employers to enrol staff aged 22 and over 
and earning above £10,000 into a pension (Field et al., 2016). Some individuals, especially 
those who have worked part-time or with work histories including periods out of the labour 
market, may not have been earning enough to pay into pension savings (Bardasi and Jenkins, 
2010) or to qualify for automatic pension contributions. For self-employed individuals, saving 
into a pension would have been more difficult than for employees, because of the lack of 
employer contributions and irregular income patterns. Individuals without a sufficient pension 
income were less likely to have a healthy living in terms of nutrition, physical activity and 
psychosocial indicators (Morris et al., 2000). Those without an occupational/private pension 
still needing to pay off rent debt later in life were even more vulnerable, and more dependent 
on the state and their family for achieving wellbeing and/or life satisfaction (Doling and 
Ronald, 2010). 

Respondents with an employment history characterised as part-time returning have a higher 
later life satisfaction score compared with those with a full-time employed record. These 
differences are partly explained by the higher probability of owning a house outright and 
better health status, which increases the life satisfaction score; while this group of older people 
also have a lower probability of receiving an occupational/private pension, which is linked 
with poor housing tenure and poor health. The summation of different pathways results in 
an increase in one’s later life satisfaction score. It is noted that occupational/private pension 
receipt or housing tenure alone do not have a significant mediation effect, unless when they 
combine, or operate through individuals’ health status, indicating the lifecourse accumulation 
of disadvantages (Dannefer, 2003; O’Rand, 2002). 

The strengths of this study include its longitudinal study design, large sample size, com-
prehensive measures of lifecourse employment history and pathway modelling. We present 
a more holistic view of lifecourse characteristics such as early life employment trajectories, 



Employment history and later life satisfaction   315

pension security, housing tenure and health combined to shape individuals’ later life sub-
jective wellbeing. There are also several limitations. First, it is possible that the mediation 
effects between individuals’ employment history and their later life wellbeing are different 
by sex (Wahrendorf, 2015). However, separate analyses of men and women were not feasible 
for this study due to the small number of the respective subsamples. Future research may 
take gender differences into account when the sample size for subgroups is large enough. 
Second, other wealth in later life such as family income from a spouse may also be important 
(Banks et al., 2002) when studying the relationship between employment history and later life 
wellbeing. This is because on many occasions, an individual’s job participation, saving into 
a pension scheme and housing choice is a joint family decision (Wood et al., 2012). Future 
studies may include such measures. Lastly, the subjective wellbeing outcome was measured 
by a self-report questionnaire. Critics have suggested that responses to questions on life satis-
faction are likely to measure other phenomena (Dolan et al., 2008). Rather than indicating how 
much the respondent enjoys life, answers could simply reflect normative notions and desires. 
However, research shows that the life satisfaction scales reflect the quality of respondents’ 
lives in a valid manner (Diener et al., 2013). 

The findings from this study have significant policy implications, especially under the cir-
cumstances of changing patterns in labour market participation towards greater insecurity and 
a decline in the level of occupational/private pension participation (Olivera and Ponomarenko, 
2017). The feature of insecurity and instability in individuals’ lifecourse work experience 
especially among women, ethnic groups and younger generations is not a social phenomenon 
that is exclusive to the UK, but is also prevalent in the USA and Northern Europe (Gregg and 
Gardiner, 2015). Such changes are concurrent with important welfare reforms such as a shift 
away from Defined Benefit to Defined Contribution pensions, aimed at alleviating the pressure 
of an ageing population on public finances (Gregg and Gardiner, 2015). Given the evident 
interaction between employment, pensions, housing and welfare institutions and practices, the 
emerging trend might lead to insufficient protection of individuals’ income, housing, health 
and wellbeing in retirement in the future. Policy interventions focusing on improving individ-
uals’ wellbeing should address the issues of labour market participation, encourage saving for 
an occupational/private pension, better access to housing and promoting health. Government 
could harness opportunities to increase both the availability of work and its quality regarding 
stability and pay. In addition, job opportunities would ideally be open to persons who are 
willing and capable to work, including both younger and older persons, above the state pension 
age. Labour market strategies are important for helping people spend more time in work 
during their lifecourse. The availability of in-work support, for example, childcare support, 
maternity/paternity leave arrangements, flexible working hours and disability-friendly work-
places, should be increased in order to boost participation and employment among women and 
disabled/long-term ill persons. In order to achieve adequate retirement income that is essential 
to maintain older people’s living standards and wellbeing, government, employers, insurance 
companies and individuals should together take action to save enough into individuals’ pen-
sions or other retirement income. Older people beyond the state pension age can also improve 
their retirement incomes by continuing to work when they are able and wish to do so. 

Insecure employment history leads to the postponement of the entry into home ownership 
and can shorten the duration of individuals’ potential benefits from home ownership (Lersch 
and Dewilde, 2015). Individuals who are still paying off a mortgage or rent debt later in life 
may compromise their accumulation of economic security in old age. There is a need for 
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a fairer housing deal for all generations with an overall increase in the supply of affordable 
new homes and measures in order to ensure that those on low or modest incomes or with 
insecure jobs have access to them (Bakewell et al., 2019). 

Health is a crucial mediator through which social inequalities emanating from lifecourse 
employment trajectories translate into older people’s wellbeing directly, or operate through 
individuals’ pension security and/or housing conditions. The results indicate that healthy 
ageing cannot be achieved through a single initiative, but requires a range of actions and 
approaches at the individual and societal levels which can work together to achieve this 
outcome (Beard et al., 2016). Socially vulnerable groups with insecure lifecourse employment 
histories as well as economically disadvantaged groups and individuals who do not own their 
home outright or with a mortgage have been shown to report higher rates of poor health and 
later life satisfaction. There is a strong need for policymakers to intervene and develop pro-
grammes in order to overcome health inequalities by providing adequate job opportunities, 
pension income and housing conditions for everyone. Moreover, healthy ageing strategies 
creating opportunities for older people to have regular physical activity, healthy diets, social 
relations and participation in meaningful activities would enhance later life wellbeing (World 
Health Organization, 2015). 
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