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Preface

Preface to the First Edition

Over the past several years I have taught a two-semester graduate
course on quantum field theory at the University of Rochester. In this
course the ideas of quantum field theory are developed in a traditional
manner through canonical quantization. This book consists of my
lectures in this course. At Rochester, we also teach a separate course
on quantum field theory based on the path integral approach and
my lectures in that course have already been published by World
Scientific in

A. Das, Field Theory: A Path Integral Approach (Second Edition),
World Scientific, Singapore (2006).

The material in the present book should be thought of as comple-
mentary to this earlier book. In fact, in the present lectures, there is
no attempt to develop the path integral methods, rather we use the
results from path integrals with a brief discussion when needed.

The topics covered in the present book contain exactly the mate-
rial discussed in the two-semester course except for Chapter 10 (Dirac
quantization) and Chapter 11 (Discrete symmetries) which have been
added for completeness and are normally discussed in another course.
Quantum field theory is a vast subject and only selected topics, which
I personally feel every graduate student in the subject should know,
have been covered in these lectures. Needless to say, there are many
other important topics which have not been discussed because of
time constraints in the course (and space constraints in the book).
However, all the material covered in this book has been presented in
an informal (classroom like) setting with detailed derivations which
should be helpful to students.

vii
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viii Preface

A book of this size is bound to have many possible sources of
error. However, since my lectures have already been used by various
people in different universities, I have been fortunate to have their
feedback which I have incorporated into the book. In addition, sev-
eral other people have read all the chapters carefully and I thank
them all for their comments. In particular, it is a pleasure for me to
thank Ms. Judy Mack and Professor Susumu Okubo for their tireless
effort in going through the entire material. I am personally grateful
to Dr. John Boersma for painstakingly and meticulously checking all
the mathematical derivations. Of course, any remaining errors and
typos are my own.

Like the subject itself, the list of references to topics in quantum
field theory is enormous and it is simply impossible to do justice to
everyone who has contributed to the growth of the subject. I have
in no way attempted to give an exhaustive list of references to the
subject. Instead I have listed only a few suggestive references at the
end of each chapter in the hope that the readers can get to the other
references from these sources.

The Feynman graphs in this book were drawn using Jaxodraw
while most other figures were generated using PSTricks. I am grate-
ful to the people who developed these extremely useful softwares.
Finally, I would like to thank Dave Munson for helping out with
various computer related problems.

Ashok Das,
Rochester
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Preface ix

Preface to the Second Edition

This second edition of the book grew out of requests, by students
and colleagues alike from all over the world, to include a wide range
of related interesting topics. However, it was not at all practical to
accommodate all the topics that were requested since the first edition
of the book already had about 775 pages. I have only been able to
fulfill only a few of the requests which, I believed, would fit in nicely
with the logic of the earlier edition. There are two new chapters as
well as two appendices in this new edition and that has enlarged the
book by about 150 pages. One of the two chapters added discusses
Nielsen identities which addresses questions of gauge independence
of physical parameters such as mass of a particle as well as other
physical parameters derived from the effective potential which itself
is gauge dependent. The other chapter discusses global supersym-
metry which is a very important idea and which was requested by
many readers. One of the two appendices discusses fermions in ar-
bitrary dimensions (as well as in four dimensions). In particular, it
investigates the number of space-time dimensions where Majorana,
Weyl and Majorana-Weyl fermions can exist. The second appendix
discusses the question of gauge invariant (gauge) potentials in detail
as well as the Fock-Schwinger gauge as an implementable, complete
and ghost free gauge which is widely used in nonperturbative calcu-
lations of condensates. In addition, the material of the earlier edition
of the book has also been revised and expanded wherever necessary
to make explanations simpler and easier.

I would like to thank Dr. Pushpa Kalauni for going through the
material carefully and Dave Munson for all the technical help with
LaTex.

Ashok Das,
Rochester
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Chapter 1

Relativistic equations

1.1 Introduction

As we know, in single particle, non-relativistic quantum mechan-
ics, we start with the Hamiltonian description of the correspond-
ing classical, non-relativistic physical system and promote each of
the observables to a Hermitian operator. The time evolution of the
quantum mechanical system (state), in this case, is given by the time
dependent Schrödinger equation which has the form

i~
∂ψ

∂t
= Hψ. (1.1)

Here ψ(x, t) represents the wave function of the system which cor-
responds to the probability amplitude for finding the particle at the
coordinate x at a given time t and the Hamiltonian, H, has the
generic form

H =
p2

2m
+ V (x), (1.2)

with p denoting the momentum of the particle and V (x) representing
the potential through which the particle moves. (Throughout the
book we will use a bold symbol to represent a three dimensional
vector.)

This formalism is clearly non-relativistic (non-covariant) which
can be easily seen by noting that, even for a free particle, the dy-
namical equation (1.1) takes the form

1
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2 1 Relativistic equations

i~
∂ψ

∂t
=

p2

2m
ψ. (1.3)

In the coordinate basis, the momentum operator has the form

p→ −i~∇, (1.4)

so that the time dependent Schrödinger equation, in this case, takes
the form

i~
∂ψ

∂t
= − ~

2

2m
∇

2ψ. (1.5)

This equation is linear in the time derivative while it is quadratic
in the space derivatives. Therefore, space and time are not treated
on an equal footing in this case and, consequently, the equation can-
not have the same form (covariant) in different Lorentz frames. A
relativistic equation, on the other hand, must treat space and time
coordinates on an equal footing and remain form invariant in all in-
ertial frames (Lorentz frames). Let us also recall that, even for a
simple fundamental system such as the Hydrogen atom, the ground
state electron is fairly relativistic (vc , for the ground state electron
is of the order of the fine structure constant). Consequently, there
is a need to generalize the non-relativistic quantum mechanical de-
scription to relativistic systems. In this chapter, we will study how
we can systematically develop a quantum mechanical description of
a single relativistic particle and the difficulties associated with such
a description.

1.2 Notations

Before proceeding any further, let us fix our notations. We note that
in the three dimensional Euclidean space, which we are all familiar
with, a vector is labelled uniquely by its three components. (We
denote three dimensional vectors in boldface.) Thus,
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x = (x1, x2, x3),

J = (J1, J2, J3),

A = (A1, A2, A3), (1.6)

where x and J represent respectively the position and the angular
momentum vectors of a particle (system) while A stands for any
arbitrary vector. In such a space, as we know, the scalar product of
any two arbitrary vectors is defined to be

A ·B = AiBi = δijAiBj = δijAiBj , (1.7)

where repeated indices are assumed to be summed. The scalar prod-
uct of two vectors is invariant under rotations of the three dimen-
sional space which is the maximal symmetry group of the Euclidean
space that leaves the origin invariant. This also allows us to define
the length of a vector simply as

A2 = A ·A = AiAi = δijAiAj = δijAiAj . (1.8)

The Kronecker delta, δij , in this case, represents the metric of the
Euclidean space and is trivial (in the sense that all the nonzero com-
ponents are positive and simply unity). Consequently, it does not
matter whether we write the indices “up” or “down”. Let us note
from the definition of the length of a vector in Euclidean space that,
for any nontrivial vector, it is necessarily positive definite, namely,

A2 ≥ 0,

A2 = 0, if and only if A = 0. (1.9)

When we treat space and time on an equal footing and enlarge our
three dimensional Euclidean manifold to the four dimensional space-
time manifold, we can again define vectors in this manifold. However,
these would now consist of four components. Namely, any point
in this manifold will be specified uniquely by four coordinates and,
consequently, any vector would also have four components. However,
unlike the case of the Euclidean space, there are now two distinct four
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vectors that we can define on this manifold, namely, (µ = 0, 1, 2, 3
and we are being a little sloppy in representing the four vector by
what may seem like its component)

xµ = (ct,x),

xµ = (ct,−x). (1.10)

Here c represents the speed of light (necessary to give the same di-
mension to all the components) and we note that the two four vectors
simply represent the two distinct possible ways space and time com-
ponents can be embedded into the four vector. On a more fundamen-
tal level, the two four vectors have distinct transformation properties
under Lorentz transformations (in fact, one transforms inversely with
respect to the other) and are known respectively as contravariant and
covariant vectors.

The contravariant and the covariant vectors are related to each
other through the metric tensor of the four dimensional manifold,
commonly known as the Minkowski space, namely,

xµ = ηµνx
ν ,

xµ = ηµνxν , µ, ν = 0, 1, 2, 3. (1.11)

From the forms of the contravariant and the covariant vectors in
(1.10) as well as using (1.11), we can immediately read out the com-
ponents of the metric tensors for the four dimensional Minkowski
space which are diagonal with the signature (+,−,−,−). Namely,
we can write them in the matrix form as

ηµν =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 , (1.12)
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ηµν =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 . (1.13)

The contravariant metric tensor, ηµν , and the covariant metric ten-
sor, ηµν , are inverses of each other, since they satisfy

ηµληλν = δµν . (1.14)

Furthermore, each is symmetric as they are expected to be, namely,

ηµν = ηνµ, ηµν = ηνµ. (1.15)

This particular choice of the metric is conventionally known as the
Bjorken-Drell metric and this is what we will be using throughout
these lectures. Different authors, however, use different metric con-
ventions and you should be careful in reading the literature. (As
is clear from the above discussion, the nonuniqueness in the choice
of the metric tensors reflects the nonuniqueness of the embedding
of space and time components into a four vector. Physical results,
however, are independent of the choice of a metric.)

Given two arbitrary four vectors

Aµ = (A0,A),

Bµ = (B0,B), µ = 0, 1, 2, 3, (1.16)

we can define an invariant scalar product of the two vectors as

A ·B = AµBµ = AµB
µ

= ηµνAµBν = ηµνA
µBν

= A0B0 −A ·B. (1.17)
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Since the contravariant and the covariant vectors transform in an
inverse manner, such a product is easily seen to be invariant un-
der Lorentz transformations. This is the generalization of the scalar
product of the three dimensional Euclidean space (1.7) to the four
dimensional Minkowski space and is invariant under Lorentz trans-
formations which are the analogs of rotations in Minkowski space. In
fact, any product of Lorentz tensors defines a scalar if all the Lorentz
indices are contracted, namely, if there is no free Lorentz index left
in the resulting product. (Two Lorentz indices are said to be con-
tracted if a contravariant and a covariant index are summed over all
possible values.)

Given this, we note that the length of a (four) vector in Minkowski
space can be determined to have the form (compare with (1.8))

A2 = A ·A = ηµνAµAν = ηµνA
µAν = (A0)2 −A2. (1.18)

Unlike the Euclidean space, however, here we see that the length of
a vector need not always be positive semi-definite (recall (1.9)). In
fact, if we look at the Minkowski space itself, we find that

x2 = xµxµ = ηµνx
µxν = c2t2 − x2. (1.19)

This is the invariant length (of any point from the origin) in this
space. The invariant length between two points infinitesimally close
to each other follows from this to be

ds2 = c2dτ2 = ηµνdx
µdxν , (1.20)

where τ is known as the proper time.

For coordinates which satisfy (see (1.19), we will set c = 1 from
now on for simplicity)

x2 = t2 − x2 > 0, (1.21)

we say that the region of space-time is time-like for obvious reasons.
On the other hand, for coordinates which satisfy
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x2 = t2 − x2 < 0, (1.22)

the region of space-time is known as space-like. The boundary of the
two regions, namely, the region for which

x2 = t2 − x2 = 0, (1.23)

defines trajectories for light-like particles and is, consequently, known
as the light-like region. (Light-like vectors, for which the invariant
length vanishes, are nontrivial unlike the case of the Euclidean space
in (1.9).)

t

x

space-likespace-like ti
m
e-
li
ke

ti
m
e-
li
ke

lig
ht
-li
ke

light-like

Figure 1.1: Different invariant regions of Minkowski space.

Thus, we see that, unlike the Euclidean space, the Minkowski
space-time manifold separates into four invariant cones (namely, re-
gions which do not mix under Lorentz transformations), which in a
two dimensional projection has the form of wedges shown in Fig. 1.1.
The different invariant cones (wedges) are known as

t > 0, x2 ≥ 0 : future light cone,

t < 0, x2 ≥ 0 : past light cone,

x2 < 0 : space− like. (1.24)
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All physical processes are assumed to take place in the future light
cone or the forward light cone defined by

t > 0 and x2 ≥ 0. (1.25)

Given the contravariant and the covariant coordinates, we can
define the contragradient and the cogradient respectively as (c = 1)

∂µ =
∂

∂xµ
=

(
∂

∂t
,−∇

)
,

∂µ =
∂

∂xµ
=

(
∂

∂t
,∇

)
. (1.26)

From these, we can construct the Lorentz invariant quadratic oper-
ator

� = ∂2 = ∂µ∂µ =
∂2

∂t2
−∇

2, (1.27)

which is known as the D’Alembertian. It is the generalization of the
Laplacian to the four dimensional Minkowski space.

Let us note next that energy and momentum also define four
vectors in this case. (Namely, they transform like four vectors under
Lorentz transformations.) Thus, we can write (remember that c = 1,
otherwise, we have to write E

c )

pµ = (E,p),

pµ = (E,−p). (1.28)

Given the energy-momentum four vectors, we can construct the
Lorentz scalar

p2 = pµpµ = E2 − p2. (1.29)

The Einstein relation for a free particle (remember c = 1)
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E2 = p2 +m2, (1.30)

where m represents the rest mass of the particle, can now be seen as
the Lorentz invariant condition

p2 = E2 − p2 = m2. (1.31)

In other words, in this space, the energy and the momentum of a free
particle must lie on a hyperbola satisfying the relation (1.31).

We already know that the coordinate representations of the en-
ergy and the momentum operators take the forms

E → i~
∂

∂t
,

p→ −i~∇. (1.32)

We can combine these to write the coordinate representation for the
energy-momentum four vector operator as

pµ = (E,p) =

(
i~
∂

∂t
,−i~∇

)
= i~

∂

∂xµ
= i~∂µ,

pµ = (E,−p) =
(
i~
∂

∂t
, i~∇

)
= i~

∂

∂xµ
= i~∂µ. (1.33)

Finally, let us note that in the four dimensional space-time, we can
construct two totally anti-symmetric fourth rank tensors ǫµνλρ, ǫµνλρ,
the four dimensional contravariant and covariant Levi-Civita tensors
respectively. We will choose the normalization ǫ0123 = 1 = −ǫ0123 so
that

ǫ0ijk = ǫijk = −ǫ0ijk, (1.34)

where ǫijk denotes the three dimensional Levi-Civita tensor with
ǫ123 = 1. An anti-symmetric tensor such as ǫijk is then understood
to denote

ǫijk = ηiℓǫℓjk, (1.35)
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and so on. This completes the review of all the essential basic no-
tation that we will be using in this book. We will introduce new
notations as they arise in the context of our discussions.

1.3 Klein-Gordon equation

With all these basics, we are now ready to write down the sim-
plest of the relativistic equations. We recall that in the case of a
non-relativistic particle, we start with the non-relativistic energy-
momentum relation

E =
p2

2m
+ V (x), (1.36)

and promote the dynamical variables (observables) to Hermitian op-
erators to obtain the time-dependent Schrödinger equation (see (1.1))

i~
∂ψ

∂t
= Hψ =

(
− ~

2

2m
∇

2 + V (x)

)
ψ. (1.37)

Let us consider the simplest of relativistic systems, namely, a
relativistic free particle of massm. In this case, we have seen that the
energy-momentum relation is none other than the Einstein relation
(1.30), namely,

E2 = p2 +m2,

or, E2 − p2 = pµpµ = m2. (1.38)

Thus, as before, promoting these to operators, we obtain the simplest
relativistic quantum mechanical equation to be (see (1.33))

pµpµφ = m2φ,

or, (i~∂µ)(i~∂µ)φ = m2φ,

or, − ~
2
�φ = m2φ. (1.39)
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Setting ~ = 1 from now on for simplicity, the equation above takes
the form

(�+m2)φ = 0. (1.40)

Since the operator in the parenthesis is a Lorentz scalar and since we
assume the quantum mechanical wave function, φ(x, t), to be a scalar
function, this equation is invariant under Lorentz transformations.

This equation, (1.40), is known as the Klein-Gordon equation
and, for m = 0, or when the rest mass of the particle vanishes,
it reduces to the wave equation (recall Maxwell’s equations). Like
the wave equation, the Klein-Gordon equation also has plane wave
solutions which are characteristic of free particle solutions. In fact,
the functions

e∓ik·x = e∓ikµx
µ
= e∓ik

µxµ = e∓i(k0t−k·x), (1.41)

with kµ = (k0,k) are eigenfunctions of the energy-momentum oper-
ator, namely, using (1.33) (remember that ~ = 1) we obtain

pµe∓ik·x = i∂µe∓ik·x = i
∂

∂xµ
e∓ik·x = ±kµe∓ik·x, (1.42)

so that ±kµ are the eigenvalues of the energy-momentum operator.
(In fact, the eigenvalues should be ±~kµ, but we have set ~ = 1.)
This shows that the plane waves define a solution of the Klein-Gordon
equation (1.39) or (1.40) provided

k2 −m2 = (k0)2 − k2 −m2 = 0,

or, k0 = ±
√

k2 +m2 = ±E. (1.43)

Thus, we see the first peculiarity of the Klein-Gordon equa-
tion (which is a relativistic equation), namely, that it allows for
both positive and negative energy solutions. This basically arises
from the fact that, for a relativistic particle (even a free one), the
energy-momentum relation is given by the Einstein relation which is
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a quadratic relation in E, as opposed to the case of a non-relativistic
particle, where the energy-momentum relation is linear in E. If we
accept the Klein-Gordon equation as describing a free, relativistic,
quantum mechanical particle of mass m, then, we will see shortly
that the presence of the negative energy solutions would render the
theory inconsistent.

To proceed further, let us note that the Klein-Gordon equation
and its complex conjugate (remember that a quantum mechanical
wave function is, in general, complex), namely,

(�+m2)φ = 0,

(�+m2)φ∗ = 0, (1.44)

would imply

φ∗�φ− φ�φ∗ = 0,

or, ∂µ (φ
∗∂µφ− φ∂µφ∗) = 0,

or,
∂

∂t

(
φ∗
∂φ

∂t
− φ∂φ

∗

∂t

)
−∇ · (φ∗∇φ− φ∇φ∗) = 0. (1.45)

Defining the probability current density four vector as

Jµ = (J0,J) = (ρ,J), (1.46)

where

J =
1

2im
(φ∗∇φ− φ∇φ∗) ,

ρ =
i

2m

(
φ∗
∂φ

∂t
− φ∂φ

∗

∂t

)
, (1.47)

we note that equation (1.45) can be written as a continuity equation
for the probability current, namely,

∂µJ
µ =

∂ρ

∂t
+∇ · J = 0. (1.48)
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The probability current density,

J =
1

2im
(φ∗∇φ− φ∇φ∗) , (1.49)

of course, has the same form as in non-relativistic quantum mechan-
ics. However, we note that the form of the probability density (which
results from the requirement of covariance)

ρ =
i

2m

(
φ∗
∂φ

∂t
− φ∂φ

∗

∂t

)
, (1.50)

is quite different from that in non-relativistic quantum mechanics
(namely, ρ = φ∗φ) and it is here that the problem of the negative en-
ergy states shows up. For example, even for the simplest of solutions,
namely, plane waves of the form

φ(x) = e−ik·x, (1.51)

we obtain

ρ =
i

2m
(−ik0 − ik0) = k0

m
= ±E

m
. (1.52)

Since energy can take both positive and negative values, it follows
that ρ cannot truly represent the probability density which, by defi-
nition, has to be positive semi-definite. It is worth noting here that
this problem really arises because the Klein-Gordon equation, unlike
the time dependent Schrödinger equation, is second order in time
derivatives. This has the consequence that the probability density
involves a first order time derivative and that is how the problem
of the negative energy states enters. (Note that if the equation is
second order in the space derivatives, then covariance would require
that it be second order in time derivative as well. This would, in turn,
lead to the difficulty with the probability density being positive semi-
definite.) One can, of course, ask whether we can restrict ourselves
only to positive energy solutions in order to avoid the difficulty with
the interpretation of ρ. Classically, we can do this. However, quan-
tum mechanically, we cannot arbitrarily impose this for a variety of
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reasons. The simplest way to see this is to note that the positive
energy solutions alone do not define a complete set of (basis) states
in the Hilbert space and, consequently, even if we restrict the states
to be of positive energy to begin with, negative energy states may be
generated through quantum mechanical corrections. It is for these
reasons that the Klein-Gordon equation was abandoned as a quan-
tum mechanical equation for a relativistic single particle. However,
as we will see later, this equation is quite meaningful as a relativistic
field equation.

1.3.1 Klein paradox. Let us consider a charged scalar particle de-
scribed by the Klein-Gordon equation (1.40) in an external electro-
magnetic field. We recall that the coupling of a charged particle to
an electromagnetic field is given by the minimal coupling

pµ → pµ − eAµ,
or, ∂µ → ∂µ + ieAµ, (1.53)

where we have used the coordinate representation for the momentum
as in (1.33) and Aµ denotes the vector potential associated with the
electromagnetic field. In this case, therefore, the scalar particle will
satisfy the minimally coupled Klein-Gordon equation (e > 0, namely,
the particles are chosen to carry positive charge)

(
(∂µ + ieAµ) (∂

µ + ieAµ) +m2
)
φ(x) = 0. (1.54)

As a result, the probability current density in (1.46) can be deter-
mined to have the form

Jµ =
i

2m

(
φ∗(x)

←→
∂µφ(x) + 2ieAµφ∗(x)φ(x)

)
, (1.55)

where we have defined

A
←→
∂µB = A(∂µB)− (∂µA)B. (1.56)

With this general description, let us consider the scattering of a
charged scalar (Klein-Gordon) particle with positive energy from a
constant electrostatic potential. In this case, therefore, we have
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A = 0, A0 = Φ = constant. (1.57)

For simplicity, let us assume the constant electrostatic potential to
be of the form

Φ(z) =

{
0, z < 0,

Φ0, z > 0,
(1.58)

and we assume that the particle is incident on the potential along
the z-axis as shown in Fig. 1.2.

z →z = 0

I II

V

eΦ0

Figure 1.2: Klein-Gordon particle scattering from a constant electro-
static potential.

The dynamical equations will now be different in the two regions,
z < 0 (region I) and z > 0 (region II), and have the forms (see (1.54))

(
�+m2

)
φI = 0, z < 0,

(
�+m2 + 2ieΦ0

∂

∂t
− e2Φ2

0

)
φII = 0, z > 0. (1.59)

In region I, there will be an incident as well as a reflected (plane)
wave so that we can write (remember that the incident particle has
positive energy)

φI(t, z) = e−iEt
(
eipz +Ae−ipz

)
, z < 0, (1.60)
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while in region II, we only expect a transmitted wave (traveling to
the right) of the form

φII(t, z) = B e−iEt+ip
′z, z > 0, (1.61)

where A,B are related respectively to reflection and transmission
coefficients. We note here that the continuity of the wave function
at the boundary z = 0 requires that the energy be the same in the
two regions.

For the wave functions in (1.60) and (1.61) to satisfy the respec-
tive equations in (1.59), we must have

E =
√

p2 +m2,

p′ = ±
√

(E − eΦ0)
2 −m2

= ±
√

(E − eΦ0 +m) (E − eΦ0 −m). (1.62)

Here we have used the fact that the energy of the incident particle is
positive and, therefore, the square root in the first equation in (1.62)
is with a positive sign. However, the sign of the square root in the
second relation remains to be fixed.

Let us note from the second relation in (1.62) that p′ is real
for both E − eΦ0 > m (weak potential) and for E − eΦ0 < −m
(strong potential). However, for a potential of intermediate strength
satisfying −m < E − eΦ0 < m, we note that p′ is purely imaginary.
Thus, the behavior of the transmitted wave depends on the strength
of the potential. As a result, in this second case, we must have

p′ = i|p′|, −m < E − eΦ0 < m, (1.63)

in order that the wave function is damped in region II. To determine
the sign of the square root in the cases when p′ is real, let us note
from the second relation in (1.62) that the group velocity of the
transmitted wave is given by

vgroup =
∂E

∂p′
=

p′

E − eΦ0
. (1.64)
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Since we expect the transmitted wave to be travelling to the right,
we determine from (1.64) that

p′ > 0, for E − eΦ0 > 0,

p′ < 0, for E − eΦ0 < 0.
(1.65)

This, therefore, fixes the sign of the square root in the second relation
in (1.62) for various cases.

Matching the wave functions in (1.60) and (1.61) and their first
derivatives at the boundary z = 0, we determine

1 +A = B, 1−A =
p′

p
B, (1.66)

so that we determine

A =
p− p′
p+ p′

, B =
2p

p+ p′
. (1.67)

Let us next determine the probability current densities associated
with the different waves. From (1.55) as well as the form of the
potential in (1.58) we obtain

Jinc = ẑ · Jinc =
p

m
,

Jrefl = −ẑ · Jrefl =
p

m

(p− p′)(p− (p′)∗)
(p+ p′)(p+ (p′)∗)

,

Jtrans = ẑ · Jtrans =
(p′ + (p′)∗)

2m

4p2

(p + p′)(p+ (p′)∗)
, (1.68)

where we have used (1.67) as well as the fact that, while p is real and
positive, p′ can be positive or negative or even imaginary depending
on the strength of the potential (see (1.63) and (1.65)). We can now
determine the reflection and the transmission coefficients simply as

R =
Jrefl
Jinc

=
(p − p′)(p − (p′)∗)
(p + p′)(p + (p′)∗)

,

T =
Jtrans
Jinc

=
2p(p′ + (p′)∗)

(p + p′)(p+ (p′)∗)
. (1.69)
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We see from the reflection and the transmission coefficients that

R+ T =
(p − p′)(p− (p′)∗) + 2p(p′ + (p′)∗)

(p + p′)(p+ (p′)∗)
= 1, (1.70)

so that the reflection and the transmission coefficients satisfy unitar-
ity for all strengths of the potential.

However, let us now analyze the different cases of the potential
strengths individually. First, for the case, E − eΦ0 > m (weak po-
tential), we see that p′ is real and positive and we have

R =

(
p− p′
p+ p′

)2

< 1, T =
4pp′

(p + p′)2
> 0, R+ T = 1, (1.71)

which corresponds to the normal scenario in scattering. For the case
of an intermediate potential strength, −m < E − eΦ0 < m, we note
from (1.63) that p′ is purely imaginary in this case. As a result, it
follows from (1.69) that

R =
(p − p′)(p+ p′)
(p + p′)(p− p′) = 1, T = 0, R+ T = 1, (1.72)

so that the incident beam is totally reflected and there is no transmis-
sion in this case. The third case of the strong potential, E − eΦ0 <
−m, is the most interesting. In this case, we note from (1.65) that
p′ is real, but negative. As a result, from (1.69) we have

R =

(
p+ |p′|
p− |p′|

)2

> 1, T = − 4p|p′|
(p− |p′|)2 < 0, R+ T = 1.

(1.73)

Namely, even though unitarity is not violated, in this case the trans-
mission coefficient is negative and the reflection coefficient exceeds
unity. This is known as the Klein paradox and it contradicts our
intuition from the one particle scatterings studied in non-relativistic
quantum mechanics. On the other hand, if we go beyond the one par-
ticle description and assume that a sufficiently strong enough elec-
trostatic potential can produce particle-antiparticle pairs, there is
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no paradox. For example, the antiparticles are attracted towards
the barrier leading to a negative charged current moving to the right
(remember that the particles are chosen to carry positive charge so
that antiparticles carry negative charge) which explains the nega-
tive transmission coefficient. On the other hand, the particles are
reflected from the barrier and add to the totally reflected incident
particles (which is already seen for intermediate strength potentials)
to give a reflection coefficient that exceeds unity.

1.4 Dirac equation

As we have seen, relativistic equations seem to imply the presence of
both positive as well as negative energy solutions and that quantum
mechanically, we need both these solutions to describe a physical
system. Furthermore, as we have seen, the Klein-Gordon equation is
second order in the time derivatives and this leads to the definition
of the probability density which is first order in the time derivative.
Together with the negative energy solutions, this implies that the
probability density can become negative which is inconsistent with
the definition of a probability density. It is clear, therefore, that
even if we cannot avoid the negative energy solutions, we can still
possibly obtain a consistent probability density provided we have a
relativistic equation which is first order in the time derivative just like
the time dependent Schrödinger equation. The difference, of course,
is that Lorentz invariance (or covariance under Lorentz transforma-
tions) would require space and time to be treated on an equal footing
and, therefore, such an equation, if we can find it, must be first or-
der in both space and time derivatives. Clearly, this can be done
provided we have a linear relation between energy and momentum
operators. Let us recall that the Einstein relation gives

E2 = p2 +m2. (1.74)

The positive square root of this gives

E =
√

p2 +m2, (1.75)

which is far from a linear relation.
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Although the naive square root of the Einstein relation does not
lead to a linear relation between the energy and the momentum vari-
ables, a matrix square root may, in fact, lead to such a relation.
This is exactly what Dirac proposed. Let us, for example, write the
Einstein relation as

E2 − p2 = m2,

or, p2 = pµpµ = m2. (1.76)

Let us consider this as a matrix relation (namely, an n × n identity
matrix multiplying both sides). Let us further assume that there
exist four linearly independent n×n matrices γµ, µ = 0, 1, 2, 3, which
are space-time independent such that

p/ = γµpµ, (1.77)

represents the matrix square root of p2. If this is true, then, by
definition, we have

p/p/ = p21,

or, γµpµγ
νpν = p21,

or, γµγνpµpν = p21,

or,
1

2
(γµγν + γνγµ) pµpν = p21. (1.78)

Here 1 denotes the identity matrix (in the appropriate matrix space,
in this case, n dimensional) and we have used the fact that the ma-
trices, γµ, are constant to move them past the momentum operators.
For the relation (1.78) to be true, it is clear that the matrices, γµ,
have to satisfy the algebra (µ = 0, 1, 2, 3)

γµγν + γνγµ =
[
γµ, γν

]
+
= 2ηµν1. (1.79)

Here the brackets with a subscript “+” stand for the anti-commutator
of two quantities defined in (1.79) (sometimes it is also denoted by
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curly brackets which we will not use to avoid confusion with Poisson
brackets) and this algebra is known as the Clifford algebra. We see
that if we can find a set of four linearly independent constant ma-
trices satisfying the Clifford algebra, then, we can obtain a matrix
square root of p2 which would be linear in energy and momentum.

Before going into an actual determination of such matrices, let
us look at the consequences of such a possibility. In this case, the
solutions of the equation (sign of the mass term is irrelevant and the
wave function is a matrix in this case)

p/ψ = mψ, (1.80)

would automatically satisfy the Einstein relation. Namely,

p/(p/ψ) = mp/ψ,

or, p2ψ = m2ψ. (1.81)

Furthermore, since the new equation, (1.80), is linear in the energy
and momentum variables, it will, consequently, be linear in the space
and time derivatives. This is, of course, what we would like for a
consistent definition of the probability density. The equation (1.80)
(or its coordinate representation) is known as the Dirac equation.

To determine the matrices, γµ, and their dimensionality, let us
note that the Clifford algebra in (1.79)

[
γµ, γν

]
+
= 2ηµν1, µ = 0, 1, 2, 3, (1.82)

can be written out explicitly as

(γ0)2 = 1,

(γi)2 = −1, for any fixed i = 1, 2, 3,

γ0γi + γiγ0 = 0,

γiγj + γjγi = 0, i 6= j. (1.83)



July 13, 2020 8:54 book-9x6 11845-main page 22

22 1 Relativistic equations

We can choose any one of the matrices to be diagonal and without
loss of generality, let us choose

γ0 =




b1 0 · · · 0
0 b2 · · · 0
...

. . .
...

0 0 · · · bn


 . (1.84)

From the fact that (γ0)2 = 1, we conclude that each of the diagonal
elements in γ0 must be ±1, namely,

bα = ±1, α = 1, 2, · · · , n. (1.85)

Let us next note that using the relations from the Clifford algebra
in (1.83), for a fixed i, we obtain

Tr γiγ0γi = Tr γi(−γiγ0) = −Tr (γi)2γ0 = Tr γ0, (1.86)

where “Tr” denotes trace over the matrix indices. On the other hand,
the cyclicity property of the trace, namely,

TrABC = TrCAB, (1.87)

leads to

Tr γiγ0γi = Tr (γi)2γ0 = −Tr γ0. (1.88)

Thus, comparing Eqs. (1.86) and (1.88), we obtain

Tr γiγ0γi = Tr γ0 = −Tr γ0,
or, Tr γ0 = 0. (1.89)

For this to be true, we conclude that γ0 must have as many diagonal
elements with value +1 as with −1. Consequently, the γµ matrices
must be even dimensional.
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Let us assume that n = 2N . The simplest nontrivial matrix
structure would arise for N = 1 when the matrices would be two
dimensional (namely, 2× 2 matrices). We know that the three Pauli
matrices along with the identity matrix define a complete basis for
2×2 matrices. However, as we know, they do not satisfy the Clifford
algebra. Namely, if we define σµ = (1,σ), then,

[
σµ, σν

]
+
6= 2ηµν1. (1.90)

In fact, we know that in two dimensions, there cannot exist four
anti-commuting matrices.

The next choice is N = 2 for which the matrices will be four
dimensional (4 × 4 matrices). In this case, we can find a set of four
linearly independent, constant matrices which satisfy the Clifford
algebra. A particular choice of these matrices, for example, has the
form

γ0 =

(
1 0
0 −1

)
,

γi =

(
0 σi
−σi 0

)
, i = 1, 2, 3, (1.91)

where each element of the 4 × 4 matrices represents a 2 × 2 matrix
and the σi correspond to the three Pauli matrices. This particular
choice of the Dirac matrices is commonly known as the Pauli-Dirac
representation.

There are, of course, other representations for the γµ matrices.
However, the physics of Dirac equation is independent of any par-
ticular representation for the γµ matrices. This can be easily seen
by invoking Pauli’s fundamental theorem which says that if there
are two sets of (constant) matrices γµ and γ′µ satisfying the Clifford
algebra, then, they must be related by a similarity transformation.
Namely, if

[
γµ, γν

]
+
= 2ηµν1,

[
γ′µ, γ′ν

]
+
= 2ηµν1, (1.92)
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then, there exists a constant, nonsingular matrix S such that (in fact,
the similarity transformation is really a unitary transformation if we
take the Hermiticity properties of the γ-matrices into account)

γ′µ = SγµS−1. (1.93)

Therefore, given the equation

(γ′µpµ −m)ψ′ = 0, (1.94)

we obtain

(SγµS−1pµ −m)ψ′ = 0,

or, S(γµpµ −m)S−1ψ′ = 0,

or, (γµpµ −m)S−1ψ′ = 0,

or, (γµpµ −m)ψ = 0, (1.95)

with ψ = S−1ψ′. (The matrix S−1 can be moved past the momentum
operator since it is assumed to be constant.) This shows that dif-
ferent representations of the γµ matrices are equivalent and merely
correspond to a change in the basis of the wave function. As we
know, a change of basis does not change physics.

To obtain the Hamiltonian for the Dirac equation, let us go to
the coordinate representation where the Dirac equation (1.80) takes
the form (remember ~ = 1)

(i∂/−m)ψ = (iγµ∂µ −m)ψ = 0,

or, (iγ0∂0 + iγ ·∇−m)ψ = 0. (1.96)

Multiplying with γ0 from the left and using the fact that (γ0)2 = 1,
we obtain

i
∂ψ

∂t
= (−iγ0γ ·∇+mγ0)ψ. (1.97)
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Conventionally, one denotes

β = γ0, α = γ0γ. (1.98)

In terms of these matrices, then, we can write (1.97) as

i
∂ψ

∂t
= (−iα ·∇+mβ)ψ = (α · p+ βm)ψ. (1.99)

This is a first order equation (in time derivative) like the Schrödinger
equation and we can identify the Hamiltonian for the Dirac equation
with (recall the time dependent Schrödinger equation (1.37))

H = α · p+ βm. (1.100)

In the particular representation of the γµ matrices in (1.91), we
note that

β = γ0 =

(
1 0
0 −1

)
,

α = γ0γ =

(
1 0
0 −1

)(
0 σ

−σ 0

)
=

(
0 σ

σ 0

)
. (1.101)

We can now determine either from the definition in (1.98) and (1.79)
or from the explicit representation in (1.101) that the matrices α, β
satisfy the anti-commutation relations

[
αi, αj

]
+
= 2δij 1,

[
αi, β

]
+
= 0, (1.102)

with β2 = 1. We can, of course, directly check from this explicit
representation that both β and α are Hermitian matrices. But, in-
dependently, we also note from the form of the Hamiltonian in (1.100)
that, in order for it to be Hermitian, we must have
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β† = β,

α† = α. (1.103)

In terms of the γµ matrices, this translates to

β = γ0 = (γ0)† = β†,

α = γ0γ = (γ0γ)† = α†. (1.104)

Equivalently, we can write

(γ0)† = γ0,

(γi)† = −γi. (1.105)

Namely, independent of the representation, the γµ matrices must sat-
isfy the Hermiticity properties in (1.105). (With a little bit of more
analysis, it can be seen that, in general, the Hermiticity properties
of the γµ matrices are related to the choice of the metric tensor and
this particular choice is associated with the Bjorken-Drell metric.)
In the next chapter, we would study the plane wave solutions of the
first order Dirac equation.

1.5 References

The material presented in this chapter is covered in many standard
textbooks and we list below only a few of them.

1. J. D. Bjorken and S. Drell, Relativistic Quantum Mechanics,
McGraw-Hill, New York (1964).

2. A. Das, Lectures on Quantum Mechanics, (second edition) Hin-
dustan Publishing, India andWorld Scientific, Singapore (2011).

3. C. Itzykson and J.-B. Zuber, Quantum Field Theory, McGraw-
Hill, New York (1980).

4. L. I. Schiff, Quantum Mechanics, McGraw-Hill, New York (1968).
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Chapter 2

Solutions of the Dirac equation

2.1 Plane wave solutions

The Dirac equation in the momentum representation (see (1.80))

(p/−m)ψ = (γµpµ −m)ψ = 0, (2.1)

or in the coordinate representation

(i∂/−m)ψ = (iγµ∂µ −m)ψ = 0, (2.2)

defines a set of matrix equations. Since the Dirac matrices, γµ, are
4 × 4 matrices, the wave function ψ, in this case, is a four com-
ponent column matrix (column vector). From the study of angular
momentum, we know that multicomponent wave functions suggest a
nontrivial spin angular momentum for the particle. (Other nontrivial
internal symmetries can also lead to a multicomponent wavefunction,
but here we are considering a simple system without any nontrivial
internal symmetry.) Therefore, we expect the solutions of the Dirac
equation to describe particles with spin. To understand what kind
of particles are described by the Dirac equation, let us look at the
plane wave solutions of the equation (which are supposed to describe
free particles). Let us denote the four component wave function as
(x stands for both space and time)

ψ(x) =




ψ1(x)

ψ2(x)

ψ3(x)

ψ4(x)



, (2.3)

27
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with

ψα(x) = e−ip·x uα(p), α = 1, 2, 3, 4. (2.4)

Substituting this back into the Dirac equation, we obtain (we define
A/ = γµAµ for any four vector Aµ)

(iγµ∂µ −m)ψ(x) = 0,

or, (iγµ(−ipµ)−m)u(p) = 0,

or, (p/−m)u(p) = 0, (2.5)

where the four component function, u(p), has the form

u(p) =




u1(p)

u2(p)

u3(p)

u4(p)



. (2.6)

Let us simplify the analysis by restricting to motion along the
z-axis. In other words, let us set

p1 = p2 = 0. (2.7)

In this case, equation (2.5) takes the form

(γ0p0 + γ3p3 −m)u(p) = 0. (2.8)

Taking the particular representation of the γµ matrices in (1.91), we
can write this explicitly as




p0 −m 0 p3 0

0 p0 −m 0 −p3
−p3 0 −(p0 +m) 0

0 p3 0 −(p0 +m)







u1(p)

u2(p)

u3(p)

u4(p)



= 0. (2.9)
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This is a set of four linear homogeneous equations (in the four vari-
ables uα(p), α = 1, 2, 3, 4) and a nontrivial solution exists only if the
determinant of the coefficient matrix vanishes. Thus, requiring,

det




p0 −m 0 p3 0
0 p0 −m 0 −p3
−p3 0 −(p0 +m) 0
0 p3 0 −(p0 +m)


 = 0, (2.10)

we obtain,

(p0 −m)
[
(p0 −m)(p0 +m)2 − p23(p0 +m)

]

+ p3
[
p33 + (p0 −m)(−p3(p0 +m))

]
= 0,

or, (p20 −m2)2 − 2p23(p
2
0 −m2) + p43 = 0,

or, (p20 − p23 −m2)2 = 0,

or, p20 − p23 −m2 = 0. (2.11)

Thus, we see that a nontrivial plane wave solution of the Dirac equa-
tion exists only for the energy values

p0 = ± E = ±
√
p23 +m2. (2.12)

Furthermore, we see from (2.11) that each of these energy values is
doubly degenerate. Of course, we would expect the positive and the
negative energy roots in (2.12) from Einstein’s relation. However,
the double degeneracy seems to be a reflection of the nontrivial spin
structure of the wave function as we will see shortly.

The energy eigenvalues (and the degeneracy) can also be ob-
tained in a simpler fashion by noting that (in the gamma matrix
representation of (1.91))
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det(γµpµ −m) = 0,

or, det

(
(p0 −m)1 σ3p3

−σ3p3 −(p0 +m)1

)
= 0,

or, det
(
− (p20 −m2)1+ p231

)
= 0,

or, det
(
− (p20 − p23 −m2)1

)
= 0,

or, p20 − p23 −m2 = 0. (2.13)

This is identical to (2.11) and the energy eigenvalues would then
correspond to the roots of this equation given in (2.12). (Note that
this method of evaluating a determinant is not valid, in general, for
matrices involving submatrices that do not commute. In the present
case, however, the submatrices 1, σ3 are both diagonal and, therefore,
commute which is why this simpler method works.)

We can obtain the solutions (wave functions) of the Dirac equa-
tion, in this case, by directly solving the set of four coupled equations
in (2.9). Alternatively, we can introduce two component wave func-
tions ũ(p) and ṽ(p) and write

u(p) =

(
ũ(p)

ṽ(p)

)
, (2.14)

where

ũ(p) =

(
u1(p)

u2(p)

)
, ṽ(p) =

(
u3(p)

u4(p)

)
. (2.15)

We note that for the positive energy solutions

p0 = E+ = E =
√
p23 +m2, (2.16)

the set of coupled equations takes the form
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(
γµpµ −m

)
u(p) = 0,

or,

(
(E+ −m)1 σ3p3

−σ3p3 −(E+ +m)1

)(
ũ(p)

ṽ(p)

)
= 0. (2.17)

Writing out explicitly, (2.17) leads to

(E+ −m)ũ(p) + σ3p3ṽ(p) = 0,

σ3p3ũ(p) + (E+ +m)ṽ(p) = 0. (2.18)

The two component function ṽ(p) can be solved in terms of ũ(p) and
we obtain from the second relation in (2.18)

ṽ(p) = − σ3p3
E+ +m

ũ(p). (2.19)

Let us note here parenthetically that the first relation in (2.18) also
leads to the same relation (as it should), namely,

ṽ(p) = −(E+ −m)

p3
σ3ũ(p)

= −(E+ −m)(E+ +m)

p3(E+ +m)
σ3ũ(p)

= − (E2
+ −m2)

p3(E+ +m)
σ3ũ(p)

= − p23
p3(E+ +m)

σ3ũ(p) = −
σ3p3

E+ +m
ũ(p), (2.20)

where we have used the property of the Pauli matrices, namely, σ23 =
1 (in the first line). Note also that if the relation (2.19) obtained from
the second equation in (2.18) is substituted into the first relation, it
will hold trivially (because of the Einstein relation). Therefore, the
positive energy solution is completely determined by the relation
(2.19) in terms of ũ(p).

Choosing the two independent solutions for ũ as
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ũ(p) =

(
1

0

)
, ũ(p) =

(
0

1

)
, (2.21)

we obtain respectively

ṽ(p) = − σ3p3
E+ +m

(
1

0

)
=

(− p3
E+ +m

0

)
, (2.22)

and

ṽ(p) = − σ3p3
E+ +m

(
0

1

)
=

(
0
p3

E+ +m

)
. (2.23)

This determines the two positive energy solutions of the Dirac equa-
tion (remember that the energy eigenvalues are doubly degenerate).
(The question of which components can be chosen independently fol-
lows from an examination of the dynamical equations. Thus, for ex-
ample, from the second of the two two-component Dirac equations in
(2.18), we note that ṽ must vanish in the rest frame while ũ remains
arbitrary. Thus, ũ can be thought of as the independent solution.)

Similarly, for the negative energy solutions we write

p0 = E− = −E = −
√
p23 +m2, (2.24)

and the set of equations (2.9) becomes

(E− −m)ũ(p) + σ3p3ṽ(p) = 0,

σ3p3ũ(p) + (E− +m)ṽ(p) = 0. (2.25)

We can solve these as

ũ(p) = − σ3p3
E− −m

ṽ(p). (2.26)
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Choosing the independent solutions as

ṽ(p) =

(
1

0

)
, ṽ(p) =

(
0

1

)
, (2.27)

we obtain respectively

ũ(p) = − σ3p3
E− −m

(
1

0

)
=

(− p3
E− −m

0

)
, (2.28)

and

ũ(p) = − σ3p3
E− −m

(
0

1

)
=

(
0
p3

E− −m

)
, (2.29)

and these determine the two negative energy solutions of the Dirac
equation.

The independent two component wave functions in (2.21) and
(2.27) are reminiscent of the spin up and spin down states of a two
component spinor. Thus, from the fact that we can write

u+(p) =

(
ũ(p)

− σ3p3
E+ +m ũ(p)

)
, u−(p) =

(− σ3p3
E− −m ṽ(p)

ṽ(p)

)
,

(2.30)

the positive and the negative energy solutions have the explicit forms

u↑+(p) =




1

0

− p3
E+ +m

0



, u↓+ =




0

1

0
p3

E+ +m



, (2.31)
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u↑−(p) =




− p3
E− −m

0

1

0



, u↓− =




0
p3

E− −m
0

1



. (2.32)

The notation is suggestive and implies that the wave function corre-
sponds to that of a spin 1

2 particle. (We will determine the spin of
the Dirac particle shortly.) It is because of the presence of negative
energy solutions that the wave function becomes a four component
column matrix as opposed to the two component spinor we expect
in non-relativistic systems. (The correct counting for the number of
components of the wave function for a massive, relativistic particle of
spin s in the presence of both positive and negative energies follows
to be 2(2s + 1), unlike the nonrelativistic counting (2s + 1).)

From the structure of the wave function, it is also clear that, for
the case of general motion, where

p1 6= p2 6= 0, (2.33)

the solutions take the forms (with p0 = E± = ±E = ±
√

p2 +m2)

u+(p) =

(
ũ(p)

σ · p
E+ +m ũ(p)

)
, u−(p) =

( σ · p
E− −m ṽ(p)

ṽ(p)

)
, (2.34)

which can be explicitly verified. (The change in the sign in the de-
pendent components in (2.34) compared to (2.30) comes from raising
the index of the momentum, namely, pi = −pi = −(p)i.)

2.2 Normalization of the wave function

Let us note that if we define

E = E+ =
√

p2 +m2 = −E−, (2.35)

then, we can write the solutions (2.34) for motion along a general
direction as
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u+(p) = α

(
ũ(p)

σ · p
E +m ũ(p)

)
, u−(p) = β

(
− σ · p
E +m ṽ(p)

ṽ(p)

)
. (2.36)

Here α and β are normalization constants to be determined. The two
component spinors ũ(p) and ṽ(p) in (2.21) and (2.27) respectively are
normalized as (for the same spin components)

ũ†(p)ũ(p) = 1 = ṽ†(p)ṽ(p). (2.37)

For different spin components, this product vanishes.

Given this, we can now calculate

u†+(p)u+(p) = α∗α
(
ũ†(p) ũ†(p) σ · p

E +m

)( ũ(p)
σ · p
E +mũ(p)

)

= |α|2
(
ũ†(p)ũ(p) + ũ†(p)

(
σ · p

)(
σ · p

)

(E +m)2
ũ(p)

)

= |α|2
(
1 +

p2

(E +m)2

)
ũ†(p)ũ(p)

= |α|2
(
E2 + 2Em+m2 + p2

(E +m)2

)
ũ†(p)ũ(p)

= |α|2 2E(E +m)

(E +m)2
ũ†(p)ũ(p)

=
2E

E +m
|α|2 ũ†(p)ũ(p), (2.38)

where we have used the familiar identity satisfied by the Pauli ma-
trices, namely

(σ ·A)(σ ·B) = A ·B+ iσ · (A×B). (2.39)

Similarly, for the negative energy solutions we have
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u†−(p)u−(p) = β∗β
(
−ṽ†(p) σ · p

E +m ṽ†(p)
)(− σ · p

E +mṽ(p)

ṽ(p)

)

= |β|2
(
ṽ†(p)

(
σ · p

)(
σ · p

)

(E +m)2
ṽ(p) + ṽ†(p)ṽ(p)

)

= |β|2
(

p2

(E +m)2
+ 1

)
ṽ†(p)ṽ(p)

=
2E

E +m
|β|2 ṽ†(p)ṽ(p). (2.40)

It is worth remarking here that although we have seen in (2.37) that,
for the same spin components, ũ†ũ = 1 = ṽ†ṽ, we have carried along
these factors in (2.38) and (2.40) simply because we have not specified
their spin components.

In dealing with the Dirac equation, another wave function (known
as the adjoint spinor) plays an important role and is defined to be

u(p) = u†(p)γ0. (2.41)

Thus, for example,

u+(p) = α∗
(
ũ†(p) ũ†(p) σ · p

E +m

)(
1 0

0 −1

)

= α∗
(
ũ†(p) −ũ†(p) σ · p

E +m

)
,

u−(p) = β∗
(
−ṽ†(p) σ · p

E +m ṽ†(p)
)(

1 0

0 −1

)

= β∗
(
−ṽ†(p) σ · p

E +m −ṽ†(p)
)
. (2.42)

Thus, we see that the difference between the Hermitian conjugate
u† and the adjoint u is in the relative sign in the second of the two-
component spinors.

We can also calculate the product
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u+(p)u+(p) = α∗α
(
ũ†(p) −ũ†(p) σ · p

E +m

)( ũ(p)
σ · p
E +mũ(p)

)

= |α|2
(
ũ†(p)ũ(p)− ũ†(p)

(
σ · p

)(
σ · p

)

(E +m)2
ũ(p)

)

= |α|2
(
1− p2

(E +m)2

)
ũ†(p)ũ(p)

= |α|2
(
E2 + 2Em+m2 − p2

(E +m)2

)
ũ†(p)ũ(p)

= |α|2 2m(E +m)

(E +m)2
ũ†(p)ũ(p)

=
2m

E +m
|α|2 ũ†(p)ũ(p). (2.43)

Similarly, we can show that

u−(p)u−(p) = −
2m

E +m
|β|2 ṽ†(p)ṽ(p). (2.44)

Our naive instinct will be to normalize the wave function, as in
the non-relativistic case, by requiring (for the same spin components)

u†+(p)u+(p) = 1 = u†−(p)u−(p). (2.45)

However, as we will see shortly, this is not a relativistic normalization.
In fact, u†u, as we will see, is related to the probability density
which transforms like the time component of a four vector. Thus, a
relativistically covariant normalization would be to require (for the
same spin components)

u†+(p)u+(p) =
E

m
= u†−(p)u−(p). (2.46)

(Remember that this will correspond to the probability density and,
therefore, must be positive. By the way, the motivation for such a
normalization condition comes from the fact that, in the rest frame
of the particle, this will reduce to u†±u± = 1 which corresponds to the
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non-relativistic normalization (2.45).) The independent wave func-
tions for a free particle, ψp(x) = e−ip·xu(p) with p0 = ±E, with this
normalization condition, would give (for the same spin components)

∫
d3xψ†

p(x)ψp′(x) =
E

m
(2π)3δ3(p − p′). (2.47)

With the requirement (2.46), we determine from (2.38) and (2.40)
(for the same spin components when (2.37) holds)

u†+(p)u+(p) =
2E

E +m
|α|2 = E

m
,

or, α = α∗ =

√
E +m

2m
,

u†−(p)u−(p) =
2E

E +m
|β|2 = E

m
,

or, β = β∗ =

√
E +m

2m
. (2.48)

Therefore, with this normalization, we can write the normalized
positive and negative energy solutions of the Dirac equation to be

u+(p) =

√
E +m

2m

(
ũ(p)

σ · p
E +m ũ(p)

)
,

u−(p) =

√
E +m

2m

(
− σ · p
E +m ṽ(p)

ṽ(p)

)
. (2.49)

It is also clear that, with this normalization, we will obtain from
(2.43) and (2.44) (for the same spin components)

u+(p)u+(p) =
2m

E +m
|α|2 =

2m

E +m

E +m

2m
= 1,

u−(p)u−(p) = −
2m

E +m
|β|2 = − 2m

E +m

E +m

2m
= −1. (2.50)
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This particular product, therefore, appears to be a Lorentz invariant
(scalar) and we will see later that this is indeed true.

Let us also note here that by construction the positive and the
negative energy solutions are orthogonal. For example,

u†+(p)u−(p) = α∗β
(
ũ†(p) ũ†(p) σ · p

E +m

)(− σ · p
E +mṽ(p)

ṽ(p)

)

= α∗β

(
− ũ†(p) σ · p

E +m
ṽ(p) + ũ†(p)

σ · p
E +m

ṽ(p)

)

= 0. (2.51)

Therefore, the solutions we have constructed correspond to four lin-
early independent, orthonormal solutions of the Dirac equation. Note,
however, that

u+(p)u−(p) = −2α∗β ũ†(p)
σ · p
E +m

ṽ(p) 6= 0,

u−(p)u+(p) = −2β∗α ṽ†(p)
σ · p
E +m

ũ(p) 6= 0. (2.52)

While we will be using this particular normalization for massive
particles, let us note that it becomes meaningless for massless parti-
cles. (There is no rest frame for a massless particle.) The probability
density has to be well defined. Correspondingly, an alternative nor-
malization which works well for both massive and massless particles
is given by

u†+(p)u+(p) = E = u†−(p)u−(p). (2.53)

This still behaves like the time component of a four vector (m is a
Lorentz scalar). In this case, we will obtain from (2.38) and (2.40)
(for the same spin components)
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u†+(p)u+(p) =
2E

E +m
|α|2 = E,

or, α = α∗ =

√
E +m

2
,

u†−(p)u−(p) =
2E

E +m
|β|2 = E,

or, β = β∗ =

√
E +m

2
. (2.54)

Correspondingly, in this case, we obtain

u+(p)u+(p) =
2m

E +m
|α|2 = m,

u−(p)u−(p) = −
2m

E +m
|β|2 = −m, (2.55)

which vanishes for a massless particle. This product continues to be
a scalar. Let us note once again that this is a particularly convenient
normalization for massless particles.

Let us note here parenthetically that, while the arbitrariness in
the normalization of u(p) may seem strange, it can be understood in
light of what we have already pointed out earlier as follows. We can
write the solution of the Dirac equation for a general motion (along
an arbitrary direction) as

ψ(x) =

∫
d4p a(p)δ(p2 −m2) e−ip·x u(p), (2.56)

where a(p) is a coefficient which depends on the normalization of u(p)
in such a way that the wave function would lead to a total probability
normalized to unity,

∫
d3xψ†(x)ψ(x) = 1. (2.57)

Namely, a particular choice of normalization for the u(p) is compen-
sated for by a specific choice of the coefficient function a(p) so that
the total probability integrates to unity. The true normalization is
really contained in the total probability.
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2.3 Spin of the Dirac particle

As we have argued repeatedly, the structure of the plane wave solu-
tions of the Dirac equation is suggestive of the fact that the particle
described by the Dirac equation has spin 1

2 . That this is indeed true
can be seen explicitly as follows.

Let us define a four dimensional generalization of the Pauli matri-
ces as (in this section, we will use the notations of three dimensional
Euclidean space since we will be dealing only with three dimensional
vectors)

α̃i =

(
σi 0

0 σi

)
, i = 1, 2, 3. (2.58)

It can, of course, be checked readily that these matrices are related
to the αi matrices defined in (1.98) and (1.101) through the relation

αi =

(
0 σi

σi 0

)
= ρα̃i = α̃iρ, (2.59)

where

ρ =

(
0 1

1 0

)
. (2.60)

We note that ρ2 = 1 so that we can invert the defining relation (2.59)
and write

α̃i = ραi = αiρ. (2.61)

From the structures of the matrices αi and α̃i we conclude that

[
α̃i, α̃j

]
=

(
[σi, σj ] 0

0 [σi, σj ]

)

=

(
2iǫijkσk 0

0 2iǫijkσk

)
= 2iǫijkα̃k. (2.62)
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This shows that 1
2 α̃i satisfies the angular momentum algebra (remem-

ber ~ = 1) and this is why we call the matrices, α̃i, the generalized
Pauli matrices. (Note, however, that α̃i define a reducible representa-
tion of spin generators since these matrices are block diagonal.) Us-
ing (2.59) and (2.60), it can also be checked that [αi, αj ] = 2iǫijkα̃k.

Let us also note that

[
α̃i, αj

]
=

(
σi 0

0 σi

)(
0 σj

σj 0

)
−
(

0 σj

σj 0

)(
σi 0

0 σi

)

=

(
0 σiσj − σjσi

σiσj − σjσi 0

)

=

(
0 [σi, σj ]

[σi, σj ] 0

)

=

(
0 2iǫijkσk

2iǫijkσk 0

)
= 2iǫijkαk,

[
α̃i, β

]
=

(
[σi,1] 0

0 −[σi,1]

)
= 0. (2.63)

Here we have used the fact that (see (1.101))

β = γ0 =

(
1 0
0 −1

)
, (2.64)

is block diagonal like α̃i.
With these relations at our disposal, let us look at the free Dirac

Hamiltonian in (1.100) (remember that we are using three dimen-
sional Euclidean notations in this section)

H = α · p+ βm = αipi + βm. (2.65)

As we will see in the next chapter, the Dirac equation transforms
covariantly under a Lorentz transformation. In other words, Lorentz
transformations define a symmetry of the Dirac Hamiltonian and,
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therefore, rotations which correspond to a subset of the Lorentz
transformations must also be a symmetry of the Dirac Hamiltonian.
Consequently, the (total) angular momentum operators which gen-
erate rotations should commute with the Dirac Hamiltonian. Let
us recall that the orbital angular momentum operators are given by
(repeated indices are summed)

Li = ǫijkxjpk, i, j, k = 1, 2, 3. (2.66)

Calculating the commutator of this operator with the Dirac Hamil-
tonian, we obtain

[Li,H] = [ǫijkxjpk, αℓpℓ + βm]

= [ǫijkxjpk, αℓpℓ]

= ǫijkαℓ[xj , pℓ]pk

= ǫijkαℓ (iδjℓ) pk = iǫijkαjpk. (2.67)

Here we have used the fact that since β is a constant matrix and
m is a constant, the second term in the Hamiltonian drops out of
the commutator. Thus, we note that the orbital angular momentum
operator does not commute with the Dirac Hamiltonian. Conse-
quently, the total angular momentum which should commute with
the Hamiltonian must contain a spin part as well.

To determine the spin angular momentum, we note that (see
(2.63))

[
α̃i,H

]
=
[
α̃i, αjpj + βm

]

=
[
α̃i, αj

]
pj +

[
α̃i, β

]
m

= 2iǫijkαkpj = −2iǫijkαjpk, (2.68)

so that combining this relation with (2.67) we obtain

[
Li +

1

2
α̃i,H

]
= [Li,H] +

1

2

[
α̃i,H

]

= iǫijkαjpk − iǫijkαjpk = 0. (2.69)
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In other words, the total angular momentum which should commute
with the Hamiltonian, if rotations are a symmetry of the system, can
be identified with

Ji = Li +
1

2
α̃i. (2.70)

In this case, therefore, we can identify the spin angular momentum
operator with

Si =
1

2
α̃i. (2.71)

Note, in particular, that

S3 =
1

2
α̃3 =

1

2

(
σ3 0

0 σ3

)
, (2.72)

which has doubly degenerate eigenvalues ±1
2 . Therefore, we conclude

that the particle described by the Dirac equation corresponds to a
spin 1

2 (fermionic) particle.

2.4 Continuity equation

The Dirac equation, written in the Hamiltonian form (see (1.99)), is
given by

i
∂ψ

∂t
= Hψ =

(
− iα ·∇+ βm

)
ψ. (2.73)

Taking the Hermitian conjugate of this equation, we obtain

−i ∂ψ
†

∂t
= ψ†(iα · ←−∇ + βm), (2.74)

where the gradient is assumed to act on ψ†. Multiplying (2.73) with
ψ† on the left and (2.74) with ψ on the right and subtracting the
second from the first, we obtain
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iψ† ∂ψ
∂t

+ i
∂ψ†

∂t
ψ = −i

(
ψ†α ·∇ψ + (∇ψ†) · αψ

)
,

or, i
∂

∂t
(ψ†ψ) = −i∇ ·

(
ψ†αψ

)
,

or,
∂

∂t
(ψ†ψ) = −∇ ·

(
ψ†αψ

)
. (2.75)

This is the continuity equation for the probability current density
associated with the Dirac equation and we note that we can identify

ρ = ψ†ψ = probability density,

J = ψ†αψ = probability current density, (2.76)

to write the continuity equation as

∂ρ

∂t
= −∇ · J. (2.77)

This suggests that we can write the current four vector as

Jµ = (ρ,J) = (ψ†ψ,ψ†αψ), (2.78)

so that the continuity equation can be written in the manifestly co-
variant form

∂µJ
µ = 0. (2.79)

This, in fact, shows that the probability density, ρ, is the time com-
ponent of Jµ (see (2.78)) and, therefore, must transform like the
time coordinate under a Lorentz transformation (as we had alluded
to earlier). (We are, of course, yet to show that Jµ transforms like
a four vector which we will do in the next chapter.) On the other
hand, the total probability

P =

∫
d3x ρ =

∫
d3xψ†ψ, (2.80)
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is a constant independent of any particular Lorentz frame. It is worth
recalling that we have already used this Lorentz transformation prop-
erty of ρ in defining the normalization of the wave function.

An alternative and more covariant way of deriving the continuity
equation is to start with the covariant Dirac equation

(
iγµ∂µ −m

)
ψ = 0, (2.81)

and note that the Hermitian conjugate of ψ satisfies

ψ†(− i(γµ)†←−∂µ −m
)
= 0. (2.82)

Multiplying this equation with γ0 on the right and using the fact
that (γ0)2 = 1, we obtain (ψ = ψ†γ0 so that ψ† = ψγ0)

ψγ0
(
− i(γµ)†←−∂µ −m

)
γ0 = 0,

or, ψ
(
− iγ0(γµ)†γ0←−∂µ −m) = 0,

or, ψ
(
− iγµ←−∂µ −m

)
= 0, (2.83)

where we have used the property of the gamma matrices that (for
µ = 0, 1, 2, 3, see also (2.102) and (2.103) in section 2.6)

γ0γµγ0 = (γµ)†,

γ0(γµ)†γ0 = γµ. (2.84)

Multiplying (2.81) with ψ on the left and (2.83) with ψ on the
right and subtracting the second from the first, we obtain

i
(
ψγµ∂µψ + ψγµ

←−
∂µψ

)
= 0,

or, i∂µ
(
ψγµψ

)
= 0,

or, ∂µ
(
ψγµψ

)
= 0. (2.85)

This is, in fact, the covariant continuity equation for the Dirac equa-
tion and we can identify the conserved current density with
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Jµ = ψγµψ. (2.86)

Note from the definition in (2.86) that we can identify

J0 = ψγ0ψ = ψ†γ0γ0ψ = ψ†ψ = ρ,

J = ψγψ = ψ†γ0γψ = ψ†αψ, (2.87)

which is what we had derived earlier in (2.78).
Let us conclude this discussion by noting that although the Dirac

equation has both positive and negative energy solutions, because it
is a first order equation (particularly in the time derivative), the
probability density is independent of time derivative much like in
the Schrödinger equation. Consequently, the probability density, as
we have seen explicitly in (2.38) and (2.40), can be defined to be
positive definite even in the presence of negative energy solutions.
This is rather different from the case of the Klein-Gordon equation
that we have studied in chapter 1.

2.5 Dirac’s hole theory

We have seen that the Dirac equation leads to both positive and
negative energy solutions. In the free particle case, for example, the
energy eigenvalues are given by

p0 = E± = ±E = ±
√
p2 +m2. (2.88)

Thus, even for this simple case of a free particle the energy spectrum
has the form shown in Fig. 2.1. We note from Fig. 2.1 (as well as
from the equation above, (2.88)) that the positive and the negative
energy solutions are separated by a gap of magnitude 2m (remember
that we are using c = 1).

Even when the probability density is consistently defined, the
presence of negative energy solutions leads to many conceptual diffi-
culties. First of all, in such a case, we note that the energy spectrum
is unbounded from below. Since physical systems have a tendency
to go to the lowest energy state available, this implies that any such
physical system (of Dirac particles) would make a transition to these
unphysical energy states thereby leading to a collapse of all stable
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m

−m

Figure 2.1: Energy spectrum for a free Dirac particle.

systems such as the Hydrogen atom. Classically, of course, we can
restrict ourselves to the subspace of positive energy solutions. But as
we have argued earlier within the context of the Klein-Gordon equa-
tion, quantum mechanically this is not acceptable. Namely, even if
we start out with a positive energy solution, any perturbation would
cause the energy to lower, destabilizing the physical system and lead-
ing to an ultimate collapse.

In the case of Dirac particles, however, there is a way out of
this difficulty. Let us recall that the Dirac particles carry spin 1

2
and are, therefore, fermions. To be specific, let us assume that the
particles described by the Dirac equation are the spin 1

2 electrons.
Since fermions obey Pauli exclusion principle, any given energy state
can accommodate at the most two electrons with opposite spin pro-
jections. Taking advantage of this fact, Dirac postulated that the
physical ground state (vacuum) in such a theory should be redefined
for consistency. Namely, Dirac postulated that the ground state in
such a theory is the state where all the negative energy states are
filled with electrons. Thus, unlike the conventional picture of the
ground state as being the state without any particle (quantum), here
the ground state, in fact, contains an infinite number of negative en-
ergy particles. Furthermore, Dirac assumed that the electrons in the
negative energy states are passive in the sense that they do not pro-
duce any observable effect such as charge, electromagnetic field etc.
(Momentum and energy of these electrons are also assumed to be
unobservable. This simply means that one redefines the values of all
these observables with respect to this ground state.)
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This redefinition of the vacuum automatically prevents the insta-
bility associated with matter. For example, a positive energy electron
can no longer drop down to a negative energy state without violat-
ing the Pauli exclusion principle since the negative energy states are
already filled. (Note that this would not work for a bosonic system
such as particles described by the Klein-Gordon equation. It is only
because fermions obey Pauli exclusion principle that this works for
the Dirac equation.) On the other hand, such a redefinition of the
ground state does predict some new physical phenomena which are
experimentally observed. For example, if enough energy is provided
to such a ground state, a negative energy electron can make a tran-
sition to a positive energy state and can appear as a positive energy
electron. Furthermore, the absence of a negative energy electron can
be thought of as a “hole” which would have exactly the same mass
as the particle but otherwise opposite internal quantum numbers.
This “hole” state is what we have come to recognize as the anti-
particle – in this case, a positron – and the process under discussion
is commonly referred to as pair creation (production). Thus, the
Dirac theory predicts an anti-particle of equal mass for every Dirac
particle. (The absence of a negative energy electron in the ground
state can be thought of as the ground state plus a positive energy
“hole” state with exactly opposite quantum numbers to neutralize its
effects. The amount of energy necessary to excite a negative energy
electron to a positive energy state is E ≥ 2m.)

This is Dirac’s theory of electrons and works quite well. However,
we must recognize that it is inherently a many particle theory in the
sense that the vacuum (ground state) of the theory is defined to con-
tain infinitely many negative energy particles. (This unconventional
definition of the vacuum state can be avoided in a second quantized
field theory which we will study later.) In spite of this, the Dirac
equation passes as a one particle equation primarily because of the
Pauli exclusion principle. On the other hand, this is a general feature
that combining quantum mechanics with relativity necessarily leads
to a many particle theory.
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2.6 Properties of the Dirac matrices

The Dirac matrices, γµ, were crucial in taking a matrix square root
of the Einstein relation and, thereby, in defining a first order equa-
tion. In this section, we will study some of the useful properties of
these matrices. As we have seen, the four Dirac matrices satisfy (in
addition to the Clifford algebra)

(γ0)† = γ0,

(γi)† = −γi, i = 1, 2, 3,

Tr γµ = 0, µ = 0, 1, 2, 3,

(γ0)2 = 1, (γi)2 = −1, for a fixed i = 1, 2, 3. (2.89)

Since these are 4 × 4 matrices, a complete set of Dirac matrices
must consist of 16 such matrices. Of course, the identity matrix will
correspond to one of them.

To obtain the other basis matrices, let us define the following sets
of matrices. Let

γ5 = iγ0γ1γ2γ3 = − i

4!
ǫµνλργ

µγνγλγρ, (2.90)

where

ǫ0123 = 1 = −ǫ0123, (2.91)

represents the four-dimensional generalization of the Levi-Civita ten-
sor. Note that in our particular representation for the γµ matrices
given in (1.91), we obtain

γ5 = i

(
1 0

0 −1

)(
0 σ1

−σ1 0

)(
0 σ2

−σ2 0

)(
0 σ3

−σ3 0

)

= i

(
0 σ1

σ1 0

)(
−σ2σ3 0

0 −σ2σ3

)

= i

(
0 −σ1σ2σ3

−σ1σ2σ3 0

)

= i

(
0 −i1
−i1 0

)
=

(
0 1

1 0

)
, (2.92)
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where we have used the property of the Pauli matrices

σ1σ2σ3 = i1. (2.93)

We recognize from (2.92) that we can identify this with the matrix
ρ defined earlier in (2.60). Note that, by definition,

γ25 = 1, γ†5 = γ5, (2.94)

and that, since it is the product of all the four γµ matrices, it anti-
commutes with any one of them. Namely,

[
γ5, γ

µ
]
+
= 0, µ = 0, 1, 2, 3. (2.95)

Given the matrix γ5, we can define four new matrices as

γ5γ
µ, µ = 0, 1, 2, 3. (2.96)

Since we know the explicit forms of the matrices 1, γµ and γ5 in
our representation, let us write out the forms of γ5γ

µ also in this
representation.

γ5γ
0 =

(
0 1

1 0

)(
1 0

0 −1

)
=

(
0 −1
1 0

)
,

γ5γ
i =

(
0 1

1 0

)(
0 σi

−σi 0

)
=

(
−σi 0

0 σi

)
. (2.97)

Finally, we can also define six anti-symmetric matrices, σµν , as
(µ, ν = 0, 1, 2, 3)

σµν = −σνµ =
i

2

[
γµ, γν

]
=
i

2
(γµγν − γνγµ)

= i
(
ηµν − γνγµ

)

= −i
(
ηµν − γµγν

)
, (2.98)
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whose explicit forms in our representation can be worked out to be
(i, j, k = 1, 2, 3)

σ0i = iγ0γi = i

(
1 0

0 −1

)(
0 σi

−σi 0

)

= i

(
0 σi

σi 0

)
= iαi,

σij = iγiγj = i

(
0 σi

−σi 0

)(
0 σj

−σj 0

)

= i

(
−σiσj 0

0 −σiσj

)

= i

(
−iǫijkσk 0

0 −iǫijkσk

)
= ǫijk

(
σk 0

0 σk

)

= ǫijkα̃k. (2.99)

Here we have used the three dimensional notation ǫijk = ǫijk. We
have already seen in (2.71) that the matrices 1

2 α̃i represent the spin
operators for the Dirac particle. From (2.99) we conclude, therefore,
that the matrices

1

2
α̃i =

1

4
ǫijkσ

jk, (2.100)

can be identified with the spin operators for the Dirac particle. (This
relation can be obtained from (2.99) using the identity for products
of Levi-Civita tensors, namely, ǫijkǫℓjk = 2 δiℓ.)

We have thus constructed a set of sixteen Dirac matrices, namely,

Γ(S) = 1, 1,

Γ(V ) = γµ, 4,

Γ(T ) = σµν , 6,

Γ(A) = γ5γ
µ, 4,

Γ(P ) = γ5, 1,

(2.101)
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where the numbers on the right denote the number of matrices in each
category and these, in fact, provide a basis for all the 4× 4 matrices.
Here, the notation is suggestive and stands for the fact that ψ̄Γ(S)ψ
transforms like a scalar under Lorentz and parity transformations.
Similarly, ψ̄Γ(V )ψ, ψ̄Γ(T )ψ, ψ̄Γ(A)ψ and ψ̄Γ(P )ψ behave respectively
like a vector, tensor, axial-vector and a pseudo-scalar under Lorentz
and parity transformations as we will see in the next chapter.

Let us note here that each of the matrices, even within a given
class, has its own Hermiticity property. However, it can be checked
that except for γ5, which is defined to be Hermitian, all other matri-
ces satisfy

γ0Γ(α)γ0 = (Γ(α))†, α = S, V,A, T. (2.102)

In fact, it follows easily that

γ01γ0 = (γ0)2 = 1 = (1)†,

γ0γµγ0 = (γµ)†, (2.103)

γ0γ5γ
µγ0 = −γ5γ0γµγ0 = −(γ5)†(γµ)† = −(γµγ5)† = (γ5γ

µ)†,

where we have used the fact that γ5 is Hermitian and it anti-commutes
with γµ. Finally, from

γ0γµγνγ0 = γ0γµγ0γ0γνγ0 = (γµ)†(γν)† = (γνγµ)†, (2.104)

it follows that

γ0σµνγ0 =
i

2
γ0(γµγν − γνγµ)γ0

=
i

2

(
(γνγµ)† − (γµγν)†

)

= − i
2
(γµγν − γνγµ)†

= (σµν)†. (2.105)
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The Dirac matrices satisfy nontrivial (anti) commutation rela-
tions. We already know that

[
γµ, γν

]
+
= 2ηµν1,

[
γ5, γ

µ
]
+
= 0. (2.106)

We can also calculate various other commutation relations in a
straightforward and representation independent manner. For exam-
ple,

[
γµ, σνλ

]
=
[
γµ,−i

(
ηνλ − γνγλ

)]

= i
[
γµ, γνγλ

]

= i
([
γµ, γν

]
+
γλ − γν

[
γµ, γλ

]
+

)

= 2i
(
ηµνγλ − ηµλγν

)
. (2.107)

In this derivation, we have used the fact that

[A,BC] = ABC −BCA
= (AB +BA)C −B(AC + CA)

=
[
A,B

]
+
C −B

[
A,C

]
+
. (2.108)

We note here parenthetically that the commutator in (2.108) can also
be expressed in terms of commutators (instead of anti-commutators)
as

[A,BC] = [A,B]C +B [A,C] . (2.109)

However, since γµ matrices satisfy simple anti-commutation rela-
tions, the form in (2.108) is more useful for our purpose.

Similarly, for the commutator of two σµν matrices, we obtain
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[
σµν , σλρ

]
=
[
− i
(
ηµν − γµγν

)
, σλρ

]

= i
[
γµγν , σλρ

]

= iγµ
[
γν , σλρ

]
+ i
[
γµ, σλρ

]
γν

= iγµ
[
2iηνλγρ − 2iηνργλ

]
+ i
[
2iηµλγρ − 2iηµργλ

]
γν

= −2i
[
ηµλ
(
i(ηνρ − γργν)

)
+ ηνρ

(
− i(ηµλ − γµγλ)

)

− ηµρ
(
i(ηνλ − γλγν)

)
− ηνλ(−i(ηµρ − γµγρ)

)]

= −2i
[
ηµλσνρ + ηνρσµλ − ηµρσνλ − ηνλσµρ

]
. (2.110)

Thus, we see that the σµν matrices satisfy an algebra in the sense
that the commutator of any two of them gives back a σµν matrix.
We will see in the next chapter that they provide a representation
for the Lorentz algebra.

The various commutation and anti-commutation relations also
lead to many algebraic simplifications in dealing with such matrices.
This becomes particularly useful in calculating various amplitudes
involving Dirac particles. Thus, for example, (these relations are
true only in 4-dimensions)

γµγ
νγµ = γµ

([
γν , γµ

]
+
− γµγν

)

= 2ηνµγµ − 4γν = 2γν − 4γν = −2γν , (2.111)

where we have used (γµ = ηµνγ
ν)

γµγ
µ = 4 1, (2.112)

and it follows now that,

γµA/γ
µ = γµAνγ

νγµ = Aνγµγ
νγµ = −2Aνγν = −2A/. (2.113)

Similarly,



July 13, 2020 8:54 book-9x6 11845-main page 56

56 2 Solutions of the Dirac equation

γµγ
νγλγµ = γµγ

ν
([
γλ, γµ

]
+
− γµγλ

)

= 2ηλµγµγ
ν + 2γνγλ

= 2γλγν + 2γνγλ = 2
[
γλ, γν

]
+
= 4ηλν1,

γµγ
νγλγσγµ =

[
γµ, γ

ν
]
+
γλγσγµ

=
(
2δνµ − γνγµ

)
γλγσγµ

= 2γλγσγν − 4ηλσγν , (2.114)

and so on.

The commutation and anti-commutation relations also come in
handy when we are evaluating traces of products of such matrices.
For example, we know from the cyclicity of traces that

Tr γµγν = Tr γνγµ. (2.115)

Therefore, it follows (in 4-dimensions) that

Tr γµγν =
1

2

(
Tr γµγν + Tr γνγµ

)
=

1

2
Tr
[
γµ, γν

]
+

=
1

2
Tr
(
2ηµν1

)
= ηµν Tr 1 = 4ηµν ,

Tr γ5γ
µ = Tr γµγ5 = −Tr γ5γµ = 0. (2.116)

Here in the second relation we have used the fact that γ5 anti-
commutes with γµ in addition to the cyclicity of trace. Even more
complicated traces can be evaluated by using the basic relations we
have developed so far. For example, we note that

Tr γµγνγλγρ = Tr
[([
γµ, γν

]
+
− γνγµ

)
γλγρ

]

= Tr
(
2ηµνγλγρ − γνγµγλγρ

)

= 8ηµνηλρ − Tr γν
([
γµ, γλ

]
+
− γλγµ

)
γρ

= 8ηµνηλρ − 8ηµληνρ + Tr γνγλ
([
γµ, γρ

]
+
− γργµ

)
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= 8ηµνηλρ − 8ηµληνρ + 8ηνληµρ − Tr γνγλγργµ,

or, 2 Tr γµγνγλγρ = 8ηµνηλρ − 8ηµληνρ + 8ηνληµρ,

or, Tr γµγνγλγρ = 4
(
ηµνηλρ − ηµληνρ + ηνληµρ

)
, (2.117)

and so on. We would use all these properties in the next chapter to
study the covariance of the Dirac equation under a Lorentz transfor-
mation.

To conclude this section, let us note that we have constructed a
particular representation for the Dirac matrices commonly known as
the Pauli-Dirac representation. However, there are other equivalent
representations possible which may be more useful for a particular
system under study. For example, there exists a representation for
the Dirac matrices where γµ are all purely imaginary. This is known
as the Majorana representation and is quite useful in the study of
Majorana fermions which are charge neutral fermions. Explicitly, the
γµM matrices have the forms

γ0M =

(
0 σ2

σ2 0

)
, γ1M =

(
iσ3 0

0 iσ3

)
,

γ2M =

(
0 −σ2
σ2 0

)
, γ3M =

(
−iσ1 0

0 −iσ1

)
. (2.118)

It can be checked that the Dirac matrices in the Pauli-Dirac represen-
tation and the Majorana representation are related by the similarity
(unitary) transformation (see (1.93))

γµM = SγµS−1, S =
1√
2
γ0
(
1+ γ2

)
. (2.119)

Similarly, there exists yet another representation for the γµ matrices,
namely,

γµW =

(
0 σµ

σ̃µ 0

)
, (2.120)
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where

σµ = (1,σ), σ̃µ = (1,−σ). (2.121)

This is known as the Weyl representation for the Dirac matrices and
is quite useful in the study of massless fermions. It can be checked
that the Weyl representation is related to the standard Pauli-Dirac
representation through the similarity (unitary) transformation

γµW = SγµS−1, S =
1√
2

(
1+ γ5γ

0
)
. (2.122)

2.6.1 Fierz rearrangement. As we have pointed out in (2.101), the
sixteen Dirac matrices Γ(a), a = S, V, T,A, P define a complete basis
for 4× 4 matrices. This is easily demonstrated by showing that they
are linearly independent which is seen as follows.

We have explicitly constructed the sixteen matrices to correspond
to the set

Γ(a) = {1, γµ, σµν , γ5γµ, γ5} . (2.123)

From the properties of the γµ matrices, it can be easily checked that

Tr Γ(a)Γ(b) = 0, a 6= b, (2.124)

where “Tr” denotes trace over the matrix indices. As a result, given
this set of matrices, we can construct the inverse set of matrices as

Γ(a) =
Γ(a)

Tr
(
Γ(a)Γ(a)

) , a not summed, (2.125)

such that

Tr
(
Γ(a)Γ

(b)
)
= δ

(b)
(a). (2.126)

Explicitly, we can write the inverse set of matrices as
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Γ(a) =
1

4
{1, γµ, σµν ,−γ5γµ, γ5} . (2.127)

With this, the linear independence of the set of matrices in (2.123)
is straightforward. For example, it follows now that if

∑

(a)

C(a)Γ
(a) = 0, (2.128)

then, multiplying (2.128) with Γ(b), where b is arbitrary, and taking
trace over the matrix indices and using (2.126) we obtain

Tr Γ(b)

∑

(a)

C(a)Γ
(a) = 0,

or,
∑

(a)

C(a) Tr
(
Γ(b)Γ

(a)
)
= 0,

or,
∑

(a)

C(a)δ
(a)
(b) = 0,

or, C(b) = 0, (2.129)

for any b = S, V, T,A, P . Therefore, (2.128) implies that all the
coefficients of expansion must vanish which shows that the set of
sixteen matrices Γ(a) in (2.123) are linearly independent. As a result
they constitute a basis for 4× 4 matrices.

Since the set of matrices in (2.123) provide a basis for the 4× 4
matrix space, any arbitrary 4 × 4 matrix M can be expanded as a
linear superposition of these matrices, namely,

M =
∑

(a)

C
(M)
(a) Γ(a). (2.130)

Multiplying this expression with Γ(b) and taking trace over the matrix
indices, we obtain
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Tr Γ(b)M =
∑

(a)

C
(M)
(a) Tr

(
Γ(b)Γ

(a)
)
=
∑

(a)

C
(M)
(a) δ

(a)
(b) ,

or, C
(M)
(b) = Tr

(
Γ(b)M

)
. (2.131)

Substituting (2.131) into the expansion (2.130), we obtain

M =
∑

(a)

(
Tr Γ(a)M

)
Γ(a). (2.132)

Introducing the matrix indices explicitly, this leads to

Mαβ =
∑

(a)

Γ(a) γηMηγΓ
(a)
αβ ,

or,
∑

(a)

(
Γ(a)

)
γη

(
Γ(a)

)
αβ

= δαηδβγ . (2.133)

Here α, β, γ, η = 1, 2, 3, 4 and correspond to the matrix indices of the
4 × 4 matrices and we are assuming that the repeated indices are
being summed.

Equation (2.133) describes a fundamental relation which expresses
the completeness relation for the sixteen basis matrices. Just like any
other completeness relation, it can be used effectively in many ways.
For example, we note that if M and N denote two arbitrary 4 × 4
matrices, then using (2.133) we can derive (for simplicity, we will use
the standard convention that the repeated index (a) as well as the
matrix indices are being summed)

(
Γ(a)M

)
γβ

(
Γ(a)N

)
αδ

=
(
Γ(a)

)
γβ̄
Mβ̄β

(
Γ(a)

)
αδ̄
Nδ̄δ =Mβ̄βNδ̄δ

(
Γ(a)

)
γβ̄

(
Γ(a)

)
αδ̄

=Mβ̄βNδ̄δδγδ̄δβ̄α =MαβNγδ,

(
MΓ(a)

)
αδ

(
NΓ(a)

)
γβ

=Mαδ̄

(
Γ(a)

)
δ̄δ
Nγβ̄

(
Γ(a)

)
β̄β

=Mαδ̄Nγβ̄

(
Γ(a)

)
δ̄δ

(
Γ(a)

)
β̄β
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=Mαδ̄Nγβ̄δδ̄βδδβ̄ =MαβNγδ. (2.134)

Using the relations in (2.134), it is now straightforward to obtain

(
ψ̄1MΓ(a)ψ4

) (
ψ̄3NΓ(a)ψ2

)

= ψ̄1α

(
MΓ(a)

)
αδ
ψ4δψ̄3γ

(
NΓ(a)

)
γβ
ψ2β

= ψ̄1αψ4δψ̄3γψ2β

(
MΓ(a)

)
αδ

(
NΓ(a)

)
γβ

= ψ̄1αψ4δψ̄3γψ2βMαβNγδ =
(
ψ̄1Mψ2

) (
ψ̄3Nψ4

)
,

(
ψ̄1Γ

(a)Mψ4

) (
ψ̄3Γ(a)Nψ2

)

= ψ̄1γ

(
Γ(a)M

)
γβ
ψ4βψ̄3α

(
Γ(a)N

)
αδ
ψ2δ

= ψ̄1γψ4βψ̄3αψ2δ

(
Γ(a)M

)
γβ

(
Γ(a)N

)
αδ

= ψ̄1γψ4βψ̄3αψ2δMαβNγδ =
(
ψ̄3Mψ4

) (
ψ̄1Nψ2

)
. (2.135)

The two relations in (2.135) are known as the Fierz rearrangement
identities which are very useful in calculating cross sections. In de-
riving these identities, we have assumed that the spinors are ordinary
functions. On the other hand, if they correspond to anti-commuting
fermion operators, the right-hand sides of the identities in (2.135)
pick up a negative sign which arises from commuting the fermionic
fields past one another.

Let us note that using the explicit forms for Γ(a) and Γ(a) in
(2.123) and (2.125) respectively, we can write the first of the Fierz
rearrangement identities in (2.135) as (assuming the spinors to be
ordinary functions and not anti-commuting fermion fields which will
introduce an overall negative sign, for example, in commuting ψ2

past ψ̄3)

ψ̄1Mψ2 ψ̄3Nψ4

=
1

4

[
ψ̄1Mψ4 ψ̄3Nψ2 + ψ̄1Mγµψ4 ψ̄3Nγµψ2
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+ ψ̄1Mσµνψ4 ψ̄3Nσµνψ2 − ψ̄1Mγ5γ
µψ4 ψ̄3Nγ5γµψ2

+ψ̄1Mγ5ψ4 ψ̄3Nγ5ψ2

]
. (2.136)

Since this is true for any matrices M,N and any spinors, we can
define a new spinor ψ̃4 = Nψ4 to write the identity in (2.136) equiv-
alently as

ψ̄1Mψ2 ψ̄3Nψ4 = ψ̄1Mψ2 ψ̄3ψ̃4

=
1

4

[
ψ̄1Mψ̃4 ψ̄3ψ2 + ψ̄1Mγµψ̃4 ψ̄3γµψ2

+ ψ̄1Mσµν ψ̃4 ψ̄3σµνψ2 − ψ̄1Mγ5γ
µψ̃4 ψ̄3γ5γµψ2

+ψ̄1Mγ5ψ̃4 ψ̄3γ5ψ2

]

=
1

4

[
ψ̄1MNψ4 ψ̄3ψ2 + ψ̄1MγµNψ4 ψ̄3γµψ2

+ ψ̄1MσµνNψ4 ψ̄3σµνψ2 − ψ̄1Mγ5γ
µNψ4 ψ̄3γ5γµψ2

+ψ̄1Mγ5Nψ4 ψ̄3γ5ψ2

]
, (2.137)

which is often calculationally simpler. Thus, for example, if we
choose

M = (1− γ5) γµ, N = (1− γ5) γµ, (2.138)

then using various properties of the gamma matrices derived earlier
as well as (2.111) and (2.114), we obtain from (2.137)

ψ̄1 (1− γ5) γµψ2 ψ̄3 (1− γ5) γµψ4

= −ψ̄1 (1− γ5) γµψ4 ψ̄3 (1− γ5) γµψ2. (2.139)

This is the well known fact from the weak interactions that the V −A
form of the weak interaction Hamiltonian proposed by Sudarshan and
Marshak is form invariant under a Fierz rearrangement (the negative
sign is there simply because we are considering spinor functions and
will be absent for anti-commuting fermion fields).
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Chapter 3

Properties of the Dirac equation

3.1 Lorentz transformations

In three dimensions, we are well acquainted with rotations. For ex-
ample, we know that a rotation of coordinates around the z-axis by
an angle θ can be represented as the transformation

x→ x′ = Rx, (3.1)

where R represents the rotation matrix such that

x′1 = cos θ x1 − sin θ x2,

x′2 = sin θ x1 + cos θ x2,

x′3 = x3. (3.2)

Here we are using a three dimensional notation, but this can also
be written in terms of the four vector notation we have developed
earlier. The rotation around the z-axis in (3.2) can also be written
in matrix form as



x′1
x′2
x′3


 =



cos θ − sin θ 0

sin θ cos θ 0

0 0 1






x1

x2

x3


 , (3.3)

so that the coefficient matrix on the right hand side can be identified
with the rotation matrix R in (3.1), namely,

65
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R =



cos θ − sin θ 0

sin θ cos θ 0

0 0 1


 . (3.4)

Thus, we see from (3.4) that a finite rotation around the 3-axis (z-
axis) or in the 1-2 plane is denoted by an orthogonal matrix, R
(RTR = 1), with unit determinant (detR = 1). We also note from
(3.2) that an infinitesimal rotation around the 3-axis (z-axis) takes
the form

x′1 = x1 − ǫx2,
x′2 = ǫx1 + x2,

x′3 = x3, (3.5)

where we have identified θ = ǫ = infinitesimal. We observe here that
the matrix representing the infinitesimal change under a rotation
(namely, (R− 1), see also (3.4) with θ = ǫ) is anti-symmetric.

Under a Lorentz boost along the x-axis, we also know that the
coordinates transform as (boost velocity β = v since c = 1, otherwise,
β = v

c )

xµ → x′µ, (3.6)

such that

x′ 0 = γ(x0 − βx1),

x′ 1 = γ(−βx0 + x1),

x′ 2 = x2,

x′ 3 = x3, (3.7)

where the Lorentz factor γ is defined in terms of the boost velocity
to be
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γ =
1√

1− β2
. (3.8)

We recognize that (3.7) can also be written in the matrix form as




x′ 0

x′ 1

x′ 2

x′ 3




=




γ −γβ 0 0

−γβ γ 0 0

0 0 1 0

0 0 0 1







x0

x1

x2

x3




=




coshω − sinhω 0 0

− sinhω coshω 0 0

0 0 1 0

0 0 0 1







x0

x1

x2

x3



, (3.9)

where we have defined

coshω = γ =
1√

1− β2
,

sinhω = γβ =
β√

1− β2
, (3.10)

so that

cosh2 ω − sinh2 ω =
1

1− β2 −
β2

1− β2 = 1. (3.11)

Since the range of the boost velocity is given by −1 ≤ β ≤ 1 (namely,
|v| ≤ c = 1), we conclude from (3.10) that −∞ ≤ ω ≤ ∞.

Thus, we note that a Lorentz boost along the x-direction can be
written as a matrix relation

x′µ = Λµν x
ν , (3.12)

where
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Λµν =




coshω − sinhω 0 0

− sinhω coshω 0 0

0 0 1 0

0 0 0 1



. (3.13)

From this, we can obtain,

Λ ν
µ = ηµλ η

νρ Λλρ = ηµλΛ
λ
ρη
ρν

=




coshω sinhω 0 0

sinhω coshω 0 0

0 0 1 0

0 0 0 1



, (3.14)

which would lead to the transformation of the covariant coordinate
vector as

x′µ = Λ ν
µ xν . (3.15)

The matrix representing the Lorentz transformation of the coordi-
nates, Λµν (or Λ ν

µ ), is easily seen from (3.13) or (3.14) to be an
orthogonal matrix in the sense that

(ΛTΛ)µλ = (ΛT )µν Λ
ν
λ = Λ µ

ν Λνλ = δµλ , (3.16)

where we have used

Λµν = ηνλΛ
µλ, so that (ΛT )µν = ηλνΛ

λµ = Λ µ
ν . (3.17)

From (3.16), we see that the matrix Λµν has a unit determinant,
much like the rotation matrix R in (3.3). (Incidentally, (3.16) also
shows that the covariant vector transforms in an inverse manner
compared with the contravariant vector.) Therefore, we can think of
the Lorentz boost along the 1-axis (x-axis) as a rotation in the 0-1
plane with an imaginary angle (so that we have hyperbolic functions
instead of ordinary trigonometric functions). (That these rotations
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become complex is related to the fact that the metric has opposite
signature for time and space components.) Furthermore, as we have
seen, the “angle” of rotation, ω, can take any real value and, as
a result, Lorentz boosts correspond to noncompact transformations
unlike space rotations.

Let us finally note that if we are considering an infinitesimal
Lorentz boost along the 1-axis (or a rotation in the 0-1 plane), then
we can write (see (3.13) with ω = ǫ = infinitesimal)

Λµν =




1 −ǫ 0 0

−ǫ 1 0 0

0 0 1 0

0 0 0 1




= δµν + ǫµν , (3.18)

where,

ǫµν =




0 −ǫ 0 0

−ǫ 0 0 0

0 0 0 0

0 0 0 0



. (3.19)

It follows from this that

ǫµν = ηνλ ǫµλ =




0 ǫ 0 0

−ǫ 0 0 0

0 0 0 0

0 0 0 0




= −ǫνµ. (3.20)

In other words, the matrix representing the change under an in-
finitesimal Lorentz boost is anti-symmetric just like the case of an
infinitesimal rotation. In a general language, therefore, we note that
we can combine rotations and Lorentz boosts into what are known
as the homogeneous Lorentz transformations, which can be thought
of as rotations in the four dimensional space-time.
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General Lorentz transformations are defined as transformations

x′µ = Λµν x
ν , (3.21)

which leave the length of the vector invariant, namely,

ηµνx
′µx′ ν = ηµνx

µxν ,

or, ηµνΛ
µ
ρ x

ρΛνσ x
σ = ηµνx

µxν ,

or, ηµνΛ
µ
ρΛ

ν
σ x

ρxσ = ηρσx
ρxσ,

or, Λµρ Λµσ = ηρσ,

or, Λ ρ
µ Λµσ = δρσ, (3.22)

where we have used the fact that the metric, ηµν , remains invariant
under a Lorentz transformation. Equation (3.22) is, of course, what
we have seen before in (3.16). Lorentz transformations define the
maximal symmetry of the space-time manifold which leaves the origin
invariant.

Choosing ρ = σ = 0, we can write out the relation (3.22) explic-
itly as

Λ 0
0 Λ0

0 + Λ 0
i Λi0 = 1,

or,
(
Λ0

0

)2 −
(
Λi0
)2

= 1,

or,
(
Λ0

0

)2
= 1 +

(
Λi0
)2 ≥ 1. (3.23)

Therefore, we conclude that

Λ0
0 ≥ 1, or, Λ0

0 ≤ −1. (3.24)

If Λ0
0 ≥ 1, then the transformation is called orthochronous. (The

Greek prefix “ortho” means straight up. Thus, orthochronous means
straight up in time. Namely, such a Lorentz transformation does not
change the direction of time. Incidentally, “gonia” in Greek means
an angle or a corner and, therefore, orthogonal means the corner that
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is straight up (perpendicular). In the same spirit, an orthodontist
is someone who can make your teeth straight.) Note also that since
(see (3.16))

ΛTΛ = 1, (3.25)

we obtain

(det Λ)2 = 1,

or, detΛ = ±1, (3.26)

where we have used detΛT = detΛ. The set of homogeneous Lorentz
transformations satisfying

detΛ = 1, and Λ0
0 ≥ 1, (3.27)

are known as the proper orthochronous Lorentz transformations and
constitute a set of continuous transformations that can be connected
to the identity matrix. (Just to emphasize, we note that the set of
transformations with detΛ = 1 are known as proper transformations
and the set for which Λ0

0 ≥ 1 are called orthochronous.) In general,
however, there are four kinds of Lorentz transformations, namely,

Λ0
0 ≥ 1, detΛ = ±1,

Λ0
0 ≤ −1, det Λ = ±1. (3.28)

Given the proper orthochronous Lorentz transformations, we can
obtain the other Lorentz transformations by simply appending space
reflection or time reflection or both (which are discrete transforma-
tions). Thus, if Λprop denotes a proper orthochronous Lorentz trans-
formation, then by adding space reflection, x → −x, we obtain a
Lorentz transformation

Λ = ΛspaceΛprop =




1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1




Λprop. (3.29)
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This would correspond to having Λ0
0 ≥ 1, det Λ = −1 (which is or-

thochronous but no longer proper). If we add time reversal, t→ −t,
to a proper orthochronous Lorentz transformation, then we obtain a
Lorentz transformation

Λ = ΛtimeΛprop =




−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1




Λprop, (3.30)

satisfying Λ0
0 ≤ −1 and detΛ = −1 (which is neither proper nor

orthochronous). Finally, if we add both space and time reflections,
xµ → −xµ, to a proper orthochronous Lorentz tranformation, we
obtain a Lorentz transformation

Λ = Λspace−timeΛprop =




−1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1




Λprop, (3.31)

with Λ0
0 ≤ −1 and det Λ = 1 (which is proper but not orthochronous).

These additional transformations, however, cannot be continuously
connected to the identity matrix since they involve discrete reflec-
tions. In these lectures, we would refer to proper orthochronous
Lorentz transformations as the Lorentz transformations.

3.2 Covariance of the Dirac equation

Given any dynamical equation of the form

Lψ = 0, (3.32)

where L is a linear operator, we say that it is covariant under a given
transformation provided the transformed equation has the form

L′ψ′ = 0, (3.33)
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where ψ′ represents the transformed wavefunction and L′ stands for
the transformed operator (namely, the operator L with the trans-
formed variables). In simple terms, covariance implies that a given
equation is form invariant under a particular transformation (has the
same form in different reference frames).

With this general definition, let us now consider the Dirac equa-
tion

(
iγµ∂µ −m

)
ψ(x) = 0. (3.34)

Under a Lorentz transformation

xµ → x′µ = Λµν x
ν , (3.35)

if the transformed equation has the form

(
iγµ∂ ′

µ −m
)
ψ′(x′) = 0, (3.36)

where ψ′(x′) is the Lorentz transformed wave function, then the Dirac
equation would be covariant under a Lorentz transformation. Note
that the Dirac matrices, γµ, are a set of four space-time independent
matrices and, therefore, do not change under a Lorentz transforma-
tion.

Let us assume that, under a Lorentz transformation, the trans-
formed wavefunction has the form

ψ′(x′) = ψ′(Λx) = S(Λ)ψ(x), (3.37)

where S(Λ) is a 4× 4 matrix, since ψ(x) is a four component spinor.
Parenthetically, what this means is that we are finding a representa-
tion of the Lorentz transformation on the Hilbert space. In the nota-
tion of other symmetries that we know from studies in non-relativistic
quantum mechanics, we can define an operator L(Λ) to represent the
Lorentz transformation on the coordinate states as (with indices sup-
pressed)

|x〉 → |x′〉 = |Λx〉 = L(Λ)|x〉. (3.38)
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However, since the Dirac wavefunction is a four component spinor,
in addition to the change in the coordinates, the Lorentz transfor-
mation can also mix up the spinor components (much like angular
momentum/rotation does). Thus, we can define the Lorentz trans-
formation acting on the Dirac Hilbert space (Hilbert space of states
describing a Dirac particle) as, (with S(Λ) representing the 4 × 4
matrix which rotates the matrix components of the wave function)

|ψ〉 → |ψ′〉 = L(Λ)S(Λ)|ψ〉

= L(Λ)S(Λ)

∫
dx |x〉〈x|ψ〉 = L(Λ)S(Λ)

∫
dx |x〉ψ(x)

=

∫
dxL(Λ)|x〉S(Λ)ψ(x)

=

∫
dx |Λx〉S(Λ)ψ(x), (3.39)

where the wave function is recognized to be

ψ(x) = 〈x|ψ〉, (3.40)

so that, from (3.39) we obtain (see (3.37))

ψ′(x′) = 〈x′|ψ′〉 = S(Λ)ψ(x). (3.41)

Namely, the effect of the Lorentz transformation, on the wave func-
tion, can be represented by a matrix S(Λ) which depends only on
the parameter of transformation Λ and not on the space-time coor-
dinates. A more physical way to understand this is to note that the
Dirac wave function simply consists of four functions which do not
change, but get rotated by the S(Λ) matrix.

Since the Lorentz transformations are invertible, the matrix S(Λ)
must possess an inverse so that from (3.37) we can write

ψ(x) = S−1(Λ)ψ′(x′). (3.42)

Let us also note from (3.35) that
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∂x′µ

∂xν
= Λµν , (3.43)

define a set of real quantities. Thus, we can write

(
iγµ∂µ −m

)
ψ(x) = 0,

or,

(
iγµ

∂x′ ν

∂xµ
∂

∂x′ ν
−m

)
S−1(Λ)ψ ′(x′) = 0,

or,
(
iγµΛνµ ∂

′
ν −m

)
S−1(Λ)ψ ′(x′) = 0,

or,
(
iΛµν γ

ν∂ ′
µ −m

)
S−1(Λ)ψ ′(x′) = 0,

or,
(
iΛµν Sγ

νS−1∂ ′
µ −m

)
ψ ′(x′) = 0, (3.44)

where we have used (3.42).
Therefore, we see from (3.44) that the Dirac equation will be

form invariant (covariant) under a Lorentz transformation provided
there exists a matrix S(Λ), generating Lorentz transformations (for
the Dirac wavefunction), such that

Λµν Sγ
νS−1 = γµ,

or, Λµν γ
ν = S−1γµS. (3.45)

Let us note that if we define

γ ′µ = Λµν γ
ν = S−1γµS, (3.46)

then,

[
γ ′µ, γ ′ ν]

+
=
[
Λµρ γ

ρ,Λνσ γ
σ
]
+

= ΛµρΛ
ν
σ

[
γρ, γσ

]
+
= ΛµρΛ

ν
σ 2η

ρσ
1

= 2ΛµρΛ
νρ
1 = 2ηµν 1, (3.47)

where we have used the orthogonality of the Lorentz transformations
(see (3.16)). Therefore, the matrices γ ′µ satisfy the Clifford algebra
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and, by Pauli’s fundamental theorem, there must exist a matrix con-
necting the two representations, γµ and γ ′µ. It now follows from
(3.46) that the matrix S exists and all we need to show is that it also
generates Lorentz transformations in order to prove that the Dirac
equation is covariant under a Lorentz transformation.

Next, let us note that since the parameters of Lorentz transfor-
mation are real (namely, (Λ∗)µν = Λµν)

γ0
(
Λµνγ

ν
)†
γ0 = Λµνγ

0(γν)†γ0 = Λµνγ
ν ,

or, γ0(S−1γµS)†γ0 = S−1γµS,

or, Sγ0S†γ0γ0γµ
†
γ0γ0S−1†γ0S−1 = γµ,

or, (Sγ0S†γ0)γµ(Sγ0S†γ0)−1 = γµ. (3.48)

Here we have used (3.45) and the relations (γ0)† = γ0 = (γ0)−1

as well as γ0(γµ)†γ0 = γµ. It is clear from (3.48) that the matrix
Sγ0S†γ0 commutes with the four Dirac γµ matrices and, therefore,
with all the 16 basis matrices in the 4 × 4 space given in (2.101)
and must be proportional to the identity matrix (this follows sim-
ply because each of the sixteen basis matrices in (2.101) consists of
products of γµ which commute with Sγ0S†γ0). As a result, we can
denote

Sγ0S†γ0 = b1,

or, S†γ0 = b γ0S−1. (3.49)

Taking the Hermitian conjugate of (3.49), we obtain

(Sγ0S†γ0)† = b∗1,

or, γ0Sγ0S† = b∗1,

or, γ0(γ0Sγ0S†)γ0 = b∗1,

or, Sγ0S†γ0 = b∗1 = b1, (3.50)

which, therefore, determines that the parameter b is real, namely,
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b = b∗. (3.51)

We also note that det γ0 = 1 and since we are interested in proper
Lorentz transformations, detS = 1. Using these in (3.49), we deter-
mine

det (Sγ0S†γ0) = det (b1),

or, b4 = 1. (3.52)

The real roots of this equation are

b = ±1. (3.53)

In fact, we can determine the unique value of b in the following way.
Let us note, using (3.45) and (3.49), that

S†S = S†γ0γ0S

= bγ0S−1γ0S

= bγ0
(
Λ0

ν γ
ν
)

= bγ0
(
Λ0

0 γ
0 + Λ0

i γ
i
)

= b
(
Λ0

0 + Λ0
i γ

0γi
)
,

or, Tr S†S = 4bΛ0
0 > 0, (3.54)

which follows since S†S represents a non-negative matrix. The two
solutions of this equation are obvious

Λ0
0 ≥ 1, b > 0,

or, Λ0
0 ≤ −1, b < 0. (3.55)

Since we are dealing with proper Lorentz transformations, we are
assuming

Λ0
0 ≥ 1, (3.56)
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which implies (see (3.55)) that b > 0 and, therefore, it follows from
(3.53) that

b = 1. (3.57)

Thus, we conclude from (3.49) that

Sγ0S†γ0 = 1,

or, S†γ0 = γ0S−1. (3.58)

These are some of the properties satisfied by the matrix S which will
be useful in showing that it provides a representation for the Lorentz
transformations.

Next, let us consider an infinitesimal Lorentz transformation of
the form (ǫµν infinitesimal)

x′µ = Λµν x
ν = (δµν + ǫµν)x

ν = xµ + ǫµν x
ν . (3.59)

From our earlier discussion in (3.20), we recall that the infinitesimal
transformation matrix is anti-symmetric, namely,

ǫµν = −ǫνµ. (3.60)

For an infinitesimal transformation, therefore, we can expand the
matrix S(Λ) as

S(Λ) = S(ǫ) = 1− i

4
Mµνǫ

µν , (3.61)

where the matrices Mµν are assumed to be anti-symmetric in the
Lorentz indices (for different values of the Lorentz indices, Mµν de-
note matrices in the Dirac space since S(ǫ) is a matrix in this 4× 4
space),

Mµν = −Mνµ, (3.62)
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since

ǫµν = −ǫνµ. (3.63)

We can also write

S−1(ǫ) = 1+
i

4
Mµνǫ

µν , (3.64)

so that

S−1(ǫ)S(ǫ) =
(
1+

i

4
Mµνǫ

µν
)(
1− i

4
Mστ ǫ

στ
)

= 1+
i

4
Mµνǫ

µν − i

4
Mµνǫ

µν +O(ǫ2)

= 1+O(ǫ2). (3.65)

To the leading order, therefore, S−1(ǫ) indeed represents the inverse
of the matrix S(ǫ).

The defining relation for the matrix S(Λ) in (3.45) now takes the
form

S−1(ǫ)γµS(ǫ) = Λµν γ
ν =

(
δµν + ǫµν

)
γν ,

or,

(
1+

i

4
Mλρǫ

λρ

)
γµ
(
1− i

4
Mστ ǫ

στ

)
= γµ + ǫµνγ

ν ,

or, γµ +
i

4
ǫλρMλργ

µ − i

4
ǫλργµMλρ +O(ǫ2) = γµ + ǫµνγ

ν ,

or, − i

4
ǫλρ
[
γµ,Mλρ

]
= ǫµν γ

ν . (3.66)

At this point, let us recall the commutation relation (2.107)

[
γµ, σνλ

]
= 2i

(
ηµνγλ − ηµλγν

)
, (3.67)
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and note from (3.66) that if we identify

Mλρ = σλρ, (3.68)

then,

− i
4
ǫλρ
[
γµ,Mλρ

]
= − i

4
ǫλρ
[
γµ, σλρ

]

= − i
4
ǫλρ × 2i

(
ηµλγρ − ηµργλ

)

=
1

2

(
ǫµργ

ρ + ǫµλγ
λ
)
= ǫµνγ

ν , (3.69)

which coincides with the right hand side of (3.66). Therefore, we see
that for infinitesimal transformations, we have determined the form
of S(ǫ) to be

S(ǫ) = 1− i

4
Mµνǫ

µν = 1− i

4
σµνǫ

µν . (3.70)

Let us note here from the form of S(ǫ) that we can identify

1

2
σµν , (3.71)

with the generators of infinitesimal Lorentz transformations for the
Dirac wave function. (The other factor of 1

2 is there to avoid dou-
ble counting.) We will see in the next chapter (when we study the
representations of the Lorentz group) that the algebra (2.110) which
the generators of the infinitesimal transformations, 1

2 σµν , satisfy can
be identified with the Lorentz algebra (which also explains why they
are closed under multiplication).

Thus, at least for infinitesimal Lorentz transformations, we have
shown that there exists a S(Λ) which satisfies (3.45) and generates
Lorentz transformations and as a result, the Dirac equation is form
invariant (covariant) under such a Lorentz transformation. A finite
transformation can, of course, be constructed out of a series of in-
finitesimal transformations and, consequently, the matrix S(Λ) for
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a finite Lorentz transformation will be the product of a series of
such infinitesimal matrices which leads to an exponentiation of the
infinitesimal generators with the appropriate parameters of transfor-
mation.

For completeness, let us note that infinitesimal rotations around
the 3-axis or in the 1-2 plane would correspond to choosing

ǫ12 = ǫ = −ǫ21, (3.72)

with all other components of ǫµν vanishing. In such a case (see also
(2.99)),

S(ǫ) = 1− i

2
σ12 ǫ = 1+

1

2
γ1γ2 ǫ = 1− i

2
α̃3 ǫ. (3.73)

A finite rotation by angle θ in the 1-2 plane would, then, be obtained
from an infinite sequence of infinitesimal transformations resulting in
an exponentiation of the infinitesimal generators as

S(θ) = e−
i
2
α̃3θ. (3.74)

Note that since α̃†
3 = α̃3, we have S†(θ) = S−1(θ), namely, rotations

define unitary transformations. Furthermore, recalling that

α̃3 =

(
σ3 0

0 σ3

)
, (3.75)

we have

(
α̃3

)2
=

(
1 0

0 1

)
= 1, (3.76)

and, therefore, we can determine

S(θ) = cos
θ

2
− iα̃3 sin

θ

2
. (3.77)
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This shows that

S(θ + 2π) = −
(
cos

θ

2
− iα̃3 sin

θ

2

)
= −S(θ),

S(θ + 4π) = S(θ). (3.78)

That is, the rotation operator, in this case, is double valued and,
therefore, corresponds to a spinor representation. This is, of course,
consistent with the fact that the Dirac equation describes spin 1

2
particles.

Let us next consider an infinitesimal rotation in the 0-1 plane,
namely, we are considering an infinitesimal boost along the 1-axis
(x-axis). In this case, we can identify

ǫ01 = ǫ = −ǫ10, (3.79)

with all other components of ǫµν vanishing, so that we can write (see
also (2.99))

S(ǫ) = 1− i

2
σ01 ǫ = 1+

1

2
γ0γ1 ǫ

= 1− 1

2
α1 ǫ. (3.80)

In this case, the matrix for a finite boost ω can be obtained through
exponentiation as

S(ω) = e−
1
2
α1ω. (3.81)

Furthermore, recalling that

α1 =

(
0 σ1

σ1 0

)
, (3.82)

and, therefore,
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α2
1 =

(
1 0

0 1

)
= 1, (3.83)

we can determine

S(ω) = cosh
ω

2
− α1 sinh

ω

2
. (3.84)

We note here that since α†
1 = α1,

S†(ω) 6= S−1(ω). (3.85)

That is, in this four dimensional space (namely, as 4 × 4 matrices),
operators defining boosts are not unitary. This is related to the fact
that Lorentz boosts are non-compact transformations and for such
transformations, there does not exist any finite dimensional unitary
representation. All the unitary representations are necessarily infi-
nite dimensional.

3.3 Transformation of bilinears

In the last section, we have shown how to construct the matrix S(Λ)
for finite Lorentz transformations (for both rotations and boosts).
Let us note next that, since under a Lorentz transformation

ψ ′(x′) = S(Λ)ψ(x), (3.86)

it follows that

ψ ′ †(x′) = ψ†(x)S†(Λ),

ψ
′
(x′) = ψ ′ †(x′)γ0 = ψ†(x)S†(Λ)γ0

= ψ†(x)γ0S−1(Λ) = ψ(x)S−1(Λ), (3.87)

where we have used the relation (3.58). In other words, we see that
the adjoint wave function ψ(x) transforms inversely, under a Lorentz
transformation, compared to the wave function ψ(x). This implies
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that a bilinear product such as ψψ would transform under a Lorentz
transformation as

ψ(x)ψ(x)→ ψ
′
(x′)ψ ′(x′)

= ψ(x)S−1(Λ)S(Λ)ψ(x) = ψ(x)ψ(x). (3.88)

Namely, such a product will not change under a Lorentz transforma-
tion – would behave like a scalar – which is what we had discussed
earlier in connection with the normalization of the Dirac wavefunc-
tion (see (2.50) and (2.55)).

Similarly, under a Lorentz transformation

ψ(x)γµψ(x)→ ψ
′
(x′)γµψ ′(x′)

= ψ(x)S−1(Λ)γµS(Λ)ψ(x)

= ψ(x)Λµνγ
νψ(x) = Λµνψ(x)γ

νψ(x), (3.89)

where we have used (3.45). Thus, we see that if we define a current
of the form Jµ(x) = ψ(x)γµψ(x), it would transform as a four vector
under a proper Lorentz transformation, namely,

Jµ(x) = ψ(x)γµψ(x)→ Λµν J
ν(x). (3.90)

This is, of course, what we had observed earlier. Namely, the prob-
ability current density (see also (2.86)) transforms like a four vector
so that the probability density transforms as the time component of
a four vector. Finally, we note that in this way, we can determine
the transformation properties of the other bilinears under a Lorentz
transformation in a straightforward manner.

3.4 Projection operators, completeness relation

Let us note that the positive energy solutions of the Dirac equation
satisfy

(p/−m)u+(p) =
(
γ0p0 − γ · p−m

)
u+(p

0,p) = 0, (3.91)
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where

p0 = E =
√
p2 +m2, (3.92)

while the negative energy solutions satisfy

(
− γ0p0 − γ · p−m

)
u−(−p0,p) = 0, (3.93)

with the same value of p0 as in (3.92). It is customary to identify
(see (2.49), the reason for this will become clear when we discuss the
quantization of Dirac field theory later)

u(p) = u+(p) =

√
E +m

2m

(
ũ

σ·p
E+m ũ

)
,

v(p) = u−(−p0,−p) = u−(−p) =
√
E +m

2m

( σ·p
E+m ṽ

ṽ

)
, (3.94)

so that the equations satisfied by u(p) and v(p) (positive and negative
energy solutions), (3.91) and (3.93), can be written as

(p/−m)u(p) = 0, (3.95)

and

(
− γ0p0 + γ · p−m

)
v(p) = 0,

or, (−p/−m)v(p) = 0,

or, (p/+m)v(p) = 0. (3.96)

Given these equations, the adjoint equations are easily obtained
to be (taking the Hermitian conjugate and multiplying γ0 on the
right)
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u†(p)
(
(p/)† −m

)
γ0 = 0,

or, u(p)(p/−m) = 0,

v†(p)
(
(p/)† +m

)
γ0 = 0,

or, v(p)(p/+m) = 0, (3.97)

where we have used (γµ)†γ0 = γ0γµ (see (2.84)). As we have seen
earlier there are two positive energy solutions and two negative en-
ergy solutions of the Dirac equation. Let us denote them by

ur(p) and vr(p), r = 1, 2, (3.98)

where r, as we had seen earlier, can represent the spin projection of
the two component spinors (in terms of which the four component
solutions were obtained). Let us also note that each of the four
solutions really represents a four component spinor. Let us denote
the spinor index by α = 1, 2, 3, 4. With these notations, we can write
down the Lorentz invariant conditions we had derived earlier from
the normalization of a massive Dirac particle as (see (2.50))

u r(p)us(p) =

4∑

α=1

u rα(p)u
s
α(p) = δrs,

v r(p)vs(p) =

4∑

α=1

v rα(p)v
s
α(p) = −δrs,

u r(p)vs(p) = 0 = v r(p)us(p). (3.99)

Although we had noted earlier that u+(p)u−(p) 6= 0, the last re-
lation in (3.99) can be checked to be true simply because v(p) =
u−(−p0,−p), namely, because the direction of momentum changes
for v(p) (see the derivation in (2.52)). This also allows us to write

2∑

r=1

[u r(p)ur(p)− v r(p)vr(p)] = 4. (3.100)
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For completeness we note here that it is easy to check

u†(p)v(−p) = 0 = v†(−p)u(p), (3.101)

for any two spin components of the positive and the negative energy
spinors.

From the form of the equations satisfied by the positive and the
negative energy spinors, (3.95) and (3.96), it is clear that we can
define projection operators for such solutions as

Λ+(p) =
p/+m

2m
,

Λ−(p) =
−p/+m

2m
. (3.102)

These are, of course, 4 × 4 matrices and their effect on the Dirac
spinors is quite clear,

Λ+(p)u
r(p) =

p/+m

2m
ur(p)

=
p/−m+ 2m

2m
ur(p) = ur(p),

Λ+(p)v
r(p) =

p/+m

2m
vr(p) = 0,

Λ−(p)u
r(p) =

−p/+m

2m
ur(p) = 0,

Λ−(p)v
r(p) =

−p/+m

2m
vr(p)

=
−p/−m+ 2m

2m
vr(p) = vr(p). (3.103)

Similar relations also hold for the adjoint spinors and it is clear that
Λ+(p) projects only on to the space of positive energy solutions, while
Λ−(p) projects only on to the space of negative energy ones.

Let us note that
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Λ+(p)Λ+(p) =

(
p/+m

2m

)2

=
p2 + 2mp/+m2

4m2

=
m2 + 2mp/+m2

4m2
=

2m(p/+m)

4m2

=
p/+m

2m
= Λ+(p),

Λ−(p)Λ−(p) =

(−p/+m

2m

)2

=
p2 − 2mp/+m2

4m2

=
m2 − 2mp/+m2

4m2
=

2m(−p/+m)

4m2

=
−p/+m

2m
= Λ−(p),

Λ+(p)Λ−(p) =
p/+m

2m
× −p/+m

2m

=
1

4m2

(
−p2 +m2

)
=

1

4m2

(
−m2 +m2

)

= 0 = Λ−(p)Λ+(p), (3.104)

where we have used (p/)2 = p2 = m2. Thus, we see that Λ±(p) are
indeed projection operators and they are orthogonal to each other.
Furthermore, let us also note that

Λ+(p) + Λ−(p) =
p/+m

2m
+
−p/+m

2m
= 1, (3.105)

as it should be since all the solutions can be divided into either
positive or negative energy ones.

Let us next consider the outer product of the spinor solutions.
Let us define a 4× 4 matrix P with elements

Pαβ(p) =

2∑

r=1

urα(p)u
r
β(p), α, β = 1, 2, 3, 4. (3.106)

This matrix has the property that acting on a positive energy spinor
it gives back the same spinor. Namely,
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(P (p)us(p))α =

4∑

β=1

Pαβ(p)u
s
β(p) =

4∑

β=1

2∑

r=1

urα(p)u
r
β(p)u

s
β(p)

=
2∑

r=1

urα(p)δrs = usα(p),

(u s(p)P (p))α =
4∑

β=1

u sβ(p)Pβα(p) =
4∑

β=1

2∑

r=1

u sβ(p)u
r
β(p)u

r
α(p)

=
2∑

r=1

δrsu
r
α(p) = u sα(p),

(P (p)vs(p))α =
4∑

β=1

Pαβ(p)v
s
β(p)

=

4∑

β=1

2∑

r=1

urα(p)u
r
β(p)v

s
β(p) = 0, (3.107)

where we have used (3.99). Thus, we see that the matrix P projects
only on to the space of positive energy solutions and, therefore, we
can identify

Pαβ(p) = (Λ+(p))αβ ,

or,

2∑

r=1

urα(p)u
r
β(p) =

(
p/+m

2m

)

αβ

. (3.108)

Similarly, if we define

Qαβ(p) =

2∑

r=1

vrα(p)v
r
β(p), (3.109)

then, it is straightforward to see that
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(Q(p)us(p))α =

4∑

β=1

Qαβ(p)u
s
β(p)

=
4∑

β=1

2∑

r=1

vrα(p)v
r
β(p)u

s
β(p) = 0,

(Q(p)vs(p))α =
4∑

β=1

Qαβ(p)v
s
β(p) =

4∑

β=1

2∑

r=1

vrα(p)v
r
β(p)v

s
β(p)

=

2∑

r=1

vrα(p)(−δrs) = −vsα(p),

(v s(p)Q(p))α =

4∑

β=1

v sβ(p)Qβα(p) =

4∑

β=1

2∑

r=1

v sβ(p)v
r
β(p)v

r
α(p)

=

2∑

r=1

(−δrs)v rα = −v sα. (3.110)

Namely, the matrixQ projects only on to the space of negative energy
solutions with a phase (a negative sign). Hence we can identify

Qαβ = −(Λ−(p))αβ ,

or,

2∑

r=1

vrα(p)v
r
β(p) =

(
p/−m
2m

)

αβ

. (3.111)

The completeness relation for the solutions of the Dirac equation now
follows from the observation that (see (3.105))

Pαβ −Qαβ = (Λ+(p))αβ + (Λ−(p))αβ = δαβ ,

or,

2∑

r=1

[
urα(p)u

r
β(p)− vrα(p)v rβ(p)

]
= δαβ . (3.112)

In a matrix notation, the completeness relation (3.112) can also be
written as
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2∑

r=1

(ur(p)u r(p)− vr(p)v r(p)) = 1. (3.113)

We note here that the relative negative sign between the two terms in
(3.112) or in (3.113) can be understood as follows. As we have seen,
uu and vv have opposite sign, the latter being negative while the
former is positive. Hence, we can think of the space of solutions of
the Dirac equation as an indefinite metric space. In such a space, the
completeness relation does not involve a sum of terms with positive
definite sign, rather it involves a sum with the metric structure of
the space built in.

These relations are particularly useful in simplifying the evalua-
tions of transition amplitudes and probabilities. For example, let us
suppose that we are interested in a transition amplitude which has
the form

u r(p)Mus(p′), (3.114)

where M stands for a 4 × 4 matrix (a combination of the 16 Dirac
matrices). If the initial and the final states are the same, this may
represent the expectation value of a given operator in a given electron
state and will have the form (r not summed)

〈M〉 = u r(p)Mur(p). (3.115)

If we are not interested in the expectation value in a particular elec-
tron state, but rather wish to obtain an average over the two possible
electron states (in experiments we may want to average over the spin
polarization states), then we will have

〈M〉 = 1

2

2∑

r=1

u r(p)Mur(p)

=
1

2

2∑

r=1

4∑

α,β=1

u rα(p)Mαβu
r
β(p)

=
1

2

4∑

α,β=1

2∑

r=1

Mαβu
r
β(p)u

r
α(p)
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=
1

2

4∑

α,β=1

Mαβ(Λ+(p))βα =
1

2
Tr MΛ+(p). (3.116)

Similarly, if we have a transition from a given electron state to
another and if we are interested in a process where we average over
the initial electron states and sum over the final electron states (for
example, think of an experiment with unpolarized initial electron
states where the final spin polarization is not measured), the proba-
bility for such a transition will be determined from

1

2

2∑

r,s=1

(
u r(p)Mus(p′)

) (
u r(p)Mus(p′)

)†

=
1

2

2∑

r,s=1

(
u r(p)Mus(p′)

)(
u†s(p′)M †(u r)†(p)

)

=
1

2

2∑

r,s=1

u r(p)Mus(p′)u s(p′)γ0M †γ0ur(p)

=
1

2

2∑

r,s=1

4∑

α,β,σ,λ=1

u rα(p)Mαβu
s
β(p

′)u sσ(p
′)
(
γ0M †γ0

)
σλ
urλ(p)

=
1

2

4∑

α,β,σ,λ=1

2∑

r,s=1

Mαβu
s
β(p

′)u sσ(p
′)
(
γ0M †γ0

)
σλ
urλ(p)u

r
α(p)

=
1

2

4∑

α,β,σ,λ=1

Mαβ

(
Λ+(p

′)
βσ

(
γ0M †γ0

)
σλ

(Λ+(p))λα

=
1

2
Tr
(
MΛ+(p

′)γ0M †γ0Λ+(p)
)
. (3.117)

The trace is over the 4×4 matrix indices and can be easily performed
using the properties of the Dirac matrices that we have discussed
earlier in section 2.6.
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3.5 Helicity

As we have seen in section 2.3, the Dirac Hamiltonian

H = α · p+ βm, (3.118)

does not commute either with the orbital angular momentum or with
spin (rather, it commutes with the total angular momentum). Thus,
unlike the case of non-relativistic systems where we specify a given
energy state by the projection of spin along the z-axis (namely, by
the eigenvalue of Sz), in the relativistic case this is not useful since
spin is not a constant of motion. In fact, we have already seen that
the spin operator

S =
1

2
α̃, α̃i =

(
σi 0

0 σi

)
, (3.119)

satisfies the commutation relation (see (2.68))

[Si,H] =

[
1

2
α̃i,H

]
= −iǫijkαjpk. (3.120)

As a consequence, it can be easily checked that the plane wave so-
lutions which we had derived earlier are not eigenstates of the spin
operator. Note, however, that for a particle at rest, spin commutes
with the Hamiltonian (since in this frame p = 0) and such solutions
can be labelled by the spin projection.

On the other hand, we note that since momentum commutes with
the Dirac Hamiltonian, namely,

[pi,H] = [pi,α · p+ βm] = 0, (3.121)

the operator S · p does also (momentum and spin commute and,
therefore, the order of these operators in the product is not relevant).
Namely,

[Sipi,H] = [Si,H]pi = −iǫijkαjpkpi = 0. (3.122)
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Therefore, this operator is a constant of motion. The normalized
operator

h =
S · p
|p | , (3.123)

measures the longitudinal component of the spin of the particle or
the projection of the spin along the direction of motion. This is
known as the helicity operator and we note that since the Hamilto-
nian commutes with helicity, the eigenstates of energy can also be
labelled by the helicity eigenvalues. Note that

h2 =

(
S · p
|p |

)2

=
1

4
1, (3.124)

where we have used (this is the generalization of the identity satisfied
by the Pauli matrices)

(S · p )(S · p ) =
1

4
(α̃ · p) (α̃ · p) = 1

4
p2
1. (3.125)

Therefore, the eigenvalues of the helicity operator, for a spin 1
2 Dirac

particle, can only be ±1
2 and we can label the positive and the neg-

ative energy solutions also as u(p, h), v(p, h) with h = ±1
2 (the two

helicity eigenvalues). The normalization relations in this case will
take the forms

u(p, h)u(p, h′) = δhh′ = −v(p, h)v(p, h′),
u(p, h)v(p, h′) = 0 = v(p, h)u(p, h′). (3.126)

Furthermore, the completeness relation (3.112) or (3.113) can now
be written as

∑

h=± 1
2

[u(p, h)u(p, h)− v(p, h)v(p, h)] = 1. (3.127)



July 13, 2020 8:54 book-9x6 11845-main page 95

3.6 Massless Dirac particle 95

3.6 Massless Dirac particle

Let us consider the free Dirac equation for a massive spin 1
2 particle,

(γµpµ −m) u(p) = 0,

or,
(
γ0p0 − γ · p−m

)
u(p) = 0, (3.128)

where we are not assuming any relation between p0 and p as yet.
Let us represent the four component spinor (as before) as

u(p) =

(
u1(p)

u2(p)

)
, (3.129)

where u1(p) and u2(p) are two component spinors. In terms of u1(p)
and u2(p), the Dirac equation takes the form

(
(p0 −m)1 −σ · p

σ · p −(p0 +m)1

)(
u1

u2

)
= 0. (3.130)

Explicitly, this leads to the two (2-component) coupled equations

(
p0 −m

)
u1(p)− σ · pu2(p) = 0,

σ · pu1(p)−
(
p0 +m

)
u2(p) = 0, (3.131)

which can also be written as

p0u1(p)− σ · pu2(p) = mu1(p),

p0u2(p)− σ · pu1(p) = −mu2(p). (3.132)

Taking the sum and the difference of the two equations in (3.132),
we obtain

(
p0 − σ · p

)
(u1(p) + u2(p)) = m (u1(p)− u2(p)) ,

(
p0 + σ · p

)
(u1(p)− u2(p)) = m (u1(p) + u2(p)) . (3.133)
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We note that if we define two new (2-component) spinors as

uL(p) =
1

2
(u1(p)− u2(p)) ,

uR(p) =
1

2
(u1(p) + u2(p)) , (3.134)

then, the equations in (3.133) can be rewritten as a set of two coupled
(2-component) spinor equations of the form

p0uR(p)− σ · puR(p) = muL(p),

p0uL(p) + σ · puL(p) = muR(p). (3.135)

This shows that it is the mass term which couples the two equations.
Let us note that in the limit m→ 0, the two equations in (3.135)

reduce to two (2-component) spinor equations which are decoupled
and have the simpler forms

p0uR(p) = σ · puR(p),

p0uL(p) = −σ · puL(p). (3.136)

These two equations, like the Dirac equation, can be shown to be
covariant under proper Lorentz transformations (as they should be,
since vanishing of the mass which is a Lorentz scalar should not
change the behavior of the equation under proper Lorentz transfor-
mations). These equations, however, are not invariant under parity
or space reflection and are known as the Weyl equations. The corre-
sponding two component spinors uL and uR are also known as Weyl
spinors.

Let us note that, in the massless limit,

p0uR(p) = σ · puR(p),

or, (p0)2uR(p) = p0(σ · p)uR(p) = (σ · p) p0uR(p)

= (σ · p) (σ · p) uR(p) = p 2uR(p),

or,
(
(p0)2 − p 2

)
uR(p) = 0. (3.137)
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Similarly, we can show that uL(p) also satisfies

(
(p0)2 − p 2

)
uL(p) = 0. (3.138)

Thus, for a nontrivial solution of these equations to exist, we must
have

(p0)2 − p 2 = 0, (3.139)

which is the Einstein relation for a massless particle. It is clear,
therefore, that for such solutions, we must have

p0 = ±|p |. (3.140)

For p0 = |p |, namely, for the positive energy solutions, we note that

p0uR(p) = σ · puR(p),

or,
σ · p
|p | uR(p) = uR(p), (3.141)

while

p0uL(p) = −σ · puL(p),

or,
σ · p
|p | uL(p) = −uL(p). (3.142)

In other words, the two different Weyl equations really describe par-
ticles with opposite helicity. Recalling that 1

2 σ denotes the spin
operator for a two component spinor, we note that uL(p) describes
a particle with helicity −1

2 or a particle with spin anti-parallel to its
direction of motion. If we think of spin as arising from a circular mo-
tion, then we conclude that for such a particle, the circular motion
would correspond to that of a left-handed screw. Correspondingly,
such a particle is called a left-handed particle (which is the reason
for the subscript L). On the other hand, uR(p) describes a particle
with helicity +1

2 or a particle with spin parallel to its direction of
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motion. Such a particle is known as a right-handed particle since
its spin motion would correspond to that of a right-handed screw.
This is shown in Fig. 3.1 and we note here that this nomenclature
is opposite of what is commonly used in optics. (Handedness is also
referred to as chirality and these (4 component Dirac) spinors can be
shown to be eigenstates of the γ5 matrix which can also be under-
stood more easily from the chiral symmetry associated with massless
Dirac systems.)

p

Left-handed

p

Right-handed

Figure 3.1: Right-handed and left-handed particles with spins paral-
lel and anti-parallel to the direction of motion.

As we know, the electron neutrino emitted in a beta decay

AXZ+1 → AY Z + e+ + νe, (3.143)

is massless (present experiments suggest they are almost massless)
and, therefore, can be described by a two component Weyl equa-
tion. We also know, experimentally, that νe is left-handed, namely,
its helicity is −1

2 . In the hole theoretic language, then, the absence
of a negative energy neutrino would appear as a “hole” with the mo-
mentum reversed. Therefore, the anti-neutrino, in this description,
will have opposite helicity or will be right-handed. Alternatively, the
neutrino is left-handed and hence satisfies the equation

p0uL = −σ · puL, (3.144)
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and has negative helicity. It is helicity which is the conserved quan-
tum number and, hence, the absence of a negative energy neutrino
would appear as a “hole” with opposite helicity. That the anti-
neutrino is right-handed is, of course, observed in experiments such
as

n→ p+ e− + νe. (3.145)

A very heuristic way to conclude that parity is violated in pro-
cesses involving neutrinos is as follows. The neutrino is described by
the equation

σ · p
|p | uL(p) = −uL(p). (3.146)

Under parity or space reflection,

x→ −x,
p→ −p,
|p | → |p |,

L = x× p→ (−x )× (−p ) = x× p = L. (3.147)

Since σ represents an angular momentum, we conclude that it must
transform under parity like L, so that under a space reflection

σ · p
|p | →

σ · (−p)
|p | = −σ · p

|p | . (3.148)

Consequently, the neutrino equation is not invariant under parity,
and processes involving neutrinos, therefore, would violate parity.
This has been experimentally verified in a number of processes.

3.7 Chirality

With the normalization for massless spinors discussed in (2.53) and
(2.54), the solutions of the massless Dirac equation (m = 0)
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p/u(p) = 0 = p/v(p), (3.149)

can be written as (see (2.53) and compare with the massive case
(3.94))

u(p) =

√
E

2

(
ũ(p)

σ·p
E ũ(p)

)
=

√
|p|
2

(
ũ(p)

σ·p
|p| ũ(p)

)
,

v(p) =

√
E

2

(
σ·p
E ṽ(p)

ṽ(p)

)
=

√
|p|
2

(σ·p
|p| ṽ(p)

ṽ(p)

)
. (3.150)

From the structure of the massless Dirac equation (3.149), we note
that if u(p) (or v(p)) is a solution, then γ5u(p) (or γ5v(p)) is also
a solution. Therefore, the solutions of the massless Dirac equation
can be classified according to the eigenvalues of γ5 also known as the
chirality or the handedness.

This can also be seen from the fact that the Hamiltonian for a
massless Dirac fermion (see (1.100))

H = α · p, (3.151)

commutes with γ5 (in fact, in the Pauli-Dirac representation γ5 = ρ
defined in (2.60) and ρ commutes with α, see, for example, (2.61)).
Since

γ25 = 1, (3.152)

it follows that the eigenvalues of γ5 are ±1 and spinors with the
eigenvalue +1, namely,

γ5uR(p) = uR(p), γ5vR(p) = vR(p), (3.153)

are known as right-handed (positive chirality) spinors while those
with the eigenvalue −1, namely,

γ5uL(p) = −uL(p), γ5vL(p) = −vL(p), (3.154)
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are called left-handed (negative chirality) spinors. We note that if
the fermion is massive (m 6= 0), then the Dirac Hamiltonian (1.100)
would no longer commute with γ5 and in this case chirality would
not be a good quantum number to label the states with.

Given a general spinor, the right-handed and the left-handed
components can be obtained through the projection operators (1
denotes the identity matrix in the appropriate space)

uR(p) = PRu(p) =
1

2
(1+ γ5)u(p)

=

√
|p|
2

(1
2

(
1+ σ·p

|p|
)
ũ(p)

1
2

(
1+ σ·p

|p|
)
ũ(p)

)
,

uL(p) = PLu(p) =
1

2
(1− γ5)u(p)

=

√
|p|
2

( 1
2

(
1− σ·p

|p|
)
ũ(p)

−1
2

(
1− σ·p

|p|
)
ũ(p)

)
,

vR(p) = PRv(p) =
1

2
(1+ γ5)v(p)

=

√
|p|
2

(1
2

(
1+ σ·p

|p|
)
ṽ(p)

1
2

(
1+ σ·p

|p|
)
ṽ(p)

)
,

vL(p) = PLv(p) =
1

2
(1− γ5)v(p)

=

√
|p|
2

(−1
2

(
1− σ·p

|p|
)
ṽ(p)

1
2

(
1− σ·p

|p|
)
ṽ(p)

)
, (3.155)

where we have defined

PR =
1

2
(1+ γ5), PL =

1

2
(1− γ5). (3.156)
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We note that by definition these projection operators satisfy

(
PR
)2

= PR,
(
PL
)2

= PL,

PRPL = 0 = PLPR, PR + PL = 1, (3.157)

which implies that any four component spinor can be uniquely de-
composed into a right-handed and a left-handed component. (In
the Pauli-Dirac representation, these projection operators have the
explicit forms (see (2.92))

PR =
1

2

(
1 1

1 1

)
, PL =

1

2

(
1 −1
−1 1

)
. (3.158)

We note from (3.155) that in the massless Dirac theory, the four
component spinors can be effectively described by two component
spinors. This is connected with our earlier observation (see section
3.6) that in the massless limit, the Dirac equation reduces to two
decoupled two component Weyl equations (recall that it is the mass
term which generally couples these two spinors). The reducibility
of the spinors is best seen in the Weyl representation for the Dirac
matrices discussed in (2.120). However, we will continue our discus-
sion in the Pauli-Dirac representation of the Dirac matrices which we
have used throughout. From the definition of the helicity operator
in (3.123) (for the two component spinors S = 1

2 σ), we note that
spinors of the form

χ(±)(p) =
1

2

(
1± σ · p

|p|

)
χ̃, (3.159)

correspond to states with definite helicity, namely,

hχ(±)(p) =
σ · p
2|p|

1

2

(
1± σ · p

|p|
)
χ̃

= ±1

2
× 1

2

(
1± σ · p

|p|
)
χ̃ = ±1

2
χ(±)(p), (3.160)
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so that the right-handed (four component) spinors in (3.155) are de-
scribed by two component spinors with positive helicity while the left-
handed (four component) spinors are described in terms of two com-
ponent spinors of negative helicity. Explicitly, we see from (3.155)
and (3.159) that we can identify

uR(p) =

√
|p|
2

(
u(+)(p)

u(+)(p)

)
, vR(p) =

√
|p|
2

(
v(+)(p)

v(+)(p)

)
,

uL(p) =

√
|p|
2

(
u(−)(p)

−u(−)(p)

)
, vL(p) =

√
|p|
2

(
−v(−)(p)

v(−)(p)

)
. (3.161)

We note here that the operators (see (3.159))

P (±) =
1

2

(
1± σ · p

|p|
)
=

1

2
(1± σ · p̂), (3.162)

can also be written in a covariant notation as

P (+) =
1

2
σ̃µp̂µ, P (−) =

1

2
σµp̂µ, (3.163)

with σµ, σ̃µ defined in (2.121) and p̂µ = (1,−p̂). It is straightforward
to check that the operators P (±) satisfy the relations

(P (+))2 = P (+), (P (−))2 = P (−),

P (+)P (−) = 0 = P (−)P (+), P (+) + P (−) = 1, (3.164)

and, therefore, define projection operators into the space of positive
and negative helicity two component spinors. They can be easily
generalized to a reducible representation of operators acting on the
four component spinors and have the form (see (2.71) or (3.119))

P
(±)
4×4 =

(
P (±) 0

0 P (±)

)

=

(
1
2(1± σ · p̂) 0

0 1
2(1± σ · p̂)

)
, (3.165)
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and it is straightforward to check from (3.158) and (3.165) that

[
PL,R, P

(±)
4×4

]
= 0, (3.166)

which is the reason the spinors can be simultaneous eigenstates of
chirality and helicity (when mass vanishes). In fact, from (3.161) as
well as (3.165) we see that the right-handed spinors with chirality +1
are characterized by helicity +1 while the left-handed spinors with
chirality −1 have helicity −1.

For completeness as well as for later use, let us derive some prop-
erties of these spinors. We note from (3.159) that we can write the
positive and the negative energy solutions as (we will do this in de-
tail for the right-handed spinors and only quote the results for the
left-handed spinors)

u(+)(p) =
1

2

(
1+ σ · p̂

)
ũ, v(+)(p) =

1

2

(
1+ σ · p̂

)
ṽ. (3.167)

Each of these spinors, ũ, ṽ, is one dimensional (namely, each of them
has only one non-zero component) and together they span the two
dimensional spinor space. We can choose ũ and ṽ to be normalized
so that we have

ũ†ũ = 1 = ṽ†ṽ, ũũ† + ṽṽ† = 1. (3.168)

For example, we can choose

ũ =

(
1
0

)
, ṽ =

(
0
1

)
, (3.169)

such that when p1 = p2 = 0, the helicity spinors simply reduce to
eigenstates of σ3. Furthermore, we can also define normalized spinors
u(+) and v(+). For example, with the choice of the basis in (3.169),
the normalized spinors take the forms (here we are using the three
dimensional notation so that pi = (p)i)
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u(+)(p) =
1√

2|p|(|p| + p3)

(
|p|+ p3

p1 + ip2

)
,

v(+)(p) =
1√

2|p|(|p| − p3)

(
p1 − ip2
|p| − p3

)
. (3.170)

However, we do not need to use any particular representation for
our discussions. In general, the positive helicity spinors satisfy

u(+)†(p)u(+)(p) = v(+)†(p)v(+)(p) = 1,

u(+)†(p)v(+)(−p) = 0 = v(+)†(−p)u(+)(p),

u(+)(p)u(+)†(p) = v(+)(p)v(+)†(p) =
1

2

(
1+ σ · p̂

)
, (3.171)

which can be checked from the explicit forms of the spinors in (3.170).
Here we note that the second relation follows from the fact that a
positive helicity spinor changes into an orthogonal negative helicity
spinor when the direction of the momentum is reversed (which is also
manifest in the projection operators in (3.162)).

Given the form of the right-handed spinors in (3.161), together
with (3.171), it now follows in a straightforward manner that

u†R(p)uR(p) = |p| = v†R(p)vR(p),

u†R(p)vR(−p) = v†R(−p)uR(p) = 0,

uR(p)u
†
R(p) = vR(p)v

†
R(p) =

|p|
2

(
P (+) P (+)

P (+) P (+)

)
. (3.172)

The completeness relation in (3.172) can be simplified by noting the
following identity. We note that with p0 = |p|, we can write
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1

4
p/γ0(1+ γ5)

=
1

4

(
|p| −σ · p
σ · p −|p|

)(
1 0

0 −1

)(
1 1

1 1

)

=
|p|
4

(
1 σ · p̂

σ · p̂ 1

)(
1 1

1 1

)

=
|p|
2

(
P (+) P (+)

P (+) P (+)

)
, (3.173)

so that we can write the completeness relation in (3.172) as

uR(p)u
†
R(p) = vR(p)v

†
R(p) =

1

4
p/γ0(1+ γ5), (3.174)

which can also be derived using the methods in section 3.4. We con-
clude this section by noting (without going into details) that similar
relations can be derived for the left-handed spinors and take the
forms

u†L(p)uL(p) = |p| = v†L(p)vL(p),

u†L(p)vL(−p) = 0 = v†L(−p)uL(p),

uL(p)u
†
L(p) = vL(p)v

†
L(p) =

1

4
p/γ0(1− γ5). (3.175)

3.8 Non-relativistic limit of the Dirac equation

Let us recall that the positive energy solutions of the Dirac equation
have the form (see (2.49))

u+(p) =

√
E +m

2m

(
ũ

σ · p
E +m ũ

)
=

(
uL(p)

uS(p)

)
, (3.176)
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while the negative energy solutions have the form

u−(p) =

√
E +m

2m

(
− σ · p
E +m ṽ

ṽ

)
=

(
vS(p)

vL(p)

)
. (3.177)

In (3.176) we have defined

uL(p) =

√
E +m

2m
ũ,

uS(p) =

√
E +m

2m

σ · p
E +m

ũ =
σ · p
E +m

uL(p), (3.178)

and we emphasize that the subscript “L” here does not stand for
the left-handed particles introduced in the last section. Similarly, in
(3.177) we have denoted

vL(p) =

√
E +m

2m
ṽ,

vS(p) = −
√
E +m

2m

σ · p
E +m

ṽ = − σ · p
E +m

vL(p). (3.179)

It is clear that in the non-relativistic limit, when |p | ≪ m, the
component uS(p) is much smaller than (of the order of vc ) uL(p) and
correspondingly, uL(p) and uS(p) are known as the large and the
small components of the positive energy Dirac solution. Similarly,
vL(p) and vS(p) are also known as the large and the small components
of the negative energy solution. In the non-relativistic limit, we
expect the large components to give the dominant contribution to
the wave function.

Let us next look at the positive energy solutions in (3.176), which
satisfy the equation

Hu+(p) = Eu+(p),

or, (α · p+ βm) u+(p) = Eu+(p),

or,

(
m1 σ · p
σ · p −m1

)(
uL(p)

uS(p)

)
= E

(
uL(p)

uS(p)

)
. (3.180)



July 13, 2020 8:54 book-9x6 11845-main page 108

108 3 Properties of the Dirac equation

This would lead to the two (2-component) equations

σ · puS(p) = (E −m)uL(p),

σ · puL(p) = (E +m)uS(p). (3.181)

We note that the second equation in (3.181) gives the relation

uS(p) =
σ · p
E +m

uL(p), (3.182)

while, with the substitution of this, the first equation in (3.181) takes
the form

(σ · p) σ · p
E +m

uL(p) = (E −m)uL(p),

or,
p 2

2m
uL(p) ≃ (E −m)uL(p), (3.183)

where we have used the fact that for a non-relativistic system, |p| ≪
m, and, therefore, E ≈ m (recall that we have set c = 1). Fur-
thermore, if we identify the non-relativistic energy (without the rest
mass term) as

ENR = E −m, (3.184)

then, equation (3.183) has the form

p 2

2m
uL(p) = ENR uL(p). (3.185)

Namely, the Dirac equation in this case reduces to the Schrödinger
equation for a two component spinor which we are familiar with.
This is, of course, what we know for a free non-relativistic electron
(spin 1

2 particle).
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3.9 Electron in an external magnetic field

The coupling of a charged particle to an external electromagnetic
field can be achieved through what is conventionally known as the
minimal coupling. This preserves the gauge invariance associated
with the Maxwell’s equations and corresponds to defining

pµ → pµ − eAµ, (3.186)

where e denotes the charge of the particle and Aµ represents the four
vector potential of the associated electromagnetic field. Since the
coordinate representation of pµ is given by (see (1.33) and remember
that we are choosing ~ = 1)

pµ → i∂µ, (3.187)

the minimal coupling prescription also corresponds to defining (in
the coordinate representation)

∂µ → ∂µ + ieAµ. (3.188)

Let us next consider an electron interacting with a time indepen-
dent external magnetic field. In this case, we have

A0 = 0 = φ,

B = (∇×A) , (3.189)

where we are assuming that A = A(x). The Dirac equation for the
positive energy electrons, in this case, takes the form

(α · (p− eA) + βm) u(p) = Eu(p),

or,

(
m1 σ · (p− eA)

σ · (p− eA) −m1

)(
uL(p)

uS(p)

)
= E

(
uL(p)

uS(p)

)
.

(3.190)
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Explicitly, we can write the two (2-component) equations as

σ · (p− eA) uS(p) = (E −m)uL(p),

σ · (p− eA) uL(p) = (E +m)uS(p). (3.191)

In this case, the second equation in (3.191) leads to

uS(p) =
σ · (p− eA)

E +m
uL(p) ≃

σ · (p− eA)

2m
uL(p), (3.192)

where in the last relation, we have used |p| ≪ m in the non-relativistic
limit. Substituting this back into the first equation in (3.191), we ob-
tain

(σ · (p− eA))
(σ · (p− eA))

2m
uL(p) ≃ (E −m)uL(p). (3.193)

Let us simplify the expression on the left hand side of (3.193) using
the following identity for the Pauli matrices

(σ · (p− eA)) (σ · (p− eA))

= (p− eA) · (p− eA ) + iσ · ((p− eA)× (p− eA))

= (p− eA)2 − ieσ · (p×A+A× p) . (3.194)

Note that (here, we are going to use purely three dimensional nota-
tion for simplicity)

(p×A+A× p)i = ǫijk(pjAk +Ajpk) = ǫijk(pjAk −Akpj)
= ǫijk[pj , Ak] = −iǫijk[∇j , Ak]
= −i (∇×A )i = −i(B)i. (3.195)

We can use this in (3.194) to write

(σ · (p− eA)) (σ · (p− eA))

= (p− eA)2 − ieσ · (−iB)

= (p− eA)2 − eσ ·B. (3.196)
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Consequently, in the non-relativistic limit, when we can approximate
the Dirac equation by that satisfied by the two component spinor
uL(p), equation (3.193) takes the form

1

2m

(
(p− eA)2 − eσ ·B

)
uL(p) = (E −m)uL(p),

or,

(
1

2m
(p− eA)2 − e

2m
σ ·B

)
uL(p) = ENRuL(p), (3.197)

where we have identified (as before)

ENR = E −m. (3.198)

We recognize (3.197) to be the Schrödinger equation for a charged
electron with a minimal coupling to an external vector field along
with a magnetic dipole interaction with the external magnetic field.
Namely, a minimally coupled Dirac particle automatically leads, in
the non-relativistic limit, to a magnetic dipole interaction (recall that
in the non-relativistic theory, we have to add such an interaction by
hand) and we can identify the magnetic moment operator associated
with the electron to correspond to

µ =
e

2m
σ. (3.199)

Of course, this shows that a point Dirac particle has a magnetic
moment corresponding to a gyro-magnetic ratio

g = 2. (3.200)

Let us recall that the magnetic moment of a particle is defined in
general as (c = 1)

µ = g
e

2m
S. (3.201)

Since S = 1
2σ for a two component electron, comparing with (3.199)

we obtain g = 2. Quantum mechanical corrections (higher order cor-
rections) in an interacting theory such as quantum electrodynamics,
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however, change this value slightly and the experimental deviation
of g from the value of 2 (g − 2 experiment) for the electron agrees
exceptionally well with the theoretical predictions of quantum elec-
trodynamics. Particles with a nontrivial structure (that is particles
which are not point like and have extended structures), however, can
have g-factors quite different from 2. In this case, one says that there
is an anomalous contribution to the magnetic moment. Thus, for ex-
ample, for the proton and the neutron, we know that the magnetic
moments are given by

µN = −1.91 µnm,
µP = 2.79 µnm, (3.202)

where the nuclear magneton is defined to be

µnm =
|e|
2mP

, (3.203)

with mP denoting the mass of the proton.
Anomalous magnetic moments can be accommodated through an

additional interaction Hamiltonian (in the Dirac system) of the form
(this is known as a non-minimal coupling)

HI =
eκ

2m
σµνFµν , (3.204)

where

Fµν = ∂µAν − ∂νAµ, (3.205)

denotes the electromagnetic field strength tensor and κ represents
the anomalous magnetic moment of the particle. This is commonly
known as the Pauli coupling or the Pauli interaction.

3.10 Foldy-Wouthuysen transformation

In the last two sections, we have described how the non-relativistic
limit of a Dirac theory can be taken in a simple manner. In the
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non-relativistic limit, the relevant expansion parameter is |p|
m and

the method works quite well in the lowest order of expansion, as
we have seen explicitly. However, at higher orders, this method runs
into difficulty. For example, if we were to calculate the electric dipole
interaction of an electron in a background electromagnetic field us-
ing the method described in the earlier sections, the electric dipole
moment becomes imaginary at order 1

m2 (namely, the Hamiltonian
becomes non-Hermitian). This puzzling feature can be understood in
a simple manner as follows. The process of eliminating the “small”
components from the Dirac equation described in the earlier sections
can be understood mathematically as

u(p) =

(
uL(p)

uS(p)

)
=

(
uL(p)

AuL(p)

)
T−→
(
uL(p)

0

)
, (3.206)

where the matrix A, in the case of the free Dirac equation, for ex-
ample, has the form (see (3.182))

A =
σ · p
E +m

, (3.207)

for the positive energy spinors. The matrix T that takes us to the
two component “large” spinors (from the original spinor) in (3.206)
has the form

T =

(
1 0

−A 1

)
. (3.208)

It is clear from the form of the matrix in (3.208) that it is not unitary
and this is the reason that the Hamiltonian becomes non-Hermitian
at higher orders in the inverse mass expansion (non-relativistic ex-
pansion). This difficulty in taking a consistent non-relativistic limit
to any order in the expansion in 1

m was successfully solved by Foldy
and Wouthuysen and also independently by Tani which we describe
below.

Since the lack of unitarity in (3.208) is the source of the problem
in taking the non-relativistic limit consistently, the main idea in the
works of Foldy-Wouthuysen as well as Tani is to ensure that the
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relevant transformation used in going to the non-relativistic limit is
manifestly unitary. Thus, for example, let us look at the free Dirac
theory where we know that the Hamiltonian has the form (see (1.100)
as well as (1.101))

H = α · p+ βm = γ0 (γ · p+m) . (3.209)

Let us next look for a unitary transformation that will diagonalize
the Hamiltonian in (3.209). In this case, such a transformation would
also transform the spinor into two 2-component spinors that will be
decoupled and we do not have to eliminate one in favor of the other
(namely, avoid the problem with “large” and “small” spinors). Let
us consider a transformation of the type

U(θ) = e
1

2m
γ·p θ, (3.210)

where the real scalar parameter of the transformation is a function
of p and m,

θ = θ(|p|,m). (3.211)

From the properties of the gamma matrices in (1.83) or (1.91), we
note that

(γ)† = −γ, (γ · p)2 = −p2 = −|p|2, (3.212)

and using this we can simplify and write

U(θ) =

∞∑

n=0

[
1

(2n)!

(
γ · pθ
2m

)2n

+
1

(2n+ 1)!

(
γ · pθ
2m

)2n+1
]

= cos

( |p|θ
2m

)
+

γ · p
|p| sin

( |p|θ
2m

)
. (3.213)

It follows now that

U †(θ) = cos

( |p|θ
2m

)
− γ · p
|p| sin

( |p|θ
2m

)
, (3.214)
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which leads to

U(θ)U †(θ) =

(
cos

( |p|θ
2m

)
+

γ · p
|p| sin

( |p|θ
2m

))

×
(
cos

( |p|θ
2m

)
− γ · p
|p| sin

( |p|θ
2m

))

= cos2
( |p|θ

2m

)
−
(
γ · p
|p|

)2

sin2
( |p|θ

2m

)

= cos2
( |p|θ

2m

)
+ sin2

( |p|θ
2m

)
= 1. (3.215)

Namely, the transformation (3.210) is indeed unitary.
Under the unitary transformation (3.210), the free Dirac Hamil-

tonian (3.209) would transform as

H → H ′ = U(θ)HU †(θ)

=

(
cos

( |p|θ
2m

)
+

γ · p
|p| sin

( |p|θ
2m

))
γ0 (γ · p+m)

×
(
cos

( |p|θ
2m

)
− γ · p
|p| sin

( |p|θ
2m

))

= γ0
(
cos

( |p|θ
2m

)
− γ · p
|p| sin

( |p|θ
2m

))
(γ · p+m)

×
(
cos

( |p|θ
2m

)
− γ · p
|p| sin

( |p|θ
2m

))

= γ0 (γ · p+m)

(
cos

( |p|θ
2m

)
− γ · p
|p| sin

( |p|θ
2m

))2

= γ0(γ · p+m)

(
cos

( |p|θ
m

)
− γ · p
|p| sin

( |p|θ
m

))

= γ0
[(
m cos

( |p|θ
m

)
+ |p| sin

( |p|θ
m

))

+

(
|p| cos

( |p|θ
m

)
−m sin

( |p|θ
m

))
γ · p
|p|

]
. (3.216)
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So far, our discussion has been quite general and the parameter of the
transformation, θ, has been arbitrary. However, if we want the trans-
formation to diagonalize the Hamiltonian, it is clear from (3.216) that
we can choose the parameter of transformation to satisfy

|p| cos
( |p|θ
m

)
−m sin

( |p|θ
m

)
= 0,

or, tan

( |p|θ
m

)
=
|p|
m
,

or, θ =
m

|p| arctan
( |p|
m

)
. (3.217)

In this case, we have

cos

( |p|θ
m

)
=

m√
p2 +m2

, sin

( |p|θ
m

)
=

|p|√
p2 +m2

, (3.218)

which, from (3.216), leads to the diagonalized Hamiltonian

H ′ = γ0

(
m2

√
p2 +m2

+
p2

√
p2 +m2

)
= γ0

√
p2 +m2. (3.219)

We see from (3.219) that the Hamiltonian is now diagonalized
in the positive and the negative energy spaces. As a result, the two
components of the transformed spinor

u′(p) = U(θ)u(p) =

(
u′1(p)

u′2(p)

)
, (3.220)

would be decoupled in the energy eigenvalue equation and we can
without any difficulty restrict ourselves to the positive energy sector
where the energy eigenvalue equation takes the form

√
p2 +m2 u′1(p) = Eu′1(p). (3.221)
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For |p| ≪ m, this leads to the non-relativistic equation in (3.185) to
the lowest order and it can be expanded to any order in 1

m without
any problem. We also note that with the parameter θ determined in
(3.217), the unitary transformation in (3.213) takes the form

UFW(θ) = cos

(
1

2
arctan

( |p|
m

))
+

γ · p
|p| sin

(
1

2
arctan

( |p|
m

))
,

(3.222)

which has a natural non-relativistic expansion in powers of |p|
m . This

analysis can be generalized even in the presence of interactions and
the higher order terms in the interaction Hamiltonian are all well
behaved without any problem of non-hermiticity.

There is a second limit of the Dirac equation, namely, the ultrarel-
ativistic limit |p| ≫ m, for which the generalized Foldy-Wouthuysen
transformation (3.213) is also quite useful. In this case, the transfor-
mation is known as the Cini-Touschek transformation and is obtained
as follows. Let us note from (3.216) that if we choose the parameter
of transformation to satisfy

m cos

( |p|θ
m

)
+ |p| sin

( |p|θ
m

)
= 0,

or, tan

( |p|θ
m

)
= − m|p| ,

or, θ = − m|p| arctan
(
m

|p|

)
, (3.223)

this would lead to

cos

( |p|θ
m

)
=

|p|√
p2 +m2

,

sin

( |p|θ
m

)
= − m√

p2 +m2
. (3.224)

As a result, in this case, the transformed Hamiltonian (3.216) will
have the form
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H ′ = γ0

(
p2

√
p2 +m2

+
m2

√
p2 +m2

)
γ · p
|p|

= γ0
√
p2 +m2

|p| γ · p =

√
p2 +m2

|p| α · p, (3.225)

which has a natural expansion in powers of m
|p| . In fact, in this case,

the unitary transformation (3.213) has the form

UCT(θ) = cos

(
1

2
arctan

(
m

|p|

))
− γ · p
|p| sin

(
1

2
arctan

(
m

|p|

))
,

(3.226)

which clearly has a natural expansion in powers of m
|p| (ultrarelativis-

tic expansion). Therefore, we can think of the Foldy-Wouthuysen
transformation (3.222) as transforming away the α · p term in the
Hamiltonian (3.209) while the Cini-Touschek transformation rotates
away the mass term βm from the Hamiltonian (3.209).

3.11 Zitterbewegung

The presence of negative energy solutions for the Dirac equation leads
to various interesting consequences. For example, let us consider the
free Dirac Hamiltonian (1.100)

H = α · p+ βm. (3.227)

In the Heisenberg picture, where operators carry time dependence
and states are time independent, the Heisenberg equations of motion
take the forms (~ = 1)
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ẋi =
1

i
[xi,H] =

1

i
[xi, αjpj + βm]

=
1

i
[xi, αjpj] =

1

i
αj [xi, pj ]

=
1

i
αj (iδij) = αi,

or, ẋ = α,

ṗi =
1

i
[pi,H] =

1

i
[pi, αjpj + βm] = 0,

or, ṗ = 0. (3.228)

Here a dot denotes differentiation with respect to time.

The second equation in (3.228) shows that the momentum is a
constant of motion as it should be for a free particle. The first equa-
tion, on the other hand, identifies α(t) with the velocity operator.
Let us recall that, by definition,

α(t) = eiHtα e−iHt, (3.229)

where we have denoted the operator in the Schrödinger picture by

α(0) = α. (3.230)

Furthermore, using (1.101) we conclude that

[α,H] = [α,α · p+ βm] 6= 0. (3.231)

As a result, it follows that

[α(t),H] 6= 0. (3.232)

In other words, even though the momentum of a free particle is a
constant of motion, the velocity is not. Secondly, since the eigen-
values of α are ±1 (see, for example, (1.101)), it follows that the
eigenvalues of α(t) are ±1 as well. This is easily understood from
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the fact that the eigenvalues of an operator do not change under a
unitary transformation. More explicitly, we note that if

α|ψ〉 = λ|ψ〉, (3.233)

where λ denotes the eigenvalue of the velocity operator α, then, it
follows that

eiHtαe−iHteiHt|ψ〉 = λ eiHt|ψ〉,

or, α(t)
(
eiHt|ψ〉

)
= λ

(
eiHt|ψ〉

)
,

or, α(t)|ψ′〉 = λ |ψ′〉, (3.234)

where we have identified

|ψ′〉 = eiHt |ψ〉. (3.235)

Equation (3.234) shows that the eigenvalues of α(t) are the same as
those of α (only the eigenfunctions are transformed) and, therefore,
are ±1. This would seem to imply that the velocity of an electron
is equal to the speed of light which is unacceptable even classically,
since the electron is a massive particle.

These peculiarities of the relativistic theory can be understood
as follows. We note from Heisenberg’s equations of motion that the
time derivative of the velocity operator is given by

α̇(t) =
1

i
[α(t),H]

= −i
(
2α(t)H −

[
α(t),H

]
+

)

= −2iα(t)H + 2ip. (3.236)

Here we have used the relations (see (1.102))

[
αi, αj

]
+
= 2δij1,

[
αi, β

]
+
= 0, (3.237)
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as well as the fact that momentum commutes with the Hamiltonian
(so that p commutes with α(t)). Let us note next that both p and
H are constants of motion. Therefore, differentiating (3.236) with
respect to time, we obtain

α̈(t) = −2iα̇(t)H,

or, α̇(t) = α̇(0)e−2iHt. (3.238)

On the other hand, from (3.236) we have

α̇(0) = −2iα(0)H + 2ip = −2i(α(0)− pH−1)H. (3.239)

Substituting this back into (3.238), we obtain

α̇(t) = −2i(α(0) − pH−1)He−2iHt. (3.240)

Furthermore, using this relation in (3.236), we finally determine

− 2i(α(0) − pH−1)He−2iHt = −2iα(t)H + 2ip,

or, α(t) = pH−1 + (α(0)− pH−1)e−2iHt,

or, α(t) =
p

H
+
(
α(0)− p

H

)
e−2iHt. (3.241)

The first term in (3.241) is quite expected. For example, in an
eigenstate of momentum it would have the form p

E which is the true
relativistic expression for velocity. We note that, for a relativistic
particle, (c = 1)

E = mγ, p = mγv, (3.242)

so that

p

E
=
mγv

mγ
= v, (3.243)
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which is the first term in (3.241). It is the second term, however,
which is unexpected. It represents an additional component to the
velocity which is oscillating at a very high frequency (for an electron
at rest, for example, the energy is ≈ .5MeV corresponding to a
frequency of the order of 1021/sec) and gives a time dependence to
α(t). Let us also note from (3.228) that since

ẋ(t) = α(t) =
p

H
+
(
α(0)− p

H

)
e−2iHt, (3.244)

integrating this over time, we obtain

x(t) = a+
p

H
t+

i

2

(
α(0)− p

H

)
H−1e−2iHt, (3.245)

where a is a constant. The first two terms in (3.245) are again what
we will expect classically for uniform motion. However, the third
term represents an additional contribution to the electron trajectory
which is oscillatory with a very high frequency. Its occurrence is quite
surprising, since there is no potential whatsoever in the problem.
This quivering motion of the electron was first studied by Schrödinger
and is known as Zitterbewegung (“jittery motion”).

The unconventional operator relations in (3.241) and (3.245) can
be shown in the Schrödinger picture to arise from the presence of
negative energy solutions. In fact, it is easy to check that for a
positive energy electron state

u(p) =

√
E +m

2m

(
ũ

σ · p
E +m ũ

)
, (3.246)

we have

u†(p)
(
α(0) − p

H

)
u(p)

=
E +m

2m

(
ũ† ũ† σ · p

E +m

)(−p
E σ

σ −p
E

)(
ũ

σ · p
E +m ũ

)
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=
E +m

2m

(
ũ† ũ† σ · p

E +m

)


−p
E ũ+ σ

σ · p
E +m ũ

σũ− p
E

σ · p
E +m ũ




=
E +m

2m

(
−p

E
ũ†ũ+ ũ†σ

σ · p
E +m

ũ

+ũ†
σ · p
E +m

σũ− p

E
ũ†

(σ · p)2
(E +m)2

ũ

)

=
E +m

2m

(
−p

E

(
1 +

p 2

(E +m)2

)
+

2p

E +m

)
ũ†ũ

=
E +m

2m

(
−p

E
× 2E

E +m
+

2p

E +m

)
ũ†ũ = 0. (3.247)

This shows that even though the operator relations are unconven-
tional, in a positive energy electron state

〈α(t)〉+ =
〈 p

H

〉
+
, (3.248)

as we should expect from the Ehrenfest theorem. This shows that
even though the eigenvalues of the operator α(t) are ±1 correspond-
ing to motion with the speed of light, the physical velocity of the elec-
tron (observed velocity which is the expectation value of the operator
in the positive energy electron state) is what we would expect. This
also shows that the eigenstates of the velocity operator, α(t), which
are not simultaneous eigenstates of the Hamiltonian must necessarily
contain both positive and negative energy solutions as superposition
and that the extra terms have non-zero value only in the transition
between a positive energy and a negative energy state. (This makes
clear that neglecting the negative energy solutions of the Dirac equa-
tion would lead to inconsistencies.)
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Chapter 4

Representations of Lorentz and Poincaré

groups

4.1 Symmetry algebras

Relativistic theories, as we have discussed, should be invariant under
Lorentz transformations. In addition, experimentally we know that
space-time translations also define a symmetry of physical theories.
In this chapter, therefore, we will study the symmetry algebras of
the Lorentz and the Poincaré groups as well as their representations
which are essential in constructing physical theories. But, let us start
with rotations which we have already discussed briefly in the last
chapter. In studying the symmetry algebras of continuous symmetry
transformations, it is sufficient to study the behavior of infinitesimal
transformations since any finite transformation can be built out of
infinitesimal transformations. Furthermore, the symmetry algebra
associated with a continuous symmetry group is given by the algebra
of the generators of infinitesimal transformations. It is worth noting
here that, for space-time symmetries, the symmetry algebras can be
easily obtained from the coordinate representation of the symmetry
generators and that is the approach we will follow in our discussions.

4.1.1 Rotation. Let us consider an arbitrary, infinitesimal rotation
in three dimensions of the form (repeated indices are summed)

δxi = ǫijkx
jαk, i, j, k = 1, 2, 3, (4.1)

where αk represents the infinitesimal constant parameter of rotation
around the k-th axis (there are three of them). (Let us recall our

125
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notation from (1.34) and (1.35) here for clarity. ǫijk denotes the
three dimensional Levi-Civita tensor with ǫ123 = 1. ǫijk = ηiℓǫℓjk,
etc.) If we now identify (in the last chapter we had denoted the
infinitesimal transformation matrices by ǫij , ǫ

µ
ν , but here we denote

them by ωij, ω
µ
ν in order to avoid confusion with the Levi-Civita

tensors)

ωij = ǫijkα
k, (4.2)

then, we note that

ωij = −ωji, (4.3)

and that the infinitesimal rotation around the k-th axis (alternatively
in the i-j plane) can also be represented in the form

δxi = ωijx
j . (4.4)

This is, of course, the form of the rotation that we had discussed in
the last chapter.

Let us next define an infinitesimal vector operator (also known
as the tangent vector field operator) for rotations (an operator in the
coordinate basis) of the form

R̂(ω) =
1

2
ωijMij =

1

2
ωij (xi∂j − xj∂i)

= ωijxi∂j = −ωijxj∂i, (4.5)

where we have identified Mij = xi∂j − xj∂i. It follows now that

R̂(ω)xi = −ωkjxj∂kxi = −ωkjxjδik
= −ωijxj = −ωijxj . (4.6)

In other words, we see from (4.4) that we can write the infinitesimal
rotations in the i-j plane also as
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δxi = ωijx
j = −R̂(ω)xi. (4.7)

Namely, the vector operator, R̂(ω) in (4.5) generates infinitesimal
rotations and the operators, Mij , are known as the generators of
infinitesimal rotations.

The Lie algebra of the group of rotations can be obtained from
the algebra of the vector operators themselves. Thus, we note that

[
R̂(ω), R̂(ω)

]
=
[
ωijxi∂j , ω

kℓxk∂ℓ

]

= ωijω kℓ [xi∂j, xk∂ℓ]

= ωijω kℓ (xi [∂j , xk] ∂ℓ + xk [xi, ∂ℓ] ∂j)

= ωijω kℓ (ηjkxi∂ℓ − ηiℓxk∂j)

= ωijω ℓ
j xi∂ℓ − ωijω kixk∂j

=
(
ωijω k

j − ω ijω k
j

)
xi∂k

= R̂(ω̃), (4.8)

where we have identified

ω̃ij = −ω̃ji =
(
ωikω j

k − ω ikω
j
k

)
= [ω, ω]ij . (4.9)

Namely, two rotations do not commute, rather, they give back a
rotation. Such an algebra is called a non-Abelian (non-commutative)
algebra. Using the form of R̂(ω) in (4.5), namely,

R̂(ω) =
1

2
ωijMij , (4.10)

we can obtain the algebra satisfied by the generators of infinitesimal
rotations, Mij , from the algebra of the vector operators in (4.8).
Alternatively, we can calculate them directly as
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[Mij ,Mkℓ] = [xi∂j − xj∂i, xk∂ℓ − xℓ∂k]
= [xi∂j , xk∂ℓ]− [xi∂j , xℓ∂k]− [xj∂i, xk∂ℓ] + [xj∂i, xℓ∂k]

= (ηjkxi∂ℓ − ηiℓxk∂j)− (ηjℓxi∂k − ηikxℓ∂j)
− (ηikxj∂ℓ − ηjℓxk∂i) + (ηiℓxj∂k − ηjkxℓ∂i)

= −ηik (xj∂ℓ − xℓ∂j)− ηjℓ (xi∂k − xk∂i)
+ ηiℓ (xj∂k − xk∂j) + ηjk (xi∂ℓ − xℓ∂i)

= −ηikMjℓ − ηjℓMik + ηiℓMjk + ηjkMiℓ. (4.11)

This is the Lie algebra for the group of rotations. If we would
like the generators to be Hermitian quantum mechanical operators
corresponding to a unitary representation, then we may define the
operators, Mij , with a factor of “i”. But up to a rescaling, (4.11)
represents the Lie algebra of the group SO(3) or equivalently SU(2).
To obtain the familiar algebra of the angular momentum operators,
we note that we can define (recall that in the four vector notation
Ji = −(J)i)

Mij = (xi∂j − xj∂i) = ǫ k
ij Jk,

or, Ji = −
1

2
ǫ jki Mjk = −

1

2
ǫ jki (xj∂k − xk∂j), (4.12)

which gives the familiar orbital angular momentum operators. Using
this, then, we obtain (p, q, r, s = 1, 2, 3)

[Ji, Jj ] =

[
1

2
ǫpqi Mpq,

1

2
ǫ rsj Mrs

]

=
1

4
ǫ pqi ǫ rsj [Mpq,Mrs]

=
1

4
ǫ pqi ǫ rsj (−ηprMqs − ηqsMpr + ηpsMqr + ηqrMps)

= −1

4
ǫ q
ir ǫ

rs
j Mqs −

1

4
ǫ pi sǫ

rs
j Mpr

+
1

4
ǫ q
is ǫ

rs
j Mqr +

1

4
ǫ pi rǫ

rs
j Mps
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= −1

4
ǫ q
ri ǫ

sr
j Mqs −

1

4
ǫ qi rǫ

sr
j Mqs

− 1

4
ǫ q
ri ǫ

sr
j Mqs −

1

4
ǫ qi rǫ

sr
j Mqs

= −ǫ q
ri ǫ

sr
j Mqs,

or, [Ji, Jj ] = ǫ r
ij Jr, (4.13)

where in the last step we have used the Jacobi identity for the struc-
ture constants of SO(3) or SU(2) (or the identity satisfied by the
Levi-Civita tensors), namely,

ǫ q
ri ǫ

sr
j + ǫ sqr ǫ r

ij + ǫ q
rj ǫ

s r
i = 0,

or, ǫ q
ri ǫ

sr
j − ǫ q

rj ǫ
sr
i = 2ǫ q

ri ǫ
sr
j = −ǫ sqr ǫ r

ij ,

or, ǫ q
ri ǫ

sr
j = −1

2
ǫ r
ij ǫ

sq
r , (4.14)

where we have used the anti-symmetry of the Jacobi identity in the
i, j indices. This, in turn, leads to (see (4.12))

ǫ q
ri ǫ

sr
j Mqs = −

1

2
ǫ r
ij ǫ

sq
r Mqs =

1

2
ǫ r
ij ǫ

qs
r Mqs = −ǫ r

ij Jr. (4.15)

The algebra of the generators in (4.11) or (4.13) is, of course, the
Lie algebra of SO(3) or SU(2) (or the familiar algebra of angular
momentum operators) up to a rescaling.

4.1.2 Translation. In the same spirit, let us note that a constant in-
finitesimal space-time translation of the form

δxµ = ǫµ, (4.16)

can be generated by the infinitesimal vector operator (repeated in-
dices are summed)

R̂(ǫ) = −ǫµPµ = −ǫµ∂µ, (4.17)
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so that

R̂(ǫ)xµ = −ǫν∂νxµ = −ǫνδµν = −ǫµ, (4.18)

and we can write

δxµ = −R̂(ǫ)xµ. (4.19)

The Lie algebra associated with translations is then obtained from

[
R̂(ǫ), R̂(ǫ)

]
= [ǫµ∂µ, ǫ

ν∂ν ] = ǫµǫ ν [∂µ, ∂ν ] = 0. (4.20)

In other words, two translations commute and the corresponding
relation for the generators is

[Pµ, Pν ] = [∂µ, ∂ν ] = 0. (4.21)

Namely, translations form an Abelian (commuting) group while the
three dimensional rotations form a non-Abelian group.

4.1.3 Lorentz transformation. As we have seen in the last chapter,
a proper Lorentz transformation can be thought of as a rotation in
the four dimensional Minkowski space-time and has the infinitesimal
form

δxµ = ωµνx
ν , (4.22)

where, as we have seen in (3.20), the infinitesimal, constant param-
eters of transformation satisfy

ωµν = −ωνµ, µ, ν = 0, 1, 2, 3. (4.23)

As in the case of rotations, let us note that if we define an infinites-
imal vector operator (see (4.10))
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R̂(ω) =
1

2
ωµνMµν =

1

2
ωµν (xµ∂ν − xν∂µ)

= ωµνxµ∂ν = −ωµνxν∂µ, (4.24)

then, we obtain

R̂(ω)xµ = −ωλνxν∂λxµ = −ωλνxνδµλ = −ωµνxν
= −ωµνxν = −δxµ. (4.25)

Therefore, we can think of R̂(ω) as the vector operator generat-
ing infinitesimal proper Lorentz transformations and the operators,
Mµν = −Mνµ, as the generators of the infinitesimal transformations.
We also note that we can identify the infinitesimal generators of spa-
tial rotations with (see (4.12))

Mij = −Mji = xi∂j − xj∂i = ǫ k
ij Jk, (4.26)

and the generators of infinitesimal boosts with

M0i = −Mi0 = x0∂i − xi∂0 = Ki. (4.27)

As before, we can determine the group properties of the Lorentz
transformations from the algebra of the vector operators generating
the transformations. Thus,

[
R̂(ω), R̂(ω)

]
=

[
1

2
ωµνMµν ,

1

2
ω λρMλρ

]

= ωµνω λρ [xµ∂ν , xλ∂ρ]

= ωµνω λρ (ηνλxµ∂ρ − ηµρxλ∂ν)

= ωµλω
λρxµ∂ρ − ωµνωλµxλ∂ν

=
(
ωµλω

λν − ωµλωλν
)
xµ∂ν

= ω̃µνxµ∂ν = R̂(ω̃), (4.28)
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where, as in the case of rotations (see (4.8) and (4.9)), we have

ω̃µν = −ω̃νµ = ωµλω
λν − ω µλωλν = [ω, ω]µν . (4.29)

This shows that the algebra of the vector operators is closed and that
Lorentz transformations define a non-Abelian group.

The algebra of the generators can also be calculated directly and
has the form

[Mµν ,Mλρ] = [xµ∂ν − xν∂µ, xλ∂ρ − xρ∂λ]
= [xµ∂ν , xλ∂ρ]− [xµ∂ν , xρ∂λ]

− [xν∂µ, xλ∂ρ] + [xν∂µ, xρ∂λ]

= (ηνλxµ∂ρ − ηµρxλ∂ν)− (ηνρxµ∂λ − ηµλxρ∂ν)
− (ηµλxν∂ρ − ηνρxλ∂µ) + (ηµρxν∂λ − ηνλxρ∂µ)

= −ηµλ (xν∂ρ − xρ∂ν)− ηνρ (xµ∂λ − xλ∂µ)
+ ηµρ (xν∂λ − xλ∂ν) + ηνλ (xµ∂ρ − xρ∂µ)

= −ηµλMνρ − ηνρMµλ + ηµρMνλ + ηνλMµρ. (4.30)

This, therefore, gives the Lie algebra associated with Lorentz trans-
formations. As we have seen these transformations correspond to
rotations, in this case, in four dimensions and, therefore, the Lie al-
gebra of the generators is isomorphic to that of the group SO(4). In
fact, we note that the number of generators for SO(4) which is (for

SO(n), it is n(n−1)
2 )

1

2
× 4× (4− 1) = 2× 3 = 6, (4.31)

coincides exactly with the six generators we have (namely, three
rotations and three boosts). However, since the rotations are in
Minkowski space-time whose metric is not Euclidean it is more ap-
propriate to identify the Lie algebra as that of the group SO(3, 1).
(Namely, Lorentz transformations (boosts) are non-compact unlike
rotations in Euclidean space.)
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We end this section by pointing out that the algebra in (2.110)
coincides with (4.30) (up to a scaling). This implies that, up to a
scaling, the matrices σµν provide a representation for the generators
of the Lorentz group. This is what we had seen explicitly in (3.71) in
connection with the discussion of covariance of the Dirac equation.

4.1.4 Poincaré transformation. If, in addition to infinitesimal Lorentz
transformations, we also consider infinitesimal translations, the gen-
eral transformation of the coordinates takes the form

δxµ = ǫµ + ωµνx
ν , (4.32)

where ǫµ, ωµν denote respectively the parameters of infinitesimal trans-
lation and Lorentz transformation. The transformations in (4.32) are
known as the (infinitesimal) Poincaré transformations or the inhomo-
geneous Lorentz transformations. Clearly, in this case, if we define
an infinitesimal vector operator as

R̂(ǫ, ω) = −ǫµPµ +
1

2
ωµνMµν

= −ǫµ∂µ + ωµνxµ∂ν = −ǫµ∂µ − ωµνxν∂µ
= − (ǫµ∂µ + ωµνxν∂µ) , (4.33)

then, acting on the coordinates, it generates infinitesimal Poincaré
transformations. Namely,

R̂(ǫ, ω)xµ = −
(
ǫν∂ν + ωλνxν∂λ

)
xµ = −(ǫνδµν + ωλνxνδ

µ
λ)

= −(ǫµ + ωµνx
ν) = −δxµ. (4.34)

The algebra of the vector operators for the Poincaré transforma-
tions can also be easily calculated as
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[
R̂(ǫ, ω), R̂(ǫ, ω)

]
=
[
ǫµ∂µ + ωµνxν∂µ , ǫ

λ∂λ + ω λρxρ∂λ

]

= ǫµω λρ [∂µ, xρ∂λ] + ωµνǫλ [xν∂µ, ∂λ] + ωµνω λρ [xν∂µ, xρ∂λ]

= ǫµω λρηµρ∂λ + ωµνǫλ (−ηνλ) ∂µ
+ ωµνω λρ (ηµρxν∂λ − ηνλxρ∂µ)

= − (ωµνǫ
ν − ω µνǫν) ∂µ +

(
ωµλω ν

λ − ω µλω ν
λ

)
xµ∂ν

= − (ǫ̃µ∂µ + ω̃µνxν∂µ) = R̂ (ǫ̃, ω̃) , (4.35)

where we have identified

ǫ̃µ = (ωµνǫ
ν − ω µνǫν) ,

ω̃µν =
(
ωµλω ν

λ − ω µλω ν
λ

)
= [ω, ω]µν . (4.36)

We can also calculate the algebra of the generators of Poincaré group.
We already know the commutation relations [Mµν ,Mλρ] as well as
[Pµ, Pν ] (see (4.30) and (4.21)). Therefore, the only relation that
needs to be calculated is the commutator between the generators of
translation and Lorentz transformations. Note that

[Pµ,Mνλ] = [∂µ, xν∂λ − xλ∂ν ] = ηµν∂λ − ηµλ∂ν
= ηµνPλ − ηµλPν , (4.37)

which simply shows that under a Lorentz transformation, Pµ behaves
like a covariant four vector. (This is seen by recalling that 1

2 ω
µνMµν

generates infinitesimal Lorentz transformations. The commutator of
a generator (multiplied by the appropriate transformation parame-
ter) with any operator gives the infinitesimal change in that operator
under the transformation generated by that particular generator. For
change in the coordinate four vector under an infinitesimal Lorentz
transformation, see, for example, (4.22) and (3.59).)

Thus, combining with our earlier results on the algebra of the
translation group, (4.21), as well as the homogeneous Lorentz group,
(4.30), we conclude that the Lie algebra associated with the Poincaré
transformations (inhomogeneous Lorentz group) is given by
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[Pµ, Pν ] = 0,

[Pµ,Mνλ] = ηµνPλ − ηµλPν ,
[Mµν ,Mλρ] = −ηµλMνρ − ηνρMµλ + ηµρMνλ + ηνλMµρ. (4.38)

We note that the algebra of translations defines an Abelian sub-
algebra of the Poincaré algebra (4.38). However, since the genera-
tors of translations do not commute with the generators of Lorentz
transformations, Poincaré algebra cannot be written as a direct sum
of those for translations and Lorentz transformations. Namely,

Poincaré algebra 6= t4 ⊕ so(3, 1). (4.39)

Rather, it is what is known as a semi-direct sum of the two algebras.
(The general convention is to denote groups by capital letters while
the algebras are represented by lower case letters.)

4.2 Representations of the Lorentz group

Let us next come back to the homogeneous Lorentz group and note
that the Lie algebra in this case is given by (4.30)

[Mµν ,Mλρ] = (−ηµλMνρ − ηνρMµλ + ηµρMνλ + ηνλMµρ). (4.40)

We recall from (4.12), (4.26) and (4.27) that we can identify the
angular momentum and the boost operators as

Ji = −
1

2
ǫ jki Mjk,

Ki =M0i, i = 1, 2, 3. (4.41)

Written out in terms of these generators, the Lorentz algebra takes
the form
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[Ki,Kj ] = [M0i,M0j ] = −Mij = −ǫ k
ij Jk,

[Ki, Jj ] =
[
M0i,−

1

2
ǫ kℓj Mkℓ

]

= −1

2
ǫ kℓj (−ηiℓM0k + ηikM0ℓ)

=
1

2
ǫ kj iKk −

1

2
ǫ ℓ
ji Kℓ

= ǫ k
ij Kk = [Ji,Kj ] ,

[Ji, Jj ] = ǫ k
ij Jk, (4.42)

where we have used (4.13) in the last relation.

This is a set of coupled commutation relations. Let us define a
set of new generators as linear superpositions of Ji and Ki as (this
is also known as changing the basis of the algebra)

Ai =
1

2
(Ji + iKi) ,

Bi =
1

2
(Ji − iKi) , (4.43)

which also leads to the inverse relations

Ji = (Ai +Bi) ,

Ki = −i (Ai −Bi) . (4.44)

Parenthetically, let us note from the form of the algebra in (4.42) that
we can assign the following hermiticity properties to the generators,
namely,

J†
i = −Ji, K†

i = Ki. (4.45)

This unconventional hermiticity for Ji arises because, in choosing
the coordinate representation for the generators, we have not been
particularly careful about choosing Hermitian operators. As a con-
sequence of (4.45), we have
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A†
i = −Ai, B†

i = −Bi. (4.46)

amely, the generators in the new basis are all anti-Hermitian. The
opposite hermiticity property of the generators of boosts, Ki, (com-
pared to Ji) is connected with the fact that such transformations
are non-compact and, consequently, the finite dimensional represen-
tations of boosts are non-unitary (hence the opposite Hermiticity of
Ki). However, infinite dimensional representations are unitary, as
can be seen from the hermiticity of the generators in the coordinate
basis, namely, if we define the generators with a factor of “i”,

Mµν = i(xµ∂ν − xν∂µ) =M †
µν . (4.47)

In the new basis (4.43), the Lorentz algebra (4.42) takes the form

[Ai, Aj ] =

[
1

2
(Ji + iKi) ,

1

2
(Jj + iKj)

]

=
1

4
([Ji, Jj ] + i [Ji,Kj ] + i [Ki, Jj ]− [Ki,Kj ])

=
1

4

(
ǫ k
ij Jk + iǫ k

ij Kk + iǫ k
ij Kk + ǫ k

ij Jk

)

=
1

2
ǫ k
ij (Jk + iKk) = ǫ k

ij Ak,

[Bi, Bj ] =

[
1

2
(Ji − iKi) ,

1

2
(Jj − iKj)

]

=
1

4
([Ji, Jj ]− i [Ji,Kj ]− i [Ki, Jj ]− [Ki,Kj ])

=
1

4

(
ǫ k
ij Jk − iǫ k

ij Kk − iǫ k
ij Kk + ǫ k

ij Jk

)

=
1

2
ǫ k
ij (Jk − iKk) = ǫ k

ij Bk,

[Ai, Bj ] =

[
1

2
(Ji + iKi) ,

1

2
(Jj − iKj)

]

=
1

4
([Ji, Jj ]− i [Ji,Kj ] + i [Ki, Jj ] + [Ki,Kj ])

=
1

4

(
ǫ k
ij Jk − iǫ k

ij Kk + iǫ k
ij Kk − ǫ k

ij Jk

)
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= 0. (4.48)

In other words, in this new basis, the algebra separates into two
angular momentum algebras which are decoupled. Mathematically,
one says that the Lorentz algebra is isomorphic to the direct sum of
two angular momentum algebras,

so(3, 1) ≃ so(3) ⊕ so(3) ≃ su(2) ⊕ su(2). (4.49)

Incidentally, as we have already seen in the last chapter, the Lorentz
group is double valued (doubly connected). Therefore, it is more
meaningful to consider the simply connected universal covering group
of SO(3, 1) which is SL(2,C) to describe the Lorentz transforma-
tions, much the same way we consider the universal covering group
SU(2) of SO(3) to describe rotations.

The finite dimensional unitary representations of each of the an-
gular momentum algebras are well known. Denoting by jA and jB
the eigenvalues of the Casimir operators A2 and B2 respectively for
the two algebras, we have

jA = 0,
1

2
, 1,

3

2
, . . . ,

jB = 0,
1

2
, 1,

3

2
, . . . . (4.50)

An irreducible nonunitary representation of the homogeneous Lorentz
group, therefore, can be specified uniquely once we know the values
of jA and jB and is labelled as D(jA,jB) (just as the representation of
the rotation group is denoted by D(j)). Namely, this represents the
operator implementing finite transformations on the Hilbert space of
states or wave functions as

ψ′ (jA,jB)(x′) = D(jA,jB)(Λ)ψ(jA,jB)(x)

= D(jA)(Λ)D(jB)(Λ)ψ(jA,jB)(x), (4.51)
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where Λ represents the finite Lorentz transformation parameter.
(Note that we can write D(jA,jB) = D(jA)D(jB), which is obvious
in the first line of the following equation (4.52), since the operators
Ai commute with Bi.) Explicitly, we can write (this is the general-
ization of the S(Λ) matrix that we studied in (3.37) in connection
with the covariance of the Dirac equation)

D(jA,jB)(Λ) = e
−i

(
θiAA

(jA)
i +θiBB

(jB)
i

)

= e
−i

(
θiJ

(jA,jB)
i +δiK

(jA,jB)
i

)

, (4.52)

where the finite parameters of rotation and boost can be identified
with

θi =
1

2

(
θiA + θiB

)
, δi =

i

2

(
θiA − θiB

)
. (4.53)

Such a representation labelled by (jA, jB) will have the dimensionality
(since it is a product representation)

dim
(
D(jA,jB)

)
= dim

(
D(jA)

)
dim

(
D(jB)

)

= (2jA + 1) (2jB + 1) , (4.54)

and its spin content follows from the fact that (see (4.44))

J = A+B. (4.55)

Consequently, from our knowledge of the addition of angular mo-
menta, we conclude that the values of the spin in a given represen-
tation characterized by (jA, jB) can lie between

j = |jA − jB |, |jA − jB|+ 1, . . . , jA + jB. (4.56)

The first few low lying representations of the Lorentz group are
as follows. For jA = jB = 0, we see from (4.54) and (4.56) that
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D(0,0), dimensionality = 1, j = 0, (4.57)

which corresponds to a scalar representation with zero spin (and
acts on the wave function of a Klein-Gordon particle). Similarly, for
jA = 1

2 , jB = 0,

D( 1
2
,0), dimensionality = 2, j =

1

2
, (4.58)

corresponds to a two component spinor representation with spin 1
2 .

We note that, for jA = 0, jB = 1
2 ,

D(0, 12), dimensionality = 2, j =
1

2
, (4.59)

which also corresponds to a two component spinor representation
with spin 1

2 . These two representations are inequivalent and, in fact,
are complex conjugates of each other and can be identified to act on
the wave functions of the two kinds of massless Dirac particles (Weyl
fermions) we had discussed in the last chapter. For jA = jB = 1

2 ,

D( 1
2
, 1
2), dimensionality = 4, j = 0, 1, (4.60)

is known as a four component vector representation and can be iden-
tified with a spin content of 0 and 1 for the components. (Note that
a four vector such as xµ has a spin zero component, namely, t and a
spin 1 component x (under rotations) and the same is true for any
other four vector.) It may be puzzling as to where the four compo-
nent Dirac spinor fits into this description. It actually corresponds
to a reducible representation of the Lorentz group of the form

D(0, 12) ⊗D( 1
2
,0), dimensionality = 2× 2 = 4, j =

1

2
. (4.61)

This discussion can similarly be carried over to higher dimen-
sional representations.
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4.2.1 Similarity transformations and representations. Let us now con-
struct explicitly a few of the low order representations for the gen-
erators of the Lorentz group. To compare with the results that we
had derived earlier, we now consider Hermitian generators by let-
ting Mµν → iMµν as in (4.47). (Namely, we scale all the generators
Ji,Ki, Ai, Bi by a factor of i.)

From (4.50), we note that for the first few low order represen-
tations, we have (we note here that the negative sign in the spin 1

2
representation in (4.62) arises because ǫ kij = −ǫijk in (4.48))

A
(0)
i = 0, A

( 1
2)
i = −1

2
σi, · · · ,

B
(0)
i = 0, B

( 1
2)

i = −1

2
σi, · · · . (4.62)

Using (4.44), this leads to the first two nontrivial representations for
the angular momentum and boost operators of the forms

J
( 1
2
,0)

i = A
( 1
2)
i +B

(0)
i = −1

2
σi,

K
( 1
2
,0)

i = −i
(
A
( 1
2)
i −B(0)

i

)
=
i

2
σi, (4.63)

and

J
(0, 12)
i = A

(0)
i +B

( 1
2)

i = −1

2
σi,

K
(0, 12)
i = −i

(
A

(0)
i −B

( 1
2)

i

)
= − i

2
σi. (4.64)

Equations (4.63) and (4.64) give the two inequivalent represen-
tations of dimensionality 2 as we have noted earlier. Two represen-
tations are said to be equivalent, if there exists a similarity trans-
formation relating the two. For example, if we can find a similarity
transformation S leading to

J
(0, 12)
i = S−1J

( 1
2
,0)

i S, K
(0, 12)
i = S−1K

( 1
2
,0)

i S, (4.65)
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then, we would say that the two representations
(
1
2 , 0
)
and

(
0, 12
)
are

equivalent. In fact, from (4.63) and (4.64) we see that the condition
(4.65) would require the existence of an invertible matrix S such that

S−1σiS = σi, S−1σiS = −σi, (4.66)

which is clearly impossible. Therefore, the two representations la-
belled by

(
1
2 , 0
)
and

(
0, 12
)
are inequivalent representations. They

provide the representations of angular momentum and boost for the
left-handed and the right-handed Weyl particles.

From (4.63) and (4.64), we can obtain the representation of the
Lorentz generators for the reducible four component Dirac spinors
as

J
(Dirac)
i = J

( 1
2
,0)

i ⊕ J(0,
1
2)

i =

(
−1

2 σi 0

0 −1
2 σi

)
,

K
(Dirac)
i = K

( 1
2
,0)

i ⊕K(0, 12)
i =

(
i
2 σi 0

0 − i
2 σi

)
. (4.67)

However, we note that these do not resemble the generators of the
Lorentz algebra defined in (3.71) and (2.99) (or (3.73) and (3.80)).
This puzzle can be understood as follows. We note that in the Weyl
representation for the gamma matrices defined in (2.120),

σ0iW =
i

2

[
γ0W, γ

i
W

]
=

(
−iσi 0

0 iσi

)
,

σijW =
i

2

[
γiW, γ

j
W

]
= ǫijk

(
σk 0

0 σk

)
. (4.68)

As a result, we note that the angular momentum and boost operators
in (4.67) are obtained from

Mµν =
1

2
σW
µν , (4.69)
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and, consequently, give a representation of the Lorentz generators
in the Weyl representation. On the other hand, if we would like
the generators in the standard Pauli-Dirac representation (which is
what we had used in our earlier discussions), we can apply the inverse
similarity transformation in (2.122) to obtain

J
(Dirac)
i PD

= S−1J
(Dirac)
i S

=
1

2

(
1 1

−1 1

)(
−1

2 σi 0
0 −1

2 σi

)(
1 −1
1 1

)

=

(
−1

2 σi 0

0 −1
2 σi

)
= −1

2
ǫ jki σPD

jk ,

K
(Dirac)
i PD

= S−1K
(Dirac)
i S

=
1

2

(
1 1

−1 1

)(
i
2 σi 0

0 − i
2 σi

)(
1 −1
1 1

)

=

(
0 − i

2 σi

− i
2 σi 0

)
=

1

2
σPD
0i . (4.70)

Therefore, we note that the generators in (4.67) and in our earlier
discussion in (3.71) and (2.99) (see also (3.73) and (3.80)) are equiv-
alent since they are connected by a similarity transformation that
relates the Weyl representation of the Dirac matrices in (2.120) to
the standard Pauli-Dirac representation.

There is yet another interesting example which sheds light on sim-
ilarity transformations between representation. For example, from
the infinitesimal change in the coordinates under a Lorentz transfor-
mation (see, for example, (3.20)), we can determine a representation
for the generators of the Lorentz transformations belonging to the
representation for the four vectors. On the other hand, as we dis-
cussed earlier, from the Lie algebra point of view the four vector
representation corresponds to jA = jB = 1

2 (see (4.60)) and we can
construct the representations for J and K in this case as well from
a knowledge of the addition of angular momenta. Surprisingly, the
two representations for the generators constructed from two different
perspectives (for the same four vector representation) appear rather
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different and, therefore, there must be a similarity transformation
relating the two representations. Let us illustrate this for the sim-
pler case of rotations. The case for Lorentz transformations (boosts)
follows in a parallel manner.

Let us consider a three dimensional infinitesimal rotation of coor-
dinates around the z-axis as described in (3.5). (Here we will use 3-
dimensional Euclidean notation without worrying about raising and
lowering of the indices.) Representing the infinitesimal change in the
coordinates as

δxi = iǫ (J3)ij xj , (4.71)

we can immediately read out from (3.5) the matrix structure of the
generator J3 to be

J3 =




0 i 0

−i 0 0

0 0 0


 . (4.72)

Similarly, considering infinitesimal rotations of the coordinates around
the x-axis and the y-axis respectively, we can deduce the matrix form
of the corresponding generators to be

J1 =



0 0 0

0 0 i

0 −i 0


 , J2 =




0 0 i

0 0 0

−i 0 0


 . (4.73)

It can be directly checked from the matrix structures in (4.72) and
(4.73) that they satisfy

[Ji, Jj ] = iǫijkJk, i, j, k = 1, 2, 3, (4.74)

and, therefore provide a representation for the generators of rota-
tions. This is, in fact, the representation in the space of three vectors
which would correspond to j = 1.
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On the other hand, it is well known from the study of the repre-
sentations of the angular momentum algebra that the generators in
the representation j = 1 have the forms1

J (LA)

1 =
1√
2



0 1 0

1 0 1

0 1 0


 , J (LA)

2 =
i√
2



0 −1 0

1 0 −1
0 1 0


 ,

J (LA)

3 =



1 0 0

0 0 0

0 0 −1


 , (4.75)

which look really different from the generators in (4.72) and (4.73) in
spite of the fact that they belong to the same representation for j = 1.
(The superscript (LA) denotes the standard representation obtained
from the study of the Lie algebra.) This puzzle can be resolved by
noting that there is a similarity transformation that connects the two
representations and, therefore, they are equivalent.

To construct the similarity transformation (which actually is a
unitary transformation), let us note that the generators obtained
from the Lie algebra are constructed by choosing the generator J (LA)

3

to be diagonal. Let us note from (4.72) that the three normalized
eigenstates of J3 have the forms

ψ(j3=1) =




1√
2

− i√
2

0


 , ψ(j3=0) =




0

0

−1


 ,

ψ(j3=−1) =




− 1√
2

− i√
2

0


 . (4.76)

1See, for example, Quantum Mechanics: A Modern Introduction, A. Das and
A. C. Melissinos (Gordon and Breach), page 289 or Lectures on Quantum Me-

chanics, A. Das (Hindustan Book Agency, New Delhi), page 182 (note there is a
typo in the sign of the 23 element for L2 in this reference).
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Let us construct a unitary matrix from the three eigenstates in (4.76)
which will diagonalize the matrix J3,

U =




1√
2

0 − 1√
2

− i√
2

0 − i√
2

0 −1 0


 , U † =




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0


 . (4.77)

If we now define a similarity (unitary) transformation

S = U, S−1 = U †, (4.78)

then, it is straightforward to check

S−1J1S

=




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0






0 0 0

0 0 i

0 −i 0







1√
2

0 − 1√
2

− i√
2

0 − i√
2

0 −1 0




=




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0







0 0 0

0 −i 0

− 1√
2

0 − 1√
2




=
1√
2



0 1 0

1 0 1

0 1 0


 = J (LA)

1 ,

S−1J2S

=




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0







0 0 i

0 0 0

−i 0 0







1√
2

0 − 1√
2

− i√
2

0 − i√
2

0 −1 0




=




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0







0 −i 0

0 0 0

− i√
2

0 i√
2



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=
i√
2



0 −1 0

1 0 −1
0 1 0


 = J (LA)

2 ,

S−1J3S

=




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0







0 i 0

−i 0 0

0 0 0







1√
2

0 − 1√
2

− i√
2

0 − i√
2

0 −1 0




=




1√
2

i√
2

0

0 0 −1
− 1√

2
i√
2

0







1√
2

0 1√
2

− i√
2

0 i√
2

0 0 0




=



1 0 0

0 0 0

0 0 −1


 = J (LA)

3 . (4.79)

This shows explicitly that the two representations for J correspond-
ing to j = 1 in (4.72), (4.73) and (4.75) which look rather different
are, in fact, related by a similarity transformation and, therefore, are
equivalent.

4.3 Unitary representations of the Poincaré group

Since we are interested in physical theories which are invariant un-
der translations as well as homogeneous Lorentz transformations, it
is useful to study the representations of the Poincaré group. This
would help us in understanding the kinds of theories we can con-
sider and the nature of the states they can have. Since Poincaré
group is non-compact (like the Lorentz group), it is known that it
has only infinite dimensional unitary representations except for the
trivial representation that is one dimensional. Therefore, we seek
to find unitary representations in some infinite dimensional Hilbert
space where the generators Pµ,Mµν act as Hermitian operators.

In order to determine the unitary representations, let us note
that the operator
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P 2 = ηµνPµPν = PµPµ, (4.80)

defines a quadratic Casimir operator of the Poincaré algebra (4.38)
since it commutes with all the ten generators, namely,

[
P 2, Pµ

]
=
[
P λPλ, Pµ

]
= 0,

[
P 2,Mµν

]
=
[
P λPλ,Mµν

]

= P λ [Pλ,Mµν ] + [Pλ,Mµν ]P
λ

= P λ (ηλµPν − ηλνPµ) + (ηλµPν − ηλνPµ)P λ

= PµPν − PνPµ + PνPµ − PµPν = 0. (4.81)

The second relation in (4.81) can be intuitively understood as fol-
lows. The operators Mµν generate infinitesimal Lorentz transforma-
tions through commutation relations and the relation above, which
is supposed to characterize the infinitesimal transformation of P 2,
simply implies that P 2 does not change under a Lorentz transforma-
tion (it is a Lorentz scalar) which is to be expected since it does not
have any free Lorentz index.

Let us define a new vector operator, known as the Pauli-Lubanski
operator, from the generators of the Poincaré group as

W µ =
1

2
ǫµνλρPνMλρ =

1

2
ǫµνλρMλρPν . (4.82)

The commutator between Pµ andMνλ introduces metric tensors (see
(4.38)) which vanish when contracted with the anti-symmetric Levi-
Civita tensor. As a result, the order of Pµ and Mνλ are irrelevant in
the definition of the Pauli-Lubanski operator. Furthermore, we note
that

PµW
µ =

1

2
ǫµνλρPµPνMλρ = 0 =W µPµ, (4.83)

which follows from the fact that the generators of translation com-
mute. It follows from (4.83) that, in general, the vector Wµ is or-
thogonal to Pµ. (However, this is not true for massless theories as we
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will see shortly.) In general, therefore, (4.83) implies that the Pauli-
Lubanski operator has only three independent components (both in
the massive and massless cases). Let us define the dual of the gen-
erators of Lorentz transformation as

M̃µν =
1

2
ǫµνλρMλρ,

Mµν = −1

2
ǫµνλρM̃

λρ. (4.84)

With this, we can write (4.82) also as

W µ = PνM̃
µν = M̃µνPν , (4.85)

where the order of the operators is once again not important.
Let us next calculate the commutators between W µ and the ten

generators of the Poincaré group. First, we have

[W µ, Pσ ] =

[
1

2
ǫµνλρPνMλρ, Pσ

]

=
1

2
ǫµνλρPν [Mλρ, Pσ ]

=
1

2
ǫµνλρPν (−ηλσPρ + ηρσPλ)

= 0, (4.86)

which follows from the the fact that momenta commute. Conse-
quently, any function of Wµ and, in particular WµW

µ, will also com-
mute with the generators of translation. We also note that

[
M̃µν ,Mστ

]
=

[
1

2
ǫ λρ
µν Mλρ,Mστ

]

=
1

2
ǫ λρ
µν [Mλρ,Mστ ]

=
1

2
ǫ λρ
µν (−ηλσMρτ − ηρτMλσ + ηλτMρσ + ηρσMλτ )
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= −1

2
ǫ ρ
µνσ Mρτ +

1

2
ǫ ρ
µντ Mρσ +

1

2
ǫ ρ
µντ Mρσ −

1

2
ǫ ρ
µνσ Mρτ

= −ǫ ρ
µνσ Mρτ + ǫ ρ

µντ Mρσ

= −ǫ ρ
µνσ

(
−1

2
ǫ δζ
ρτ M̃δζ

)
+ ǫ ρ

µντ

(
−1

2
ǫ δζ
ρσ M̃δζ

)

= −1

2
ǫ ρ
µνσ ǫ

δζ
τ ρM̃δζ +

1

2
ǫ ρ
µντ ǫ

δζ
σ ρM̃δζ

=
1

2

[
ηµτ

(
δδνδ

ζ
σ − δδσδζν

)
+ δδµ

(
δζνητσ − δζσητν

)

+δζµ

(
ηντδ

δ
σ − ηστ δδν

)
− σ ↔ τ

]
M̃δζ

=
1

2

[
ηµτ

(
M̃νσ − M̃σν

)
+ M̃µνητσ − M̃µσητν

+ηντM̃σµ − ηστM̃νµ − σ ↔ τ
]

=
1

2

(
2ηµτM̃νσ − 2ηντM̃µσ − 2ηµσM̃ντ + 2ηνσM̃µτ

)

= −ηµσM̃ντ − ηντM̃µσ + ηµτM̃νσ + ηνσM̃µτ . (4.87)

Here we have used the identity satisfied by the four dimensional Levi-
Civita tensors,

ǫ ρ
µνλ ǫστζρ = −ηµσ (ηντηλζ − ηνζηλτ )− ηµτ (ηνζηλσ − ηνσηλζ)

− ηµζ (ηνσηλτ − ηντηλσ) . (4.88)

Equation (4.87) simply says that under a Lorentz transformation, the

operator M̃µν behaves exactly like the generators of Lorentz trans-
formation (see (4.30)). Namely, it behaves like a second rank anti-
symmetric tensor under a Lorentz transformation. Using this, then,
we can now evaluate (see (4.37) and (4.87))

[W µ,Mστ ] =
[
PνM̃

µν ,Mστ

]

= [Pν ,Mστ ] M̃
µν + Pν

[
M̃µν ,Mστ

]

= (ηνσPτ − ηντPσ) M̃µν
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+ Pν

(
−δµσM̃ν

τ − δντ M̃µ
σ + δµτ M̃

ν
σ + δνσM̃

µ
τ

)

= PτM̃
µ
σ − PσM̃µ

τ − δµσPνM̃ν
τ − PτM̃µ

σ

+ δµτ PνM̃
ν
σ + PσM̃

µ
τ

= δµσPνM̃
ν
τ − δµτ PνM̃ ν

σ = δµσWτ − δµτWσ. (4.89)

In other words, we see that the operator W µ transforms precisely
the same way as does the generator of translation or the Pµ operator
under a Lorentz transformation. Namely, it transforms like a vector
which we should expect since it has a free Lorentz index. Let us note
here, for completeness as well as for later use, that

[Wµ,Wν ] =

[
Wµ,

1

2
ǫ λρσν MρσPλ

]
=

1

2
ǫ λρσν [Wµ,Mρσ]Pλ

=
1

2
ǫ λρσν (ηµρWσ − ηµσWρ)Pλ

= −ǫ λρ
µν WλPρ. (4.90)

It follows now from (4.89) that

[W µWµ,Mστ ] =W µ [Wµ,Mστ ] + [Wµ,Mστ ]W
µ

=W µ (ηµσWτ − ηµτWσ) + (ηµσWτ − ηµτWσ)W
µ

=WσWτ −WτWσ +WτWσ −WσWτ = 0, (4.91)

which is to be expected since WµW
µ is a Lorentz scalar. Therefore,

we conclude that if we define an operator

W 2 =W µWµ, (4.92)

then, this would also represent a Casimir operator of the Poincaré
algebra since Wµ commutes with the generators of translation (see
(4.86)). It can be shown that P 2 and W 2 represent the only Casimir
operators of the algebra and, consequently, the representations can
be labelled by the eigenvalues of these operators. In fact, let us note
from this analysis that a Casimir operator for the Poincaré algebra
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must necessarily be a Lorentz scalar (since it has to commute with
Mµν). There are other Lorentz scalars that can be constructed from
Pµ and Mµν such as

MµνM
µν , MµνM̃

µν , L2 = LµL
µ with Lµ = P νMνµ. (4.93)

However, it is easy to check that these do not commute with the
generators of translation and, therefore, cannot represent Casimir
operators of the algebra.

The irreducible representations of the Poincaré group can be clas-
sified into two distinct categories, which we treat separately.

4.3.1 Massive representation. To find unitary irreducible representa-
tions of the Poincaré algebra, we choose the basis vectors of the rep-
resentation to be eigenstates of the momentum operators. Namely,
without loss of generality, we can choose the momentum operators,
Pµ, to be diagonal (they satisfy an Abelian subalgebra). The eigen-
states of the momentum operators |p〉 are, of course, labelled by the
momentum eigenvalues, pµ, satisfying

Pµ|p〉 = pµ|p〉, (4.94)

and in this basis, the eigenvalues of the operator P 2 = PµPµ are
obvious, namely,

P 2|p〉 = pµpµ|p〉, (4.95)

where

p2 = pµpµ = m2. (4.96)

Here m denotes the rest mass of the single particle state and we
assume the rest mass to be non-zero. However, the eigenvalues of
W 2 are not so obvious. Therefore, let us study this operator in some
detail. We recall that

W µ =
1

2
ǫµνλρPνMλρ =

1

2
ǫµνλρMλρPν . (4.97)
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Therefore, using (4.88), we have

W 2 =W µWµ =
1

4
ǫµνλρMλρPνǫ

στζ
µ MτζPσ

=
1

4
ǫµνλρǫ στζµ MλρPνMτζPσ

=
1

4

[
−ηνσ

(
ηλτηρζ − ηλζηρτ

)
− ηντ

(
ηλζηρσ − ηλσηρζ

)

− ηνζ
(
ηλσηρτ − ηλτηρσ

)]
MλρPνMτζPσ

= −1

2
MλρPνM

λρP ν − 1

4
MλρPνM

νλP ρ +
1

4
MλρPνM

νρP λ

− 1

4
MλρPνM

ρνP λ +
1

4
MλρPνM

λνP ρ

= −1

2
MλρPνM

λρP ν −MλρPνM
νλP ρ

= −1

2
Mλρ

(
MλρP 2 + δλνP

ρP ν − δρνP λP ν
)

−Mλρ

(
MνλPνP

ρ + 4P λP ρ − δλνP νP ρ
)

= −1

2
MλρMλρP

2 −MλρM
νλPνP

ρ, (4.98)

where we have simplified terms in the intermediate steps using the
anti-symmetry of the Lorentz generators.

To understand the meaning of this operator, let us go to the rest
frame of the massive particle. In this frame,

pµ = (m, 0, 0, 0) , p2 = pµpµ = m2, (4.99)

and the operator W 2 acting on such a state, takes the form

W 2 = −1

2
m2MλρMλρ −m2Mλ0M

0λ

= −1

2
m2
(
2M0λM0λ +M ijMij

)
+m2M0λM0λ

= −1

2
m2M ijMij . (4.100)
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Recalling that (see (4.26))

Mij = ǫ k
ij Jk, (4.101)

where Jk represents the total angular momentum of the particle, we
obtain

W 2 = −1

2
m2ǫijkJ

k ǫ ℓ
ij Jℓ

= −1

2
m2
(
−2δℓk

)
JkJℓ

= m2JkJk = −m2J 2. (4.102)

The result in (4.102) can also be derived in an alternative manner
which is simpler and quite instructive. Let us note that in the rest
frame (4.99), the Pauli-Lubanski operator (4.82) has the form

W 0 =
1

2
ǫ0ijkMjkpi = 0,

W i =
1

2
ǫiνλρMλρpν = −

m

2
ǫijkMjk

= −m
2
ǫ jki Mjk = mJi, (4.103)

where we have used (1.34) as well as (4.12). It follows now that

W 2 =W µWµ =W iWi = m2 J iJi = −m2 J2, (4.104)

which is the result obtained in (4.102). Therefore, for a massive
particle, we can think of W 2 as being proportional to J 2 and in
the rest frame of the particle, this simply measures the spin of the
particle. That is, for a massive particle at rest, we find

eigenvalues of W 2 : w2 = −m2s(s+ 1). (4.105)

Thus, we see that the representations with p2 6= 0 can be labelled
by the eigenvalues (m, s) of the two Casimir operators, namely the
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mass and the spin of a particle and the dimensionality of such a
representation will be (2s + 1) (for both positive as well as negative
energy states).

The dimensionality of the representation can also be understood
in an alternative manner as follows. For a state at rest with momen-
tum of the form pµ = (m, 0, 0, 0), we can ask what Lorentz trans-
formations would leave such a vector invariant. Clearly, these would
define an invariant subgroup of the Lorentz group and will lead to
the degeneracy of states. It is not hard to see that all possible 3-
dimensional rotations would leave such a vector invariant. Namely,
rotations around the x or the y or the z axis will not change the
time component of a four vector (recall that the time component is
the spin 0 component of a four vector) and, therefore, would define
the stability group of such vectors. Technically, one says that the
3-dimensional rotations define the “little” group of a time-like vector
and this method of determining the representation is known as the
method of “induced” representation. Therefore, all the degenerate
states can be labelled not just by the eigenvalue of the momentum,
but also by the eigenvalues of three dimensional rotations, namely,
s = 0, 12 , 1, · · · and ms = −s,−s + 1, · · · , s − 1, s. This defines the
2s + 1 dimensional representation for a massive particle of spin s.

This can also be seen algebraically. Namely, a state at rest is an
eigenstate of the P0 operator. From the Lorentz algebra, we note
that (see (4.30))

[P0,Mij ] = 0. (4.106)

Namely, the operators Mij , which generate 3-dimensional rotations
and are related to the angular momentum operators, commute with
P0. Consequently, the eigenstates of P0 are invariant under three di-
mensional rotations and are simultaneous eigenstates of the angular
momentum operators as well and such spaces are (2s+1) dimensional.
In closing, let us note from (4.103) that, up to a normalization fac-
tor, the three nontrivial Pauli-Lubanski operators correspond to the
generators of symmetry of the “little group” in the rest frame.

4.3.2 Massless representation. In contrast to the massive representa-
tions of the Poincaré group, the representations for a massless parti-
cle are slightly more involved. The basic reason behind this is that
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the “little” group of a light-like vector is not so obvious. In this
case, we note that (we are assuming motion along the z axis and see
(4.95))

pµpµ = 0, pµ = (p, 0, 0,−p), p 6= 0. (4.107)

Consequently, acting on states in such a vector space, we would have
(see (4.83))

P 2 = 0. (4.108)

However, from (4.83) we see that our states in the representation
should also satisfy

PµW
µ = 0. (4.109)

There now appear two distinct possibilities for the action of the
Casimir W 2 on the states of the representation, namely,

W 2 =W µWµ 6= 0, or, W 2 =W µWµ = 0. (4.110)

In the first case, namely, for a massless particle if W 2 6= 0, then
it can be shown (we will see this at the end of this section) that
the representations are infinite dimensional with an infinity of spin
values. Such representations do not correspond to physical particles
and, consequently, we will not consider such representations.

On the other hand, in the second case where W 2 = 0 acting on
the states of the representation, we can easily show that the action
of W µ in such a space is proportional to that of the momentum
operator, namely, acting on states in such a space, W µ has the form

W µ = −hpµ, (4.111)

where h represents a proportionality factor (operator). To determine
h, let us recall that

W µ =
1

2
ǫµνλρPνMλρ, (4.112)



July 13, 2020 8:54 book-9x6 11845-main page 157

4.3 Unitary representations of the Poincaré group 157

from which it follows that acting on a general momentum basis state
|p〉 (not necessarily restricting to massless states), it would lead to
(see (4.88))

W 0 =
1

2
ǫ0ijkpiMjk =

1

2
ǫijkpi

(
ǫ ℓ
jk Jℓ

)

= −p · J = −J · p. (4.113)

Comparing with (4.111) we conclude that in this space

h =
J · p
p0

. (4.114)

This is nothing other than the helicity operator (since L · p = 0)
and, therefore, the simultaneous eigenstates of P 2 and W 2 would
correspond to the eigenstates of momentum and helicity. For com-
pleteness, let us note here that in the light-like frame (4.107), the
Pauli-Lubanski operator (4.82) takes the form

W 0 =
1

2
ǫ0ijkMjkPi =

1

2
ǫijkMjkpi = −pM12,

W 1 =
1

2
ǫ1νλρMλρpν = p (M02 −M23) ,

W 2 =
1

2
ǫ2νλρMλρpν = −p (M01 −M13) ,

W 3 =
1

2
ǫ3νλρMλρpν = −pM12 =W 0. (4.115)

We see from both (4.103) and (4.115) that the Pauli-Lubanski oper-
ator indeed has only three independent components because of the
transversality condition (4.83), as we had pointed out earlier. We
also note from (4.115) that, in the massless case, W 0, indeed repre-
sents the helicity operator up to a normalization as we had noted in
(4.113). It follows now from (4.115) that (the contributions fromW 0

and W 3 cancel out)

W 2 =W µWµ =W 1W1 +W 2W2

= −p2
(
(M02 −M23)

2 + (M01 −M13)
2
)
. (4.116)
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Let us now determine the dimensionality of the massless rep-
resentations algebraically. Let us recall that we are considering a
massless state with momentum of the form pµ = (p, 0, 0,−p) and we
would like to determine the “little” group of symmetries associated
with such a vector. We recognize that in this case, the set of Lorentz
transformations which would leave this four vector invariant must in-
clude rotations around the z-axis. This can be seen intuitively from
the fact that the motion of the particle is along the z axis, but also
algebraically by recognizing that a light-like vector of the form being
considered is an eigenstate of the operator P0 − P3, namely,

(P0 − P3) |p〉 = 2p|p〉. (4.117)

Furthermore, from the Poincaré algebra in (4.38), we see that

[P0 − P3,M12] = 0, (4.118)

so that rotations around the z-axis define a symmetry of the light-
like vector (state) that we are considering. To determine the other
symmetries of a light-like vector, let us define two new operators as

Π1 =M01 −M13 =
W2

p
, Π2 =M02 −M23 = −

W1

p
. (4.119)

It follows now that these operators commute with P0 − P3 in the
space of light-like states, namely,

[P0 − P3,Π1] |p〉 = [P0 − P3,M01 −M13] |p〉 = 2P1|p〉 = 0,

[P0 − P3,Π2] |p〉 = [P0 − P3,M02 −M23] |p〉 = 2P2|p〉 = 0,

(4.120)

and, therefore, also define symmetries of light-like states. These rep-
resent all the symmetries of the light-like vector (state). We note
that the algebra of the symmetry generators takes the form

[M12,Π1] = [M12,M01 −M13] = Π2,

[M12,Π2] = [M12,M02 −M23] = −Π1,

[Π1,Π2] = [M01 −M13,M02 −M23] = 0. (4.121)
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Namely, it is isomorphic to the algebra of the Euclidean group in two
dimensions, E2 (which consists of translations and rotation). Thus,
we say that the stability group or the “little” group of a light-like vec-
tor is E2. Clearly, M12 is the generator of rotations around the z axis
or in the two dimensional plane and Π1,Π2 have the same commuta-
tion relations as those of translations in this two dimensional space.
Furthermore, comparing with W i, i = 1, 2, 3 in (4.115), we see that
up to a normalization, the three independent Pauli-Lubanski opera-
tors are, in fact, the generators of symmetry of the “little” group, as
we had also seen in the massive case. This may seem puzzling, but
can be easily understood as follows. We note from (4.90) that in the
momentum basis states (where pµ is a number), the Pauli-Lubanski
operators satisfy an algebra and, therefore, can be thought of as
generators of some transformations. The meaning of the transforma-
tions, then, follows from (4.86) as the transformations that leave pµ
invariant. Namely, they generate transformations which will leave
the momentum basis states invariant. This is, of course, what we
have been investigating within the context of “little” groups.

Let us note from (4.121) that Π1 ∓ iΠ2 correspond respectively
to raising and lowering operators for M12, namely,

[M12,Π1 ∓ iΠ2] = ±i (Π1 ∓ iΠ2) . (4.122)

Let us also note for completeness that the Casimir of the E2 algebra
is given by

Π2 = Π2
1 +Π2

2 = (Π1 ∓ iΠ2)(Π1 ± iΠ2), (4.123)

and comparing with (4.116), we see that in the space of light-like
momentum states W 2 ∝ Π2. Since Π1,Π2 correspond to generators
of “translation”, their eigenvalues can take any value. As a result,
if W 2 6= 0 in this space, we note from (4.122) that spin can take
an infinite number of values which, as we have already pointed out,
does not correspond to any physical system. On the other hand, if
W 2 = 0 in this space of states, then it follows from (4.123) that (h
corresponds to the helicity quantum number)

(Π1 ± iΠ2) |p, h〉 = 0. (4.124)
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(Alternatively, we can say that Π1|p, h〉 = 0 = Π2|p, h〉 and this is
the reason for the earlier assertion.) This corresponds to the one
dimensional representation of E2 known as the “degenerate” repre-
sentation. Clearly, such a state would correspond to the highest or
the lowest helicity state. Furthermore, if our theory is also invariant
under parity (or space reflection), the space of physical states would
also include the state with the opposite helicity (recall that helicity
changes sign under space reflection, see (3.148)). As a result, mass-
less theories with nontrivial spin that are parity invariant would have
two dimensional representations corresponding to the highest and the
lowest helicity states, independent of the spin of the particle. On the
other hand, if the theory is not parity invariant, the dimensionality of
the representation will be one dimensional, as we have seen explicitly
in the case of massless fermion theories describing neutrinos.

Incidentally, the fact that the massless representations have to
be one dimensional, in general, can be seen in a heuristic way as fol-
lows. Let us consider spin as arising from a circular motion. Then,
it is clear that since a massless particle moves at the speed of light,
the only consistent circular motion a massless particle can have, is
in a plane perpendicular to the direction of motion (otherwise, some
component of the velocity would exceed the speed of light). In other
words, in such a case, spin can only be either parallel or anti-parallel
to the direction of motion leading to the one dimensional nature of
the representation. However, if parity (space reflection) is a symme-
try of the system, then we must have states corresponding to both
the circular motions leading to the two dimensional representation.
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Chapter 5

Free Klein-Gordon field theory

5.1 Introduction

It is clear by now that the quantum mechanical description of a sin-
gle relativistic particle runs into difficulties. Combining relativity
with quantum mechanics necessarily seems to lead to a many parti-
cle theory. Intuitively, what this means is that a relativistic particle
has sufficient energy that it can create particles and, therefore, a
consistent theory describing such a particle cannot truly be a single
particle theory. While the Dirac theory inherently describes a many
particle theory, it manages to manifest itself as a single particle the-
ory only because of the Pauli principle. Even so, it is not adequate
to describe various decay processes such as

n→ p+ e− + νe, (5.1)

where distinct fermions are involved.

If, on the other hand, we want to have a theory which describes
infinitely many degrees of freedom, then the natural basic object for
such a theory is a field variable which is a continuous function of space
and time. It is clear from the study of classical electromagnetic fields
or even from that of the displacement field for the oscillations of a
string (see Fig. 5.1) that such quantities naturally lead to infinitely
many modes of oscillation each of which, upon quantization, can
lead to a particle-like behavior and, therefore, can describe many
particles. The main question in dealing with fields, however, is how
do we choose dynamical equations of motion and how do we quantize
such equations.

163
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Figure 5.1: Oscillating string fixed at both ends.

The answer to the first question is quite easy from all of our discus-
sions so far. We would like to have a relativistic, covariant theory for
fundamental physical processes and, therefore, each field must be-
long to a specific representation of the Lorentz group. Secondly, the
dynamical equation involving the field variables must be covariant
under Poincaré transformations. Given a relativistic dynamical equa-
tion, the quantization of the fields as operators can then be carried
out in the Hamiltonian formalism. However, since the Hamiltonian is
not a manifestly covariant concept, it is generally preferrable to work
in the Lagrangian formulation which is manifestly covariant. On the
other hand, whenever any ambiguity arises in the quantization, one
reverts back to the Hamiltonian formalism for its resolution.

With this in mind, let us look at the simplest of field theories,
namely, the classical free Klein-Gordon theory where we assume that
the field variable φ(x) ≡ φ(x, t) is real and that it behaves like a scalar
under a Lorentz transformation,

φ(x) = φ∗(x), φ′(x′) = φ(x), (5.2)

where φ′(x′) denotes the Lorentz transformed field at the transformed
coordinate. We also assume that the field falls off rapidly at spatial
infinity (this is necessary for the theory to be well defined), namely,

lim
|x|→∞

φ(x)→ 0. (5.3)

The derivatives of the field are also assumed to fall off at infinity.
The classical, free Klein-Gordon equation with mass m, as we have
seen (see (1.40)), has the form



July 13, 2020 8:54 book-9x6 11845-main page 165

5.2 Lagrangian density 165

(
�+m2

)
φ(x) =

(
∂µ∂

µ +m2
)
φ(x) = 0. (5.4)

This equation is clearly invariant under Lorentz transformations.
(Note that the operator in the parenthesis in the momentum space
corresponds to (−P 2 +m2). As we have seen, P 2 denotes one of the
Casimirs of the Poincaré algebra and m is a constant.) It is a second
order (hyperbolic) equation and can be classically solved uniquely
if we are given the initial values (at t = 0) φ(x, 0) and φ̇(x, 0) (a
dot denotes a derivative with respect to t). The specification of the
initial values would appear to single out a preferred hyper-surface
which can possibly destroy covariance under a Lorentz transforma-
tion. However, it can be easily shown that the “initial” values can
be prescribed on any arbitrary space-like surface and the equation
can still be uniquely solved.

5.2 Lagrangian density

The next question that we would like to ask is whether there exists
a Lagrangian or an action which would lead to the Klein-Gordon
equation under a minimum action principle. As far as the action
principle is concerned, we follow exactly what we normally do in
point particle mechanics. Let us assume that there exists an action
of the form

S =

tf∫

ti

dt L =

tf∫

ti

dt d3xL =

tf∫

ti

d4xL, (5.5)

where we have written the Lagrangian in terms of a Lagrangian den-
sity as (the spatial integration is over the entire space)

L =

∫
d3xL. (5.6)

Furthermore, we assume that the Lagrangian density depends only
on the field variables and their first derivatives, namely,

L = L (φ(x), ∂µφ(x)) . (5.7)
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In general, of course, a Lagrangian density can depend on higher
order derivatives. However, for equations which are at most second
order in the derivatives, the Lagrangian density can depend at the
most on the first order derivatives of the field variables. These are
the kinds of equations we will be interested in and correspondingly
we will assume this dependence of the Lagrangian density on the
field variables through out.

We can now generalize the variational principle of point particle
mechanics and ask under what conditions will the action be station-
ary if we change the fields arbitrarily but infinitesimally as

φ(x)→ φ′(x) = φ(x) + δφ(x), (5.8)

subject to the boundary conditions

δφ (x, ti) = δφ (x, tf ) = 0. (5.9)

Note that under an infinitesimal change of the form (5.8)

δS =

tf∫

ti

d4x δL

=

tf∫

ti

d4x

(
∂L
∂φ(x)

δφ(x) +
∂L

∂∂µφ(x)
δ(∂µφ(x))

)

=

tf∫

ti

d4x

(
∂L
∂φ(x)

δφ(x) +
∂L

∂∂µφ(x)
∂µδφ(x)

)

=

tf∫

ti

d4x

[
∂L
∂φ(x)

δφ(x) + ∂µ

(
∂L

∂∂µφ(x)
δφ(x)

)

−∂µ
∂L

∂∂µφ(x)
δφ(x)

]



July 13, 2020 8:54 book-9x6 11845-main page 167

5.2 Lagrangian density 167

=

tf∫

ti

d4x

(
∂L
∂φ(x)

− ∂µ
∂L

∂∂µφ(x)

)
δφ(x)

+

∫
d3x

∂L
∂φ̇(x)

δφ(x)

∣∣∣∣
tf

ti

. (5.10)

Here we have used Gauss’ theorem (as well as the vanishing of field
variables asymptotically (5.3)) to simplify the surface term. We have
also used the fact that δ(∂µφ) = ∂µ(δφ) which is easily seen from
(consider one dimension for simplicity)

δ(∂xφ(x)) = lim
ǫ→0

1

ǫ

(
φ′(x+ ǫ)− φ′(x)− (φ(x+ ǫ)− φ(x))

)

= lim
ǫ→0

1

ǫ

(
(φ′(x+ ǫ)− φ(x+ ǫ))− (φ′(x)− φ(x))

)

= lim
ǫ→0

1

ǫ
(δφ(x + ǫ)− δφ(x))

= ∂x(δφ(x)). (5.11)

Alternatively, we can write

δ(∂µφ(x)) = ∂µφ
′(x)− ∂µφ(x)

= ∂µ(φ
′(x)− φ(x)) = ∂µ(δφ(x)). (5.12)

We note that the “surface term” – the last term in the expression
(5.10) – vanishes because of the boundary conditions (5.9), namely,

δφ (x, ti) = 0 = δφ (x, tf ) . (5.13)

Thus, we conclude that under an arbitrary, infinitesimal change
in the field variable, the change in the action is given by

δS =

tf∫

ti

d4x

(
∂L
∂φ(x)

− ∂µ
∂L

∂∂µφ(x)

)
δφ(x). (5.14)
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Therefore, the action will be stationary under an arbitrary change
in the field variable subject to the boundary conditions provided
(namely, δS = 0 only if),

∂L
∂φ(x)

− ∂µ
∂L

∂∂µφ(x)
= 0. (5.15)

This is known as the Euler-Lagrange equation associated with the
action S or the Lagrangian density L(φ, ∂µφ(x)).

As in point particle mechanics, we can think of the dynamical
equations in field theory as arising from the minimum principle as-
sociated with a given action. Thus, for the Klein-Gordon equation,

∂µ∂
µφ+m2φ = 0, (5.16)

we can ask whether there exists a Lagrangian density whose Euler-
Lagrange equation will lead to this dynamical equation. Note that
if we choose

L =
1

2
∂µφ∂

µφ− m2

2
φ2, (5.17)

then

∂L
∂φ(x)

= −m2φ(x),

∂L
∂∂µφ(x)

= ∂µφ(x). (5.18)

Therefore, the Euler-Lagrange equation (5.15), in this case, gives

∂L
∂φ(x)

− ∂µ
∂L

∂∂µφ(x)
= −m2φ(x)− ∂µ∂µφ(x) = 0,

or,
(
∂µ∂

µ +m2
)
φ(x) = 0. (5.19)

In other words, we see that the Lagrangian density
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L =
1

2
∂µφ∂

µφ− m2

2
φ2, (5.20)

gives the Klein-Gordon equation for a free, real scalar field as its
Euler-Lagrange equation. Note that the Lagrangian density L in
(5.20) is manifestly Lorentz invariant. It is worth noting here that
one can add a constant to L without changing the equation of mo-
tion. This would simply correspond to adding a zero point energy.
Similarly, adding a total divergence to L also does not change the
equations of motion. Of course, in this second case, the action does
not change either, if we assume the fields to fall off rapidly at infinite
separation (see (5.3)).

5.3 Quantization

Since we have a Lagrangian description for the classical Klein-Gordon
field theory, we can try to develop a Hamiltonian description for it
(which we need for quantization) in complete parallel to what we
do for point particle mechanics. In the case of a point particle, the
Lagrangian is a function of the coordinate and the velocity of the
particle (a dot denotes a derivative with respect to t),

L = L (x, ẋ) . (5.21)

The conjugate momentum associated with the dynamical variable x
is defined as

p =
∂L

∂ẋ
, (5.22)

and this leads to the definition of the Hamiltonian in the form (this
is an example of a Legendre transformation)

H(x, p) = pẋ− L (x, ẋ) . (5.23)

The classical canonical Poisson bracket relations between the coor-
dinate and the conjugate momentum have the familiar form
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{x, x} = 0 = {p, p} ,
{x, p} = 1. (5.24)

These, in turn, lead to the dynamical equations in the Hamiltonian
form as

ẋ = {x,H} ,
ṗ = {p,H} . (5.25)

In the case of the classical scalar (Klein-Gordon) field theory, on
the other hand, the basic variables are φ(x) and ∂µφ(x) and we have
from (5.20) (xµ in this case merely labels space-time coordinates)

L = L (φ(x), ∂µφ(x)) . (5.26)

In an analogous manner to the point particle mechanics in (5.22),
we define a momentum (density) canonically conjugate to the field
variable φ(x) as

Π(x) =
∂L
∂φ̇(x)

, (5.27)

which will, in turn, allow us to define the Hamiltonian density as (see
(5.23))

H = Π(x)φ̇(x) − L, (5.28)

and the Hamiltonian

H =

∫
d3xH. (5.29)

If we further assume the equal time canonical Poisson bracket rela-
tions between the field variable φ(x) and the conjugate momentum
(density) Π(x) to be (see (5.24))
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{φ(x), φ(y)}x0=y0 = 0 = {Π(x),Π(y)}x0=y0 ,

{φ(x),Π(y)}x0=y0 = δ3(x− y), (5.30)

then, we can show that the dynamical equation (namely, the Klein-
Gordon equation in this case) can be written in the Hamiltonian form
as

φ̇(x) = {φ(x),H} ,

Π̇(x) = {Π(x),H} . (5.31)

Let us examine all of this in detail for the case of the free Klein-
Gordon theory. Note that the Lagrangian density in this case is given
by

L =
1

2
∂µφ∂

µφ− m2

2
φ2

=
1

2
φ̇2 − 1

2
∇φ ·∇φ− m2

2
φ2. (5.32)

Therefore, we can identify the conjugate momentum (density) with

Π(x) =
∂L
∂φ̇(x)

= φ̇(x). (5.33)

Consequently, this leads to the Hamiltonian density

H = Π(x)φ̇(x) − L

= Π(x)φ̇(x) − 1

2
φ̇2 +

1

2
∇φ ·∇φ+

m2

2
φ2(x)

= Π(x)Π(x) − 1

2
Π2(x) +

1

2
∇φ ·∇φ+

m2

2
φ2(x)

=
1

2
Π2(x) +

1

2
∇φ ·∇φ+

m2

2
φ2(x), (5.34)
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which gives the Hamiltonian for the theory

H =

∫
d3xH

=

∫
d3x

(
1

2
Π2(x) +

1

2
∇φ ·∇φ+

m2

2
φ2(x)

)
. (5.35)

With the equal time canonical Poisson bracket relations defined to
be (see (5.30))

{φ(x), φ(y)}x0=y0 = 0 = {Π(x),Π(y)}x0=y0 ,

{φ(x),Π(y)}x0=y0 = δ3(x− y), (5.36)

we obtain

φ̇(x) = {φ(x),H}

=

{
φ(x),

∫
d3y

(
1

2
Π2(y) +

1

2
∇yφ ·∇yφ+

m2

2
φ2(y)

)}

x0=y0

=
1

2

∫
d3y

{
φ(x),Π2(y)

}
x0=y0

=
1

2

∫
d3y

[
Π(y){φ(x),Π(y)}

∣∣∣
x0=y0

+ {φ(x),Π(y)}Π(y)
∣∣∣
x0=y0

]

=

∫
d3yΠ

(
y, x0

)
δ3(x− y) = Π(x), (5.37)

where we have used the fact that, since the Hamiltonian is time
independent (this can be checked easily using the equations of motion
and will also be shown in (5.74)), we can choose the time coordinate
for the fields in its definition to coincide with x0 in order that we can
use the equal time Poisson bracket relations (5.30). Furthermore, we
also have



July 13, 2020 8:54 book-9x6 11845-main page 173

5.3 Quantization 173

Π̇(x) = {Π(x),H}

=

{
Π(x),

∫
d3y

(
1

2
Π2(y) +

1

2
∇yφ ·∇yφ+

m2

2
φ2(y)

)}

x0=y0

=

∫
d3y
[
∇yφ(y) ·{Π(x),∇yφ(y)} +m2φ(y) {Π(x), φ(y)}

]
x0=y0

=

∫
d3y

[
∇yφ

(
y, x0

)
·∇y

(
−δ3(x− y)

)

+m2φ
(
y, x0

) (
−δ3(x− y)

)]

= ∇ ·∇φ(x)−m2φ(x). (5.38)

Thus, the Hamiltonian equations (5.37) and (5.38), in this case, lead
to

φ̇(x) = Π(x),

Π̇(x) = ∇ ·∇φ(x)−m2φ(x) = ∇
2φ(x)−m2φ(x). (5.39)

These are first order equations (in time) as Hamiltonian equations
should be and from these, we obtain the second order equation

φ̈(x) = Π̇(x) = ∇
2φ(x)−m2φ(x),

or, φ̈−∇
2φ(x) +m2φ(x) = 0,

or,
(
∂µ∂

µ +m2
)
φ(x) = 0. (5.40)

This is, of course, the free Klein-Gordon equation (1.40) (which is a
second order Euler-Lagrange equation) and this discussion, therefore,
brings out the Hamiltonian description of the classical Klein-Gordon
field theory.

Once we have the Hamiltonian description of a classical physical
system, the quantization of such a system is quite straightforward.
In the quantum theory, we are supposed to treat φ(x) and Π(x)
as Hermitian operators (because we are dealing with real fields, see
(5.2)) satisfying the equal time commutation relations (remember
~ = 1)
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[φ(x), φ(y)]x0=y0 = 0 = [Π(x),Π(y)]x0=y0 ,

[φ(x),Π(y)]x0=y0 = iδ3(x− y). (5.41)

Note that (5.40) is the same Klein-Gordon equation as we had stud-
ied earlier in chapter 1. However, here we will be treating φ(x) as
an operator which is quantized and not as a wave function as we had
done earlier. This is conventionally referred to as second quantiza-
tion. (Namely, in the first quantization we quantize x’s and p’s, but
not the wave function. In the second quantization, we quantize the
“wave function”.)

5.4 Field decomposition

Given any complete set of solutions of the classical Klein-Gordon
equation, we can expand the field operator φ(x) in such a basis.
We already know that the plane wave solutions (1.41) of the Klein-
Gordon equation define a complete basis and, therefore, we can ex-
pand the field operator in this basis as

φ(x) =
1

(2π)
3
2

∫
d4k e−ik·xφ̃(k), (5.42)

where we recognize that the operators φ(x) and φ̃(k) are Fourier
transforms of each other (up to a multiplicative factor). (Recall
that k · x = k0x0 − k · x and the factor 1

(2π)3/2
is introduced for later

convenience. We also emphasize here that the Hermiticity properties
of a given field and its Fourier transform are, in general, different.)
Since φ(x) satisfies the Klein-Gordon equation

(
∂µ∂

µ +m2
)
φ(x) = 0, (5.43)

using the field expansion (5.42) in the Klein-Gordon equation, we
obtain
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1

(2π)
3
2

(
∂µ∂

µ +m2
) ∫

d4k e−ik·xφ̃(k) = 0,

or,
1

(2π)
3
2

∫
d4k

(
−k2 +m2

)
φ̃(k)e−ik·x = 0. (5.44)

This shows that unless k2 = m2, φ̃(k) = 0. Namely, the Fourier
transform has non-vanishing contribution (support) only on the mass-
shell of the particle defined by

k2 = (k0)2 − k2 = m2. (5.45)

k0

 k 

k2 = m2,    k0 > 0

k2 = m2,    k0 < 0

Figure 5.2: Mass shell on which φ̃(k) has support.

As a result, we can denote

φ̃(k) = δ
(
k2 −m2

)
a(k), (5.46)

where the operator a(k) is no longer constrained by the equation of
motion. Substituting this back into the expansion (5.42), we obtain

φ(x) =
1

(2π)
3
2

∫
d4k δ

(
k2 −m2

)
e−ik·x a(k). (5.47)
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We note that the argument of the delta function vanishes for

k2 = m2,

or, (k0)2 = k2 +m2,

or, k0 = ±
√
k2 +m2 ≡ ±Ek. (5.48)

Correspondingly, we can write

δ
(
k2 −m2

)
= δ

(
(k0)2 − E2

k

)

=
1

2|k0|
[
δ
(
k0 − Ek

)
+ δ

(
k0 + Ek

)]

=
1

2Ek

[
δ
(
k0 − Ek

)
+ δ

(
k0 + Ek

)]
. (5.49)

Using this relation in (5.47), the field expansion becomes

φ(x) =
1

(2π)
3
2

∫
dk0d3k

1

2Ek

[
δ
(
k0 − Ek

)
+ δ

(
k0 + Ek

)]

× e−ik
0x0+ik·xa(k0,k)

=
1

(2π)
3
2

∫
d3k

1

2Ek

(
e−iEkx

0+ik·xa(Ek,k)

+ eiEkx
0+ik·xa(−Ek,k)

)
. (5.50)

Changing k→ −k in the second term in (5.50) and identifying k0 =
Ek > 0, we obtain

φ(x) =
1

(2π)
3
2

∫
d3k

2k0

(
e−ik·xa(k) + eik·xa(−k)

)
. (5.51)

Let us note that we are dealing with a Hermitian field (see (5.2)).
Therefore,
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φ†(x) = φ(x),

or,
1

(2π)
3
2

∫
d3k

2k0

(
eik·xa†(k) + e−ik·xa†(−k)

)

=
1

(2π)
3
2

∫
d3k

2k0

(
e−ik·xa(k) + eik·xa(−k)

)
. (5.52)

Comparing the left-hand side and the right-hand side of (5.52), we
obtain

a†(k) = a(−k), a†(−k) = a(k), (5.53)

so that we can write

φ(x) =
1

(2π)
3
2

∫
d3k

2k0

(
e−ik·xa(k) + eik·xa†(k)

)
. (5.54)

Here we are supposed to understand that

k0 = Ek =
√

k2 +m2 > 0. (5.55)

It is clear from (5.55) that a(k) and a†(k) are actually functions of
the three momentum k alone. Thus, conventionally one defines

a(k) =
a(k)√
2k0

, a†(k) =
a†(k)√
2k0

, (5.56)

and in terms of these operators we can write the field operator (5.54)
as

φ(x) =

∫
d3k√

(2π)32k0

(
e−ik·x a(k) + eik·x a†(k)

)
. (5.57)

This unique decomposition of the field operator φ(x) into positive
and negative energy (frequency) parts is quite significant as we will
see in the course of our discussions. In fact, we often denote the
positive and the negative energy parts of the field operator as
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φ(+)(x) =

∫
d3k√

(2π)32k0
e−ik·x a(k),

φ(−)(x) =

∫
d3k√

(2π)32k0
eik·x a†(k), (5.58)

so that we can write the field operator as a sum of its positive and
negative energy parts,

φ(x) = φ(+)(x) + φ(−)(x). (5.59)

5.5 Creation and annihilation operators

Given the field expansion (5.57)

φ(x) =

∫
d3k√

(2π)32k0

(
e−ik·x a(k) + eik·x a†(k)

)
, (5.60)

we obtain the expansion for the conjugate momentum (density) in
(5.33) to be

Π(x) = φ̇(x)

= −i
∫

d3k

√
k0

2(2π)3

(
e−ik·x a(k)− eik·x a†(k)

)
. (5.61)

The two defining relations in (5.60) and (5.61) are invertible. Namely,
we note from these relations that we can write the operators a(k) and
a†(k) in terms of φ(x) and Π(x) as
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a(k) =
1√

(2π)32k0

∫
d3x eik·x

(
k0φ(x) + iΠ(x)

)

=
1√

(2π)32k0

∫
d3x eik·x

(
k0φ(x) + iφ̇(x)

)

=
i√

(2π)32k0

∫
d3x eik·x

←→
∂t φ(x),

a†(k) =
1√

(2π)32k0

∫
d3x e−ik·x

(
k0φ(x)− iΠ(x)

)

=
1√

(2π)32k0

∫
d3x e−ik·x

(
k0φ(x)− iφ̇(x)

)

= − i√
(2π)32k0

∫
d3x e−ik·x

←→
∂t φ(x), (5.62)

where
←→
∂t is defined in (1.56). It is important to emphasize here that

in the expressions in (5.62), it is assumed that k0 = Ek (namely, k0

is not an independent variable). It is clear from (5.62) that since the
left-hand sides are independent of time, the expressions on the right-
hand side must also be time independent. This can also be checked
explicitly. For example, taking the time derivative of the first relation
in (5.62) we obtain (neglecting the overall multiplicative factors)

∂t

(∫
d3x eik·x

←→
∂t φ(x)

)

=

∫
d3x

(
eik·x(∂2t φ(x))− (∂2t e

ik·x)φ(x)
)

=

∫
d3x

(
eik·x(∇2 −m2)φ(x)− (∂2t e

ik·x)φ(x)
)

=

∫
d3x

(
(−∂2t +∇

2 −m2)eik·x
)
φ(x)

=

∫
d3x

(
(k0)2 − k2 −m2

)
eik·xφ(x) = 0. (5.63)

Here, in the intermediate steps, we have used the fact that φ(x)
satisfies the Klein-Gordon equation, integrated the space derivatives
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by parts assuming that the surface terms vanish (see (5.3)) and have
made the identification k0 = Ek =

√
k2 +m2. Similarly, the time

independence of the second expression in (5.62) can also be derived
in a simple manner (or note that the second relation in (5.62) is
the Hermitian conjugate of the first and, therefore, must be time
independent). This shows explicitly that the integrals in (5.62) are
indeed time independent.

Imposing now the quantization relations between φ(x) and Π(x)
(see (5.41)) we obtain

[φ(x), φ(y)]x0=y0 =

∫
d3k√

(2π)32k0
d3k′√

(2π)32k′ 0

×
(
e−ik·x−ik

′·y [a(k), a(k′)
]
+ e−ik·x+ik

′·y
[
a(k), a†(k′)

]

+ eik·x−ik
′·y
[
a†(k), a(k′)

]
+ eik·x+ik

′·y
[
a†(k), a†(k′)

])
x0=y0

= 0, (5.64)

[Π(x),Π(y)]x0=y0 = −
∫

d3k d3k′
√
k0k′ 0

2(2π)3

×
(
e−ik·x−ik

′·y [a(k), a(k′)
]
− e−ik·x+ik′·y

[
a(k), a†(k′)

]

− eik·x−ik
′·y
[
a†(k), a(k′)

]
+ eik·x+ik

′·y
[
a†(k), a†(k′)

])
x0=y0

= 0, (5.65)

[φ(x),Π(y)]x0=y0 = − i

(2π)3

∫
d3k d3k′

√
k′ 0

4k0

×
(
e−ik·x−ik

′·y [a(k), a(k′)
]
− e−ik·x+ik′·y

[
a(k), a†(k′)

]

+ eik·x−ik
′·y
[
a†(k), a(k′)

]
− eik·x+ik′·y

[
a†(k), a†(k′)

])
x0=y0

= iδ3(x− y). (5.66)

From these, we can deduce the fundamental commutation relations
between the coefficients of expansion to be. (This nice form arises
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because of the redefinition (5.56). Any other redefinition will only
introduce a multiplicative factor into the commutation relations.)

[
a(k), a(k′)

]
= 0 =

[
a†(k), a†(k′)

]
,

[
a(k), a†(k′)

]
= δ3

(
k − k′

)
. (5.67)

This shows that the operators a(k) and a†(k), which are the coeffi-
cients of expansion of the field operator in a plane wave basis, have
commutation relations analogous to the annihilation and creation
operators of a harmonic oscillator. However, it appears that there
is an infinite number of such operators in the present case – one for
every value of the momentum k.

The commutation relations in (5.67) can also be obtained more
directly from the inversion formulae in (5.62). Thus, for example,
recalling that the integrals are time independent, we have

[
a(k), a†(k′)

]

=

∫
d3xd3y

(2π)3
√
4k0k′ 0

eik·x−ik
′·y

×
[
k0φ(x) + iΠ(x), k′ 0φ(y)− iΠ(y)

] ∣∣∣
x0=y0

=

∫
d3xd3y

(2π)3
√
4k0k′ 0

eik·x−ik
′·y

×
(
−ik0 [φ(x),Π(y)] + ik′ 0 [Π(x), φ(y)]

)
x0=y0

=
(k0 + k′ 0)√

4k0k′ 0

∫
d3xd3y

(2π)3
eik·x−ik

′·yδ3(x− y)
∣∣∣
x0=y0

=
(k0 + k′ 0)√

4k0k′ 0

∫
d3x

(2π)3
ei(k−k

′)·x

=
(k0 + k′ 0)√

4k0k′ 0
ei(k

0−k′ 0)x0δ3(k − k′) = δ3(k − k′), (5.68)

where we have used the fact that for k′ = k, it follows that k′ 0 = k0.
The other two commutation relations in (5.67) can also be derived
in the same manner
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[
a(k), a(k′)

]

=

∫
d3xd3y

(2π)3
√
4k0k′ 0

eik·x+ik
′·y

×
[
k0φ(x) + iΠ(x), k′ 0φ(y) + iΠ(y)

] ∣∣∣
x0=y0

=

∫
d3xd3y

(2π)3
√
4k0k′ 0

eik·x+ik
′·y

×
(
ik0 [φ(x),Π(y)] + ik′ 0 [Π(x), φ(y)]

)
x0=y0

= −(k0 − k′ 0)√
4k0k′ 0

∫
d3xd3y

(2π)3
eik·x+ik

′·yδ3(x− y)
∣∣∣
x0=y0

= −(k0 − k′ 0)√
4k0k′ 0

∫
d3x

(2π)3
ei(k+k

′)·x

= −(k0 − k′ 0)√
4k0k′ 0

ei(k
0+k′ 0)x0δ3(k + k′) = 0,

[
a†(k), a†(k′)

]

=

∫
d3xd3y

(2π)3
√
4k0k′ 0

e−ik·x−ik
′·y

×
[
k0φ(x)− iΠ(x), k′ 0φ(y)− iΠ(y)

] ∣∣∣
x0=y0

=

∫
d3xd3y

(2π)3
√
4k0k′ 0

e−ik·x−ik
′·y

×
(
−ik0 [φ(x),Π(y)] − ik′ 0 [Π(x), φ(y)]

)
x0=y0

=
(k0 − k′ 0)√

4k0k′ 0

∫
d3xd3y

(2π)3
e−ik·x−ik

′·yδ3(x− y)
∣∣∣
x0=y0

=
(k0 − k′ 0)√

4k0k′ 0

∫
d3x

(2π)3
e−i(k+k

′)·x

=
(k0 − k′ 0)√

4k0k′ 0
e−i(k

0+k′ 0)x0δ3(k + k′) = 0, (5.69)

where we have used the fact that k′ 0 = k0 for k′ = −k.
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To understand the meaning of these operators further, let us look
at the Hamiltonian of the system. We note that (see (5.61))

∫
d3xΠ2(x) = −

∫
d3x

∫
d3k d3k′

2(2π)3

√
k0k′ 0

×
(
e−i(k+k

′)·x a(k)a(k′)− e−i(k−k′)·x a(k)a†(k′)

− ei(k−k
′)·x a†(k)a(k′) + ei(k+k

′)·x a†(k)a†(k′)
)

= −
∫

d3k d3k′

2

√
k0k′ 0

(
e−i(k

0+k′ 0)x0δ3
(
k + k′

)
a(k)a(k′)

− e−i(k0−k′ 0)x0δ3
(
k − k′

)
a(k)a†(k′)

− ei(k0−k′ 0)x0δ3
(
k − k′

)
a†(k)a(k′)

+ ei(k
0+k′ 0)x0δ3

(
k + k′

)
a†(k)a†(k′)

)

= −1

2

∫
d3k k0

(
e−2ik0x0a(k)a(−k)− a(k)a†(k)

− a†(k)a(k) + e2ik
0x0a†(k)a†(−k)

)
. (5.70)

Here, we have used the fact that, independent of whether k′ = ±k,

k′ 0 =
√

(k′)2 +m2 =
√

k2 +m2 = k0. (5.71)

Similarly, we can calculate (see (5.60))

∫
d3x∇φ(x) ·∇φ(x) = − 1

(2π)3

∫
d3x

∫
d3k√
2k0

d3k′√
2k′ 0

k · k′

×
(
e−i(k+k

′)·x a(k)a(k′)− e−i(k−k′)·x a(k)a†(k′)

− ei(k−k
′)·x a†(k)a(k′) + ei(k+k

′)·x a†(k)a†(k′)
)

= −
∫

d3k√
2k0

d3k′√
2k′ 0

k · k′
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×
(
e−i(k

0+k′ 0)x0δ3
(
k + k′

)
a(k)a(k′)

− e−i(k0−k′ 0)x0δ3
(
k − k′

)
a(k)a†(k′)

− ei(k0−k′ 0)x0δ3
(
k − k′

)
a†(k)a(k′)

+ ei(k
0+k′ 0)x0δ3

(
k + k′

)
a†(k)a†(k′)

)

= −1

2

∫
d3k

k2

k0

(
−e−2ik0x0a(k)a(−k) − a(k)a†(k)

− a†(k)a(k) − e2ik0x0a†(k)a†(−k)
)
, (5.72)

∫
d3xφ2(x) =

1

(2π)3

∫
d3x

∫
d3k√
2k0

d3k′√
2k′ 0

×
(
e−i(k+k

′)·x a(k)a(k′) + e−i(k−k
′)·x a(k)a†(k′)

+ ei(k−k
′)·x a†(k)a(k′) + ei(k+k

′)·x a†(k)a†(k′)
)

=

∫
d3k√
2k0

d3k′√
2k′ 0

×
(
e−i(k

0+k′ 0)x0δ3
(
k + k′

)
a(k)a(k′)

+ e−i(k
0−k′ 0)x0δ3

(
k − k′

)
a(k)a†(k′)

+ ei(k
0−k′ 0)x0δ3

(
k − k′

)
a†(k)a(k′)

+ ei(k
0+k′ 0)x0δ3

(
k + k′

)
a†(k)a†(k′)

)

=
1

2

∫
d3k

1

k0

(
e−2ik0x0a(k)a(−k) + a(k)a†(k)

+ a†(k)a(k) + e2ik
0x0a†(k)a†(−k)

)
. (5.73)

Substituting (5.70), (5.72) and (5.73) into the expression for the
Hamiltonian (5.35), we obtain

H =

∫
d3x H
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=
1

2

∫
d3x

(
Π2(x) +∇φ(x) ·∇φ(x) +m2φ2(x)

)

= −1

4

∫
d3k

[
k0
(
e−2ik0x0a(k)a(−k) − a(k)a†(k)

− a†(k)a(k) + e2ik
0x0a†(k)a†(−k)

)

+
k2

k0

(
−e−2ik0x0a(k)a(−k) − a(k)a†(k)

− a†(k)a(k) − e2ik0x0a†(k)a†(−k)
)

− m2

k0

(
e−2ik0x0a(k)a(−k) + a(k)a†(k)

+ a†(k)a(k) + e2ik
0x0a†(k)a†(−k)

)]

= −1

4

∫
d3k

k0

[ (
(k0)2 − k 2 −m2

)

×
(
e−2ik0x0a(k)a(−k) + e2ik

0x0a†(k)a†(−k)
)

−
(
(k0)2 + k 2 +m2

) (
a(k)a†(k) + a†(k)a(k)

) ]

=
1

2

∫
d3k k0

(
a(k)a†(k) + a†(k)a(k)

)

=

∫
d3k

Ek
2

(
a(k)a†(k) + a†(k)a(k)

)
, (5.74)

where we have used the relation (5.55)

k0 =
√

k2 +m2 = Ek. (5.75)

Thus, we see from (5.74) that the Hamiltonian for the free Klein-
Gordon field theory is indeed time independent and is the sum of
the Hamiltonians for an infinite number of harmonic oscillators of
frequency labelled by Ek. It follows now that

[a(k),H] =

[
a(k),

∫
d3k′

Ek′

2

(
a(k′)a†(k′) + a†(k′)a(k′)

)]
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=

∫
d3k′

Ek′

2

(
a(k′)

[
a(k), a†(k′)

]
+
[
a(k), a†(k′)

]
a(k′)

)

=

∫
d3k′

Ek′

2

(
a(k′)δ3

(
k − k′

)
+ δ3

(
k − k′

)
a(k′)

)

= Ek a(k),

[
a†(k),H

]
=

[
a†(k),

∫
d3k′

Ek′

2

(
a(k′)a†(k′) + a†(k′)a(k′)

)]

=

∫
d3k′

Ek′

2

([
a†(k), a(k′)

]
a†(k′) + a†(k′)

[
a†(k), a(k′)

])

=

∫
d3k′

Ek′

2

(
−δ3

(
k − k′

)
a†(k′)− a†(k′)δ3

(
k − k′

))

= −Ek a†(k). (5.76)

The two relations in (5.76) show that the operators a(k) and
a†(k) annihilate and create respectively a quantum of energy Ek.
Thus, we can indeed think of them as the annihilation and creation
operators of a harmonic oscillator system. From the form of the
Hamiltonian for the Klein-Gordon field in (5.74), we then conclude
that we can think of this as the Hamiltonian for an infinite collection
of decoupled harmonic oscillators. Clearly, the zero point energy of
such a system would be infinite. But since this is an additive constant
we can always rescale (shift) our energy to measure from zero which
we take to be the ground state energy. This is conveniently done by
normal ordering of the operators. Let us recall that in the passage
from classical to a quantum theory, the ordering of the operators is
ambiguous. Taking this into account, we define normal ordering as
the ordering of operators in which the creation operators stand to
the left of the annihilation operators. Thus, (for bosons)

(
a(k)a†(k′)

)N.O.
= : a(k)a†(k′) := a†(k′)a(k),

(
a†(k)a(k′)

)N.O.
= : a†(k)a(k′) := a†(k)a(k′),

(
a(k)a(k′)

)N.O.
= : a(k)a(k′) := a(k)a(k′) = a(k′)a(k),
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(
a†(k)a†(k′)

)N.O.
= : a†(k)a†(k′) :

= a†(k)a†(k′) = a†(k′)a†(k). (5.77)

If we normal order the Hamiltonian using (5.77), then, we have from
(5.74) (namely, we assume that the quantum theory is defined by the
normal ordered Hamiltonian)

HN.O. =

∫
d3k

Ek
2

:
(
a(k)a†(k) + a†(k)a(k)

)
:

=

∫
d3k

Ek
2

(
a†(k)a(k) + a†(k)a(k)

)

=

∫
d3k Ek a

†(k)a(k) =
∫

d3k EkN(k), (5.78)

where we have defined the number operator (for an oscillator with
momentum k), as in the case of a simple harmonic oscillator, as

N(k) = a†(k)a(k), (5.79)

and we can define the total number operator for all the oscillators
(infinite number of them) in the system as

N =

∫
d3kN(k) =

∫
d3k a†(k)a(k). (5.80)

It is worth noting from the derivation in (5.78) how normal ordering
has redefined away an infinite zero point energy (which basically
would arise from commuting a(k)a†(k) to bring it to the normal
ordered form). It now follows from the definition of the number
operators in (5.79) and (5.80) that

[
a(k), N(k′)

]
=
[
a(k), a†(k′)a(k′)

]

=
[
a(k), a†(k′)

]
a(k′)

= a(k′)δ3(k − k′),
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[
a†(k), N(k′)

]
=
[
a†(k), a†(k′)a(k′)

]

= a†(k′)
[
a†(k), a(k′)

]

= −a†(k′)δ3(k − k′). (5.81)

Equation (5.81) then leads to

[a(k), N ] =

[
a(k),

∫
d3k′N(k′)

]

=

∫
d3k′ a(k′)δ3(k − k′) = a(k),

[
a†(k), N

]
=

[
a†(k),

∫
d3k′N(k′)

]

=

∫
d3k′

(
−a†(k′)δ3(k − k′)

)
= −a†(k), (5.82)

which reflects again the fact that a(k) and a†(k) merely lower or
raise the number of quanta of momentum k by one unit.

5.6 Energy eigenstates

From now on, let us consider the normal ordered Hamiltonian (5.78)
(as describing the free quantum Klein-Gordon theory) of the form

H =

∫
d3k Ek a

†(k)a(k). (5.83)

Let us consider an energy eigenstate |E〉 of this Hamiltonian satisfy-
ing

H|E〉 = E|E〉, (5.84)

where we are assuming that the state |E〉 is normalized and that
the eigenvalue E is discrete for simplicity, which can be achieved by
quantizing the system in a box. It is clear from (5.78) and (5.84)
that
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E = 〈E|H|E〉

= 〈E|
∫

d3k Eka
†(k)a(k)|E〉

=

∫
d3k Ek〈E|a†(k)a(k)|E〉

≥ 0. (5.85)

This is because both Ek as well as the inner product of states is pos-
itive definite (namely, the inner product represents the norm of the
state a(k)|E〉) and, consequently, the integrand is positive semidefi-
nite. This shows that the eigenvalues of the Hamiltonian have to be
positive semidefinite and in the second quantized field theory, we do
not have the problem of negative energy states that we had in the
single particle theory.

Let us next recall that the operators a(k) and a†(k) satisfy the
commutation relations (see (5.76))

[a(k),H] = Eka(k),
[
a†(k),H

]
= −Eka†(k). (5.86)

As a result, we have

[a(k),H] |E〉 = Eka(k)|E〉,
or, a(k)H|E〉 −Ha(k)|E〉 = Eka(k)|E〉,
or, H {a(k)|E〉} = (E − Ek) {a(k)|E〉} . (5.87)

Namely, if |E〉 represents an energy eigenstate with eigenvalue E,
then {a(k)|E〉} is also an eigenstate of energy with the lower energy
value E − Ek. The annihilation operator a(k) lowers the energy
eigenvalue as it should. Similarly, we note that
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[
a†(k),H

]
|E〉 = −Eka†(k)|E〉,

or, a†(k)H|E〉 −Ha†(k)|E〉 = −Eka†(k)|E〉,

or, H
{
a†(k)|E〉

}
= (E + Ek)

{
a†(k)|E〉

}
. (5.88)

In other words, if |E〉 is an energy eigenstate with energy eigenvalue
E, then a†(k) acting on it gives another energy eigenstate with the
higher value of energy E+Ek. The creation operator a†(k), therefore,
raises the energy value.

Let us next note that since a(k) acting on an energy eigenstate
lowers the energy, it would appear that by applying the annihilation
operator successively, we can lower the energy eigenvalue arbitrarily.
But as we have seen in (5.85), the energy eigenvalue is bounded
from below (E ≥ 0). Therefore, there must exist a state (energy
eigenstate) with a minimum energy, |Emin〉, such that

a(k)|Emin〉 = 0, (5.89)

and we cannot lower the energy any further. In such a state, clearly,

Emin =

∫
d3k Ek〈Emin|a†(k)a(k)|Emin〉 = 0. (5.90)

This is, therefore, the ground state of the system or the vacuum state
(recall that by normal ordering the Hamiltonian, we had redefined
the energy of the ground state to be zero). This ground state or
the vacuum state is denoted by |0〉 and satisfies (we assume that the
state is normalized)

|Emin〉 ≡ |0〉,

a(k)|0〉 = 0 = 〈0|a†(k),
〈0|0〉 = 1,

N |0〉 = 0,

H|0〉 = 0. (5.91)
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In other words, the vacuum state contains no quantum of energy or
no particle if energy is related to that of particles. (Incidentally, it is
clear now that the expectation value of any normal ordered operator
in the vacuum state, conventionally called the vacuum expectation
value or vev, would vanish.)

Given the vacuum state, one can build up states of higher energy
by simply applying creation operators. A general energy eigenstate
with higher energy will have the form (up to normalizations)

(
a†(k1)

)n1
(
a†(k2)

)n2 · · ·
(
a†(kℓ)

)nℓ |0〉. (5.92)

From our study of the harmonic oscillator we know that such states
will be eigenstates of the number operator and we can denote such
a (normalized) state as

|n1, k1;n2, k2; · · · ;nℓ, kℓ〉

=

(
a†(k1)

)n1

√
n1!

(
a†(k2)

)n2

√
n2!

· · ·
(
a†(kℓ)

)nℓ
√
nℓ!

|0〉. (5.93)

This will be an eigenstate of the total number operator satisfying

N |n1, k1;n2, k2; · · · ;nℓ, kℓ〉

=

∫
d3kN(k)|n1, k1;n2, k2; · · · ;nℓ, kℓ〉

= (n1 + n2 + · · · + nℓ) |n1, k1;n2, k2; · · · ;nℓ, kℓ〉. (5.94)

This relation can be easily shown using the identity (see also (5.81))

[
N(k), (a†(k1))

n1

]
= a†(k)

[
a(k),

(
a†(k1)

)n1
]

= n1

(
a†(k1)

)n1

δ3 (k − k1) , (5.95)

which also leads to

N(k)|n1, k1; · · · ;nℓ, kℓ〉

=
(
n1δ

3(k − k1) + · · · + nℓδ
3(k − kℓ)

)
|n1, k1; · · · ;nℓ, kℓ〉. (5.96)
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Namely, the state |n1, k1; · · · ;nℓ, kℓ〉 contains n1 quanta with mo-
mentum k1, n2 quanta with momentum k2 and so on.

Let us further note that since

H =

∫
d3k Ek a

†(k)a(k) =
∫

d3k k0N(k), (5.97)

if we define the momentum operator as (this is, of course, the natural
definition from considerations of covariance, however, the momentum
operator can also be derived from Nöther’s theorem and coincides
exactly with this in the normal ordered form as we will see later)

P =

∫
d3k k a†(k)a(k) =

∫
d3k kN(k), (5.98)

then

H|n1, k1;n2, k2; · · · ;nℓ, kℓ〉

=

∫
d3k EkN(k)|n1, k1;n2, k2; · · · ;nℓ, kℓ〉 (5.99)

= (n1Ek1 + n2Ek2 + · · ·+ nℓEkℓ) |n1, k1;n2, k2; · · · ;nℓ, kℓ〉,
and

P|n1, k1;n2, k2; · · · ;nℓ, kℓ〉

=

∫
d3k kN(k)|n1, k1;n2, k2; · · · ;nℓ, kℓ〉 (5.100)

= (n1k1 + n2k2 + · · ·+ nℓkℓ) |n1, k1;n2, k2; · · · ;nℓ, kℓ〉,
where we have used (5.96). Namely, these states are eigenstates of
H and P with total energy and momentum given by

E = n1Ek1 + n2Ek2 + · · ·+ nℓEkℓ ,

k = n1k1 + n2k2 + · · ·+ nℓkℓ. (5.101)

We can show in a straightforward manner (using the fundamental
commutation relations in (5.67) as well as the properties (5.91)) that
these states are orthonormal and define a complete basis of states for
the Hilbert space of the Klein-Gordon theory.
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5.7 Physical meaning of energy eigenstates

To obtain the physical meaning of these energy eigenstates, let us
analyze the state obtained from the vacuum by applying a single
creation operator,

|k〉 = a†(k)|0〉. (5.102)

This state satisfies

N |k〉 = |k〉,
H|k〉 = Ek|k〉,
P|k〉 = k|k〉. (5.103)

It follows from (5.103) that

(
H2 −P2

)
|k〉 = (E2

k − k2)|k〉 = m2|k〉. (5.104)

This state, therefore, satisfies the single particle Klein-Gordon equa-
tion with positive energy (it provides a representation for the Poincaré
group) and, therefore, we can think of this as the one particle state
with four momentum kµ = (Ek,k). Similarly, we can show that the
state

|n1, k1;n2, k2; · · · ;nℓ, kℓ〉, (5.105)

can be thought of as the state with n1 particles with kµ1 = (Ek1 ,k1),
n2 particles with kµ2 = (Ek2 ,k2) and so on. Note that the parti-
cles described by such states are necessarily identical (although with
different energy and momentum) and, as a result, field theories nat-
urally describe systems of many identical particles.

Let us next consider the state that is produced by the field op-
erator acting on the vacuum (see (5.57) and (5.58)),

|φ(x)〉 = φ(x)|0〉 = φ(−)(x)|0〉. (5.106)
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Since φ(x) is linear in the creation and the annihilation operators, it
is clear that

〈0|φ(x)|0〉 = 0. (5.107)

In fact, the only nonzero matrix element of the field operator involv-
ing the vacuum state is given by

〈k|φ(x)|0〉 = 〈k|φ(x)〉. (5.108)

This is, of course, an ordinary function representing the projection
of the state |φ(x)〉 on to the one particle state |k〉. This function
satisfies

(
∂µ∂

µ +m2
)
〈k|φ(x)〉 = 〈k|

(
∂µ∂

µ +m2
)
φ(x)|0〉 = 0, (5.109)

where we have used (5.106) as well as the fact that only the field
operator φ(x) depends on the space-time coordinates on which the
Klein-Gordon operator (�+m2) can act. Therefore, 〈k|φ(x)〉 defines
a solution of the classical Klein-Gordon equation and we can relate
this function to the single particle Klein-Gordon wave function with
positive energy. In the present case, we note explicitly that

〈φ(x)|k〉 = 〈k|φ(x)〉∗ = 〈0|a(k)φ(−)(x)|0〉∗

=

〈
0

∣∣∣∣∣a(k)
∫

d3k′√
(2π)32k′ 0

a†(k′)eik
′·x
∣∣∣∣∣ 0
〉∗

=

[∫
d3k′√

(2π)32k′ 0
eik

′·x〈0|a(k)a†(k′)|0〉
]∗

=

∫
d3k′√

(2π)32k′ 0

×
[
eik

′·x
〈
0
∣∣∣
[
a(k), a†(k′)

]
+ a†(k′)a(k)

∣∣∣ 0
〉]∗
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=

∫
d3k′√

(2π)32k′ 0
e−ik

′·xδ3
(
k − k′

)

=
1√

(2π)32k0
e−ik·x, (5.110)

with k0 = Ek =
√
k 2 +m2 > 0. We recognize the function in (5.110)

to be the positive energy plane wave solution of the single particle
Klein-Gordon equation. This brings out the connection between the
second quantized theory and the first quantized theory.

Let us note here parenthetically that the wave function for a sin-
gle particle is really identified with 〈φ(x)|k〉. This can be understood
by noting that |φ(x)〉 is like the coordinate basis state |x〉 (which is
the eigenstate of the operator representing the dynamical variable) of
the first quantized description. If |ψ〉 denotes a state of the system,
then, in the first quantized description, the wave function is given by

ψ(x) = 〈x|ψ〉. (5.111)

In the second quantized description, |k〉 represents an energy eigen-
state of the system describing a single particle (namely, |ψ〉 = |k〉).
Thus, the wave functional for a single particle with a definite energy-
momentum has the form

ψ(φ(x)) = 〈φ(x)|ψ〉 = 〈φ(x)|k〉, (5.112)

which is what we have seen explicitly in (5.110).

The state

|φ(x)〉 = φ(−)(x)|0〉, (5.113)

can be thought of as the one particle state in the configuration space,
describing the quantum mechanical state of the single particle at the
coordinate x. As we have seen, such a state contains a superposition
of all possible momentum states (which follows from the field decom-
position in (5.57)). We can similarly construct multi-particle states
in the configuration space of the form
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|φ (x1) , φ (x2) , · · · , φ (xn)〉 = φ(−) (x1)φ
(−) (x2) · · ·φ(−) (xn) |0〉,

(5.114)

which will describe a state with n particles at coordinates x1, · · · , xn.
Such states are physically meaningful only if the time coordinates of
the field operators are equal (namely, x01 = x02 = · · · = x0n). Fur-
thermore, such configuration states are automatically symmetric as
we would expect for a system of identical Bose particles. They can
also be shown to define a complete basis and describe what is known
as the Fock space for the system. These states naturally lead to
quantum mechanical probabilities which are non-negative. Thus, for
example, the absolute square of the amplitude (with x01 = x02)

〈k, k′|φ (x1) , φ (x2)〉 = 〈k, k′|φ(−) (x1)φ
(−) (x2) |0〉, (5.115)

would give the probability for finding two Klein-Gordon particles
with four momenta kµ = (Ek,k) and k′µ = (Ek′ ,k

′) at the coor-
dinates x1 and x2 at a given time. Such probabilities are, by con-
struction, positive semi-definite and there is no problem of negative
probabilities in the second quantized description. Thus, the sec-
ond quantized noninteracting Klein-Gordon theory is free from the
problems of the first quantized theory that we had discussed earlier,
namely, all the physical states have positive semidefinite energy and
that the probabilities are non-negative as they should be.

5.8 Green’s functions

Even though we have been examining the free Klein-Gordon field the-
ory so far, eventually we would like to study interactions of the sys-
tem. When there are interactions present, the Klein-Gordon equation
will modify. For example, for the simple case of the Klein-Gordon
field interacting with an external source J(x) (which is a c-number
function or a classical function), the equation will take the form

(
∂µ∂

µ +m2
)
φ(x) = J(x), (5.116)

which can be obtained from the Lagrangian density



July 13, 2020 8:54 book-9x6 11845-main page 197

5.8 Green’s functions 197

L =
1

2
∂µφ∂

µφ− m2

2
φ2 + Jφ, (5.117)

as the Euler-Lagrange equation (5.15). In a realistic theory the field
can have self-interactions or can interact with other dynamical fields
of the system, which we will study in the following chapters. Even
classically we know that we can solve an inhomogeneous equation
of the kind (5.116) provided we know the Green’s function of the
system. The Green’s function for a given inhomogeneous equation is
defined as the solution of the equation with a delta source, namely,
for the Klein-Gordon equation, the Green’s function G(x−y) satisfies

(
∂µ∂

µ +m2
)
G(x− y) = −δ4(x− y). (5.118)

Here, the translation invariance of the Green’s function arises because
the right-hand side of the equation is invariant under translations.
Furthermore, this equation is covariant (in fact, it is invariant under a
Lorentz transformation) leading to the fact that the Green’s function
is Poincaré invariant. If we know the Green’s function in (5.118),
then the particular solution of the inhomogeneous equation (5.116)
can be written as

φ(x) = −
∫

d4y G(x− y)J(y), (5.119)

so that

(
∂µ∂

µ +m2
)
φ(x) = −

∫
d4y

(
∂xµ∂

µ
x +m2

)
G(x− y)J(y)

= −
∫

d4y
(
−δ4(x− y)

)
J(y)

= J(x). (5.120)

We note here that a homogeneous solution can always be added to
the particular solution depending on the system under study (and
sometimes in order to implement appropriate boundary conditions).
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The Green’s function is, therefore, an important concept in study-
ing the solutions of a system when interactions are present and can
be easily determined by going over to the momentum space. Thus,
defining the Fourier transforms

δ4(x− y) = 1

(2π)4

∫
d4k e−ik·(x−y),

G(x− y) =
∫

d4k

(2π)4
e−ik·(x−y) G̃(k), (5.121)

and substituting them back into (5.118), we obtain

(
∂µ∂

µ +m2
)
G(x− y) = −δ4(x− y),

or,
1

(2π)4
(
−k2 +m2

)
G̃(k) = − 1

(2π)4
,

or, G̃(k) =
1

k2 −m2
. (5.122)

In other words, the Fourier transformation turns the partial differ-
ential equation into an algebraic equation which is trivial to solve.
Thus, substituting (5.122) back into (5.121), we determine the Green’s
function for the Klein-Gordon equation to be

G(x− y) =
∫

d4k

(2π)4
e−ik·(x−y) G̃(k)

=

∫
d4k

(2π)4
e−ik·(x−y)

k2 −m2
. (5.123)

This explicitly shows that the Green’s function is Poincaré invariant.
Let us note that the integrand of the Green’s function in (5.123)

has poles at

k2 −m2 = 0,

or, (k0)2 = k2 +m2,

or, k0 = ±Ek, (5.124)
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which lie on the real axis in the complex k0-plane as shown in Fig. 5.3.
Therefore, the Green’s function is not uniquely defined until we spec-
ify a contour of integration in the complex k0-plane and specifying
a contour simply corresponds to specifying a boundary condition for
the Green’s function.

Im k
0

Re k
0Ek−Ek

Figure 5.3: Poles of the integrand in the complex k0-plane.

Im k
0

Re k
0

Ek−Ek

Re k
0

Im k
0

−Ek + iǫ Ek + iǫ

→

Figure 5.4: Choice of the contour in the complex k0-plane for the
advanced Green’s function.

If we choose a contour of the form shown in Fig. 5.4, then, this
is equivalent to moving the poles infinitesimally into the upper half
plane. Mathematically, this is expressed by writing

GA(x− y) = lim
η→0+

∫
d4k

(2π)4
e−ik·(x−y)

k2 −m2 − ik0η . (5.125)

In this case, the poles of the integrand occur at
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k2 −m2 − ik0η = (k0)2 − k2 −m2 − ik0η = 0,

or,

(
k0 − iη

2

)2

≃ k 2 +m2,

or, k0 − iǫ = ±Ek,

or, k0 = ±Ek + iǫ, (5.126)

where we have identified ǫ = η
2 .

Since in this case the poles in (5.125) are in the upper half plane,
if we enclose the contour in the lower half plane, the integral will
vanish. We note that if x0 − y0 > 0, then we must close the contour
in the lower half plane for the damping of the exponential in (5.125).
Therefore, we conclude that

GA(x− y) = 0, for x0 − y0 > 0. (5.127)

For x0 − y0 < 0, on the other hand, we have to close the contour in
the upper half plane (for the damping of the exponential) in which
case we can evaluate the integral by the method of residues. For
x0 − y0 < 0, then, we have

GA(x− y) = lim
ǫ→0+

∫
d3k

(2π)4

∫
dk0

e−ik·(x−y)

(k0 − iǫ+ Ek) (k0 − iǫ− Ek)

= lim
ǫ→0+

2πi

∫
d3k

(2π)4

[e−i(Ek+iǫ)(x0−y0)+ik·(x−y)

2Ek

+
e−i(−Ek+iǫ)(x

0−y0)+ik·(x−y)

−2Ek

]

=
i

2

∫
d3k

(2π)3
eik·(x−y)

Ek

(
e−iEk(x

0−y0) − eiEk(x0−y0)
)

=

∫
d3k

(2π)3
eik·(x−y)

Ek
sinEk

(
x0 − y0

)
. (5.128)

This is known as the advanced Green’s function and has support
only in the past light cone. Explicitly, we can write (we denote the
argument of the Green’s function by x for simplicity)
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GA(x) =

{
0, for x0 > 0,

∫
d3k
(2π)3

eik·x

Ek
sinEkx

0, for x0 < 0,

or, GA(x) = θ
(
−x0

) ∫ d3k

(2π)3
eik·x

Ek
sinEkx

0. (5.129)

Im k
0

Re k
0Ek−Ek

→

Re k
0

Im k
0

−Ek − iǫ Ek − iǫ

Figure 5.5: Choice of the contour in the complex k0-plane for the
retarded Green’s function.

Similarly, if we choose the contour in the complex k0-plane as
shown in Fig. 5.5 or equivalently if we push both the poles to the
lower half plane, we can express this mathematically by defining

GR(x) = lim
η→0+

∫
d4k

(2π)4
e−ik·x

k2 −m2 + ik0η
. (5.130)

In this case, the poles of the integrand in (5.130) would appear at

k2 −m2 + ik0η = (k0)2 − k2 −m2 + ik0η = 0,

or,

(
k0 +

iη

2

)2

≃ k2 +m2 = E2
k ,

or, k0 + iǫ ≃ ±Ek,

or, k0 = ±Ek − iǫ, (5.131)

where we have again identified ǫ = η
2 . In this case, since both the

poles are in the lower half plane, if we close the contour in the upper
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half plane, then the integral will vanish. Note that if x0 < 0, we have
to close the contour in the upper half plane for the damping of the
exponential in (5.130) and, therefore, we conclude that

GR(x) = 0, x0 < 0. (5.132)

For x0 > 0, on the other hand, we have to close the contour in the
lower half plane (for the damping of the exponential) and the method
of residues gives

GR(x) = lim
ǫ→0+

∫
d3k

(2π)4

∫
dk0

e−ik·x

(k0 + iǫ+ Ek) (k0 + iǫ− Ek)

= lim
ǫ→0+

(−2πi)
∫

d3k

(2π)4

[e−i(Ek−iǫ)x0+ik·x
2Ek

+
e−i(−Ek−iǫ)x

0+ik·x

−2Ek

]

= − i
2

∫
d3k

(2π)3
eik·x

Ek

(
e−iEkx

0 − eiEkx0
)

= −
∫

d3k

(2π)3
eik·x

Ek
sinEkx

0. (5.133)

The overall negative sign in (5.133) arises because the contour is
clockwise in the lower half plane. Thus, we see that we can write

GR(x) =

{
0, for x0 < 0,

−
∫

d3k
(2π)3

eik·x

Ek
sinEkx

0, for x0 > 0,

or, GR(x) = −θ
(
x0
) ∫ d3k

(2π)3
eik·x

Ek
sinEkx

0. (5.134)

Note that this Green’s function has support only in the future light
cone and is known as the retarded Green’s function. (The advanced
and the retarded Green’s functions have similar form except for their
support and the overall sign.)
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It is clear from (5.129) and (5.134) that

GR(x) = GA(−x). (5.135)

Both the retarded and the advanced Green’s functions satisfy the in-
homogeneous equation (5.118) with a delta function source. There-
fore, the average of the two, namely,

1

2

(
GA(x) +GR(x)

)
, (5.136)

would also define a Green’s function corresponding to the contour
picking up the principal values at the poles. On the other hand,
the difference between GA(x) and GR(x) would define a function
which would satisfy the homogeneous (Klein-Gordon) equation and
would not strictly correspond to a Green’s function of the theory.
Conventionally such a function is known as the Schwinger function
and is defined to be

G(x) = GA(x)−GR(x)

= θ
(
−x0

) ∫ d3k

(2π)3
eik·x

Ek
sinEkx

0

+ θ
(
x0
) ∫ d3k

(2π)3
eik·x

Ek
sinEkx

0

=
(
θ
(
x0
)
+ θ

(
−x0

)) ∫ d3k

(2π)3
eik·x

Ek
sinEkx

0

=

∫
d3k

(2π)3
eik·x

Ek
sinEkx

0. (5.137)

This clearly satisfies the homogeneous Klein-Gordon equation

(
∂µ∂

µ +m2
)
G(x) = 0, (5.138)

and is antisymmetric, namely,

G(x) = −G(−x). (5.139)
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Furthermore, it is easily seen from (5.137) that the Schwinger func-
tion is real

(G(x))∗ = G(x). (5.140)

Im k
0

Re k
0Ek

−Ek

→

Re k
0

Im k
0

−Ek + iǫ

Ek − iǫ

Figure 5.6: Choice of the contour in the complex k0-plane for the
Feynman Green’s function.

The retarded and the advanced Green’s functions play an impor-
tant role in many classical calculations as well as in many calculations
in statistical mechanics. Quantum mechanically, however, there is
another Green’s function, known as the Feynman Green’s function,
which is more useful in the calculation of scattering matrix elements.
This is defined with the contour in the complex k0-plane as shown
in Fig. 5.6, which corresponds to pushing one of the poles (on the
left) to the upper half plane while moving the other (on the right)
to the lower half plane. Mathematically, this can be implemented by
defining

GF (x) = lim
η→0+

∫
d4k

(2π)4
e−ik·x

k2 −m2 + iη
. (5.141)

In this case, the poles of the integrand in (5.141) occur at

k2 −m2 + iη = 0,

or, (k0)2 − E2
k + iη = 0,
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or, (k0)2 −
(
Ek −

iη

2Ek

)2

≃ 0,

or, k0 = ±
(
Ek −

iη

2Ek

)
= ± (Ek − iǫ) , (5.142)

where we have identified ǫ = η
2Ek

with η → 0+. Since there are poles

in both halves of the complex k0-plane, in this case, there will be a
nontrivial contribution independent of whether we close the contour
in the upper half or in the lower half plane. For x0 < 0 we have
to close the contour in the upper half plane for the damping of the
exponential and this will pick up the residue of the pole at

k0 = −Ek + iǫ. (5.143)

Therefore, for x0 < 0, we have

GF (x) = lim
ǫ→0+

∫
d3k

(2π)4

∫
dk0

e−ik·x

(k0 − Ek + iǫ) (k0 + Ek − iǫ)

= lim
ǫ→0+

2πi

∫
d3k

(2π)4
e−i(−Ek+iǫ)x

0+ik·x

2 (−Ek + iǫ)

= − i
2

∫
d3k

(2π)3
eiEkx

0+ik·x

Ek

= − i
2

∫
d3k

(2π)3
eik·x

k0

= G(−)(x), (5.144)

where, we have used k → −k in the last step (and we understand
that k0 = Ek). On the other hand, if x0 > 0, then we have to close
the contour in the lower half plane which will pick up the residue of
the pole at

k0 = Ek − iǫ. (5.145)

Therefore, for x0 > 0, we have
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GF (x) = lim
ǫ→0+

∫
d3k

(2π)4

∫
dk0

e−ik·x

(k0 − Ek + iǫ) (k0 + Ek − iǫ)

= lim
ǫ→0+

(−2πi)
∫

d3k

(2π)4
e−i(Ek−iǫ)x

0+ik·x

2 (Ek − iǫ)

= − i
2

∫
d3k

(2π)3
e−iEkx

0+ik·x

Ek

= − i
2

∫
d3k

(2π)3
e−ik·x

k0

= −G(+)(x). (5.146)

Here the contour is clockwise leading to an overall negative sign. The
Feynman Green’s function clearly has support in both the future as
well as the past light cones and can be written as

GF (x) = −θ
(
x0
)
G(+)(x) + θ

(
−x0

)
G(−)(x). (5.147)

Note from (5.144) and (5.146) that

G(+)(−x) = i

2

∫
d3k

(2π)3
eik·x

k0
= −G(−)(x). (5.148)

Therefore, the Feynman Green’s function is an even function, namely,

GF (−x) = GF (x). (5.149)

There is yet another choice of the contour and, therefore, another
Green’s function that is quite useful in studies of finite temperature
field theory (as well as in the study of unitarity relations such as the
cutting rules). It is defined as

G(x) = lim
η→0+

∫
d4k

(2π)4
e−ik·x

k2 −m2 − iη , (5.150)

for which the pole at k0 = −Ek is pushed down to the lower half
plane while the pole at k0 = Ek is moved up to the upper half plane.
However, we will not go into this in more detail here. We note from
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the structure of G(−)(x) in (5.144) and G(+)(x) in (5.146) that we
can write the Schwinger function (5.137) as

G(x) =

∫
d3k

(2π)3
eik·x

Ek
sinEkx

0 = G(+)(x) +G(−)(x). (5.151)

The functions G(+)(x) and G(−)(x) (see (5.144) and (5.146)) can be
written in the manifestly covariant forms

G(+)(x) = i

∫
d4k

(2π)3
θ(k0)δ(k2 −m2) e−ik·x,

G(−)(x) = −i
∫

d4k

(2π)3
θ(−k0)δ(k2 −m2) e−ik·x, (5.152)

and are correspondingly known as the positive and the negative en-
ergy (frequency) Green’s functions. They satisfy (see (5.152))

(
G(+)(x)

)∗
= G(−)(x), (5.153)

and all the Green’s functions can be expressed as linear combinations
of these two fundamental Green’s functions. We note from (5.152)
that the Schwinger function has the manifestly covariant representa-
tion

G(x) = G(+)(x) +G(−)(x)

= i

∫
d4k

(2π)3
ǫ(k0)δ(k2 −m2) e−ik·x, (5.154)

where ǫ(x) = (θ(x) − θ(−x)) is known as the sign function (or the
alternating step function). For completeness, we note from (5.129),
(5.134) and (5.151) that we can write

GA(x) = θ(−x0)G(x) = θ(−x0)
(
G(+)(x) +G(−)(x)

)
,

GR(x) = −θ(x0)G(x) = −θ(x0)
(
G(+)(x) +G(−)(x)

)
, (5.155)

which will be useful in our later discussions.
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5.9 Covariant commutation relations

To make contact between the quantum field theory and the various
Green’s functions that we have constructed, let us calculate some of
the covariant commutation relations satisfied by the field operators.
Let us recall from (5.59) that

φ(x) = φ(+)(x) + φ(−)(x), (5.156)

where we note from (5.58) that (we recall that k0 = Ek =
√
k2 +m2 >

0)

φ(+)(x) =

∫
d3k√

(2π)32k0
e−ik·xa(k),

φ(−)(x) =

∫
d3k√

(2π)32k0
eik·xa†(k). (5.157)

Since we know the commutation relations (5.67) between the creation
and the annihilation operators,

[
a(k), a(k′)

]
= 0 =

[
a†(k), a†(k′)

]
,

[
a(k), a†(k′)

]
= δ3

(
k − k′

)
, (5.158)

it is straightforward to evaluate

[
φ(+)(x), φ(+)(y)

]

=

[∫
d3k√

(2π)32k0
e−ik·x a(k),

∫
d3k′√

(2π)32k′ 0
e−ik

′·y a(k′)

]

=
1

(2π)3

∫
d3k√
2k0

d3k′√
2k′ 0

e−ik·xe−ik
′·y [a(k), a(k′)

]

= 0,

[
φ(−)(x), φ(−)(y)

]
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=

[∫
d3k√

(2π)32k0
eik·x a†(k),

∫
d3k′√

(2π)32k′ 0
eik

′·y a†(k′)

]

=
1

(2π)3

∫
d3k√
2k0

d3k′√
2k′ 0

eik·xeik
′·y
[
a†(k), a†(k′)

]

= 0,

[
φ(+)(x), φ(−)(y)

]

=

[∫
d3k√

(2π)32k0
e−ik·x a(k),

∫
d3k′√

(2π)32k′ 0
eik

′·y a†(k′)

]

=
1

(2π)3

∫
d3k√
2k0

d3k′√
2k′ 0

e−ik·x+ik
′·y
[
a(k), a†(k′)

]

=
1

(2π)3

∫
d3k√
2k0

d3k′√
2k′ 0

e−ik·x+ik
′·y δ3

(
k − k′

)

=
1

(2π)3

∫
d3k

2k0
e−ik·(x−y)

= −iG(+)(x− y). (5.159)

It follows now that (see (5.148))

[
φ(−)(x), φ(+)(y)

]
= iG(+)(y − x) = −iG(−)(x− y). (5.160)

Note that the field operators in the commutators (5.159) and (5.160)
are not restricted to have equal time arguments any more (unlike in
(5.41)) and, furthermore, using the results in (5.159) and (5.160), we
can evaluate

[φ(x), φ(y)] =
[
φ(+)(x) + φ(−)(x), φ(+)(y) + φ(−)(y)

]

=
[
φ(+)(x), φ(−)(y)

]
+
[
φ(−)(x), φ(+)(y)

]

= −iG(+)(x− y)− iG(−)(x− y) = −iG(x− y)

= −i
∫

d3k

(2π)3
eik·(x−y)

Ek
sinEk

(
x0 − y0

)
. (5.161)
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Namely, the commutator of two field operators, at unequal times, is
proportional to the Schwinger Green’s function. It is now clear that
the Schwinger function satisfies the homogeneous equation

(
∂xµ∂

µ
x +m2

)
G(x− y) = 0, (5.162)

simply because the field operator φ(x) satisfies the Klein-Gordon
equation,

(
∂µ∂

µ +m2
)
φ(x) = 0. (5.163)

These commutation relations are known as covariant commuta-
tion relations simply because the (scalar) Green’s functions are in-
variant under Lorentz transformations, namely,

G(Λx) = G(x), (5.164)

where Λµν represents a Lorentz transformation. Equation (5.161)
also shows that two field operators φ(x) and φ(y) do not commute
for arbitrary values of the coordinates. (The non-commutativity is a
reflection of the Hamiltonian dynamics, as can be checked even in the
simple classical Poisson bracket relations for a one dimensional free
particle or a harmonic oscillator.) On the other hand, for x0 = y0

G(x− y)|x0=y0 =

∫
d3k

(2π)3
eik·(x−y)

Ek
sinEk

(
x0 − y0

)∣∣
x0=y0

= 0, (5.165)

which is expected from the anti-symmetry of the Schwinger function
(5.139) and (5.161) leads to the familiar relation (see (5.41))

[φ(x), φ(y)]x0=y0 = −iG(x− y)
∣∣
x0=y0

= 0. (5.166)

We note that by a Lorentz transformation, this relation can also be
seen to imply that
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[φ(x), φ(y)] = 0, for (x− y)2 < 0. (5.167)

In other words, for space-like separations, the commutator of two
field operators vanishes. This is consistent with our intuitive expec-
tation. Namely, a light signal cannot connect two space-like points
and, therefore, two measurements at space-like separations should
not influence each other. This is known as the principle of micro-
scopic causality. We also note that

∂G(x − y)
∂y0

∣∣∣∣
x0=y0

= −
∫

d3k

(2π)3
eik·(x−y)

Ek
Ek cosEk

(
x0 − y0

)
|x0=y0

= −
∫

d3k

(2π)3
eik·(x−y) = −δ3(x− y). (5.168)

This is consistent with our earlier field quantization rule (5.41),
namely,

[φ(x),Π(y)]x0=y0 =
[
φ(x), φ̇(y)

]
x0=y0

=−i ∂G(x − y)
∂y0

∣∣∣∣
x0=y0

= iδ3(x− y). (5.169)

To conclude this section, let us note from (5.161) as well as the
relations in (5.137), (5.151) and (5.155) that the retarded and the
advanced Green’s function can also be expressed in terms of covariant
commutation relations as

θ(x0 − y0) [φ(x), φ(y)]

= −iθ(x0 − y0)
(
G(+)(x− y) +G(−)(x− y)

)

= −iθ(x0 − y0)G(x− y) = iGR(x− y),

θ(y0 − x0) [φ(x), φ(y)]

= −iθ(y0 − x0)
(
G(+)(x− y) +G(−)(x− y)

)

= −iθ(y0 − x0)G(x− y) = −iGA(x− y), (5.170)

which will be useful later.
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Chapter 6

Self-interacting scalar field theory

6.1 Nöther’s theorem

In trying to extend the free Klein-Gordon field theory to include
interactions, the first question that we face is how we can choose one
interaction term over another. Obviously, we have to be guided by
some symmetry principles and the question we have to answer is how
we can incorporate the concept of symmetry into the field theoretic
framework.

Let us suppose that we have a dynamical system described by
the action

S =

∫
d4xL, (6.1)

where, in the present case, we assume

L = L(φ(x), ∂µφ(x)). (6.2)

Under a general transformation of the form

xµ → x′µ,

φ(x)→ φ′
(
x′
)
,

∂µφ(x)→ ∂′µφ
′ (x′

)
, (6.3)

we say that the dynamics described by the action (6.1) is invariant
under the transformations (6.3) if the action does not change under
these transformations. Namely, if

213
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S =

∫
d4xL (φ(x), ∂µφ(x)) =

∫
d4x′ L(φ′

(
x′
)
, ∂′µφ

′ (x′
)
), (6.4)

then, the transformations in (6.3) define a symmetry of the system.
It is clear that in such a case, the Euler-Lagrange equations for the
primed and the unprimed systems would remain form invariant. It
is worth emphasizing here that (6.3) includes a very interesting class
of transformations where the space-time coordinates do not change
at all, namely,

x′µ = xµ, (6.5)

and only the dynamical variables of the theory transform. Such
transformations are known as internal symmetry transformations to
be contrasted with space-time transformations where space-time co-
ordinates transform along with the dynamical variables, as indicated
in (6.3). Our discussion of symmetries applies to both space-time
transformations where space-time coordinates are transformed as
well as to internal symmetry transformations where space-time co-
ordinates are unaffected by the transformation.

Symmetries have interesting consequences for continuous trans-
formations. Thus, let us consider an infinitesimal transformation
with

∣∣∣∣
∂x′

∂x

∣∣∣∣ = 1, (6.6)

which holds for most global space-time symmetries as well as inter-
nal symmetries. In such a case, invariance of the action under the
infinitesimal forms of the transformations in (6.3) would imply

δS =

∫
d4x′ L

(
φ′
(
x′
)
, ∂′µφ

′ (x′
))
−
∫

d4xL (φ(x), ∂µφ(x)) = 0,

or,

∫
d4xL

(
φ′(x), ∂µφ

′(x)
)
−
∫

d4xL (φ(x), ∂µφ(x)) = 0,

or,

∫
d4x

(
L
(
φ′(x), ∂µφ

′(x)
)
− L (φ(x), ∂µφ(x))

)
= 0, (6.7)
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where we have identified the integration variable in the first term on
the right-hand side to be x (instead of x′ since it is a dummy variable)
in the intermediate step. Clearly, (6.7) will hold (the action will be
invariant) if the difference inside the integral is a total divergence,
namely,

L
(
φ′(x), ∂µφ

′(x)
)
− L (φ(x), ∂µφ(x)) = ∂µK

µ, (6.8)

which must hold without the use of equations of motion for the sys-
tem under study. This is quite general and it is possible to have
symmetry transformations for which Kµ = 0. In fact, as we will see
later, this is indeed the case for internal symmetry transformations.

On the other hand, defining the infinitesimal change in the field
variable as (this is known as the Lie derivative of the field variable
up to a sign)

φ′(x)− φ(x) = δφ(x), (6.9)

so that (see (5.12))

δ(∂µφ(x)) = ∂µφ
′(x)− ∂µφ(x)

= ∂µ(φ
′(x)− φ(x)) = ∂µδφ(x), (6.10)

we can calculate explicitly (we remember that δφ(x) is infinitesimal
and, therefore, keep only linear terms in δφ(x))

L
(
φ′(x), ∂µφ

′(x)
)
− L (φ(x), ∂µφ(x))

= L (φ(x), ∂µφ(x)) + δφ(x)
∂L
∂φ(x)

+ δ(∂µφ(x))
∂L

∂∂µφ(x)

−L (φ(x), ∂µφ(x))

= δφ(x)
∂L
∂φ(x)

+ (∂µδφ(x))
∂L

∂∂µφ(x)
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= δφ(x)∂µ
∂L

∂∂µφ(x)
+ (∂µδφ(x))

∂L
∂∂µφ(x)

= ∂µ

(
δφ(x)

∂L
∂∂µφ(x)

)
. (6.11)

Here we have used the Euler-Lagrange equation in the intermediate
step (in the first term of the last but one step). (Note that, for
any infinitesimal variation, this is always true when the equations of
motion are used. This is just the principle of least action. However,
not all such variations will define a symmetry. Namely, in general,
there is no restriction on δφ and, therefore, on φ′. For a symmetry,
on the other hand, φ′ must also satisfy the same equation of motion
in the transformed frame as the original field which would be the case
if the action is invariant.) Comparing (6.8) and (6.11), we obtain

∂µ

(
δφ(x)

∂L
∂∂µφ(x)

)
= ∂µK

µ,

or, ∂µ

(
δφ(x)

∂L
∂∂µφ(x)

−Kµ

)
= 0. (6.12)

This shows that whenever there is a continuous symmetry asso-
ciated with a system, we can define a current

Jµ(x) = δφ(x)
∂L

∂∂µφ(x)
−Kµ, (6.13)

which is conserved, namely,

∂µJ
µ(x) = 0. (6.14)

Note that the conservation in (6.14) holds when equations of mo-
tion are used (on-shell) since (6.11) already uses the Euler-Lagrange
equations although Kµ is calculated without using the equations of
motion. Several comments are in order here. First, the conserved
current independent of the parameter of transformation is not always
a vector. Its tensor structure is determined by the tensor structure
of the infinitesimal parameter of transformation. Second, given a
conserved current, we can define a charge
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Q =

∫
d3xJ0 (t,x) , (6.15)

which will be a constant (in time) and will generate the symmetry
transformations. In fact, we note that

dQ

dt
=

∫
d3x ∂0J

0 (t,x)

=

∫
d3x

(
∂0J

0 (t,x) + ∂iJ
i (t,x)

)

=

∫
d3x ∂µJ

µ (t,x) = 0. (6.16)

Here we have used the fact that, with the usual assumptions on the
asymptotic fall off of the field operators (see (5.3)), the integral of a
total divergence (∇ · J) vanishes (so that we have added a zero in the
second term). In the operator language, the time independence of Q
also means that it commutes with the Hamiltonian of the theory

[Q,H] = 0, (6.17)

and, consequently, Q and H can have simultaneous eigenstates. In
this case, Q corresponds to the generator of the infinitesimal sym-
metry transformations of the theory. Thus, if we have a continuous
symmetry in the theory (transformations under which the action is
invariant), there exists a conserved charge which is the generator of
these infinitesimal symmetry transformations. The converse is also
true. Namely, if there exists a conserved charge in a given theory,
then it generates infinitesimal transformations (through commuta-
tion relations) which define a symmetry of the theory. This is known
as Nöther’s theorem and is quite important in the study of symme-
tries in dynamical systems.

6.1.1 Space-time translation. As an example of the consequences of
Nöther’s theorem, let us consider the simple case of an infinitesimal
global space-time translation defined by

xµ → x′µ = xµ + ǫµ,

or, δxµ = x′µ − xµ = ǫµ, (6.18)



July 13, 2020 8:54 book-9x6 11845-main page 218

218 6 Self-interacting scalar field theory

where the parameter of translation ǫµ is assumed to be infinitesimal
and constant (global). Since, we are dealing with a scalar field,

φ′(x′) = φ (x) , (6.19)

and in this case we obtain the change in the field to correspond to
(see (6.9) and this is how it corresponds to the negative of the Lie
derivative)

δφ(x) = φ′(x)− φ(x) = φ′(x)− φ′(x′)
= −

(
φ′
(
x′
)
− φ′(x)

)
= −ǫµ∂µφ′(x)

= −ǫµ∂µφ(x), (6.20)

where in the last step, we have identified φ′(x) = φ(x) simply be-
cause the parameter ǫµ multiplying on the right-hand side is already
infinitesimal and any further correction coming from φ′(x) will only
be of higher order. With this, then, we can now calculate explicitly
the change in the Lagrangian density (see (6.7) and (6.8))

L
(
φ′(x), ∂µφ

′(x)
)
− L (φ(x), ∂µφ(x))

= δφ(x)
∂L
∂φ(x)

+ (∂νδφ(x))
∂L

∂∂νφ(x)

= −ǫµ∂µφ(x)
∂L
∂φ(x)

− ǫµ(∂µ∂νφ(x))
∂L

∂∂νφ(x)

= −ǫµ∂µL(φ(x), ∂µφ(x)) = ∂µK
µ
ǫ , (6.21)

where we have used (6.10) in the intermediate step. We see that since
the change in the Lagrangian density (calculated without using the
equations of motion) is a total divergence, the action is invariant un-
der infinitesimal translations which define a symmetry of the system.
We can now identify from (6.21) that (ǫµ is a constant parameter)

Kµ
ǫ (φ(x), ∂νφ(x)) = −ǫµL(φ(x), ∂νφ(x)). (6.22)
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We parenthetically comment here that the change in the Lagrangian
density could have been calculated (without using the equation of
motion) alternatively by noting that under x → x′, the Lagrangian
density changes to L(x) → L(x′) so that, for an infinitesimal trans-
lation, L(x′) = L(x) + ǫµ∂µL(x) so that δL(x) = ǫµ∂µL(x) (the
opposite sign is a consequence of changing from active to passive
description).

Next, we note that under the transformation (6.20),

δφ(x)
∂L

∂∂µφ(x)
= −ǫν(∂νφ(x))

∂L
∂∂µφ(x)

, (6.23)

so that we obtain the current associated with the symmetry transfor-
mation (see (6.13)), depending on the parameter of transformation,
to be

Jµǫ (x) = δφ(x)
∂L

∂∂µφ(x)
−Kµ

ǫ

= −ǫν(∂νφ(x))
∂L

∂∂µφ(x)
+ ǫµL

= −ǫν
(
(∂νφ(x))

∂L
∂∂µφ(x)

− ηµνL
)

= −ǫνT µν . (6.24)

It is clear, therefore, that the conserved current independent of the
parameter can be identified with

T µν = (∂νφ(x))
∂L

∂∂µφ(x)
− ηµνL, (6.25)

which can be easily checked to satisfy (using the equations of motion)

∂µT
µν = 0. (6.26)

T µν is known as the stress tensor of the theory and can always be
defined to be symmetric, namely,

T µν = T νµ. (6.27)
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(It is the source for the gravitational field gµν just as the electromag-
netic current jµ is the source for the electromagnetic potential Aµ.
Therefore, even when the naive Nöther procedure does not lead to a
symmetric stress tensor, we can always define an improved symmet-
ric stress tensor by coupling the theory to a gravitational background
and taking variation with respect to the gravitational background.)
The conserved current, in this case, is a second rank tensor simply
because the parameter of transformation is a four vector. (In gen-
eral, the current is a tensor one rank higher than the parameter of
transformation.) As a result, the conserved charges associated with
the symmetry transformation (see (6.15)), in this case, would corre-
spond to the components of a four vector which we identify with the
energy-momentum operator as

Pµ =

∫
d3xT 0µ. (6.28)

This is consistent with our physical intuition that the energy-
momentum, Pµ, should generate infinitesimal space-time transla-
tions.

For the free Klein-Gordon theory, let us recall that the Lagrangian
density has the form

L =
1

2
∂µφ∂

µφ− m2

2
φ2. (6.29)

Therefore, we obtain

∂L
∂∂µφ(x)

= ∂µφ(x), (6.30)

and this leads to the explicit form for the stress tensor (6.25)

T µν = ∂νφ(x)
∂L

∂∂µφ(x)
− ηµνL

= ∂νφ(x)∂µφ(x)− ηµνL = T νµ, (6.31)
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which, in the present case, is manifestly symmetric. We note that,
for the free theory,

P 0 =

∫
d3xT 00

=

∫
d3x

[(
φ̇(x)

)2
− 1

2

(
φ̇(x)

)2
+

1

2
∇φ ·∇φ+

m2

2
φ2
]

=

∫
d3x

[
1

2

(
φ̇(x)

)2
+

1

2
∇φ ·∇φ+

m2

2
φ2
]

= H,

P i =

∫
d3xT 0i

=

∫
d3x ∂iφ(x)φ̇(x),

P = −
∫

d3x∇φ(x)φ̇(x). (6.32)

We see that P 0 = H coincides with the form of the Hamiltonian we
had derived earlier in (5.35). We had also given an expression for the
momentum operator in terms of creation and annihilation operators
in (5.98) and it can be checked that P in (6.32) corresponds exactly
to the former expression when normal ordered and expressed in terms
of creation and annihilation operators.

6.2 Self-interacting φ4 theory

Let us denote the free part of the Klein-Gordon Lagrangian density
as

L0 =
1

2
∂µφ∂

µφ− m2

2
φ2. (6.33)

To include interactions, we note that the Lagrangian density for the
interaction must be invariant under Lorentz transformations as well
as translations (Poincaré invariant). Furthermore, since the free La-
grangian density is invariant under the discrete transformation
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φ(x)↔ −φ(x), (6.34)

we would like to preserve this symmetry in the interactions as well.
With these conditions, then, the simplest interaction Lagrangian den-
sity involving only the scalar fields which we can think of has the
form

LI = −
λ

4!
φ4(x), λ > 0. (6.35)

The restriction on the coupling constant, λ, is there so that the
Hamiltonian will be positive definite, which in turn allows us to define
a vacuum state of the theory. (We will see this shortly. Let us also
note here that an interaction Lagrangian density of the form − g

3!φ
3,

which does not respect the discrete symmetry (6.34), would lead to
a potential (and, therefore, a Hamiltonian) which is unbounded from
below for any value of the coupling constant g.) As a result, the fully
self-interacting theory of a real Klein-Gordon field is described by a
Lagrangian density

L = L0 + LI , (6.36)

where LI is given in (6.35).

While there are other interaction Lagrangian densities that we
can construct consistent with our symmetry requirements, for various
other reasons we can show that (6.35) represents the only meaningful
interaction term for such a quantum field theory. To explain this
briefly, let us introduce the concept of canonical dimensions. Let
us recall that the action for a quantum mechanical particle has the
generic form

S =

∫
dt (pẋ+ · · · )

=

∫
p dx+

∫
dt (· · · ), (6.37)

and has, in fact, the same canonical dimension as ~. Consequently,
in units of ~ = c = 1 (which we have been using), the action is
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dimensionless. In these units, we can show that the canonical di-
mension of any variable can be expressed in powers of an arbitrary
mass dimension [M ]. Thus,

[L] = [T ] = [xµ] = [M ]−1 ,

[∂µ] = [M ]. (6.38)

With this we can now study the canonical dimension of the free part
of the Klein-Gordon action and this leads to

[S0] =

[∫
d4x

(
1

2
∂µφ∂

µφ− m2

2
φ2
)]

= [M ]0 . (6.39)

Let us look at the first term in the expression above.

[
d4x
]
[∂µ] [φ] [∂

µ] [φ] = [M ]0 ,

or, [M ]−4 [M ][φ][M ][φ] = [M ]0 ,

or, ([φ])2 = [M ]2 ,

or, [φ] = [M ]. (6.40)

In other words, in these units, the Klein-Gordon field variable in four
dimensions has a canonical dimension 1. (The dimensionality of the
field variable depends on the number of space-time dimensions which
we will see later.) The mass parameter, of course, has a canonical
dimension 1 and, therefore, the mass term in the Lagrangian density
(the second term), in (6.39) automatically leads to a dimensionless
action in these units with the canonical dimension of the field al-
ready determined in (6.40). From the canonical dimension of the
interaction term in the Lagrangian density in (6.35), we obtain

[SI ] =

[
−
∫

d4x
λ

4!
φ4
]
= [M ]0 ,

or,
[
d4x
]
[λ] ([φ])4 = [M ]0 ,

or, [M ]−4 [λ] [M ]4 = [M ]0 ,

or, [λ] = [M ]0 . (6.41)
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Thus, we conclude that the coupling constant or the interaction
strength for the φ4-self-interaction in (6.35) is dimensionless. In gen-
eral, let us note that for a monomial interaction action of the form

S̃I = −
g

n!

∫
d4x φn,

[
S̃I

]
= [g]

[
d4x
]
[φn] = [M ]0 ,

or, [g] [M ]−4 [M ]n = [M ]0 ,

or, [g] = [M ]4−n . (6.42)

Therefore, for n > 4, the coupling constant of the interaction La-
grangian density will have inverse dimensions of mass. In such a
case, we can show that the transition amplitudes (scattering ampli-
tudes) in the quantum theory will become divergent in such a way
that meaningful physical results cannot be extracted from such the-
ories. Such theories are known as non-renormalizable theories. If
we want to restrict to renormalizable theories which can give rise to
meaningful physical predictions, the coupling constants in the theory
cannot have dimensions of inverse mass. (We will see this in a later
chapter when we discuss renormalization of quantum field theories.)
This, therefore, restricts n ≤ 4 and, consequently, the φ4 interaction
is the only physically allowed interaction in this case, consistent with
our symmetry requirements (see, for example, (6.34)).

Since the interaction Lagrangian density does not involve deriva-
tives of fields, the canonical momentum conjugate to the field variable
of the theory continues to be (see (5.33))

Π(x) =
∂L
∂φ̇(x)

= φ̇(x), (6.43)

so that from (6.32) we obtain the Hamiltonian density for the inter-
acting theory to be

H = Πφ̇− L

= Π2 −
(
1

2
φ̇2 − 1

2
∇φ ·∇φ− m2

2
φ2 − λ

4!
φ4
)
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= Π2 − 1

2
Π2 +

1

2
∇φ ·∇φ+

m2

2
φ2 +

λ

4!
φ4

=
1

2
Π2 +

1

2
∇φ ·∇φ+

m2

2
φ2 +

λ

4!
φ4

= H0 +HI , (6.44)

which leads to

H =

∫
d3xH

=

∫
d3x

(
1

2
Π2 +

1

2
∇φ ·∇φ+

m2

2
φ2 +

λ

4!
φ4
)

= H0 +HI . (6.45)

It is now clear that for λ > 0, each term in the integrand in (6.45)
is positive definite and, therefore, the Hamiltonian will be bounded
from below leading to a meaningful vacuum state. For λ < 0, on the
other hand, the Hamiltonian is indefinite because of the interaction
term. Consequently, the ground state of the free Hamiltonian will not
be stable under perturbations. This is why we restrict to λ > 0 in the
interacting theory. The other point that should be emphasized here
is that our quantum Hamiltonian should be normal ordered (even
though we are not indicating the normal ordering explicitly).

6.3 Interaction picture and time evolution operator

In quantum mechanics as well as in quantum field theory, neither the
states in the Hilbert space nor the operators acting on state vectors
are observables. Rather, the observables correspond to expectation
values of Hermitian operators in quantum states. As a result, the
quantum description allows for a unitary change in the states as
well as the operators without changing the expectation values which
correspond to physical quantities. This leads to different possible
pictures for describing the same quantum mechanical system through
distinct time evolutions.

Our discussion so far has been within the context of the Heisen-
berg picture where the field operator φ(x, t) carries time dependence.
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In this picture, as we know, the operators carry time dependence
while the state vectors do not and the dynamical equations are given
by the Heisenberg equations of motion. There is, of course, also the
Schrödinger picture where the operators are time independent but
the state vectors carry all the time dependence and the time evolu-
tion of states is given by the Schrödinger equation governed by the
total Hamiltonian of the system. The two pictures are related by the
unitary transformation

|ψ(t)〉(S) = e−iHt|ψ〉(H),

O(S) = e−iHtO(H)(t)eiHt, (6.46)

where H denotes the total Hamiltonian of the system in the Heisen-
berg picture (we do not put a superscript denoting this to avoid
possible confusion) which is time independent. It follows from (6.46)
that

(H)〈ψ|O(H)(t)|ψ〉(H) = (S)〈ψ(t)|O(S)|ψ(t)〉(S). (6.47)

In writing (6.46), we have assumed that at t = 0 both the pictures
coincide, namely,

|ψ(0)〉(S) = |ψ〉(H),

O(S) = O(H)(0). (6.48)

Thus, for example, in the Schrödinger picture, the Klein-Gordon field
operator will be given by

φ(S) (x) = e−iHtφ(H) (x, t) eiHt = φ(H)(x, 0). (6.49)

The total Hamiltonian operator in the Schrödinger picture coin-
cides with that in the Heisenberg picture (see, for example, (6.46))
and is, of course, time independent. In the Schrödinger picture, the
derivation of the time evolution operator is exactly analogous to the
discussion in non-relativistic quantum mechanics and has the form
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U (S)(t, t0) = e−iH(t−t0). (6.50)

However, the Schrödinger picture is not very desirable for relativistic
theories since the field operators in the Schrödinger picture are not
manifestly Lorentz covariant. (However, it is worth emphasizing here
that for certain applications, this picture is quite useful.) Although
the Heisenberg picture has a manifestly covariant description, in rel-
ativistic interacting field theories, the more convenient description
goes under the name of interaction picture which is, in some sense,
intermediate between the Schrödinger and the Heisenberg pictures.
Here, we define

|ψ(t)〉(IP ) = eiH
(S)
0 t |ψ(t)〉(S) = eiH

(S)
0 t e−iHt|ψ〉(H),

O(IP )(t) = eiH
(S)
0 tO(S)e−iH

(S)
0 t

= eiH
(S)
0 t e−iHtO(H)(t) eiHte−iH

(S)
0 t. (6.51)

Note, once again, that we can identify

|ψ(0)〉(IP ) = |ψ(0)〉(S) = |ψ〉(H),

O(IP )(0) = O(S) = O(H)(0),

H (IP )
0 (t) = eiH

(S)
0 tH (S)

0 e−iH
(S)
0 t = H (S)

0 . (6.52)

In the interaction picture, therefore, both the operators as well
as the state vectors carry time dependence. In this case, we can
determine that (remember that ~ = 1)

i
∂|ψ(t)〉(IP )

∂t
= i

∂

∂t

(
eiH

(S)
0 t e−iHt|ψ〉(H)

)

= −H (S)
0 eiH

(S)
0 t e−iHt|ψ〉(H) + eiH

(S)
0 t
(
He−iHt

)
|ψ〉(H)

= −H (IP )
0 |ψ(t)〉(IP ) + eiH

(S)
0 tHe−iH

(S)
0 teiH

(S)
0 te−iHt|ψ〉(H)

= −H (IP )
0 |ψ(t)〉(IP ) + H (IP )|ψ(t)〉(IP )

= H (IP )
I (t)|ψ(t)〉(IP ), (6.53)
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where we have used the identifications in (6.51), (6.52), the fact that
the total Hamiltonian H is the same in both the Schrödinger as well
as the Heisenberg pictures and that, by definition,

H (IP )
I (t) = H (IP )(t)−H (IP )

0 = eiH
(S)
0 tH (S)

I e−iH
(S)
0 t. (6.54)

Similarly, we can derive the time evolution for the operators to be

∂O(IP )(t)

∂t
=

∂

∂t

(
eiH

(S)
0 tO(S)e−iH

(S)
0 t
)

= iH (S)
0 O(IP )(t)− iO(IP )(t)H (S)

0

= −i
[
O(IP )(t),H (S)

0

]
=

1

i

[
O(IP )(t),H (IP )

0

]
. (6.55)

In other words, the time evolution of the state vectors (see (6.53)),
in this picture, is governed by the Schrödinger equation with the
interaction Hamiltonian playing the role of the Hamiltonian, while
the dynamical evolution of the operators (see (6.55)) is governed by
the free Hamiltonian through the Heisenberg equation of motion. We
note from (6.52) that the free Hamiltonian in the interaction picture
is time independent and, therefore, the field operators can have a
plane wave expansion. This shows that once we define commutation
relations for the operators in the free theory, in the interaction picture
they continue to hold even in the presence of interactions.

From now on, let us drop the superscript (IP ) with the under-
standing that we are nonetheless working in the interaction picture.
In this picture, if we define the time evolution operator through the
relation

|ψ(t)〉 = U (t, t0) |ψ (t0)〉 , (6.56)

where the time evolution operator in the interaction picture in (6.56)
can be seen from (6.50) and (6.51) to have the explicit form

U(t, t0) = eiH
(S)
0 t e−iH(t−t0) e−iH

(S)
0 t0 , (6.57)

then, it is easy to show that the time evolution operator satisfies the
properties,
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U(t, t) = 1,

U (t2, t1)U (t1, t0) = U (t2, t0) ,

U † (t, t0) = U−1 (t, t0) = U (t0, t) . (6.58)

Furthermore, from (6.53) we see that the time evolution operator in
(6.56) satisfies the equation (this also follows from (6.57) with the
use of (6.51))

i
∂|ψ(t)〉
∂t

= HI(t)|ψ(t)〉 ,

or, i
∂U(t, t0)

∂t
= HI(t)U (t, t0) . (6.59)

We note from (6.52) that the free Hamiltonian in the interaction
picture, H0, is time independent. However, the total Hamiltonian in
the interaction picture, H(t) (remember that we have dropped the
superscript (IP )), is time dependent (since H0 may not commute with
the total Hamiltonian in the Schrödinger picture, see (6.51)). As a
result, the interaction Hamiltonian in the interaction picture, HI(t),
is, in general, time dependent.

We can now solve (6.59) iteratively subject to the initial condition
in (6.58), to obtain

U (t, t0) = 1− i
t∫

t0

dt1HI (t1)U (t1, t0)

= 1− i
t∫

t0

dt1HI (t1)



1− i

t1∫

t0

dt2HI (t2)U (t2, t0)




= 1− i
t∫

t0

dt1HI (t1) + (−i)2
t∫

t0

dt1

t1∫

t0

dt2HI (t1)HI (t2)

+ · · ·
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+ (−i)n
t∫

t0

dt1

t1∫

t0

dt2 · · ·
tn−1∫

t0

dtnHI (t1)HI (t2) · · ·HI (tn)

+ · · · . (6.60)

To bring this to a more convenient form, let us look at the second
order term in (6.60) and note that

(−i)2
t∫

t0

dt1

t1∫

t0

dt2HI (t1)HI (t2)

= (−i)2
t∫

t0

dt2

t2∫

t0

dt1HI (t2)HI (t1)

=
(−i)2
2




t∫

t0

dt1

t1∫

t0

dt2HI (t1)HI (t2)

+

t∫

t0

dt2

t2∫

t0

dt1HI (t2)HI (t1)




=
(−i)2
2




t∫

t0

dt1

t1∫

t0

dt2 θ (t1 − t2)HI (t1)HI (t2)

+

t∫

t0

dt2

t2∫

t0

dt1 θ (t2 − t1)HI (t2)HI (t1)




=
(−i)2
2




t∫

t0

dt1

t∫

t0

dt2 θ (t1 − t2)HI (t1)HI (t2)

+

t∫

t0

dt2

t∫

t0

dt1 θ (t2 − t1)HI (t2)HI (t1)



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=
(−i)2
2

∫ t∫

t0

dt1dt2
(
θ (t1 − t2)HI (t1)HI (t2)

+ θ (t2 − t1)HI (t2)HI (t1)
)

=
(−i)2
2!

t∫

t0

t∫

t0

dt1dt2 T (HI (t1)HI (t2)) , (6.61)

where T denotes the time ordering operator and is conventionally
defined for two bosonic operators as

T (A(t1)B(t2)) = θ(t1 − t2)A(t1)B(t2) + θ(t2 − t1)B(t2)A(t1),

(6.62)

with the operator at later time standing to the left of the operator
at earlier time. In a similar manner, we can show that the n-th term
in the series in (6.60) can be written as

(−i)n
n!

t∫

t0

· · ·
t∫

t0

dt1 · · · dtn T (HI (t1) · · ·HI (tn)) . (6.63)

Therefore, the iterative solution for the time evolution operator in
(6.60) takes the form

U (t, t0) = 1− i
t∫

t0

dt1HI (t1)

+
(−i)2
2!

T

t∫

t0

t∫

t0

dt1dt2HI (t1)HI (t2)

+ · · ·+ (−i)n
n!

T

t∫

t0

· · ·
t∫

t0

dt1 · · · dtnHI (t1) · · ·HI (tn)

+ · · · ,
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or, U (t, t0) = T


e

−i
t∫
t0

dt′HI(t′)

 . (6.64)

In other words, in the interaction picture the time evolution operator
is given by the time ordered exponential involving the integral of only
the interaction Hamiltonian. (This is a formal definition which is to
be understood in the sense of the expansion described in (6.64).)

6.4 S-matrix

In the non-relativistic quantum mechanical scattering problems, we
assume that the initial and the final states are plane wave states
corresponding to free particles. Similarly, in the scattering of par-
ticles in relativistic quantum field theory, we also assume that the
incoming particles at t = −∞ as well as the outgoing particles at
t = ∞ are described by free particle states. This can clearly be im-
plemented by assuming that the interaction switches off adiabatically
at t = ±∞ (adibatic hypothesis). For example, we can implement
this by modifying the interaction Hamiltonian as

HI(t)→ lim
η→0+

H (η)
I (t) = lim

η→0+
e−η|t|HI(t), (6.65)

so that in the infinite past as well as in the infinite future, the in-
teraction vanishes. As a result, we can take the initial and the final
states to be the eigenstates of the free Hamiltonian which we know
to be free particle energy-momentum states. The condition (6.65)
can be thought of as the relevant boundary condition for the scat-
tering problem under study. We are essentially assuming here that
any smooth function describing the adiabatic switching off of the in-
teraction (and not just the specific form in (6.65)) leads to the same
result for the rate of transition in the physical scattering of particles.

Let us denote the initial state at infinite past as the free particle
state

|ψi(−∞)〉 = |i〉. (6.66)

Then, the state into which this will evolve at t = ∞ is defined from
(6.56) to be
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|ψi(∞)〉 = U(∞,−∞)|ψi(−∞)〉
= U(∞,−∞)|i〉 = S|i〉, (6.67)

where we have identified

S = U(∞,−∞). (6.68)

Therefore, the probability amplitude for an initial state |i〉 to be in
the final free particle state |f〉 at t = ∞, which is the definition of
the scattering amplitude, is obtained from (6.67) to be

〈f |ψi(∞)〉 = 〈f |U(∞,−∞)|i〉 = 〈f |S|i〉 = Sfi. (6.69)

Consequently, the S-matrix (or the scattering matrix) of the theory
can be identified with the time evolution operator (6.68) which has
the explicit perturbative expansion of the form (see (6.64))

S = U(∞,−∞) = lim
η→0+

T


e

−i
∞∫

−∞
dt H

(η)
I (t)




= 1− lim
η→0+

i

∞∫

−∞

dtH (η)
I (t)

+ lim
η→0+

(−i)2
2!

∫ ∞∫

−∞

dtdt′ T
(
H (η)
I (t)H (η)

I

(
t′
))

+ · · · . (6.70)

Furthermore, the S-matrix (the scattering matrix) is unitary since
the time evolution operator is (see (6.58)).

It is clear from the expansion above that the adiabatic switching
of the interaction in (6.65) provides a regularized meaning to the
oscillatory terms in (6.70) through the appropriate boundary condi-
tions. This also leads to the notion of “in” and “out” states which are
quite important in a formal description of scattering theory. These
are asymptotic free states as t→ −∞ and t→∞ respectively. These
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states can be constructed by noting that the three pictures (Heisen-
berg, Schrödinger and interaction) coincide at t = 0 (see (6.52)) and
since the Heisenberg states are time independent, they are uniquely
given by the states (in any picture) at t = 0. Let us suppose that at
t→ −∞ we have a free incoming state denoted as |Ψ(−∞)〉(in) = |i〉.
Then, this state would be related to the Heisenberg state as

|Ψ〉(H) = |Ψ(0)〉(in) = U(0,−∞)|Ψ(−∞)〉(in), (6.71)

where the time evolution operator U(0,−∞) is, in general, not well
defined if we do not use an adiabatic interaction of the form, say,
in (6.65). Let us see this explicitly in the case of the linear term in
the expansion of the time evolution operator in (6.64). In this case,
the linear contribution to the right-hand side of (6.71) will have the
form

lim
η→0+

−i
0∫

−∞

dtH (η)
I (t)|Ψ(−∞)〉(in)

= lim
η→0+

−i
0∫

−∞

dt eηteiH
(S)
0 tH (S)

I e−iH
(S)
0 t|i〉

= lim
η→0+

−i
0∫

−∞

dt e−i(Ei−H
(S)
0 +iη)tH (S)

I |i〉

= lim
η→0+

1

Ei −H (S)
0 + iη

H (S)
I |Ψ(−∞)〉(in), (6.72)

where in the intermediate steps, we have used the fact that H (S)
0 =

H (IP )
0 (namely, H (S)

0 |i〉 = H (I)
0 |i〉 = Ei|i〉) and that |Ψ(−∞)〉(in) = |i〉

is a free energy state of H (IP )
0 with the energy eigenvalue Ei. We also

note that the integral in (6.72) is not defined at the lower limit in the
absence of the adiabatic factor eηt. This clarifies how the boundary
condition (6.65) naturally provides a regularization for the formal
definition of the time evolution operator U(0,−∞).
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In a parallel manner, if we assume that as t → ∞, we have a
free outgoing state |Ψ(∞)〉(out), then this would be related to the
Heisenberg state as

|Ψ〉(H) = |Ψ(0)〉(out) = U(0,∞)|Ψ(∞)〉(out) , (6.73)

and an analysis as in (6.72) would show that in this case, the regular-
izing factor would have to be e−ηt without which U(0,∞) would not
be well defined at the upper limit. This shows that the asymptoti-
cally free “in” and “out” states can be defined in a unique manner
by relating them to the Heisenberg state. From (6.71) and (6.73) we
see that even though both the “in” and the “out” states are related
to the same Heisenberg state, they are not identical because their
definitions use different regularizing factors. Rather, the “in” and
the “out” states define a complete space of states at t → −∞ and
t → ∞ respectively. Furthermore, from their definitions in (6.71)
and (6.73) we see that they are related to each other as

|Ψ(∞)〉(out) = U †(0,∞)|Ψ〉(H) = U(∞, 0)|Ψ〉(H)

= U(∞, 0)U(0,−∞)|Ψ(−∞)〉(in)

= U(∞,−∞)|Ψ(−∞)〉(in) = S|Ψ(−∞)〉(in), (6.74)

where we have used the properties of the time evolution operator
given in (6.58). This shows that the “in” and the “out” states are
related by the S-matrix in (6.68) (and, therefore, by a phase since
the S-matrix is unitary).

The first term in the expansion of the S-matrix in (6.70) corre-
sponds to no scattering at all. Correspondingly, we can define

S − 1 = T, (6.75)

where the T-matrix represents the true nontrivial effects of scatter-
ing. It is clear from this discussion that in calculating the S-matrix
elements, Sfi, we need to evaluate the matrix elements of time or-
dered products of operators between free particle states (see (6.69)).
Furthermore, since our (interaction) Hamiltonian is assumed to be
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normal ordered, such a calculation will involve time ordered products
of normal ordered products and this is where the Wick’s theorem
comes in handy. The calculation can be carried out in two steps.
First, we will derive a simple relation for the product of factors each
of which is normal ordered and then using this relation, we will sim-
plify the time ordered product of factors of normal ordered terms.
Later we will see that the Feynman rules are a wonderful and simple
way of systematizing these results.

6.5 Normal ordered product and Wick’s theorem

The normal ordered product, as we have defined earlier in (5.77),
simply corresponds to arranging factors in the product so that the
creation operators stand to the left of the annihilation operators. In
terms of field operators, this is equivalent to saying that the negative
energy (frequency) parts of the field operator stand to the left of the
positive energy (frequency) parts (recall from (5.58) that the posi-
tive energy part of the field operator, φ(+), contains the annihilation
operator while the negative energy part, φ(−), has the creation oper-
ator so that this prescription is equivalent to the definition of normal
ordering in (5.77)). Thus, for the bosonic scalar field, we have

N (φ(x)) ≡ : φ(x) := φ(x) = φ(+)(x) + φ(−)(x),

N
(
φ(−)(x)φ(+)(y)

)
≡ : φ(−)(x)φ(+)(y) := φ(−)(x)φ(+)(y),

N
(
φ(+)(x)φ(−)(y)

)
≡ : φ(+)(x)φ(−)(y) := φ(−)(y)φ(+)(x),

N
(
φ(+)(x)φ(+)(y)

)
≡ : φ(+)(x)φ(+)(y) := φ(+)(x)φ(+)(y),

N
(
φ(−)(x)φ(−)(y)

)
≡ : φ(−)(x)φ(−)(y) := φ(−)(x)φ(−)(y).

(6.76)

We note that, as far as bosonic operators are concerned, the order of
the factors inside a normal ordered product is not important. Fur-
thermore, using the relations in (6.76), we can write
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N (φ(x)φ(y)) ≡ : φ(x)φ(y) :

= :
(
φ(+)(x) + φ(−)(x)

)(
φ(+)(y) + φ(−)(y)

)
:

= :
(
φ(+)(x)φ(+)(y) + φ(+)(x)φ(−)(y)

+ φ(−)(x)φ(+)(y) + φ(−)(x)φ(−)(y)
)
:

= φ(+)(x)φ(+)(y) + φ(−)(y)φ(+)(x)

+ φ(−)(x)φ(+)(y) + φ(−)(x)φ(−)(y). (6.77)

Since the vacuum state is, by definition, annihilated by the an-
nihilation operator, we can equivalently say that

φ(+)(x)|0〉 = 0 = 〈0|φ(−)(x). (6.78)

It is clear, therefore, that the vacuum expectation value of any nor-
mal ordered product vanishes. For example, we note from (6.77)
that

〈0|N (φ(x)φ(y)) |0〉

= 〈0|φ(+)(x)φ(+)(y) + φ(−)(y)φ(+)(x) + φ(−)(x)φ(+)(y)

+ φ(−)(x)φ(−)(y)|0〉 = 0. (6.79)

Therefore, normal ordering is quite useful since we would like the
vacuum expectation value of any observable to vanish simply be-
cause the vacuum contains no particles – it is empty and, therefore,
does not carry any nontrivial quantum number. This gives another
reason to choose the prescription of normal ordering for physical ob-
servables. Furthermore, this also shows that if we can rewrite any
product of operators (including normal ordered factors) in terms of
normal ordered terms, the calculation of S-matrix elements will sim-
plify enormously.

To see how we can write a product of operators in normal ordered
form, let us note that, in the simple example of the product of two
field operators, we have
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φ(x)φ(y) =
(
φ(+)(x) + φ(−)(x)

)(
φ(+)(y) + φ(−)(y)

)

= φ(+)(x)φ(+)(y) + φ(+)(x)φ(−)(y) + φ(−)(x)φ(+)(y)

+ φ(−)(x)φ(−)(y)

= φ(+)(x)φ(+)(y) + φ(−)(y)φ(+)(x) +
[
φ(+)(x), φ(−)(y)

]

+ φ(−)(x)φ(+)(y) + φ(−)(x)φ(−)(y)

= : φ(x)φ(y) : −iG(+)(x− y), (6.80)

where we have used (5.159) and (6.77). Let us denote (6.80) as

φ(x)φ(y) = : φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y), (6.81)

with the pairing of the two field operators defined to be related to
the invariant positive energy Green’s function in (5.152) as

φ(x)φ︸ ︷︷ ︸(y) = −iG
(+)(x− y). (6.82)

We note that G(+)(x − y) is not a symmetric function (so that the
pairing should be read carefully as from left to right), but since it is
a c-number function, we note from (6.81) that we can also identify

φ(x)φ︸ ︷︷ ︸(y) = 〈0|φ(x)φ(y)|0〉 = −iG(+)(x− y), (6.83)

because the vacuum expectation value of the normal ordered product
in (6.81) is zero. This brings out yet another connection between
Green’s functions and the quantum field theory.

Since we choose the Hamiltonian to be normal ordered, let us
next see how we can combine a product of normal ordered factors
into normal ordered terms. Clearly, this will be necessary in devel-
oping a perturbation expansion for the quantum field theory where
the interaction Hamiltonian is normal ordered. We know that by
definition

: φ(x) := φ(x) = φ(+)(x) + φ(−)(x). (6.84)
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Therefore,

: φ(x) : : φ(y) := : φ(x) : φ(+)(y)+ : φ(x) : φ(−)(y). (6.85)

We recognize that the first term in (6.85) simply corresponds to a
normal ordered product

: φ(x) : φ(+)(y) = φ(x)φ(+)(y) = : φ(x)φ(+)(y) : . (6.86)

On the other hand, the second term in (6.85) gives

: φ(x) : φ(−)(y) = φ(x)φ(−)(y)

= φ(−)(y)φ(x) +
[
φ(x), φ(−)(y)

]

= : φ(x)φ(−)(y) : +
[
φ(+)(x), φ(−)(y)

]

= : φ(x)φ(−)(y) : − iG(+)(x− y). (6.87)

Thus adding the two terms in (6.86) and (6.87) we obtain

: φ(x) : : φ(y) := : φ(x) : φ(+)(y)+ : φ(x) : φ(−)(y)

= : φ(x)φ(+)(y) : + : φ(x)φ(−)(y) : − iG(+)(x− y)
= : φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y). (6.88)

This is, of course, what we had seen earlier in (6.80) and (6.81),
namely,

φ(x)φ(y) = : φ(x)φ(y) : −iG(+)(x− y)
= : φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y), (6.89)

but (6.88) shows how a product of two simple normal ordered factors
can be expressed as a normal ordered term and a pairing.
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Next, let us look at a product of the form

: φ(x)φ(y) : : φ(z) :

= : φ(x)φ(y) : φ(+)(z)+ : φ(x)φ(y) : φ(−)(z)

= : φ(x)φ(y)φ(+)(z) : + φ(−)(z) : φ(x)φ(y) :

+
[
: φ(x)φ(y) : , φ(−)(z)

]

= : φ(x)φ(y)φ(+)(z) : + : φ(x)φ(y)φ(−)(z) :

+
[
φ(x)φ(y) + iG(+)(x− y) , φ(−)(z)

]

= : φ(x)φ(y)φ(z) : +
[
φ(+)(x), φ(−)(z)

]
φ(y)

+ φ(x)
[
φ(+)(y), φ(−)(z)

]

= : φ(x)φ(y)φ(z) : − iG(+)(x− z)φ(y)− iG(+)(y − z)φ(x)
= : φ(x)φ(y)φ(z) : +φ(x)φ︸ ︷︷ ︸(z) : φ(y) : +φ(y)φ︸ ︷︷ ︸(z) : φ(x) : .

(6.90)

Here we have used the fact that a c-number function (G(+)(x − y))
commutes with a field operator (φ(−)(z)) in the intermediate step.
Finally, let us note that

: φ(x)φ(y) : : φ(z)φ(w) :

= : φ(x)φ(y) : φ(+)(z)φ(+)(w)+ : φ(x)φ(y) : φ(−)(z)φ(+)(w)

+ : φ(x)φ(y) : φ(−)(w)φ(+)(z)+ : φ(x)φ(y) : φ(−)(z)φ(−)(w)

= : φ(x)φ(y)φ(+)(z)φ(+)(w) : +φ(−)(z) : φ(x)φ(y) : φ(+)(w)

+ [:φ(x)φ(y) :, φ(−)(z)]φ(+)(w) + φ(−)(w) :φ(x)φ(y) :φ(+)(z)

+ [:φ(x)φ(y) :, φ(−)(w)]φ(+)(z) + φ(−)(z)φ(−)(w) : φ(x)φ(y) :

+ [: φ(x)φ(y) :, φ(−)(z)φ(−)(w)]

= : φ(x)φ(y)φ(+)(z)φ(+)(w) : + : φ(x)φ(y)φ(−)(z)φ(+)(w) :
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+ : φ(x)φ(y)φ(+)(z)φ(−)(w) : + : φ(x)φ(y)φ(−)(z)φ(−)(w) :

+ [:φ(x)φ(y) :, φ(−)(z)]φ(w) + [: φ(x)φ(y) :, φ(−)(w)]φ(+)(z)

+ φ(−)(z)[: φ(x)φ(y) :, φ(−)(w)]

= : φ(x)φ(y)φ(z)φ(w) : −iG(+)(x− z)φ(y)φ(w)

− iG(+)(y − z)φ(x)φ(w) − iG(+)(x− w)φ(y)φ(+)(z)

− iG(+)(y − w)φ(x)φ(+)(z) − iG(+)(x− w)φ(−)(z)φ(y)

− iG(+)(y − w)φ(−)(z)φ(x)

= : φ(x)φ(y)φ(z)φ(w) : +φ(x)φ︸ ︷︷ ︸(z)
(
: φ(y)φ(w) : +φ(y)φ︸ ︷︷ ︸(w)

)

+ φ(y)φ︸ ︷︷ ︸(z)
(
: φ(x)φ(w) : +φ(x)φ︸ ︷︷ ︸(w)

)

+ φ(x)φ︸ ︷︷ ︸(w) : φ(y)φ(z) : +φ(y)φ︸ ︷︷ ︸(w) : φ(x)φ(z) :

= : φ(x)φ(y)φ(z)φ(w) :

+ φ(x)φ︸ ︷︷ ︸(z) : φ(y)φ(w) : +φ(x)φ︸ ︷︷ ︸(w) : φ(y)φ(z) :

+ φ(y)φ︸ ︷︷ ︸(z) : φ(x)φ(w) : +φ(y)φ︸ ︷︷ ︸(w) : φ(x)φ(z) :

+ φ(x)φ︸ ︷︷ ︸(z)φ(y)φ︸ ︷︷ ︸(w) + φ(x)φ︸ ︷︷ ︸(w)φ(y)φ︸ ︷︷ ︸(z). (6.91)

These simple examples demonstrate how a product of normal ordered
factors can be written in terms of normal ordered products with all
possible pairings between fields in different factors (but no pairing
between two fields within the same factor). This now leads us to an
important theorem known as the Wick’s theorem (this is one form
of it) which says that a product of factors of normal ordered field
operators can be written as a sum of terms with normal ordered
terms and all possible pairings between field operators except for
pairings between operators within the same normal ordered factor.

Let us note that any product of operators (and not just a product
of normal ordered factors) can be written in terms of normal ordered
products. For example, we already know from (6.81) that
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φ(x)φ(y) = : φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y). (6.92)

It follows, therefore, that

φ(x)φ(y)φ(z)= : φ(x)φ(y) : φ(z) + φ(x)φ︸ ︷︷ ︸(y)φ(z)

= : φ(x)φ(y) : : φ(z) : +φ(x)φ︸ ︷︷ ︸(y) : φ(z) :

= : φ(x)φ(y)φ(z) : +φ(x)φ︸ ︷︷ ︸(z) : φ(y) :

+ φ(y)φ︸ ︷︷ ︸(z) : φ(x) : +φ(x)φ︸ ︷︷ ︸(y) : φ(z) : . (6.93)

Similarly,

φ(x)φ(y)φ(z)φ(w)

=
(
: φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y)

)(
: φ(z)φ(w) : +φ(z)φ︸ ︷︷ ︸(w)

)

= : φ(x)φ(y) :: φ(z)φ(w) : +φ(x)φ︸ ︷︷ ︸(y) : φ(z)φ(w) :

+ φ(z)φ︸ ︷︷ ︸(w) : φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y)φ(z)φ︸ ︷︷ ︸(w)

= : φ(x)φ(y)φ(z)φ(w) : +φ(x)φ︸ ︷︷ ︸(z) : φ(y)φ(w) :

+ φ(x)φ︸ ︷︷ ︸(w) : φ(y)φ(z) : +φ(y)φ︸ ︷︷ ︸(z) : φ(x)φ(w) :

+ φ(y)φ︸ ︷︷ ︸(w) : φ(x)φ(z) : +φ(x)φ︸ ︷︷ ︸(y) : φ(z)φ(w) :

+ φ(z)φ︸ ︷︷ ︸(w) : φ(x)φ(y) : +φ(x)φ︸ ︷︷ ︸(y)φ(z)φ(w)︸ ︷︷ ︸
+ φ(x)φ︸ ︷︷ ︸(z)φ(y)φ︸ ︷︷ ︸(w) + φ(x)φ︸ ︷︷ ︸(w)φ(y)φ︸ ︷︷ ︸(z). (6.94)

In other words, the product of any number of field operators can be
expressed as a sum of terms involving normal ordered products with
all possible pairings (pairings are from left to right since the positive
energy Green’s function G(+)(x−y) is not symmetric). This has to be
contrasted with the products of normal ordered terms which also had
a similar expansion except that there were no pairings between terms
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within the same factor. In general, Wick’s theorem for a product of
field operators says that

φ (x1)φ (x2) · · ·φ (xn) = : φ (x1) · · ·φ (xn) :
+ φ (x1)φ︸ ︷︷ ︸ (x2) : φ (x3) · · · φ (xn) :

+ φ (x1)φ︸ ︷︷ ︸ (x3) : φ (x2)φ (x4) · · ·φ (xn) :

+ · · ·+ φ (xn−1)φ︸ ︷︷ ︸ (xn) : φ (x1) · · ·φ (xn−2) :

+ · · ·
+ φ (x1)φ︸ ︷︷ ︸ (x2)φ (x3)φ︸ ︷︷ ︸ (x4)φ (x5)φ︸ ︷︷ ︸ (x6) : φ (x7) · · · φ (xn) :

+ · · · . (6.95)

This is quite significant since it says that the vacuum expectation
value of the product of any number of factors involving field opera-
tors (whether the factors are normal ordered or not) is given by the
terms where all the fields are completely paired. (We are interested
in vacuum expectation values because any matrix element can be
written as a vacuum expectation value.) An immediate consequence
of this result is that the vacuum expectation value of an odd number
of field operators must vanish (since not all field operators can be
paired).

This construction can also be extended to the case where only
some of the factors are normal ordered. For example, we have already
noted in (6.90) that

: φ(x)φ(y) : φ(z) = : φ(x)φ(y) :: φ(z) :

= :φ(x)φ(y)φ(z) : +φ(x)φ︸ ︷︷ ︸(z) :φ(y) : +φ(y)φ︸ ︷︷ ︸(z) :φ(x) : . (6.96)

We can now extend this result as (using (6.80) as well as (6.91))
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: φ(x)φ(y) : φ(z)φ(w) = : φ(x)φ(y) :
(
: φ(z)φ(w) : +φ(z)φ︸ ︷︷ ︸(w)

)

= : φ(x)φ(y)φ(z)φ(w) : +φ(x)φ︸ ︷︷ ︸(z) : φ(y)φ(w) :

+ φ(x)φ︸ ︷︷ ︸(w) : φ(y)φ(z) : +φ(y)φ︸ ︷︷ ︸(z) : φ(x)φ(w)

+ φ(y)φ︸ ︷︷ ︸(w) : φ(x)φ(z) : +φ(z)φ︸ ︷︷ ︸(w) : φ(x)φ(y) :

+ φ(x)φ︸ ︷︷ ︸(z)φ(y)φ︸ ︷︷ ︸(w) + φ(x)φ︸ ︷︷ ︸(w)φ(y)φ︸ ︷︷ ︸(z), (6.97)

and so on.

6.6 Time ordered products and Wick’s theorem

There is a second kind of operator product, known as the time or-
dered product, which plays a fundamental role in quantum field the-
ories. We have already come across time ordering in the definition
of the time evolution operator in (6.64) as well as in the definition
of the S-matrix. The time ordered product of two bosonic operators
is defined to be (see (6.62))

T (φ(x)φ(y)) = T (φ(y)φ(x)) =

{
φ(x)φ(y), x0 > y0,

φ(y)φ(x), y0 > x0.
(6.98)

Note that the order of the factors, inside time ordering, is not im-
portant for bosons. More compactly, we can write the time ordered
product of two field operators in (6.98) as

T (φ(x)φ(y)) = θ
(
x0 − y0

)
φ(x)φ(y) + θ

(
y0 − x0

)
φ(y)φ(x),

(6.99)

where θ(x) represents the step function, defined to be

θ(x) =

{
1, for x > 0,

0, for x < 0.
(6.100)
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We note here that, if the two time arguments are equal, there is no
ambiguity in the definition of the time ordered product in (6.98) or
(6.99) since the field operators commute at equal times. However,
for operators which do not commute at equal times, the time ordered
product has to be defined more carefully. Fortunately, in most of our
discussions, this would not be a problem.

We note, in this simple example, that the equal time limit can be
approached by assuming that θ(0) = 1

2 . However, in more compli-
cated situations, the equal time limit has to be taken in a consistent
limiting manner. Thus, for example, we may choose the equal time
limit as x0 → y0 +0+ or y0 → x0 +0+ with the appropriate limiting
behavior of the step function. But, whatever limiting procedure we
choose must be consistent through out. Let us note here that an
integral representation for the step function which has the limiting
behavior built in is given by

θ(x) = lim
ǫ→0+

−
∫

dk

2πi

e−ikx

k + iǫ
. (6.101)

Of course, by definition

T (φ(x)) = φ(x). (6.102)

If we have a product of three fields or more, we can generalize the def-
inition of time ordered product in a straightforward manner. Thus,
for the product of three field operators, we have

T (φ(x)φ(y)φ(z))

= θ
(
x0 − y0

)
θ
(
y0 − z0

)
φ(x)φ(y)φ(z)

+ θ
(
x0 − z0

)
θ
(
z0 − y0

)
φ(x)φ(z)φ(y)

+ θ
(
y0 − z0

)
θ
(
z0 − x0

)
φ(y)φ(z)φ(x)

+ θ
(
y0 − x0

)
θ
(
x0 − z0

)
φ(y)φ(x)φ(z)

+ θ
(
z0 − x0

)
θ
(
x0 − y0

)
φ(z)φ(x)φ(y)

+ θ
(
z0 − y0

)
θ
(
y0 − x0

)
φ(z)φ(y)φ(x), (6.103)

and so on.
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Given the definition of time ordered products, we can now relate
them to normal ordered products as follows,

T (φ(x)) = φ(x) = : φ(x) : ,

T (φ(x)φ(y)) = θ
(
x0 − y0

)
φ(x)φ(y) + θ

(
y0 − x0

)
φ(y)φ(x)

= θ
(
x0 − y0

) (
: φ(x)φ(y) : −i G(+)(x− y)

)

+ θ
(
y0 − x0

) (
: φ(y)φ(x) : − iG(+)(y − x)

)
. (6.104)

Remembering that the order of the terms inside normal ordering does
not matter for bosons, we obtain from (6.104)

T (φ(x)φ(y))

=
(
θ
(
x0 − y0

)
+ θ

(
y0 − x0

))
: φ(x)φ(y) :

− iθ
(
x0 − y0

)
G(+)(x− y) + iθ

(
y0 − x0

)
G(−)(x− y)

= : φ(x)φ(y) : + i
(
− θ

(
x0 − y0

)
G(+)(x− y)

+ θ
(
y0 − x0

)
G(−)(x− y)

)

= : φ(x)φ(y) : + iGF (x− y), (6.105)

where we have used (5.148) as well as the definition of the Feynman
Green’s function in (5.147) in the intermediate step.

Let us write (6.105) as

T (φ(x)φ(y)) = : φ(x)φ(y) : + φ(x)φ(y), (6.106)

where the contraction of two fields is defined as the c-number Feyn-
man Green’s function, namely,

φ(x)φ(y) = iGF (x− y). (6.107)

Note that, since the Feynman Green’s function is symmetric (it is
an even function, see (5.149)), the order of the contraction is not
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important unlike the pairing of fields defined in (6.82). Furthermore,
because the vacuum expectation value of a normal ordered product
vanishes, we immediately identify

〈0|T (φ(x)φ(y)) |0〉 = φ(x)φ(y) = iGF (x− y). (6.108)

Namely, the Feynman Green’s function can be identified with the
vacuum expectation value of the time ordered product of two field op-
erators which brings out yet another connection between the Green’s
functions and the quantum field theory. As we have seen earlier, the
Feynman Green’s function, unlike the Schwinger function, satisfies

(
∂xµ∂

xµ +m2
)
GF (x− y) = −δ4(x− y). (6.109)

Since we know how to express the product of any number of field
operators in terms of normal ordered products and pairings, we can
carry through this construction to a time ordered product of any
number of field operators as well. Let us simply note the results here

T (φ(x)φ(y)φ(z))

= : φ(x)φ(y)φ(z) : +φ(x)φ(y) : φ(z) :

+ φ(y)φ(z) : φ(x) : +φ(x)φ(z) : φ(y) :,

T (φ(x)φ(y)φ(z)φ(w))

= : φ(x)φ(y)φ(z)φ(w) : +φ(x)φ(y) : φ(z)φ(w) :

+ φ(x)φ(z) : φ(y)φ(w) : +φ(x)φ(w) : φ(y)φ(z) :

+ φ(y)φ(z) : φ(x)φ(w) : +φ(y)φ(w) : φ(x)φ(z) :

+ φ(z)φ(w) : φ(x)φ(y) : +φ(x)φ(y)φ(z)φ(w)

+ φ(x)φ(z)φ(y)φ(w) + φ(x)φ(w)φ(y)φ(z). (6.110)

Here, we have to remember that
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φ(x)φ(y) = iGF (x− y) = φ(y)φ(x), (6.111)

namely, this is an even function and the two contractions are, there-
fore, not distinct. This again shows that the time ordered product
of any number of fields can be written as a sum of normal ordered
terms with all possible distinct contractions. Namely,

T (φ (x1)φ (x2) · · ·φ (xn)) = : φ (x1)φ (x2) · · · φ (xn) :

+ φ (x1)φ (x2) : φ (x3) · · · φ (xn) :
+ · · ·

+ φ (x1)φ (x2)φ (x3)φ (x4) : φ (x5) · · ·φ (xn) :
+ · · · . (6.112)

This is another form of Wick’s theorem and without going into
derivations, we note here that a time ordered product of normal
ordered products can be written as a sum of normal ordered terms
with all possible contractions except for the contractions between
field operators within a given normal ordered factor. It follows now
that since the vacuum expectation value of a normal ordered product
vanishes, the vacuum expectation value of a time ordered product of
field operators (where the factors may or may not be normal or-
dered) is given only by the terms where all the field operators have
been pairwise contracted – namely, such a vacuum expectation value,
if it is nonzero, will involve products of Feynman Green’s functions.
Let us note here that the vacuum expectation value of a product of
operators is a fundamental quantity in a quantum field theory since
any matrix element can be written as a vacuum expectation value.
As a result, the scattering matrix elements (see (6.69)) can be writ-
ten as vacuum expectation values of time ordered products of fields
(coming from normal ordered interaction terms if the Hamiltonian
is normal ordered as well as field operators coming from the initial
and the final states if they do not correspond to vacuum states).
Therefore, this clarifies why it is the Feynman Green’s function that
is so important in the calculation of scattering matrix elements in a
relativistic quantum field theory.
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6.7 Spectral representation and dispersion relation

It is very rarely that we can solve an interacting field theory exactly.
When we cannot solve a theory, it is useful to derive as much infor-
mation as we can about the theory from its invariance and symmetry
properties. In this section, we will discuss briefly two such interesting
topics that often play an important role in studies of field theory.

We have already seen that vacuum expectation values of products
of field operators are quite important and, in fact, in the case of free
fields we have already seen how the vacuum expectation values of
two free field operators can be related to various Green’s functions.
For example, let us note from (5.161) and (5.154) that, for free fields
we can write the Schwinger function as (the subsequent arguments
hold for any other vacuum expectation value of two fields)

〈0| [φ(x), φ(y)] |0〉 = −iG(x− y)

=

∫
d4k

(2π)3
ǫ(k0)δ(k

2 −m2) e−ik·(x−y). (6.113)

Let us now consider two arbitrary operators A(x) and B(x) that do
not necessarily obey the free field equations (these could, for exam-
ple, represent the field operators in the fully interacting theory) and
define

〈0| [A(x), B(y)] |0〉 = −iGAB(x− y), (6.114)

and we would like to derive as much information as is possible about
this function from the known facts about the quantum field theory.

Let us recall that the vacuum and the one particle states of the
theory (see (5.91), (5.102) and (5.103)) satisfy

Pµ|0〉 = 0,

Pµ|k〉 = kµ|k〉, k0 = Ek =
√

k2 +m2 > 0. (6.115)

The true physical vacuum |0〉 is a Lorentz invariant state. Further-
more, we note that since Pµ generates translations of coordinates, we
can write
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A(x) = eiP ·xA(0)e−iP ·x, B(y) = eiP ·yB(0)e−iP ·y. (6.116)

As a result, inserting a complete set of intermediate energy-momentum
basis states into (6.114) we obtain

GAB(x− y) = i〈0| [A(x), B(y)] |0〉

= i
∑

n

[〈0|A(x)|kn〉〈kn|B(y)|0〉 − 〈0|B(y)|kn〉〈kn|A(x)|0〉]

= i
∑

n

[
e−ikn·(x−y) 〈0|A(0)|kn〉〈kn|B(0)|0〉

−eikn·(x−y) 〈0|B(0)|kn〉〈kn|A(0)|0〉
]
, (6.117)

where we have used (6.116) as well as the properties of the state
vectors (6.115), in particular,

Pµ|kn〉 = knµ|kn〉. (6.118)

Note that since the operators A and B are not free field operators,
the complete intermediate states |kn〉 need not involve only single
particle states.

In particular, if we identify A(x) = B(x), and recall that the
energy eigenstates are defined for positive energy (kn0 > 0), then
(6.117) leads to

GAA(x− y) = i〈0| [A(x), A(y)] |0〉

= i
∑

n

|〈0|A(0)|kn〉|2θ(kn0)
(
e−ikn·(x−y) − eikn·(x−y)

)

=
i

(2π)3

∑

n

∫
d4q (2π)3θ(q0)δ

4(q − kn)|〈0|A(0)|kn〉|2

×
(
e−iq·(x−y) − eiq·(x−y)

)

=
i

(2π)3

∫
d4q ρ(q) θ(q0)

(
e−iq·(x−y) − eiq·(x−y)

)
, (6.119)
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where

ρ(q) = (2π)3
∑

n

δ4(q − kn)|〈0|A(0)|q〉|2 , (6.120)

is known as the spectral function associated with the vacuum ex-
pectation value of the commutator and measures all the contribu-
tions coming from the matrix elements for a given q. Because of the
Lorentz invariance of the theory, it is straightforward to show that
the spectral function is really a function of q2, namely,

ρ(q) = ρ(q2), (6.121)

so that we can write from (6.119)

GAA(x− y) =
i

(2π)3

∫
d4q ρ(q2)θ(q0)

(
e−iq·(x−y) − eiq·(x−y)

)

=

∫
d4q ρ(q2)

i

(2π)3
ǫ(q0) e

−iq·(x−y)

=

∞∫

0

dσ2 ρ(σ2) i

∫
d4q

(2π)3
ǫ(q0)δ(q

2 − σ2) e−iq·(x−y)

=

∞∫

0

dσ2 ρ(σ2)G(x − y, σ2), (6.122)

where we have used (5.154) (or (6.113)) in the last step. Relation
(6.122) is known as the spectral representation of the vacuum expec-
tation value of the commutator and expresses it in terms of the vac-
uum expectation value of the free field commutator in (6.113). Here
σ2 can be thought of as the spectral parameter (eigenvalue of P 2) of
the free Klein-Gordon equation and (6.122) represents the vacuum
expectation value in terms of contributions coming from different
mass values (which is the reason for the name spectral representa-
tion or spectral decomposition).

The second topic that we will discuss in this section goes under
the name of dispersion relations and can be profitably used in the
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study of scattering theory. This can be very simply understood as fol-
lows. Let us suppose that we have a retarded function of time which
we denote by f(t) (see, for example, the retarded Green’s function
in (5.134)). Since the function is a retarded function (namely, it can
be written as f(t) = θ(t)g(t) and since θ(t)θ(t) = θ(t)), we can write

f(t) = θ(t)f(t). (6.123)

We are suppressing here any dependence of the function f(t) on other
arguments that are not relevant to our discussion. Let us assume that
the Fourier transform f(k0) of the function exists and is given by

f(t) =

∞∫

−∞

dk0
2π

e−ik0t f(k0). (6.124)

Using the integral representation of the step function (see (6.101))

θ(t) = lim
ǫ→0+

− 1

2πi

∞∫

−∞

dk0
e−ik0t

k0 + iǫ
, (6.125)

from (6.123) we obtain

f(t) = lim
ǫ→0+


− 1

2πi

∞∫

−∞

dk0
e−ik0t

k0 + iǫ




∞∫

−∞

dk′0
2π

e−ik
′
0t f(k′0)

= lim
ǫ→0+

−
∞∫∫

−∞

dk0dk
′
0

(2π)2i

e−i(k0+k
′
0)t

k0 + iǫ
f(k′0)

= lim
ǫ→0+

−
∞∫∫

−∞

dk0dk
′
0

(2π)2i

e−ik0t

k0 − k′0 + iǫ
f(k′0)

= lim
ǫ→0+

∞∫

−∞

dk0
2π

e−ik0t
∞∫

−∞

dk′0
2πi

f(k′0)
k′0 − k0 − iǫ

. (6.126)
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Comparing (6.126)with (6.124), we conclude that the Fourier trans-
form of a retarded function must satisfy a relation

f(k0) = lim
ǫ→0+

1

2πi

∞∫

−∞

dk′0
f(k′0)

k′0 − k0 − iǫ
, (6.127)

which is the basic dispersion relation for the Fourier transform of a
the retarded function. (We note here that in the conventional dis-
cussion of dispersion relations, the conjugate variable k0 is identified
with ω.)

Decomposing the denominator in (6.127) in the standard manner

lim
ǫ→0+

1

k′0 − k0 − iǫ
=

1

k′0 − k0
+ iπδ(k′0 − k0), (6.128)

where the first term on the right-hand side represents the principal
value, the dispersion relation (6.127) can also be written as

f(k0) =
1

πi

∞∫

−∞

dk′0
f(k′0)
k′0 − k0

, (6.129)

where the principal value for the pole is understood. Comparing the
real and the imaginary parts in (6.129) we obtain

Re f(k0) =
1

π

∞∫

−∞

dk′0
Im f(k′0)
k′0 − k0

,

Im f(k0) = −
1

π

∞∫

−∞

dk′0
Re f(k′0)
k′0 − k0

. (6.130)

This is quite interesting because it says that the real part of the
Fourier transform of the retarded function can be obtained from a
knowledge of its imaginary part in the entire complex k0 plane and
vice versa. This form of the dispersion relation, where the real part
of an amplitude is related to the imaginary part (or the other way
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around), is known as the Kramers-Kronig relation. Let us recall
from the optical theorem in scattering in quantum mechanics that
the imaginary part of the forward scattering amplitude is related to
the total scattering cross section. Therefore, the first of the relations
in (6.130) can also be seen to imply that the real part of a forward
scattering amplitude at a fixed energy (frequency) can be given as
the integral over all energies of the total cross section. In optics,
the first of the relations in (6.130) can be used to determine the real
part of the refractive index of a medium in terms of its imaginary
parts (which is how Kramers and Kronig had used such a dispersion
relation). Using (6.130) we can also write

f(k0) = Re f(k0) + iIm f(k0)

=
1

π

∞∫

−∞

dk′0

[
Im f(k′0)
k′0 − k0

+ iπδ(k′0 − k0)Im f(k′0)

]

=
1

π

∞∫

−∞

dk′0
Im f(k′0)

k′0 − k0 − iǫ
, (6.131)

where ǫ→ 0+ is assumed. This relation says that we can determine
the complete function f(k0) (which is the Fourier transform of a
retarded function f(t)) from a knowledge of its imaginary part in
the entire complex k0 plane. There is a similar relation where the
function can be written in terms of its real part alone. Without going
into details we note here that dispersion relations inherently imply
causality in a theory.

Our derivation for the dispersion relations has been quite formal
and it is clear that (6.131) will hold (and is meaningful) only if

lim
|k0|→∞

Im f(k0)→ 0. (6.132)

This is quite interesting for it says that, as long as only the imagi-
nary part (or the real part in an alternate formulation) of the Fourier
transform of a retarded function vanishes for large values of the ar-
gument, the dispersion relation (6.131) would hold. This can be
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contrasted with the vanishing of an analytic function for large values
of its argument (which is what we use in complex analysis) which
would imply that both the real and the imaginary parts of the func-
tion have to vanish in this regime. If Im f(k0) does not fall off fast
enough, then we can define a subtracted dispersion relation that will
be true and this is done as follows. Let k̄0 denote a fixed point in
the complex k0 plane and let us define a new function

F (k0) =
f(k0)− f(k̄0)

k0 − k̄0
, (6.133)

Clearly, the imaginary part of this function will vanish for large values
of its argument provided Im f(k0) does not grow for large values of
its argument. Therefore, for this function we can write a dispersion
relation of the form (6.131)

F (k0) = lim
ǫ→0+

1

π

∞∫

−∞

dk′0
ImF (k′0)
k′0 − k0 − iǫ

= lim
ǫ→0+

1

π

∞∫

−∞

dk′0
Im (f(k′0)− f(k̄0))

(k′0 − k̄0)(k′0 − k0 − iǫ)

= lim
ǫ→0+

1

π

∞∫

−∞

dk′0
Im (f(k′0)− f(k̄0))

(k′0 − k̄0 − iǫ)(k′0 − k0 − iǫ)

= lim
ǫ→0+

1

π(k0 − k̄0)

∞∫

−∞

dk′0 Im (f(k′0)− f(k̄0))

×
[

1

k′0 − k0 − iǫ
− 1

k′0 − k̄0 − iǫ

]
. (6.134)

Here, in the intermediate step, we have used the fact that for k′0 = k̄0,
the numerator of the integrand vanishes. Using the definition in
(6.133), we can also write this relation as
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f(k0)− f(k̄0) = lim
ǫ→0+

1

π

∞∫

−∞

dk′0 Im (f(k′0)− f(k̄0))

×
[

1

k′0 − k0 − iǫ
− 1

k′0 − k̄0 − iǫ

]
. (6.135)

In many cases of physical interest, the imaginary part of a retarded
function is odd, namely,

Im f(k0) = −Im (−k0). (6.136)

If this is true and if we choose the point of subtraction k̄0 = 0, then
the relation (6.135) takes the form

f(k0)− f(0) = lim
ǫ→0+

1

π

∞∫

−∞

dk′0

[
Im f(k′0)

k′0 − k0 − iǫ
− Im f(k′0)

k′0 − iǫ

]
.

(6.137)

In this case, we truly have a subtracted dispersion relation. However,
if (6.136) does not hold, then the appropriate dispersion relation is
given by (6.135). (Higher subtractions are needed if the function has
a more singular behaviour at infinity.)

As a simple example of the discussions on the dispersion relation
(6.131), let us look at the momentum space retarded propagator
defined in (5.130) (in our metric k0 = k0)

GR(k0,k) = lim
η→0+

1

k20 − E2
k + ik0η

. (6.138)

This has the imaginary part given by

ImGR(k0,k) = −πǫ(k0)δ(k20 − E2
k)

= − π

2Ek
[δ(k0 − Ek)− δ(k0 + Ek)] . (6.139)
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We note that the imaginary part, in this case, satisfies (6.136). Fur-
thermore, it vanishes for large values of k0 and, therefore, we expect
(6.131) to hold in this case. Explicitly we note that

lim
ǫ→0+

1

π

∞∫

−∞

dk′0
ImGR(k′0,k)
k′0 − k0 − iǫ

= lim
ǫ→0+

− π

2πEk

∫
dk′0

1

k′0 − k0 − iǫ
[
δ(k′0 − Ek)− δ(k′0 + Ek)

]

= lim
ǫ→0+

− 1

2Ek

[
1

Ek − k0 − iǫ
− 1

−Ek − k0 − iǫ

]

= lim
ǫ→0+

1

(k0 + iǫ)2 − E2
k

= lim
η→0+

1

k20 − E2
k + ik0η

, (6.140)

where we have used the fact that ǫ is infinitesimal and have identified,
as in (5.131), η = 2ǫ. Equation (6.140) can be compared with the
dispersion relation in (6.131).
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Chapter 7

Complex scalar field theory

7.1 Quantization

The natural field theoretic example to consider next is that of a free
Klein-Gordon field theory where the field operator is not Hermitian.
In this case, the dynamical equations take the forms

(
∂µ∂

µ +m2
)
φ(x) = 0,

(
∂µ∂

µ +m2
)
φ†(x) = 0, φ†(x) 6= φ(x). (7.1)

Therefore, there are now two distinct equations. The physical mean-
ing of this system can be understood by noting that we can express
the complex field operator in terms of two real (Hermitian) field op-
erators as

φ(x) =
1√
2
(φ1(x) + iφ2(x)) ,

φ†(x) =
1√
2
(φ1(x)− iφ2(x)) , (7.2)

where φ1(x) and φ2(x) are two distinct, spin zero (scalar) fields which
are Hermitian. The relations in (7.2) can be inverted to give

φ1(x) =
1√
2

(
φ(x) + φ†(x)

)
,

φ2(x) = −
i√
2

(
φ(x)− φ†(x)

)
. (7.3)

259
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It follows now that we can express the dynamical equations in (7.1)
in terms of the real field variables as

(
∂µ∂

µ +m2
)
φ1(x) = 0,

(
∂µ∂

µ +m2
)
φ2(x) = 0. (7.4)

Namely, such a system equivalently describes two free, independent
spin zero Klein-Gordon fields (and, therefore, two distinct particles)
with degenerate mass.

Therefore, we can think of the complex Klein-Gordon field the-
ory as describing two independent field degrees of freedom – either
in terms of φ1(x) and φ2(x) or through φ(x) and φ†(x) – each of
which is treated as an independent variable. The Lagrangian den-
sity which will give the dynamical equations in (7.1) or (7.4) as the
Euler-Lagrange equations is easily determined to be

L =
1

2
∂µφ1∂

µφ1 −
m2

2
φ 2
1 +

1

2
∂µφ2∂

µφ2 −
m2

2
φ 2
2

=
1

2
∂µ (φ1 − iφ2) ∂µ (φ1 + iφ2)−

m2

2
(φ1 − iφ2) (φ1 + iφ2)

= ∂µφ
†∂µφ−m2φ†φ, (7.5)

and is manifestly Hermitian. (Note that we have not worried about
the order of the factors in cross terms in (7.5) because distinct degrees
of freedom are expected to commute.)

We can quantize this theory in one of the two equivalent ways. If
we treat φ1(x) and φ2(x) as the independent variables, then we can
define the momenta conjugate to the two field operators as

Πi(x) =
∂L

∂φ̇i(x)
= φ̇i(x), i = 1, 2. (7.6)

Consequently, the equal time canonical commutation relations follow
to be

[φi(x), φj(y)]x0=y0 = 0 = [Πi(x),Πj(y)]x0=y0 ,

[φi(x),Πj(y)]x0=y0 = iδijδ
3(x− y). (7.7)
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In this case, the Hamiltonian density is obtained in a straightforward
manner to be of the form

H =

2∑

i=1

(
Πiφ̇i

)
− L

= Π2
1 +Π2

2 −
1

2
Π2

1 +
1

2
∇φ1 ·∇φ1 +

m2

2
φ21

− 1

2
Π2

2 +
1

2
∇φ2 ·∇φ2 +

m2

2
φ22

=
1

2
Π2

1 +
1

2
∇φ1 ·∇φ1 +

m2

2
φ21

+
1

2
Π2

2 +
1

2
∇φ2 ·∇φ2 +

m2

2
φ22

=

2∑

i=1

(
1

2
Π2
i +

1

2
∇φi ·∇φi +

m2

2
φ2i

)
, (7.8)

where we have used the identification in (7.6). We see that the
Hamiltonian density of the free complex scalar field theory is simply
the sum of the Hamiltonian densities for two non-interacting real
Klein-Gordon field theories with degenerate mass and

H =

∫
d3xH. (7.9)

Alternatively, if we treat φ(x) and φ†(x) as the independent dy-
namical variables, then we can define the momenta conjugate to the
field operators from (7.5) to be

Π(x) =
∂L

∂φ̇†(x)
= φ̇(x)

=
1√
2

(
φ̇1(x) + iφ̇2(x)

)
=

1√
2
(Π1(x) + iΠ2(x)) ,
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Π†(x) =
∂L
∂φ̇(x)

= φ̇†(x)

=
1√
2

(
φ̇1(x)− iφ̇2(x)

)
=

1√
2
(Π1(x)− iΠ2(x)). (7.10)

As a result, the equal time canonical commutation relations, in this
case, take the forms (we do not write the equal time condition ex-
plicitly for simplicity, although it is to be understood that x0 = y0

in all of the relations in (7.11))

[φ(x), φ(y)] =
[
φ(x), φ†(y)

]
=
[
φ†(x), φ†(y)

]
= 0,

[Π(x),Π(y)] =
[
Π(x),Π†(y)

]
=
[
Π†(x),Π†(y)

]
= 0,

[
φ(x),Π†(y)

]
=
[
φ†(x),Π(y)

]
= iδ3(x− y), (7.11)

which are consistent with (7.7). Furthermore, using (7.5) and (7.10),
we can derive the Hamiltonian density in this formulation to have
the form

H = Πφ̇† +Π†φ̇− L

= ΠΠ† +Π†Π− φ̇†φ̇+ ∇φ† ·∇φ+m2φ†φ

= 2Π†Π−Π†Π+∇φ† ·∇φ+m2φ†φ

= Π†Π+∇φ† ·∇φ+m2φ†φ, (7.12)

which can be compared with (7.8) and

H =

∫
d3xH. (7.13)

Note that the Hamiltonian, in this case, is manifestly Hermitian as
it should be even though the dynamical variables are not.

7.2 Field decomposition

As in the case of the Hermitian (real) Klein-Gordon field, we can
expand the field φ(x) in the basis of plane wave solutions of the
Klein-Gordon equation (see (5.57)), in the present case, in the form
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φi(x) =

∫
d3k√

(2π)32k0

(
e−ik·x ai(k) + eik·x a†i (k)

)
, i = 1, 2,

(7.14)

with k0 = Ek =
√
k2 +m2 > 0. As before, ai(k) and a†i (k), with

i = 1, 2, can then be interpreted as the annihilation and the creation
operators for the two kinds of quanta associated with the fields φi(x).
The commutation relations between these creation and annihilation
operators can then be obtained from the canonical quantization re-
lations to be (see (5.67))

[
ai(k), aj(k

′)
]
= 0 =

[
a†i (k), a

†
j(k

′)
]
,

[
ai(k), a

†
j(k

′)
]
= δijδ

3(k − k′). (7.15)

Given the decomposition in (7.14), it is clear that the field oper-
ators φ(x) and φ†(x) can also be expanded in the plane wave basis
as (see (7.2))

φ(x) =
1√
2
(φ1(x) + iφ2(x))

=
1√
2

∫
d3k√

(2π)32k0

[
e−ik·x (a1(k) + ia2(k))

+eik·x
(
a†1(k) + ia†2(k)

)]

=

∫
d3k√

(2π)32k0

(
e−ik·x a(k) + eik·x b†(k)

)
,

φ†(x) =
∫

d3k√
(2π)32k0

(
e−ik·x b(k) + eik·x a†(k)

)
, (7.16)

where we have defined

a(k) =
1√
2
(a1(k) + ia2(k)) ,

b(k) =
1√
2
(a1(k)− ia2(k)) , (7.17)
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which correspond to the annihilation operators associated with the
quanta for the two fields φ(x) and φ†(x) respectively.

The commutation relations between the a(k), b(k), a†(k) and
b†(k) can now be obtained from (7.15) and the definition in (7.17)
(or directly from (7.11) and (7.16)) and take the form

[
a(k), a(k′)

]
=
[
b(k), b(k′)

]
=
[
a(k), b(k′)

]
= 0,

[
a†(k), a†(k′)

]
=
[
a†(k), b†(k′)

]
=
[
b†(k), b†(k′)

]
= 0,

[
a(k), b†(k′)

]
=
[
b(k), a†(k′)

]
= 0,

[
a(k), a†(k′)

]
=
[
b(k), b†(k′)

]
= δ3(k − k′). (7.18)

The Hamiltonian for the system (see (7.8) or (7.12)) can be writ-
ten, in terms of the creation and the annihilation operators, in two
equivalent ways as

H =

∫
d3xH

=

∫
d3k

Ek
2

(
a†1(k)a1(k) + a1(k)a

†
1(k)

+ a†2(k)a2(k) + a2(k)a
†
2(k)

)

=

∫
d3k

Ek
2

(
a†(k)a(k) + a(k)a†(k)

+ b†(k)b(k) + b(k)b†(k)
)
. (7.19)

If we normal order the Hamiltonian in (7.19) with respect to the a(k)
and b(k) operators, we can write

: H : =

∫
d3k Ek

(
a†(k)a(k) + b†(k)b(k)

)
. (7.20)

(We can equivalently normal order the Hamiltonian (7.19) with re-
spect to the ai(k) operators and in that case the Hamiltonian would
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be a sum of two Klein-Gordon Hamiltonians that we have already
studied in chapter 5.)

The vacuum state for the Hamiltonian in (7.20) can be defined
to be the lowest energy state annihilated by both a(k) and b(k).
Namely,

a(k)|0〉 = 0 = b(k)|0〉 = 〈0|a†(k) = 〈0|b†(k), H|0〉 = 0.

(7.21)

However, there will now be two distinct one particle states degenerate
in mass (and, therefore, energy) given by

|k〉 = a†(k)|0〉,

|k̃〉 = b†(k)|0〉. (7.22)

Similarly, we can also construct higher order states which will also
show a degeneracy that was not present in the case of a real Klein-
Gordon theory studied in chapter 5. The degeneracy can be under-
stood as follows.

7.3 Charge operator

To understand the physical meaning of the two distinct and degen-
erate one particle states, let us analyze the symmetry properties of
this system. After all, as we know from our studies in non-relativistic
quantum mechanics, degeneracies arise when there is a symmetry
present in the system under study. The theory is, of course, man-
ifestly Lorentz invariant and translation invariant, as was also the
case for a real Klein-Gordon theory. However, in the present case,
there is, in addition, an internal symmetry associated with the sys-
tem. Namely, under the transformation

φ(x)→ φ′(x) = e−iθφ(x),

φ†(x)→ φ′ †(x) = φ†(x) eiθ , (7.23)

where θ is a real constant parameter of transformation (a global
transformation), as we will see shortly, the theory is invariant. Such
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a transformation is not a space-time symmetry transformation since
the space-time coordinates are not changed by this transformation.
Rather, such a transformation is known as an internal symmetry
transformation (it simply changes the phase of the field). Infinitesi-
mally (θ = ǫ = infinitesimal), the transformation in (7.23) takes the
form

δφ(x) = φ′(x)− φ(x) = −iǫφ(x),

δφ†(x) = φ′ †(x)− φ†(x) = iǫφ†(x), (7.24)

where ǫ denotes the infinitesimal constant parameter of transforma-
tion.

We note that under the global phase transformation (7.23) (or
the infinitesimal form of it in (7.24)), the change in the Lagrangian
density (see (6.8)) is given by

L
(
φ′(x), ∂µφ

′(x), φ′ †(x), ∂µφ
′ †(x)

)

−L
(
φ(x), ∂µφ(x), φ

†(x), ∂µφ
†(x)

)

= ∂µφ
′ †∂µφ′ −m2φ′ †φ′ − ∂µφ†∂µφ+m2φ†φ

= ∂µφ
†eiθe−iθ∂µφ−m2φ†eiθe−iθφ− ∂µφ†∂µφ+m2φ†φ

= 0. (7.25)

The derivatives do not act on the exponentials since θ is a constant
parameter (independent of space-time coordinates). Thus, in this
case, the Lagrangian density (7.5) is invariant under the global phase
transformation in (7.23) (or the infinitesimal form (7.24)) showing
that it is a symmetry of the system and, from (7.25), we have (see
(6.21))

Kµ = 0. (7.26)

On the other hand, for infinitesimal transformations in (7.24), we
have (see (6.13))
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δφ
∂L
∂∂µφ

+ δφ†
∂L

∂∂µφ†

= −iǫφ(x)∂µφ†(x) + iǫφ†(x)∂µφ(x)

= iǫ
(
φ†(x)∂µφ(x)− φ(x)∂µφ†(x)

)

= iǫ
(
φ†(x)∂µφ(x)− (∂µφ†(x))φ(x)

)

= iǫφ†(x)
←→
∂µφ(x). (7.27)

(Note here that classically the order of the factors is not important.
Even in a quantum theory, as we have seen, under normal ordering
the order of factors does not matter (for a bosonic theory). Of course,
we normal order all observables such as currents and charges and,
therefore, we have freely rearranged the order of factors in (7.27).)

Therefore, we can define the Nöther current associated with this
symmetry to be (see (6.13))

Jµǫ = δφ
∂L
∂∂µφ

+ δφ†
∂L

∂∂µφ†
−Kµ = iǫφ†(x)

←→
∂µφ(x), (7.28)

and the parameter independent current follows to be

Jµ = iφ†(x)
←→
∂µφ(x). (7.29)

This is a vector current since the parameter of transformation is
a scalar. (In fact, this is the probability current density (up to a
normalization) which we had studied in the first quantized theory.
But here it is an operator.) Furthermore, the current can be easily
checked to be conserved using the equations of motion in (7.1)

∂µJ
µ(x) = 0. (7.30)

Using the field decomposition (7.16), we can show that the associated
conserved charge of the theory can be written in terms of the creation
and annihilation operators as
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Q =

∫
d3xJ0(x) = i

∫
d3xφ†(x)

←→
∂0φ(x)

= i

∫
d3x

(
φ†(x)φ̇(x) − φ̇†(x)φ(x)

)

=

∫
d3k

(
a†(k)a(k) − b(k)b†(k)

)
. (7.31)

If we normal order, the charge operator takes the form

: Q : =

∫
d3k

(
a†(k)a(k) − b†(k)b(k)

)
. (7.32)

Since this charge operator is associated with a global phase trans-
formation of the kind associated with electromagnetic interactions
(namely, a U(1) phase transformation) we can identify this operator
as the electric charge operator. We note that the normal ordered
charge operator (7.32) annihilates the vacuum,

Q|0〉 =
∫

d3k
(
a†(k)a(k) − b†(k)b(k)

)
|0〉 = 0, (7.33)

so that the vacuum does not carry any charge. Here, we are suppress-
ing the normal ordering symbol for simplicity with the understanding
that the charge operator has the normal ordered form in (7.32). Act-
ing on the first of the two one particle states in (7.22), the charge
operator gives

Q|k〉 =
∫

d3k′
(
a†(k′)a(k′)− b†(k′)b(k′)

)
a†(k)|0〉

=

∫
d3k′a†(k′)a(k′)a†(k)|0〉

=

∫
d3k′ a†(k′)

([
a(k′), a†(k)

]
+ a†(k)a(k′)

)
|0〉

=

∫
d3k′a†(k′)δ3(k′ − k)|0〉 = a†(k)|0〉 = |k〉. (7.34)
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In other words, the one particle state |k〉 is an eigenstate of the charge
operator with eigenvalue (+1). In contrast, acting on the second one
particle state in (7.22), the charge operator leads to

Q|k̃〉 =
∫

d3k′
(
a†(k′)a(k′)− b†(k′)b(k′)

)
b†(k)|0〉

= −
∫

d3k′ b†(k′)b(k′)b†(k)|0〉

= −
∫

d3k′ b†(k′)
([
b(k′), b†(k)

]
+ b†(k)b(k′)

)
|0〉

= −
∫

d3k′ b†(k′)δ3(k′ − k)|0〉 = −b†(k)|0〉

= −|k̃〉. (7.35)

Namely, the second one particle state of the theory |k̃〉 is also an
eigenstate of the charge operator but with the (opposite) eigenvalue
(−1).

The meaning of the two one particle states is now clear. They
describe two distinct particles with degenerate mass but with exactly
opposite electric charge. These are, of course, the particle and the
anti-particle states – but both of them now correspond to positive
energy states (unlike in the first quantized theory). Therefore, the
second quantized theory leads to a much more satisfactory (symmet-
ric) description of particles and anti-particles. The vacuum in this
bosonic theory, in particular, contains no particle and this should
be contrasted with the definition of the Dirac vacuum discussed in
section 2.5. Furthermore, from the form of the Hamiltonian (7.20)

H =

∫
d3k Ek

(
a†(k)a(k) + b†(k)b(k)

)
, (7.36)

we note that it is invariant under the discrete transformation

a(k)↔ b(k). (7.37)

That is, the second quantized description is symmetric under the
interchange of particles and anti-particles. This transformation is
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otherwise known as the charge conjugation symmetry which we will
study in a later chapter. Thus, to conclude this section, we note that
the complex Klein-Gordon field theory describes spin zero particles
carrying electric charge while the real Klein-Gordon field theory de-
scribes charge neutral spin zero particles.

7.4 Green’s functions

In chapter 6 we have already seen that the Feynman Green’s func-
tions play the most important role in the calculations of the S-matrix
elements in a quantum field theory. Therefore, in this section, we will
construct only the Feynman Green’s function for the complex Klein-
Gordon field theory. Since we have already constructed the Feynman
Green’s function for the real Klein-Gordon field theory in (5.147), let
us discuss the Feynman Green’s function in the basis of the complex
φ(x) and φ†(x) fields.

We note from (6.108) that the Feynman Green’s function can be
related to the vacuum expectation value of the time ordered product
of two field operators. Using the field decomposition in (7.16) as well
as the commutation relations in (7.18) we now obtain

〈0|φ(x)φ(y)|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

〈0|
(
e−ik·xa(k) + eik·xb†(k)

)

×
(
e−ik

′·ya(k′) + eik
′·yb†(k′)

)
|0〉

= 0,

〈0|φ†(x)φ†(y)|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

〈0|
(
e−ik·xb(k) + eik·xa†(k)

)

×
(
e−ik

′·yb(k′) + eik
′·ya†(k′)

)
|0〉

= 0,

〈0|φ(x)φ†(y)|0〉
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=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

〈0|
(
e−ik·xa(k) + eik·xb†(k)

)

×
(
e−ik

′·yb(k′) + eik
′·ya†(k′)

)
|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

e−ik·x+ik
′·y〈0|a(k)a†(k′)|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

e−ik·x+ik
′·yδ3(k − k′)

=

∫
d3k

(2π)32k0
e−ik·(x−y)

= −iG(+)(x− y),

〈0|φ†(y)φ(x)|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

〈0|
(
e−ik·yb(k) + eik·ya†(k)

)

×
(
e−ik

′·xa(k′) + eik
′·xb†(k′)

)
|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

e−ik·y+ik
′·x〈0|b(k)b†(k′)|0〉

=

∫∫
d3kd3k′

2(2π)3
√
k0k′ 0

eik
′·x−ik·yδ3(k − k′)

=

∫
d3k

(2π)32k0
eik·(x−y)

= iG(−)(x− y). (7.38)

Here we have used (7.21) as well as the definitions of the positive
and negative energy Green’s functions in (5.144) and (5.146).

Given the relations in (7.38), it now follows that

〈0|T (φ(x)φ(y))|0〉

= θ(x0 − y0)〈0|φ(x)φ(y)|0〉 + θ(y0 − x0)〈0|φ(y)φ(x)|0〉
= 0,
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〈0|T (φ†(x)φ†(y))|0〉

= θ(x0 − y0)〈0|φ†(x)φ†(y)|0〉+ θ(y0 − x0)〈0|φ†(y)φ†(x)|0〉
= 0. (7.39)

On the other hand, we have

〈0|T (φ(x)φ†(y))|0〉

= θ(x0 − y0)〈0|φ(x)φ†(y)|0〉 + θ(y0 − x0)〈0|φ†(y)φ(x)|0〉

= −iθ(x0 − y0)G(+)(x− y) + iθ(y0 − x0)G(−)(x− y)
= iGF (x− y),

〈0|T (φ†(x)φ(y))|0〉 = 〈0|T (φ(y)φ†(x))|0〉
= iGF (y − x) = iGF (x− y). (7.40)

Here we have used the definition of the Feynman Green’s function in
(5.147) as well as the fact that it is an even function. Thus, we see
that in this case, there is only one independent (nontrivial) Feynman
Green’s function that is related to the vacuum expectation value of
the time ordered product of φ(x)φ†(y).

7.5 Spontaneous symmetry breaking and the Goldstone theorem

We can introduce interactions into the complex Klein-Gordon field
theory much the same way we did for the real Klein-Gordon field
theory. However, in this case we should look for interactions that
would preserve the internal global symmetry in (7.23). It is easy to
check that the Lagrangian density with the quartic interaction

L = ∂µφ
†∂µφ−m2φ†φ− λ

4
(φ†φ)2, λ > 0, (7.41)

describes the most general (renormalizable) self-interacting theory
for the complex Klein-Gordon field. Denoting φ1 = σ and φ2 = χ in
the definition in (7.2) (in order to be consistent with the standard
notation used in the discussion of spontaneous symmetry breaking
in the literature), namely, defining
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φ(x) =
1√
2
(σ(x) + iχ(x)) , (7.42)

we note that the Lagrangian density (7.41) can also be written as

L =
1

2
(∂µσ∂

µσ + ∂µχ∂
µχ)− m2

2

(
σ2 + χ2

)

− λ

16

(
σ2 + χ2

)2
. (7.43)

Namely, this describes the theory of two real Klein-Gordon fields
with quartic self-interactions and which are also interacting with each
other. The Lagrangian density (7.41) or (7.43) is invariant under
the global phase transformation (7.23) or the infinitesimal form in
(7.24). In the real basis of (7.42), the infinitesimal transformations
(7.24) can be shown to have the form

δσ(x) = ǫχ(x), δχ(x) = −ǫσ(x). (7.44)

The Hamiltonian for the interacting theory (7.41) has the form

H =

∫
d3x

[
Π†Π+∇φ† ·∇φ+m2φ†φ+

λ

4
(φ†φ)2

]
, (7.45)

and we note that, for constant field configurations, the minimum of
energy coincides with the minimum of the potential. (We note that
if the field φ is not constant, the other (kinetic energy) terms would
only add positively to the energy.)

V = m2φ†φ+
λ

4
(φ†φ)2

=
m2

2

(
σ2 + χ2

)
+

λ

16

(
σ2 + χ2

)2
. (7.46)

In general, the minimum of the potential is obtained by requiring

∂V

∂φ
= 0 =

∂V

∂φ†
,

or,
∂V

∂σ
= 0 =

∂V

∂χ
. (7.47)
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In the present case, since the potential in (7.46) is a sum of positive
terms, it is clear that the minimum occurs at (the subscript c is
supposed to denote a classical field, a concept that we do not get
into here but will discuss in a later chapter)

φc = φ†c = 0, or, equivalently σc = χc = 0. (7.48)

As we know from studies in classical mechanics, perturbation around
the minimum of the potential is stable. In quantum theory, this
translates to the fact that we can define the ground state of the
theory such that

φc = 〈0|φ(x)|0〉 = 0, φ†c = 〈0|φ†(x)|0〉 = 0,

or, σc = 〈0|σ(x)|0〉 = 0, χc = 〈0|χ(x)|0〉 = 0, (7.49)

and perturbation theory developed around such a vacuum would be
stable. We note from our discussion of the real Klein-Gordon theory
that the plane wave expansion for the field operator in (5.57) has
exactly this property (see (5.107)).

Let us next consider the same Lagrangian density for the complex
scalar field as in (7.41) except that we change the sign of the mass
term

L = ∂µφ
†∂µφ+m2φ†φ− λ

4
(φ†φ)2, λ > 0. (7.50)

In terms of the real fields σ and χ defined in (7.42), this Lagrangian
density takes the form

L =
1

2
(∂µσ∂

µσ + ∂µχ∂
µχ) +

m2

2

(
σ2 + χ2

)

− λ

16

(
σ2 + χ2

)2
. (7.51)

Both the Lagrangian densities in (7.50) and (7.51) are clearly invari-
ant under the global phase transformation in (7.23) (or (7.24) and
(7.44)). Changing the sign of the mass term does not change the
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symmetry behaviour of the action, but it does change the Hilbert
space structure of the theory in a very interesting way. To begin
with, let us note that in the absence of interaction (λ = 0), the
theory (7.41) would lead to the dynamical equation (compare with
(1.40) or (5.4))

(
�−m2

)
φ(x) = 0, (7.52)

corresponding to the Einstein relation

k2 = −m2,

or, k0 =
√

k2 −m2. (7.53)

This corresponds to a particle with an imaginary mass and has the
immediate consequence that the group velocity for the particle mo-
tion exceeds unity

∂k0

∂|k| =
|k|√

k2 −m2
> 1, for k2 −m2 > 0. (7.54)

Namely, in this case, the particle will travel faster than the speed of
light (recall that in our units, c = 1) leading to an acausal propa-
gation (and, therefore, a violation of causality). Such particles are
known as tachyons and a theory with tachyons, in general, has many
undesirable features.

Let us note that, for constant field configurations, the potential
of the theory (7.50) or (7.51) has the form

V = −m2φ†φ+
λ

4
(φ†φ)2

= −m
2

2

(
σ2 + χ2

)
+

λ

16

(
σ2 + χ2

)2
. (7.55)

The minimum of this potential is obtained from (7.48)
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∂V

∂σ
= −m2σ +

λ

4
σ
(
σ2 + χ2

)

= σ

(
−m2 +

λ

4

(
σ2 + χ2

))
= 0,

∂V

∂χ
= −m2χ+

λ

4
χ
(
σ2 + χ2

)

= χ

(
−m2 +

λ

4

(
σ2 + χ2

))
= 0. (7.56)

There now appear to be two sets of solutions to the equations in
(7.56), namely,

σc = 0 = χc, or, σ2c + χ2
c =

4m2

λ
. (7.57)

For the second of these solutions, for example, we can choose

σc = ±
2m√
λ
, χc = 0. (7.58)

To determine the true minimum, let us analyze the second derivatives
of the potential at the two extrema in (7.57) which lead to

∂2V

∂σ2

∣∣∣∣
σc=0=χc

=
∂2V

∂χ2

∣∣∣∣
σc=0=χc

= −m2,

∂2V

∂σ∂χ

∣∣∣∣
σc=0=χc

= 0, (7.59)

while

∂2V

∂σ2

∣∣∣∣
σc=± 2m√

λ
,χc=0

= −m2 +
3λ

4

(
4m2

λ

)
= 2m2,

∂2V

∂χ2

∣∣∣∣
σc=± 2m√

λ
,χc=0

= −m2 +
λ

4

(
4m2

λ

)
= 0,

∂2V

∂σ∂χ

∣∣∣∣
σc=± 2m√

λ
,χc=0

= 0. (7.60)
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In other words we note that out of the two solutions in (7.57), the
first corresponds to a local maximum. On the other hand, the second
solution in (7.57) is a true minimum and we conclude that the true
minimum of the potential occurs for

2φ†cφc = σ2c + χ2
c =

4m2

λ
. (7.61)

In fact, we note explicitly from the form of the potential in (7.55)
that

V (σc = χc = 0) = 0,

V ((σ2c + χ2
c) =

4m2

λ
) = −m

2

2

(
4m2

λ

)
+

λ

16

(
4m2

λ

)2

= −2m4

λ
+
m4

λ
= −m

4

λ
, (7.62)

so that the second solution, indeed, leads to a lower energy. All of
this is more easily seen from the graph of the potential in Fig. 7.1.

σ

V (σ, χ)

χ

− 2m√
λ

2m√
λ

V = 0

Figure 7.1: Potential leading to spontaneous breaking of symmetry.

There are several interesting things to note from this analysis.
First, we note that there is an infinity of minima (in the σ-χ field
space) of the potential given by the circle (7.61). Each point on this
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circle is related by the symmetry transformation (7.44). However,
the choice of any particular point on this circle as the minimum of
the potential to develop perturbation theory (or to build the quan-
tum theory) breaks the symmetry (7.44) spontaneously. In this case,
the action or the Hamiltonian of the theory is invariant under the
symmetry transformation, but the ground state is not. This has to be
contrasted with the case where an interaction term in the Hamilto-
nian can break the symmetry of a theory explicitly. In the quantum
theory, such a breaking (as in the present case) manifests in the fol-
lowing manner. We recall that any choice for the minimum of the
potential would translate into the properties of the vacuum state of
the quantum theory. Thus, for example, if we choose the minimum
in (7.61) to correspond to the point (in the σ-χ field space)

σc =
2m√
λ
, χc = 0, (7.63)

then, in the quantum theory this would imply (see (7.49))

〈0|σ(x)|0〉 = 2m√
λ
, 〈0|χ(x)|0〉 = 0. (7.64)

We recall that conserved charges are the generators of infinitesimal
symmetry transformations of the theory and generate the transfor-
mations through commutators. In this case, the infinitesimal trans-
formations in (7.44) can be written in terms of commutators with the
charge operator as (charge operator is the generator of infinitesimal
symmetry transformations)

δσ(x) = iǫ [Q,σ(x)] = ǫχ(x),

δχ(x) = iǫ [Q,χ(x)] = −ǫσ(x). (7.65)

From (7.64), it now follows that

〈0|δχ(x)|0〉 = iǫ〈0| [Q,χ(x)] |0〉

= −ǫ〈0|σ(x)|0〉 = −2m√
λ
ǫ, (7.66)
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which implies that

Q|0〉 6= 0. (7.67)

This explicitly shows that the vacuum state of the theory is not
invariant under the symmetry transformation, in this case, although
the Hamiltonian of the theory is, namely,

[Q,H] = 0. (7.68)

Since Q does not annihilate the vacuum of the present theory, let us
denote

Q|0〉 = |χ〉 (7.69)

It now follows from (7.68) and (7.69) that

[Q,H]|0〉 = 0,

or, (QH −HQ)|0〉 = 0,

or, HQ|0〉 = E0Q|0〉,
or, H|χ〉 = E0|χ〉, (7.70)

where we have denoted the energy of the vacuum |0〉 as E0 and this
derivation shows that the state |χ〉 defined in (7.69) is degenerate
with the vacuum state |0〉 in energy. Therefore, it is suggestive that
we can think of this state as another vacuum state in the theory.
The problem with this interpretation is that the state |χ〉 is not nor-
malizable. This can be easily seen from (7.31) and (7.69) as follows
(note that Q is Hermitian).

〈χ|χ〉 = 〈0|QQ|0〉

= 〈0|
∫

d3xJ0(x, t)Q|0〉

=

∫
d3x 〈0|eiP ·xJ0(0)e−iP ·xQ|0〉. (7.71)
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We have already seen that the Hamiltonian commutes with Q ex-
pressing the fact that it is independent of time. Since Q does not
depend on spatial coordinates, it follows that the momentum opera-
tor also commutes with Q and, therefore, we have

[Pµ, Q] = 0, (7.72)

and as a consequence, (7.72) leads to

〈χ|χ〉 =
∫

d3x 〈0|eiP ·xJ0(0)Qe−iP ·x|0〉

=

∫
d3x 〈0|J0(0)Q|0〉

= 〈0|J0(0)Q|0〉
∫

d3x −→∞, (7.73)

where we have used the property of the ground state

Pµ|0〉 = 0. (7.74)

In other words, the state |χ〉 is not normalizeable and hence cannot
be thought of as another vacuum. This analysis also shows that the
finite transformation operator

U(θ) = eiθQ, (7.75)

does not act unitarily on the Hilbert space. In fact, it is straightfor-
ward to show that the charge Q does not exist when there is sponta-
neous breakdown of the symmetry and the formally unitary operator
in (7.75) takes a state out of the Hilbert space. The field whose vari-
ation (under the infinitesimal symmetry transformation) develops a
nonzero vacuum expectation value is conventionally known as the
Goldstone field (Nambu-Goldstone boson in the case of spontaneous
breakdown of a bosonic symmetry) and in this case we see from (7.66)
that χ(x) corresponds to the Nambu-Goldstone boson of the theory.

The second interesting observation that follows from the analysis
in (7.60) is as follows. We note that the second derivatives of the
potential (with respect to field variables) give the mass (squared)
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parameters for the field operators (particles) in a theory and (7.60)
shows that in this case of spontaneous breakdown of the symmetry,
one of the fields has become massive with a mass

√
2m while the other

is massless (in spite of the fact that the free theory had tachyons (see
(7.53) and (7.54)). We note from Fig. 7.1 that the massless mode
would correspond to oscillations along the valley of minima while the
massive mode would represent the orthogonal oscillations. We can
see this quantitatively in the quantum theory as follows. With the
choice of the solutions for the minima as in (7.64)

〈σ〉 = 〈0|σ(x)|0〉 = 2m√
λ
, 〈χ〉 = 〈0|χ(x)|0〉 = 0, (7.76)

we can shift the field variables as (in classical mechanics this cor-
responds to analyzing small oscillations around the minimum of a
potential)

σ(x)→ σ(x) + 〈σ〉 = σ(x) +
2m√
λ
,

χ(x)→ χ(x) + 〈χ〉 = χ(x), (7.77)

so that the shifted fields have vanishing vacuum expectation values
(vevs)

〈0|σ(x)|0〉 = 0 = 〈0|χ(x)|0〉. (7.78)

(Explicitly, the shift in (7.77), say for the first term, is given by
σ(x) = σ′(x) + 〈σ〉 with the later identification σ′(x) = σ(x) as the
dynamical variable.)

Under the shift (7.77), the Lagrangian density in (7.51) becomes

L =
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ+
m2

2

((
σ +

2m√
λ

)2

+ χ2

)

− λ

16

((
σ +

2m√
λ

)2

+ χ2

)2
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=
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ+
m2

2

(
σ2 + χ2 +

4m√
λ
σ +

4m2

λ

)

− λ

16

(
σ2 + χ2 +

4m√
λ
σ +

4m2

λ

)2

=
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ+
m2

2

(
σ2 + χ2 +

4m√
λ
σ +

4m2

λ

)

− λ

16

(
(σ2 + χ2)2 +

16m2

λ
σ2 +

16m4

λ2
+

8m√
λ
σ(σ2 + χ2)

+
8m2

λ
(σ2 + χ2) +

32m3

√
λ3

σ

)

=
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ−m2σ2 +
m4

λ

− m
√
λ

2
σ(σ2 + χ2)− λ

16
(σ2 + χ2)2. (7.79)

This shows explicitly that when perturbed around the true minimum,
one of the scalar fields (in this case χ(x)) becomes massless while the
other scalar field (in this case σ(x)) is massive with a non-tachyonic
mass

√
2m. The massless boson is known as the Nambu-Goldstone

boson (this is the one whose field variation picks up a nonvanishing
vacuum expectation value as shown in (7.66)). This leads to a general
theorem known as the Goldstone theorem which says that if in a
manifestly Lorentz invariant theory with a positive definite metric
Hilbert space, a continuous symmetry is spontaneously broken, then
there must appear massless excitations.

We are, of course, aware of this phenomenon (known as the spon-
taneous symmetry breaking phenomenon) from studies in other areas
of physics. For example, if we look at the Hamiltonian describing a
magnet (for example, in the case of the Ising model), the Hamiltonian
is invariant under rotations,

H = −g
∑

i

si · si+1, (7.80)

where the negative sign in the Hamiltonian (g > 0) is for ferromag-
nets. The ground state of the theory is clearly the state (spin con-
figuration) where all the spins are aligned. (For example, there are
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two such vacuum configurations allowed in one dimension, namely,
when the spins are all pointing up or down.) However, it is clear
that once we have chosen a particular ground state (vacuum) where
all the spins are pointing in a given direction, we have effectively
chosen a definite orientation in the physical space. Consequently
the rotational symmetry is spontaneously broken. The analogue of
the massless Nambu-Goldstone bosons in this case correspond to the
long range correlations associated with the spin waves.

The Goldstone theorem is interesting in the sense that it can pro-
vide a possible reason for the existence of massless spin zero bosons
if they are found in nature. Unfortunately, we do not observe any
massless spin 0 bosons in nature. (The π meson which is the lightest
among the spin zero bosons has a mass mπ ∼ 140 MeV.)

7.6 Electromagnetic coupling

It is clear from our discussions so far that the complex Klein-Gordon
field theory describes spin zero charged particles whereas the real
Klein-Gordon field theory describes spin zero charge neutral parti-
cles. Given the complex Klein-Gordon field theory, we can ask how
such a system can be coupled to a background electromagnetic field.
The prescription is again through the minimal coupling discussed in
(1.53),

∂µ → ∂µ + ieAµ, (7.81)

where “e” denotes the charge carried by the particle. Thus, the La-
grangian density describing the interaction of charged spin zero fields
with a background electromagnetic field (see, for example, (7.41)) is
given by

L = ∂µφ
†∂µφ−m2φ†φ− λ

4
(φ†φ)2

→ ((∂µ + ieAµ)φ)
† (∂µ + ieAµ)φ−m2φ†φ− λ

4
(φ†φ)2

= (∂µ − ieAµ)φ† (∂µ + ieAµ)φ−m2φ†φ− λ

4
(φ†φ)2

= (Dµφ)
† (Dµφ)−m2φ†φ− λ

4
(φ†φ)2. (7.82)
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The modified derivative Dµ introduced in (7.82)

Dµφ = ∂µφ+ ieAµφ, (7.83)

is known as the covariant derivative since it transforms covariantly
under a local phase transformation (or equivalently under a gauge
transformation) as we will see shortly.

As we can verify readily, the Lagrangian density (7.82) is invari-
ant under a local (U(1)) phase transformation of the form

φ(x)→ φ′(x) = e−iθ(x)φ(x),

φ†(x)→ φ′ †(x) = φ†(x)eiθ(x),

Aµ(x)→ A′
µ(x) = Aµ(x) +

1

e
∂µθ(x), (7.84)

where the parameter of transformation θ(x) is now a local function
of space-time coordinates (unlike in (7.23)). In fact, note that under
this transformation,

Dµφ(x)→ D′
µφ

′(x)

=
(
∂µ + ieA′

µ(x)
)
φ′(x)

=

(
∂µ + ie

(
Aµ(x) +

1

e
(∂µθ(x))

))
e−iθ(x)φ(x)

= e−iθ(x) (−i(∂µθ(x)) + ∂µ + ieAµ(x) + i(∂µθ(x)))φ(x)

= e−iθ(x) (∂µ + ieAµ(x))φ(x) = e−iθ(x)Dµφ(x). (7.85)

In other words, the covariant derivative acting on a field transforms
exactly like the field itself (covariantly) under such a transforma-
tion (see (7.84)). (In contrast, note that ∂µφ(x) does not transform
covariantly.) It follows from this observation that under the local
transformation (7.84)
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L(φ(x), φ†(x), Aµ(x))→ L(φ′(x), φ′ †(x), A′
µ(x))

=
(
D′
µφ

′(x)
)† (

D′µφ′(x)
)
−m2φ′ †(x)φ′(x)− λ

4
(φ′ †φ′)2

= (Dµφ(x))
† eiθ(x)e−iθ(x)Dµφ(x)−m2φ†(x)eiθ(x)e−iθ(x)φ(x)

− λ

4
(φ†eiθ(x)e−iθ(x)φ)2

= (Dµφ(x))
† (Dµφ(x))−m2φ†(x)φ(x) − λ

4
(φ†φ)2

= L
(
φ, φ†, Aµ

)
. (7.86)

Consequently, the self-interacting theory described by (7.82), which
is obtained by minimally coupling the complex scalar field to the
electromagnetic field, is invariant under the local phase transforma-
tion (7.84). Local phase transformations are commonly known as
gauge transformations and we note that, unlike the global phase
invariance in (7.23), the local phase invariance (7.84) requires an ad-
ditional field (Aµ). This is a very general feature in a quantum field
theory, namely, invariance under a local transformation necessarily
requires additional fields known as gauge fields. Of course, the elec-
tromagnetic field in the present discussion has no dynamics (it is a
background field and not a dynamical field) which we will develop in
chapter 9.
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Chapter 8

Dirac field theory

8.1 Pauli exclusion principle

So far we have discussed field theories which describe bosonic spin
zero particles. In trying to go beyond and study the theory of
spin 1

2 fields, we note that spin 1
2 particles such as electrons are

fermions. Unlike bosonic particles, fermions obey Pauli exclusion
principle which simply says that there can at the most be one fermion
in a given state. (There can be more fermions only if they are non-
identical.) Thus, in dealing with such systems, we have to find a
mechanism for incorporating the Pauli principle into our theory.

Let us consider an oscillator described by the annihilation and
the creation operators aF and a†F respectively. The number operator
for the system is given as usual by

NF = a†FaF . (8.1)

It is easy to show that we can assign Fermi-Dirac statistics to such
an oscillator (and, therefore, incorporate the Pauli principle) by re-
quiring that the creation and the annihilation operators satisfy anti-
commutation relations as opposed to the conventional commutation
relations for the bosonic oscillator. For example, if we require

[aF , aF ]+ = a2F + a2F = 0,

[
a†F , a

†
F

]
+
=
(
a†F
)2

+
(
a†F
)2

= 0,

[
aF , a

†
F

]
+
= aFa

†
F + a†FaF = 1, (8.2)

287
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then, we obtain

N2
F = a†FaFa

†
FaF

= a†F
([
aF , a

†
F

]
+
− a†FaF

)
aF

= a†F
(
1− a†FaF

)
aF = a†FaF = NF . (8.3)

In other words, the anti-commutation relations in (8.2) automatically
lead to

NF (NF − 1) = 0, (8.4)

which shows that the eigenvalues of the number operator, in such a
theory, can only be

nF = 0, 1. (8.5)

This is, of course, what the Pauli exclusion principle would say.
Namely, there can be at the most one particle (quantum) in a given
state. In fact, if this system is analyzed in more detail, it leads to the
fact that with the anti-commutation relations, the wave function of
the system will have the necessary antisymmetry property character-
istic of fermions. It is clear, therefore, that in dealing with fermionic
field operators, we will be naturally dealing with anti-commuting
variables (these variables are commonly known as Grassmann vari-
ables) and anti-commutation relations.

8.2 Quantization of the Dirac field

As we have seen in (1.96), the Dirac equation for a massive spin 1
2

particle, has the form

(iγµ∂µ −m)ψ = 0, (8.6)

where ψα(x), α = 1, 2, 3, 4, is a four component complex spinor func-
tion. This equation is manifestly Lorentz covariant and the adjoint
equation has the form

ψ
(
iγµ
←−
∂µ +m

)
= 0, (8.7)



July 13, 2020 8:54 book-9x6 11845-main page 289

8.2 Quantization of the Dirac field 289

where the adjoint spinor is defined to be (see also (2.41))

ψ(x) = ψ†(x)γ0. (8.8)

In trying to second quantize the Dirac equation (theory), we note
that we can treat ψ(x) and ψ(x) as independent field operators as
in the case of the complex Klein-Gordon field theory. However, as
we have seen in chapter 3 as well as in chapter 4, in this case, the
Dirac field operators are expected to belong to the (reducible) spin 1

2
representation of the Lorentz group (see (4.61)) describing fermionic
particles and, consequently, need to be treated as anti-commuting
field operators.

In dealing with the Dirac field theory, we would like to decide on
a Lorentz invariant Lagrangian density which would give rise to the
two Dirac equations (8.6) and (8.7) as the Euler-Lagrange equations.
Clearly, the Lagrangian density of the form

L = ψ (iγµ∂µ −m)ψ = iψ∂/ψ −mψψ, (8.9)

is manifestly Lorentz invariant (recall the transformation of the Dirac
bilinears under a Lorentz transformation discussed in section 3.3).
In deriving the Euler-Lagrange equations, however, let us note that
since ψ and ψ are anti-commuting (Grassmann) variables, we have to
be careful about signs that may arise in taking derivative operators
(with respect to these variables) past other Grassmann variables.
In general, we will always use the convention of taking fermionic
(Grassmann) derivatives from the left. With this, the Euler-Lagrange
equations following from the Lagrangian density (8.9) give

∂L
∂ψ
− ∂µ

∂L
∂∂µψ

= (iγµ∂µ −m)ψ = 0,

∂L
∂ψ
− ∂µ

∂L
∂∂µψ

= mψ − ∂µ(−iψγµ) = ψ
(
iγµ
←−
∂µ +m

)
,

= ψ
(
iγµ
←−
∂µ +m

)
= 0, (8.10)

which are exactly the two Dirac equations (8.6) and (8.7) that we
are interested in.
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Even though the Lagrangian density (8.9) is Lorentz invariant
and gives the two Dirac equations as the Euler-Lagrange equations,
it is not Hermitian. In fact, note that

L† =
(
ψ (iγµ∂µ −m)ψ

)†

= ψ†(− iγµ †←−∂µ −m
)
ψ

†

= ψ†(− iγµ †←−∂µ −m
)
γ0ψ

= ψ
(
− iγµ←−∂µ −m

)
ψ

= ψ (iγµ∂µ −m)ψ − i∂µ
(
ψγµψ

)

6= L, (8.11)

where we have used (2.84), (8.8) as well as the fact that γ0 is Hermi-
tian. It is worth noting here that even though the Lagragian density
(8.9) is not Hermitian, the action associated with it is, since the total
divergence in (8.11) does not contribute to the action. An alternate
Lagrangian density which is Lorentz invariant, Hermitian and which
can also be checked to give the two Dirac equations as the Euler-
Lagrange equations has the form

L′ = 1

2
ψ (iγµ∂µ −m)ψ − 1

2
ψ
(
iγµ
←−
∂µ +m

)
ψ. (8.12)

However, we note that the Lagrangian density in (8.12) differs from
L in (8.9) only by a total divergence. Namely,

L′ = 1

2
ψ (iγµ∂µ −m)ψ − 1

2
∂µ
(
iψγµψ

)
+

1

2
ψ (iγµ∂µ −m)ψ

= ψ (iγµ∂µ −m)ψ − i

2
∂µ
(
ψγµψ

)

= L − i

2
∂µ
(
ψγµψ

)
. (8.13)

For this reason as well as for simplicity, we use L in (8.9) to describe
the dynamics of the system. However, in the presence of gravita-
tion, it is more appropriate to use the Lagrangian density in (8.12)
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which naturally leads to a symmetric stress tensor (see (6.27)) for
the theory.

If we work with the Lagrangian density (8.9) to describe the
Dirac theory (equations), we can define momenta conjugate to the
field variables ψ and ψ as (we would be careful with taking derivatives
from the left which is our convention for fermionic derivatives)

Πψ =
∂L
∂ψ̇

= −iψγ0 = −iψ†,

Πψ =
∂L
∂ψ̇

= 0. (8.14)

Consequently, the equal time canonical anti-commutation relations
for the field variables and their conjugate momenta take the forms
(we do not write the equal time condition explicitly for simplicity,
but we should understand that x0 = y0 in all the relations in (8.15)
and (8.16))

[ψα(x), ψβ(y)]+ = 0 = [(Πψ)α(x), (Πψ)β(y)]+ ,

[ψα(x), (Πψ)β(y)]+ = −iδαβδ3(x− y). (8.15)

The negative sign in the last relation in (8.15) is a reflection of our
choice of left derivatives. Using the first relation in (8.14), the second
and the third relations in (8.15) can also be written as

[
(Πψ)α(x), (Πψ)β(y)

]
+
= 0,

or,
[
ψ†
α(x), ψ

†
β(y)

]
+
= 0,

[
ψα(x), (Πψ)β(y)

]
+
=
[
ψα(x),−iψ†

β(y)
]
+
= −iδαβδ3(x− y),

or,
[
ψα(x), ψ

†
β(y)

]
+
= δαβδ

3(x− y). (8.16)

(We note that we have not written any anti-commutation relation
for ψα(x) and (Πψ)α(x) simply because the relations in (8.14) can
be thought of as constraints on the dynamics of the system. Such
systems can be systematically studied through the method of Dirac
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brackets and such an analysis leads to the conclusion that the rela-
tions (8.15) and (8.16) are all that we need for quantizing the Dirac
theory. We will discuss the method of Dirac in more detail with
application to this case in chapter 10.)

The Hamiltonian density for the Dirac field theory (8.9) has the
form (the negative sign in the first term arises from our convention
of choosing left derivatives for fermions)

H = −Πψψ̇ − L

= −
(
−iψ†

)
ψ̇ − iψ†ψ̇ − iψγ ·∇ψ +mψψ

= −iψγ ·∇ψ +mψψ, (8.17)

leading to the Hamiltonian

H =

∫
d3xH =

∫
d3x

(
−iψγ ·∇ψ +mψψ

)
. (8.18)

Using the field anti-commutation relations (8.15) and (8.16), it is now
easy to check that this Hamiltonian leads to the two Dirac equations
as the Hamiltonian equations. For example,

iψ̇α(x) =
[
ψα(x),H

]

=

∫
d3y
([
ψα(x), ψ

†
β(y)

]
+

(
−iγ0γ ·∇yψ(y)

)
β

+ m
[
ψα(x), ψ

†
β(y)

]
+

(
γ0ψ(y)

)
β

)
x0=y0

=

∫
d3y
(
δαβδ

3(x− y)
(
−iγ0γ ·∇yψ(y)

)
β

+ mδαβδ
3(x− y)

(
γ0ψ(y)

)
β

)
x0=y0

= −i
(
γ0γ ·∇ψ(x)

)
α
+m

(
γ0ψ(x)

)
α
, (8.19)

where we have used the fact that the Hamiltonian is independent of
time to identify x0 = y0 in the anti-commutation relations and this
equation can be written in the matrix form as
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iψ̇(x) = −iγ0γ · ∇ψ(x) +mγ0ψ(x),

or, iγ0ψ̇(x) = −iγ · ∇ψ(x) +mψ(x),

or, (iγµ∂µ −m)ψ(x) = 0. (8.20)

Similarly, we obtain

iψ̇†
α(x) =

[
ψ†
α(x),H

]

=

∫
d3y
(
i
(
ψ(y)γ ·∇y

)
β

[
ψ†
α(x), ψβ(y)

]
+

−mψβ(y)
[
ψ†
α(x), ψβ(y)

]
+

)
x0=y0

=

∫
d3y
(
i
(
ψ(y)γ ·∇y

)
β

(
δαβδ

3(x− y)
)

−mψβ(y)δαβδ3(x− y)
)
x0=y0

= −i
(
ψ(x)γ · ←−∇

)
α
−mψα(x), (8.21)

and this can be written in the matrix form as

iψ̇† = −iψγ · ←−∇ −mψ,

or, iψ̇γ0 = −iψγ · ←−∇ −mψ,

or, ψ
(
iγµ
←−
∂µ +m

)
= 0. (8.22)

Namely, the anti-commutation relations (8.15) and (8.16) as well as
the Hamiltonian (8.18) indeed reproduce the two Dirac equations
(8.6) and (8.7) as the Hamiltonian (Heisenberg) equations.

8.3 Field decomposition

We have already seen that the positive and the negative energy plane
wave spinor solutions of the Dirac equation define a complete basis
for the space of four component spinor functions (in particular, see
the discussion in section 3.4). Therefore, we can expand the Dirac
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field operator in the basis of these plane wave solutions. Taking
advantage of our experience with the complex Klein-Gordon field
theory, we write (k0 = Ek =

√
k2 +m2 > 0)

ψα(x) =
∑

s=± 1
2

∫
d3k

√
m

(2π)3k0

×
(
e−ik·xc(k, s)uα(k, s) + eik·xd†(k, s)vα(k, s)

)
, (8.23)

where c(k, s) and d†(k, s) are anti-commuting operators, uα(k, s)
and vα(k, s) denote respectively the positive and the negative energy
spinors defined in (3.95) and (3.96) and the field (8.23) automatically
satisfies the Dirac equation in this basis

(i∂/−m)ψ(x) = 0. (8.24)

The specific form of the prefactor in (8.23) has been chosen keeping
in mind the massive normalization of the plane wave solutions in
(2.46).

As in the case of the Klein-Gordon field (see section 5.5), let us
note that the field decomposition in (8.23) can be inverted to give
(k0 = Ek =

√
k2 +m2 > 0)

∫
d3x

√
m

(2π)3k0
eik·x u†α(k, s)ψα(x)

=
∑

s′

∫∫
d3xd3k′

(2π)3
m√
k0k′ 0

(
ei(k−k

′)·x u†α(k, s)uα(k
′, s′) c(k′, s′)

+ ei(k+k
′)·x u†α(k, s)vα(k

′, s′) d†(k′, s′)
)

=
∑

s′

∫
d3k′

m√
k0k′ 0

(
δ3(k − k′)u†α(k, s)uα(k′, s′) c(k′, s′)

+ δ3(k + k′) e2ik
0x0 u†α(k, s)vα(k

′, s′) d†(k′, s′)
)

=
∑

s′

m

k0
k0

m
δss′ c(k, s

′) = c(k, s), (8.25)



July 13, 2020 8:54 book-9x6 11845-main page 295

8.3 Field decomposition 295

where we have used the massive normalization for the spinors dis-
cussed in (2.46) (see also (3.94)). In a similar manner, it can be
shown that

∫
d3x

√
m

(2π)3k0
e−ik·x v†α(k, s)ψα(x) = d†(k, s). (8.26)

It follows from (8.25) and (8.26) that

c†(k, s) =
∫

d3x

√
m

(2π)3k0
e−ik·x ψ†

α(x)uα(k, s),

d(k, s) =

∫
d3x

√
m

(2π)3k0
eik·x ψ†

α(x)vα(k, s). (8.27)

Furthermore, we know the equal time quantization conditions for the
field operators from (8.15) and (8.16) to be

[
ψα(x), ψβ(y)

]
+,x0=y0

= 0,

[
ψ†
α(x), ψ

†
β(y)

]
+,x0=y0

= 0,

[
ψα(x), ψ

†
β(y)

]
+,x0=y0

= δαβδ
3(x− y). (8.28)

Therefore, using the inversion relations (8.25)-(8.27), we can now ob-
tain the anti-commutation relations satisfied by the operators c(k, s),
c†(k, s) and d(k, s), d†(k, s) in a straightforward manner from the
quantization conditions (8.28) and they correspond to

[
c(k, s), c†(k′, s′)

]
+
= δss′δ

3(k − k′) =
[
d(k, s), d†(k′, s′)

]
+
, (8.29)

with all other anti-commutators vanishing. This shows that we can
think of c(k, s), c†(k, s) as well as d(k, s), d†(k, s) as annihilation
and creation operators for the two kinds of fermionic quanta in this
theory (much like the complex Klein-Gordon field theory).

The Hamiltonian (8.18) of the theory, in this case, can be written
out in terms of creation and annihilation operators as
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H =

∫
d3x

(
−iψγ ·∇ψ +mψψ

)
=

∫
d3xψ (−iγ ·∇+m)ψ

=

∫
d3x

(2π)3

∑

s,s′=± 1
2

∫
d3k′

√
m

k′ 0
d3k

√
m

k0

×
(
u(k′, s′)c†(k′, s′)eik

′·x + v(k′, s′)d(k′, s′)e−ik
′·x
)

× (−iγ ·∇+m)

×
(
e−ik·xc(k, s)u(k, s) + eik·xd†(k, s)v(k, s)

)

=
∑

s,s′=± 1
2

∫
d3x

(2π)3
d3k′d3k

√
m

k′ 0

√
m

k0

×
(
u
(
k′, s′

)
c†(k′s′)eik

′·x + v
(
k′, s′

)
d(k′, s′)e−ik

′·x
)

×
(
e−ik·xc(k, s)(γ · k+m)u(k, s)

+ eik·xd†(k, s)(−γ · k+m)v(k, s)
)
. (8.30)

If we now use the relations (3.95) and (3.96)

(k/−m) u(k, s) = (γ0k0 − γ · k−m)u(k, s) = 0,

(k/+m) v(k, s) = (γ0k0 − γ · k+m)v(k, s) = 0, (8.31)

we can simplify the Hamiltonian in (8.30) and write

H =
∑

s,s′=± 1
2

∫
d3x

(2π)3
d3k′d3k

√
m

k′ 0

√
m

k0
k0

×
(
u
(
k′, s′

)
c†(k′, s′)eik

′·x + v
(
k′, s′

)
d(k′, s′)e−ik

′·x
)

× γ0
(
e−ik·xc(k, s)u(k, s) − eik·xd†(k, s)v(k, s)

)

=
∑

s,s′=± 1
2

∫
d3kd3k′

√
m

k′ 0

√
m

k0
k0
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[
δ3(k − k′)

(
u
(
k′, s′

)
γ0u(k, s)c†(k′, s′)c(k, s)

− v
(
k′, s′

)
γ0v(k, s)d(k′, s′)d†(k, s)

)

− δ3(k + k′)
(
ei(k

′ 0+k0)x0u
(
k′, s′

)
γ0v(k, s)c†(k′, s′)d†(k, s)

− e−i(k′ 0+k0)x0v
(
k′, s′

)
γ0u(k, s)d(k′, s′)c(k, s)

)]

=
∑

s,s′=± 1
2

m

∫
d3k

[
u†
(
k, s′

)
u(k, s)c†(k, s′)c(k, s)

− v†
(
k, s′

)
v(k, s)d(k, s′)d†(k, s)

− e2ik0x0u†
(
k0,−k, s′

)
v(k, s)c†(−k, s′)d†(k, s)

+ e−2ik0x0v†
(
k0,−k, s′

)
u(k, s)d(−k, s′)c(k, s)

]

=
∑

s,s′=± 1
2

m

∫
d3k

(
Ek
m

)
δss′
(
c†(k, s′)c(k, s) − d(k, s′)d†(k, s)

)

=
∑

s=± 1
2

∫
d3k Ek

(
c†(k, s)c(k, s) − d(k, s)d†(k, s)

)
, (8.32)

where we have used the orthogonality relations for the plane wave
solutions following from (2.46) (see also (3.94)).

We are yet to normal order the Hamiltonian. The normal order-
ing for products of fermionic operators is defined exactly the same
way as for the bosonic operators, namely, we write products with the
creation operators standing to the left of the annihilation operators.
However, every time we move a fermionic operator past another in
order to bring the product into its normal ordered form, we pick
up a negative sign since they anti-commute (as opposed to bosonic
variables). For example, we now have

: d†(k, s)d(k′, s′) : = d†(k, s)d(k′, s′),

: d(k′, s′)d†(k, s) : = −d†(k, s)d(k′, s′), (8.33)

so that the order of factors inside a product that is normal ordered
becomes important (unlike bosonic products). Using (8.33), the
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normal ordered Hamiltonian for the free Dirac field theory in (8.32)
is obtained to have the form

: H : =
∑

s=± 1
2

∫
d3k Ek

(
c†(k, s)c(k, s) + d†(k, s)d(k, s)

)
. (8.34)

As in the case of the complex (Klein-Gordon) scalar field theory
(see (7.21)), we can define the vacuum state of the theory to corre-
spond to the state which is annihilated by both c(k, s) and d(k, s)
(the Hamiltonian is understood to be normal ordered as in (8.34)
even though we do not put the normal ordering symbol explicitly)

c(k, s)|0〉 = 0 = 〈0|c†(k, s),

d(k, s)|0〉 = 0 = 〈0|d†(k, s),
H|0〉 = 0. (8.35)

The one particle states of the theory can now be defined as (see
(7.22))

|k, s〉 = c†(k, s)|0〉,

|k̃, s〉 = d†(k, s)|0〉. (8.36)

Both these states can be checked to be eigenstates of the Hamil-
tonian (8.34) with energy eigenvalue k0 = Ek =

√
k2 +m2 > 0.

Therefore, as in the case of the complex scalar field theory, there are
two distinct one particle states with degenerate mass (energy) and
to understand the meaning of these states, we need to analyze the
symmetry properties of the theory.

8.4 Charge operator

The Dirac Lagrangian density (8.9) (or (8.12)), like the Lagrangian
density for the complex Klein-Gordon field theory can be seen to be
invariant under a global U(1) phase transformation. We note that
under the global phase transformation (θ is the constant parameter
of transformation)
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ψ(x)→ ψ′(x) = e−iθψ(x),

ψ(x)→ ψ
′
(x) = ψ(x)eiθ, (8.37)

or the infinitesimal form of it (ǫ is the constant infinitesimal param-
eter of transformation)

δǫψ = ψ′(x)− ψ(x) = −iǫψ(x),

δǫψ = ψ
′
(x)− ψ(x) = iǫψ(x), (8.38)

the Lagrangian density (8.9)

L = ψ (iγµ∂µ −m)ψ, (8.39)

transforms as

L(ψ,ψ)→ L(ψ′, ψ
′
)

= ψ
′
(iγµ∂µ −m)ψ′

= ψeiθ (iγµ∂µ −m) e−iθψ

= ψ (iγµ∂µ −m)ψ = L(ψ,ψ). (8.40)

Namely, the Lagrangian density (8.9) is invariant under the global
phase transformation (8.37) (or (8.38)). In this case, as in the case
of the complex scalar field theory in (7.26), we note that (see also
(6.8))

Kµ = 0. (8.41)

On the other hand, using the infinitesimal transformation (8.38),
we obtain (see (6.13) and (7.27) and we note that the form of the
expression in (8.42) is consistent with the convention of taking left
derivatives for the fermion fields)
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δǫψα
∂L

∂∂µψα
+ δǫψα

∂L
∂∂µψα

= (−iǫψ)α(−iψγµ)α = ǫψ(x)γµψ(x), (8.42)

where we have rearranged the fermionic operators (in the last step)
keeping in mind their anti-commuting nature.

Thus, the Nöther current associated with the internal symmetry
transformation (8.37) (or (8.38)) is obtained from (6.13) to be

Jµǫ (x) = ǫψ(x)γµψ(x) = ǫJµ(x), (8.43)

where

Jµ(x) = ψ(x)γµψ(x), (8.44)

represents the current independent of the parameter of transforma-
tion. It is a vector current as in the case of the complex Klein-Gordon
field theory (see (7.29)) and it can be checked using the equations of
motion (8.6) and (8.7) that this current is conserved,

∂µJ
µ(x) = 0. (8.45)

The conserved charge associated with the symmetry transformation
(8.37) of the system is given by (note that in the first quantized
theory, this would correspond to the total probability)

Q =

∫
d3xJ0(x) =

∫
d3xψ†(x)ψ(x). (8.46)

We note here that the charge (8.46) is associated with an Abelian
symmetry transformation (8.37) (or (8.38)). Therefore, as in the case
of the complex Klein-Gordon field we can associate the charge oper-
ator with that of the electric charge. But, since we are dealing with
a fermion system, it is also possible to associate the charge opera-
tor with a fermion number (such as baryon number, lepton number,
etc.) which are associated with U(1) symmetry transformations as
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well. Using the field decomposition in (8.23), we can express (8.46)
in terms of creation and annihilation operators as

: Q : =
∑

s=± 1
2

∫
d3k

(
c†(k, s)c(k, s) − d†(k, s)d(k, s)

)
. (8.47)

As in the case of the complex Klein-Gordon field, we can now
show that the charge operator (normal ordered) satisfies (see (7.33)
and (7.34))

Q|0〉 = 0,

Q|k, s〉 =
∑

s′=± 1
2

∫
d3k′

(
c†(k′, s′)c(k′, s′)

− d†(k′, s′)d(k′, s′)
)
c†(k, s)|0〉

=
∑

s′=± 1
2

∫
d3k′ c†(k′, s′)

([
c(k′, s′), c†(k, s)

]
+

− c†(k, s)c(k′, s′)
)
|0〉

=
∑

s′=± 1
2

∫
d3k′c†(k′, s′)δss′δ

3(k′ − k)|0〉

= c†(k, s)|0〉 = |k, s〉,

Q|k̃, s〉 =
∑

s′=± 1
2

∫
d3k′

(
c†(k′, s′)c(k′, s′)

− d†(k′, s′)d(k′, s′)
)
d†(k, s)|0〉

= −
∑

s′=± 1
2

∫
d3k′ d†(k′, s′)

([
d(k′, s′), d†(k, s)

]
+

− d†(k, s)d(k′, s′)
)
|0〉
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= −
∑

s′=± 1
2

∫
d3k′ d†(k′, s′)δss′δ

3(k − k′)|0〉

= −d†(k, s)|0〉 = −|k̃, s〉. (8.48)

Namely, the vacuum state of the theory is charge neutral while the
two distinct one particle states, which are degenerate in mass (and
energy) and are created by the operators c†(k, s) and d†(k, s) re-
spectively, carry opposite charge. Thus, we can identify them with
the particle and the anti-particle states of the theory with positive
energy.

This shows that, in the second quantized description of the Dirac
theory, the vacuum does not contain any particle as we would intu-
itively expect (compare this with the first quantized description of
the vacuum in section 2.5) and that the (normal ordered) Hamilto-
nian in (8.34) is symmetric under the discrete transformation (see
also (7.37))

c(k, s)↔ d(k, s), (8.49)

namely, the second quantized description of the Dirac theory is sym-
metric under the interchange of particles and anti-particles, as we
have also seen in the case of the complex Klein-Gordon field theory.

8.5 Green’s functions

As we have discussed within the context of the Klein-Gordon theory,
we can define the Green’s function for the Dirac field theory as sat-
isfying the Dirac equation with a delta function potential (source)
as

(i∂/−m)S(x− y) = δ4(x− y). (8.50)

Here, S(x − y) is a 4 × 4 matrix function in the spinor space. The
right-hand side is also a matrix, but it is the trivial 4 × 4 identity
matrix (which we do not write explicitly). Let us recall the identity
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(i∂/−m) (i∂/+m) = (i∂/)2 −m2

= −γµ∂µγν∂ν −m2 = −γµγν∂µ∂ν −m2

= −1

2

[
γµ, γν

]
+
∂µ∂ν −m2 = −ηµν∂µ∂ν −m2

= −
(
∂µ∂

µ +m2
)
. (8.51)

Furthermore, from (5.118) we know that the Green’s function for the
Klein-Gordon equation satisfies

(
∂µ∂

µ +m2
)
G(x− y) = −δ4(x− y). (8.52)

From these then, we can identify

S(x− y) = (i∂/+m)G(x− y), (8.53)

so that

(i∂/−m)S(x− y) = (i∂/−m) (i∂/+m)G(x− y)

= −
(
∂µ∂

µ +m2
)
G(x− y)

= δ4(x− y). (8.54)

Therefore, we do not have to calculate the Green’s function for the
Dirac field theory separately.

Although the relation (8.53) holds for any Green’s function of the
theory (retarded, advanced, Feynman, etc.), we would concentrate
mainly on the Feynman Green’s function since that is the most useful
in the calculation of S-matrix elements. We note that the relation
(8.53) can be written in the momentum space as

S(k) = (k/+m)G(k), (8.55)

so that we can write, for example, (see (5.141))
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SF (k) = (k/+m)GF (k) = lim
ǫ→0+

k/ +m

k2 −m2 + iǫ
, (8.56)

which can also be written as

SF (k) = lim
ǫ→0+

1

k/−m+ iǫ
. (8.57)

From (8.53) we can also obtain the positive and the negative energy
Green’s functions for the Dirac field theory as (see (5.144) and (5.146)
where k0 = Ek =

√
k2 +m2 > 0)

S(+)(x) = (i∂/+m)G(+)(x)

= (i∂/+m)
i

2

∫
d3k

(2π)3
1

k0
e−ik·x

=
i

2

∫
d3k

(2π)3
k/+m

k0
e−ik·x,

S(−)(x) = (i∂/+m)G(−)(x)

= (i∂/+m)

(
− i
2

)∫
d3k

(2π)3
1

k0
eik·x

= − i
2

∫
d3k

(2π)3
(−k/+m)

k0
eik·x

=
i

2

∫
d3k

(2π)3
(k/ −m)

k0
eik·x. (8.58)

We can express the Feynman Green’s function in terms of the positive
and the negative energy Green’s functions as well (see (5.147))

SF (x) = (i∂/+m)GF (x)

= (i∂/+m)
[
−θ
(
x0
)
G(+)(x) + θ

(
−x0

)
G(−)(x)

]

= −θ
(
x0
)
S(+)(x) + θ

(
−x0

)
S(−)(x), (8.59)
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where we have used the fact that the terms involving derivatives of
the step function cancel out (namely, δ(x0)(G(+)(x)+G(−)(x)) = 0).
Similarly, other Green’s functions for the Dirac field theory can also
be easily obtained from the corresponding functions for the Klein-
Gordon field theory.

8.6 Covariant anti-commutation relations

Let us decompose the field operator into its positive and negative
energy (frequency) parts as

ψα(x) = ψ(+)
α (x) + ψ(−)

α (x), (8.60)

where

ψ(+)
α (x) =

∑

s=± 1
2

∫
d3k

√
m

(2π)3k0
e−ik·x c(k, s)uα(k, s),

ψ(−)
α (x) =

∑

s=± 1
2

∫
d3k

√
m

(2π)3k0
eik·x d†(k, s)vα(k, s). (8.61)

Similarly, we can decompose the adjoint field operator (8.8) also as

ψα(x) = ψ
(+)
α (x) + ψ

(−)
α (x), (8.62)

where

ψ
(+)
α (x) =

∑

s=± 1
2

∫
d3k

√
m

(2π)3k0
e−ik·x d(k, s)vα(k, s),

ψ
(−)
α (x) =

∑

s=± 1
2

∫
d3k

√
m

(2π)3k0
eik·x c†(k, s)uα(k, s). (8.63)

It is clear from the basic anti-commutation relations for the cre-
ation and the annihilation operators c(k, s), c†(k, s), d(k, s) and
d†(k, s) in (8.29) that the only nontrivial anti-commutation relations
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among these four field components will have the form (these are not
at equal times)

[
ψ(+)
α (x), ψ

(−)
β (y)

]
+
=

∑

s,s′=± 1
2

∫∫
d3kd3k′

(2π)3

√
m2

k0k′ 0

× e−ik·x+ik
′·yuα(k, s)uβ

(
k′, s′

) [
c(k, s), c†(k′, s′)

]
+

=
∑

s,s′=± 1
2

∫∫
d3kd3k′

(2π)3

√
m2

k0k′ 0

× e−ik·x+ik
′·yuα(k, s)uβ

(
k′, s′

)
δss′δ

3(k − k′)

=
∑

s=± 1
2

∫
d3k

(2π)3
m

k0
e−ik·(x−y) uα(k, s)uβ(k, s)

=

∫
d3k

(2π)3
m

k0
(k/+m)αβ

2m
e−ik·(x−y)

=
1

2

∫
d3k

(2π)3
(k/+m)αβ

k0
e−ik·(x−y)

= −iS(+)
αβ (x− y), (8.64)

where we have used the completeness relation in (3.108) as well as
the identification in (8.58). Similarly, we have

[
ψ(−)
α (x), ψ

(+)
β (y)

]
+
=

∑

s,s′=± 1
2

∫∫
d3kd3k′

(2π)3

√
m2

k0k′ 0

× eik·x−ik
′·yvα(k, s)vβ

(
k′, s′

) [
d†(k, s), d(k′, s′)

]
+

=
∑

s,s′=± 1
2

∫
d3kd3k′

(2π)3

√
m2

k0k′ 0

× eik·x−ik
′·yvα(k, s)vβ

(
k′, s′

)
δss′δ

3(k − k′)

=
∑

s=± 1
2

∫
d3k

(2π)3
m

k0
eik·(x−y)vα(k, s)vβ(k, s)
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=

∫
d3k

(2π)3
m

k0
(k/−m)αβ

2m
eik·(x−y)

=
1

2

∫
d3k

(2π)3
(k/−m)αβ

k0
eik·(x−y)

= −iS(−)
αβ (x− y), (8.65)

where we have used (3.111). As a result, we can write

[
ψα(x), ψβ(y)

]
+
=
[
ψ(+)
α (x), ψ

(−)
β (y)

]
+
+
[
ψ(−)
α (x), ψ

(+)
β (y)

]
+

= −iS(+)
αβ (x− y)− iS(−)

αβ (x− y)

= −i
(
S(+)(x− y) + S(−)(x− y)

)
αβ

= −iSαβ(x− y), (8.66)

which is the analogue of the Schwinger function (5.137) (see also
(5.161)) for the Dirac field theory and these relations are analogous
to the covariant commutation relations for the Klein-Gordon field
operators discussed in section 5.9.

8.7 Normal ordered and time ordered products

The definitions of normal ordered and time ordered products for
Dirac field operators are still the same as discussed in sections 6.5

and 6.6. However, since fermionic field operators anti-commute
(Grassmann variables), in rearranging terms to bring them to a par-
ticular form, we need to be careful about negative signs that can
arise from changing the order of any two such operators. Thus, by
definition the normal ordered product of two field operators yields
(note from (8.61) and (8.63) that the positive and the negative en-
ergy parts of the field operators contain annihilation and creation
operators respectively)

: ψ(−)
α (x)ψ

(+)
β (y) : = ψ(−)

α (x)ψ
(+)
β (y)

: ψ
(+)
β (y)ψ(−)

α (x) : = −ψ(−)
α (x)ψ

(+)
β (y)

= − : ψ(−)
α (x)ψ

(+)
β (y) :, (8.67)
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and we note that, unlike the bosonic case, here the order of factors
inside normal ordering can lead to additional signs.

From the definition in (8.67), it is clear that

: ψα(x)ψβ(y) : =:
(
ψ(+)
α (x) + ψ(−)

α (x)
)(
ψ
(+)
β (y) + ψ

(−)
β (y)

)
:

=:
(
ψ(+)
α (x)ψ

(+)
β (y) + ψ(+)

α (x)ψ
(−)
β (y)

+ ψ(−)
α (x)ψ

(+)
β (y) + ψ(−)

α (x)ψ
(−)
β (y)

)
:

= ψ(+)
α (x)ψ

(+)
β (y)− ψ(−)

β (y)ψ(+)
α (x)

+ ψ(−)
α (x)ψ

(+)
β (y) + ψ(−)

α (x)ψ
(−)
β (y)

= ψα(x)ψβ(y)−
[
ψ(+)
α (x), ψ

(−)
β (y)

]
+

= ψα(x)ψβ(y) + iS
(+)
αβ (x− y), (8.68)

where in the last step we have made the identification in (8.64). In
other words, we can write (8.68) as

ψα(x)ψβ(y) = : ψα(x)ψβ(y) : −iS(+)
αβ (x− y). (8.69)

Similarly, using (8.65), it is easy to show that

ψβ(y)ψα(x) = : ψβ(y)ψα(x) : −iS(−)
αβ (x− y). (8.70)

As a result, we see that we can denote

〈0|ψα(x)ψβ(y)|0〉 = −iS(+)
αβ (x− y) = ψα(x)ψβ︸ ︷︷ ︸

(y), (8.71)

which can be compared with (6.82). The Wick’s theorem for normal
ordered products of Dirac fields can now be developed in a way com-
pletely analogous to the discussions in section 6.5 which we will not
repeat here.

The time ordered product of Dirac field operators is again defined
with time ordering of the operators from left to right (largest time on
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the left) keeping in mind the appropriate negative signs associated
with rearranging fermionic operators as

T (ψα(x)ψβ(y))

= θ(x0 − y0)ψα(x)ψβ(y)− θ(y0 − x0)ψβ(y)ψα(x). (8.72)

This can be expressed in terms of the normal ordered products as

T
(
ψα(x)ψβ(y)

)

= θ(x0 − y0)
(
: ψα(x)ψβ(y) : −iS(+)

αβ (x− y)
)

− θ(y0 − x0)
(
: ψβ(y)ψα(x) : −iS(−)

αβ (x− y)
)

= θ(x0 − y0) : ψα(x)ψβ(y) : + θ(y0 − x0) : ψα(x)ψβ(y) :

+ i
(
− θ(x0 − y0)S(+)

αβ (x− y) + θ(y0 − x0)S(−)
αβ (x− y)

)

=
(
θ(x0 − y0) + θ(y0 − x0)

)
: ψα(x)ψβ(y) : + iSF ,αβ(x− y)

= : ψα(x)ψβ(y) : + iSF ,αβ(x− y), (8.73)

where we have used the definition in (8.59) and which can be com-
pared with (6.105). It follows now from (8.73) that the Feynman
Green’s function is related to the vacuum expectation value of the
time ordered product of ψα(x) and ψβ(y),

〈0|T
(
ψα(x)ψβ(y)

)
|0〉 = iSF ,αβ(x− y) = ψα(x)ψβ(y). (8.74)

Once again, we can develop Wick’s theorem for time ordered prod-
ucts of Dirac fields in a straightforward manner as discussed in sec-
tion 6.6.

8.8 Massless Dirac fields

As we have seen in section 3.7, when the Dirac particle is massless,
it is most natural to decompose it into its chirality states. Corre-
spondingly, we can also decompose a Dirac field into a left-handed
and a right-handed component as
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ψR(x) =
1

2
(1+ γ5)ψ(x), ψL(x) =

1

2
(1− γ5)ψ(x). (8.75)

As a result, the free Dirac Lagrangian density for a massless spinor
field naturally decomposes as

L = iψ∂/ψ = iψR∂/ψR + iψL∂/ψL. (8.76)

Such massless left-handed and right-handed Dirac fields (Weyl fields)
arise naturally in physical theories (as we will see, for example, in
the case of the standard model in 14.3). Therefore, in this section
we will discuss briefly the quantization of such fields.

Let us consider the field quantization of a right-handed Dirac field
(Weyl field). The discussion for the left-handed field can be carried
out in an analogous manner. Using the definition of the chiral spinors
in section 3.7, we can expand the field as (see (8.23))

ψR(x) =

∫
d3k√
(2π)3|k|

(
e−ik·xc(k)uR(k) + eik·xd†(k)vR(k)

)
,

(8.77)

where, as before, we have identified k0 = Ek = |k|. Unlike in (8.23),
we note here that there is no sum over spin polarization because the
chiral spinors are charaterized by their unique chirality or helicity
(see, for example, the discussion following (3.166)). Furthermore,
the multiplicative factors in (8.77) is different from those in (8.23)
because we are using here the normalization (2.53) and (2.54) which
is appropriate for massless spinors.

Using the orthonormality relations for the right-handed spinors
described in (3.172) we can invert the decomposition in (8.77) to
obtain (here k0 = |k|)

∫
d3x√
(2π)3|k|

eik·x u†R(k)ψR(x)

=

∫
d3k′d3x
(2π)3

1√
|k||k′|

[
ei(k−k

′)·x c(k′)u†R(k)uR(k
′)

+ ei(k+k
′)·x d†(k′)u†R(k)vR(k

′)
]
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=

∫
d3k′√
|k||k′|

[
δ3(k − k′)c(k′)u†R(k)uR(k

′)

+ δ3(k + k′) e2i|k|x
0
d†(k′)u†R(k)vR(k

′)
]

= c(k). (8.78)

Similarly, it can also be shown that (it is assumed that k0 = |k|)

d†(k) =
∫

d3x√
(2π)3|k|

e−ik·x v†R(k)ψR(x). (8.79)

As a result, from the equal-time anti-commutation relations for the
field variables following from the Lagrangian density for the right-
handed spinor field (see, for example, (8.76)), it can be shown that
the nontrivial anti-commutation relations between the creation and
the annihilation operators take the form

[
c(k), c†(k′)

]
+
= δ3(k − k′) =

[
d(k), d†(k′)

]
+
. (8.80)

The Hilbert space of the theory can now be built with the vacuum
defined as satisfying

c(k)|0〉 = 0 = d(k)|0〉, (8.81)

and the higher particle states created by applying the creation oper-
ators and other quantities of interest can be derived in the standard
manner.

As an example, let us determine the propagator for a right-
handed fermion. We recall that the Feynman propagator is defined
as the time ordered product (see, for example, (8.74))

iSF ,Rαβ(x− y) = 〈0|T
(
ψRα(x)ψ

†
Rβ(y)

)
|0〉

= θ(x0 − y0)〈0|ψRα(x)ψ†
Rβ(y)|0〉

− θ(y0 − x0)〈0|ψ†
Rβ(y)ψRα(x)|0〉. (8.82)
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Putting in the field decomposition in (8.77) and using the properties
of the vacuum in (8.81) we obtain (we assume k0 = |k| in the field
decomposition)

iSF ,Rαβ(x− y) =
∫

d3kd3k′

(2π)3
√
|k||k′|

×
[
θ(x0 − y0)e−ik·x+ik′·yuRα(k)u†Rβ(k′)〈0|c(k)c†(k′)|0〉

− θ(y0 − x0)eik·x−ik′·yvRα(k)v†Rβ(k′)〈0|d(k′)d†(k)|0〉
]

=

∫
d3k

(2π)3|k|
[
e−ik·(x−y)θ(x0 − y0)uRα(k)u†Rβ(k)

− eik·(x−y)θ(y0 − x0)vRα(k)v†Rβ(k)
]
. (8.83)

Here we have used (8.80) in evaluating the vacuum expectation values
(and have integrated out k′ using the delta function). Dropping the
spinor indices and using (3.174) this can also be written as

iSF ,R(x− y) =
∫

d3k

(2π)3
1

4|k|

×
[
(|k|γ0 − γ · k)θ(x0 − y0)e−i|k|(x0−y0)+ik·(x−y)

− (|k|γ0 − γ · k)θ(y0 − x0)ei|k|(x0−y0)−ik·(x−y)
]
γ0(1+ γ5)

=

∫
d3k

(2π)3
eik·(x−y)

4|k|
[
(|k|γ0 − γ · k)θ(x0 − y0)e−i|k|(x0−y0)

− (|k|γ0 + γ · k)θ(y0 − x0)ei|k|(x0−y0)
]
γ0(1+ γ5). (8.84)

Let us evaluate the two terms in (8.84) separately. Using the
integral representation for the theta function (see (6.101) and the
limit ǫ → 0 is to be understood) we can write the first term in the
integrand as
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1

4|k| θ(x
0 − y0)(|k|γ0 − γ · k)e−i|k|(x0−y0)

= −
∫

dk0

2πi

(|k|γ0 − γ · k)
4|k|

e−i(k
0+|k|)(x0−y0)

k0 + iǫ

= −
∫

dk0

2πi

(|k|γ0 − γ · k)
4|k|

e−ik
0(x0−y0)

k0 − |k|+ iǫ

= −
∫

dk0

2πi

(k0γ0 − γ · k)
4k0

e−ik
0(x0−y0)

k0 − |k|+ iǫ

= −
∫

dk0

2πi

k/

4k0
e−ik

0(x0−y0)

k0 − |k|+ iǫ
. (8.85)

Here we have used the fact that the integral has contributions only
when k0 = |k| and correspondingly have rewritten some of the terms.
The second term in the integrand can also be simplified in a similar
manner

− 1

4|k| θ(y
0 − x0)(|k|γ0 + γ · k)ei|k|(x0−y0)

=

∫
dk0

2πi

(|k|γ0 + γ · k)
4|k|

ei(k
0+|k|)(x0−y0)

k0 + iǫ

=

∫
dk0

2πi

(|k|γ0 + γ · k)
4|k|

eik
0(x0−y0)

k0 − |k|+ iǫ

=

∫
dk0

2πi

(k0γ0 + γ · k)
4k0

eik
0(x0−y0)

k0 − |k|+ iǫ

=

∫
dk0

2πi

(−k0γ0 + γ · k)
4k0

e−ik
0(x0−y0)

k0 + |k| − iǫ

= −
∫

dk0

2πi

k/

4k0
e−ik

0(x0−y0)

k0 + |k| − iǫ . (8.86)

Therefore, adding the two results in (8.85) and (8.86) and substitut-
ing into (8.84) we obtain



July 13, 2020 8:54 book-9x6 11845-main page 314

314 8 Dirac field theory

iSF ,R(x− y) =
∫

d4k

(2π)4
e−ik·(x−y)

ik/γ0(1+ γ5)

4k0

×
( 1

k0 − |k|+ iǫ
+

1

k0 + |k| − iǫ
)

=

∫
d4k

(2π)4
e−ik·(x−y)

ik/γ0(1+ γ5)

2(k2 + iǫ)
. (8.87)

It follows now that the fermion propagator in the momentum space
has the form

iSF ,R(k) =
ik/γ0(1+ γ5)

2(k2 + iǫ)
=
ik/γ0PR
k2 + iǫ

. (8.88)

We note here that we have defined the propagator in (8.82) as

the time ordered product of ψRψ
†
R and not as the conventional time

ordered product of ψRψR (see, for example, (8.74)). The reason for
this is that the adjoint field ψR has negative chirality. However,
the conventional covariant propagator (defined as the time ordered
product of ψRψR) can be obtained from (8.88) by simply multiplying
a factor of γ0 on the right which leads to

iSF ,R(k) = iSF ,R(k)γ
0 =

ik/(1 − γ5)
2(k2 + iǫ)

=
ik/PL
k2 + iǫ

. (8.89)

We note that although our discussion has been within the context of
right-handed fermion fields, everything carries over in a straightfor-
ward manner to left-handed fermion fields.

8.9 Yukawa interaction

Let us next consider the theory which describes the interaction be-
tween a Dirac field and a charge neutral Klein-Gordon field. For
example, such a theory can represent the interaction between pro-
tons (if assumed to be fundamental) and the π0-meson as well as
the self-interaction of the mesons. The Lorentz invariant Lagrangian
density, in this case, has the form

L = iψ∂/ψ−mψψ+
1

2
∂µφ∂

µφ− M2

2
φ2− g ψψφ− λ

4!
φ4, (8.90)
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where we are assuming that the fermionic particle (say the proton)
has mass m while the spin zero meson (e.g., the π0 meson) has mass
M . The trilinear coupling gψψφ is manifestly Lorentz invariant (as
we have seen in (3.88), ψψ is invariant under a Lorentz transforma-
tion and φ is a scalar field) and is known as the Yukawa interaction,
since it leads to the Yukawa potential in the Born approximation and
the coupling constant g represents the strength of the interaction. As
in (6.36), we can separate the Lagrangian density (8.90) into a free
part and an interaction part,

L = L0 + LI , (8.91)

where

L0 = iψ∂/ψ −mψψ +
1

2
∂µφ∂

µφ− M2

2
φ2,

LI = −g ψψφ−
λ

4!
φ4. (8.92)

We note here that the π0 meson is experimentally known to be a
pseudoscalar meson (changes sign under a space reflection) which is
not reflected in our trilinear interaction in (8.92). Namely, the cor-
rect parity invariant trilinear interaction for a pseudoscalar meson
should be (−gψγ5ψφ). However, we are going to ignore this aspect
of the meson and also switch off the self-interactions of the meson
field for simplicity, since here we are only interested in developing cal-
culational methods in a quantum field theory. (The self-interaction
can be switched off at the lowest order by setting λ = 0.) In this
case, we can denote the interaction Lagrangian density as (remember
everything is normal ordered)

LI = −g : ψψφ := −HI . (8.93)

As a result, in this theory the S-matrix will have the expansion (see
(6.70), the adiabatic switch-off is assumed)
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S = T
(
e−i

∫∞
−∞ dt HI

)
= T

(
e−i

∫
d4xHI

)

= T
(
e−ig

∫
d4x :ψψφ:

)

= 1− ig
∫

d4x : ψ(x)ψ(x)φ(x) :

− g2

2

∫∫
d4xd4x′ T

(
:ψ(x)ψ(x)φ(x) ::ψ(x′)ψ(x′)φ(x′) :

)

+ · · · . (8.94)

Using Wick’s theorem (see sections 6.5 and 6.6), we can write (8.94)
in terms of normal ordered products as

S = 1− ig
∫

d4x : ψ(x)ψ(x)φ(x) :

− g2

2

∫∫
d4xd4x′

[
: ψ(x)ψ(x)φ(x)ψ(x′)ψ(x′)φ(x′) :

+ : ψ(x)ψ(x)ψ(x′)ψ(x′) : φ(x)φ(x′)

+ ψα(x)ψβ(x
′) : ψα(x)ψβ(x

′)φ(x)φ(x′) :

− ψα(x
′)ψβ(x) : ψβ(x)ψα(x

′)φ(x)φ(x′) :

+ φ(x)φ(x′)ψα(x)ψβ(x
′) : ψα(x)ψβ(x

′) :

− φ(x)φ(x′)ψα(x
′)ψβ(x) : ψβ(x)ψα(x

′) :

− ψα(x)ψβ(x
′)ψβ(x

′)ψα(x) : φ(x)φ(x
′) :

− ψα(x)ψβ(x
′)ψβ(x

′)ψα(x)φ(x)φ(x
′)
]

+ · · · · · · . (8.95)

To see how perturbation theory works in the interacting quantum
field theory, let us look at the lowest order (order g) term in the
expansion (8.95). This can be written out in detail as
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S(1) = −ig
∫

d4x
[(
ψ
(+)
α (x)ψ(+)

α (x)− ψ(−)
α (x)ψ

(+)
α (x)

+ ψ
(−)
α (x)ψ(+)

α (x) + ψ
(−)
α (x)ψ(−)

α (x)
)
φ(+)(x)

+ φ(−)(x)
(
ψ
(+)
α (x)ψ(+)

α (x)− ψ(−)
α (x)ψ

(+)
α (x)

+ ψ
(−)
α (x)ψ(+)

α (x) + ψ
(−)
α (x)ψ(−)

α (x)
)]
. (8.96)

Each term in this expression leads to a distinct physical process. For
example, just to get a feeling for what is involved, let us look at the
first term in (8.96)

S
(1)
1 = −ig

∫
d4x ψ

(+)
α (x)ψ(+)

α (x)φ(+)(x). (8.97)

Each positive energy operator in (8.97) contains an annihilation op-
erator and, therefore, a nontrivial matrix element would result for
the case

〈0|S(1)
1 |k, s; k′, s′; q〉, (8.98)

where the initial state contains a proton with momentum k and spin
s, an anti-proton with momentum k′ and spin s′ and a π0 meson with
momentum q and the final state contains no particles. (There can be
other nontrivial matrix elements where the initial state has one more
proton, anti-proton and π0 meson than the final state.) To evaluate
the matrix element (8.98) we substitute the field decomposition for
each of the positive energy field operators and write

〈0|S(1)
1 |k, s; k′, s′; q〉

= −ig
∑

s̃,s̃′=± 1
2

∫∫∫∫
d4x

d3p̃ d3p d3p′√
(2π)3 2p̃ 0

√
m

(2π)3p0

√
m

(2π)3p′ 0

× e−i(p+p
′+p̃)·x vα(p

′, s̃′)uα(p, s̃)

× 〈0|d(p′, s̃′)c(p, s̃)a(p̃)c†(k, s)d†(k′, s′)a†(q)|0〉
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= −ig
∑

s̃,s̃′=± 1
2

∫∫∫
d3p̃ d3p d3p′√

(2π)3 2p̃ 0

√
m

(2π)3p0

√
m

(2π)3p′ 0

× (2π)4 δ4(p+ p′ + p̃) vα(p
′, s̃′)uα(p, s̃)

× δs̃s δ
3(p− k) δs̃′s′ δ3(p′ − k′) δ3(p̃ − q)

= −(2π)4ig δ4(k + k′ + q)
1√

(2π)32q0

×
√

m

(2π)3k0

√
m

(2π)3k′ 0
vα(k

′, s′)uα(k, s), (8.99)

where we have used the appropriate (anti-) commutation relations
between the creation and the annihilation operators in evaluating
the vacuum expectation value. The matrix element (8.99) represents
the process where a proton, an anti-proton along with a π0 meson
are annihilated. The delta function merely ensures the overall con-
servation of energy and momentum in the process. We can similarly
associate a physical process with every other term of S(1) in (8.96).
(For completeness, we note here that this lowest order matrix element
in (8.99) vanishes because energy-momentum conservation cannot be
satisfied. In fact, note that since k0, k′ 0, q0 > 0, energy conservation
δ(k0 + k′ 0 + q0) in (8.99) can be satisfied only if the energy of each
of the particles vanishes which is not possible since the particles are
massive. However, our goal in this section has been to describe the
calculational methods in quantum field theory.)

Each term at order g2 in the expansion in (8.95) also leads to
a distinct physical process. For example, let us consider the second
term in the expansion at order g2 in (8.95)

S
(2)
2 = −g

2

2

∫∫
d4xd4x′ φ(x)φ(x′) : ψ(x)ψ(x)ψ(x′)ψ(x′) :

= −g
2

2

∫∫
d4xd4x′ iGF (x− x′) : ψ(x)ψ(x)ψ(x′)ψ(x′) : .

(8.100)

A nontrivial matrix element of this operator would be obtained, for
example, if the initial state contains a proton and an anti-proton of
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momenta k1 and k2 respectively and the final state also contains a
proton and an anti-proton of momenta k3 and k4 respectively. In
such a case, the matrix element will have the form

〈k4, s4; k3, s3|S(2)
2 |k1, s1; k2, s2〉

= − ig
2

2

∫∫
d4xd4x′ GF (x− x′)

× 〈k4, s4; k3, s3|ψ (−)
α (x)ψ(−)

α (x)ψ
(+)
β (x′)ψ(+)

β (x′)

+ ψ
(−)
α (x′)ψ(−)

α (x′)ψ
(+)
β (x)ψ

(+)
β (x)|k1, s1; k2, s2〉

= −ig2
∫∫

d4xd4x′GF (x− x′)

×〈k4, s4; k3, s3|ψ(−)
α (x)ψ(−)

α (x)ψ
(+)
β (x′)ψ(+)

β (x′)|k1, s1; k2, s2〉

= −ig2
∫∫

d4xd4x′GF (x− x′) ei(k3+k4)·x e−i(k1+k2)·x
′

×
√

m

(2π)3k01

√
m

(2π)3k02

√
m

(2π)3k03

√
m

(2π)3k04

× uα(k3, s3)vα(k4, s4)vβ(k2, s2)uβ(k1, s1). (8.101)

Recalling that the Fourier transformation of the Green’s function is
given by (see (5.121))

GF

(
x− x′

)
=

∫
d4q

(2π)4
e−iq·(x−x

′)GF (q), (8.102)

the matrix element (8.101) can be written as

〈k4, s4; k3, s3|S(2)
2 |k1, s1; k2, s2〉

= −ig2
∫∫∫

d4q

(2π)4
d4xd4x′GF (q)e

−i(q−k3−k4)·xei(q−k1−k2)·x
′

×
√

m

(2π)3k01

√
m

(2π)3k02

√
m

(2π)3k03

√
m

(2π)3k04
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× uα(k3, s3)vα(k4, s4)vβ(k2, s2)uβ(k1, s1)

= −ig2
∫

d4q (2π)4δ4(q − k3 − k4)δ4(q − k1 − k2)GF (q)

×
√

m

(2π)3k01

√
m

(2π)3k02

√
m

(2π)3k03

√
m

(2π)3k04

× uα(k3, s3)vα(k4, s4) vβ(k2, s2)uβ(k1, s1)

= −(2π)4g2 δ4(k1 + k2 − k3 − k4)

×
√

m

(2π)3k01

√
m

(2π)3k02

√
m

(2π)3k03

√
m

(2π)3k04

× uα(k3, s3)vα(k4, s4)iGF (k1 + k2)vβ(k2, s2)uβ(k1, s1).

(8.103)

Physically this matrix element corresponds to a proton and an anti-
proton annihilating to create a π0 meson which subsequently pair
produces a proton and an anti-proton. The delta function merely
ensures the overall energy-momentum conservation in the process.

8.10 Feynman diagrams

It is quite clear from the two simple examples that we have worked
out in the last section that the evaluation of the S-matrix elements
using the Wick expansion is quite tedious. Instead, Feynman devel-
oped a graphical method for evaluating these matrix elements which
is in one to one correspondence with the Wick expansion. It is clear
from looking at the expansion of the S-matrix that it contains terms
with a number of propagators each of which corresponds to the con-
traction of a pair of fields (Feynman Green’s functions) and normal
ordered products. The normal ordered products have to give non-
vanishing matrix elements between the initial and the final state and,
as we have seen, simply give rise to normalization factors as well as
spinor functions for the particles in the initial and the final states.
Thus, let us introduce a graphical representation for these two ba-
sic elements of Wick’s expansion. Let us define the two kinds of
Feynman propagators that are possible for our theory (the Yukawa
theory), namely,
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k
= iGF (k) = lim

ǫ→0

i

k2 −M2 + iǫ
,

k αβ
= iSF ,αβ(k) = lim

ǫ→0+

i (k/ +m)αβ
k2 −m2 + iǫ

= lim
ǫ→0+

(
i

k/−m+ iǫ

)

αβ

. (8.104)

Several things are to be noted here. We note that the scalar (meson)
Feynman propagator is an even function and corresponds to that of a
charge neutral field. Therefore, the line representing this propagator
has no direction associated with it. On the other hand, the Feynman
propagator for the fermions is not an even function and corresponds
to that of a (Dirac) field carrying charge. Hence, the line representing
the fermion propagator has a direction associated with it, going from
from ψβ to ψα. (This is the same as saying that a fermionic particle
moves in the direction shown or an anti-particle moves in the opposite
direction.) It should also be remembered that the fermion propagator
is a 4×4 matrix with α and β representing the (Dirac) matrix indices.

The propagators are completely independent of the initial and
the final states and, therefore, occur as internal lines in a diagram.
The initial and the final states, on the other hand, are represented
by external lines. For example, an external boson line can represent
either the annihilation or the creation of a particle at the interaction
point (vertex), simply because we have a charge neutral scalar field
and in such a case, the normalization factor for the external line
(state) is denoted by (k0 =

√
k2 +M2)

b

k
=

1√
(2π)32k0

. (8.105)

On the other hand, since the fermion field carries a charge (and,
therefore, carries a direction for charge flow), a fermion external line
with an arrow flowing into an interaction point (vertex) can represent
either the annihilation of a particle or the creation of an anti-particle
at that point and the external line factor, in such a case is given by
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(the simplest way to visualize this is to note that the end of a fermion
line along the direction of the arrow corresponds to a ψ field which
can either annihilate a particle or create an anti-particle)

b

k, s α





=
√

m
(2π)3k0 uα(k, s), (particle annihilation),

=
√

m
(2π)3k0

vα(k, s), (anti-particle creation).

(8.106)

However, a fermion external line with an arrow away from the inter-
action point (vertex) can represent the creation of a particle or the
annihilation of an anti-particle (since it corresponds to the field ψ)
with an external line factor

b

k, s α





=
√

m
(2π)3k0 uα(k, s), (particle creation),

=
√

m
(2π)3k0

vα(k, s), (anti-particle annihilation).

(8.107)

Note that it is the interaction between the different fields which gives
rise to nontrivial scattering. The interaction can be read out from the
Lagrangian density LI and, in a local quantum field theory, is rep-
resented as a vertex (point of interaction) with no meaning attached
to the external lines. Thus, for the Yukawa interaction (8.93), we
have with the convention that all momenta are incoming at a vertex
(basically, the interaction vertex is obtained from (iSI = i

∫
d4xLI)

by taking appropriate field derivatives and the factor of (2π)4 arises
from transforming to momentum space)

b
k1 α

β k3

k2

= −(2π)4ig δ4(k1 + k2 + k3) δαβ . (8.108)
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These are the basic elements out of which Feynman diagrams are
constructed by attaching internal and external lines to vertices. Fur-
thermore, the rule for connecting vertices and lines is that the four
momentum of every internal line (propagator) must be integrated
over all possible values, with the normalization factor 1

(2π)4
for ev-

ery momentum integration. With these rules, conventionally known
as Feynman rules, we can show that every Feynman diagram cor-
responds to a unique physical process in one to one correspondence
with Wick’s expansion. (There is one other rule, namely, one has
to have a factor of (−1) for every internal fermion loop. There are
also some other subtleties like the symmetry factor associated with
a diagram (graph), which we do not worry about at this point. We
should also note for completeness that these are the Feynman rules
in momentum space. We can also define analogous Feynman rules in
coordinate space. However, calculations of S-matrix elements are, in
general, simpler in momentum space.)

α β

q

k, s k′, s′

Figure 8.1: Lowest order Feynman diagram.

In this language, therefore, the physical process where a proton,
an anti-proton and a π0 meson are annihilated (which we consid-
ered in (8.99)) will correspond in the lowest order to evaluating the
Feynman diagram in Fig. 8.1, where the external lines represent the
respective physical particles that are annihilated. The value of this
diagram can be obtained from the Feynman rules to be

〈0|S(1)
1 |k, s; k′, s′; q〉

= −(2π)4igδ4(k + k′ + q)δαβ
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× 1√
(2π)32q0

√
m

(2π)3k0
uα(k, s)

√
m

(2π)3k′ 0
vβ(k

′, s′)

= −(2π)4ig δ4(k + k′ + q)

× 1√
(2π)32q0

√
m

(2π)3k0

√
m

(2π)3k′ 0
vα(k

′, s′)uα(k, s).

(8.109)

This is exactly the value of the first order S-matrix element which
we had evaluated in (8.99).

α

β

δ

γ

k1, s1

k2, s2

q

k3, s3

k4, s4

Figure 8.2: A second order Feynman diagram.

Let us next note that if we are interested in the second order
process where a proton and an anti-proton annihilate and create a π0

meson which subsequently pair creates a proton and an anti-proton,
the corresponding lowest order Feynman diagram will be given by
Fig. 8.2, with the external lines representing physical particles. The
value of the diagram can now be calculated using the Feynman rules
to be

〈k4, s4; k3, s3|S(2)
2 |k1, s1; k2, s2〉

=

∫
d4q

(2π)4
(−(2π)4ig)δ4(k1 + k2 − q)δαβ

√
m

(2π)3k01

√
m

(2π)3k02

× uα(k1, s1)vβ(k2, s2)iGF (q)(−(2π)4ig)δ4(q − k3 − k4)δγδ

×
√

m

(2π)3k03

√
m

(2π)3k04
uγ(k3, s3)vδ(k4, s4)
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= −(2π)4g2 δ4(k1 + k2 − k3 − k4)

×
√

m

(2π)3k01

√
m

(2π)3k02

√
m

(2π)3k03

√
m

(2π)3k04

× uα(k3, s3)vα(k4, s4)iGF (k1 + k2)vβ(k2, s2)uβ(k1, s1).
(8.110)

Once again, this is exactly the second order S-matrix element which
we had calculated from the Wick expansion in (8.103). This shows
the power of the Feynman diagram method. However, it is worth
emphasizing that whenever confusions are likely to arise in the Feyn-
man method, it is always resolved by going back to Wick’s expansion
(of importance are concepts like the symmetry factor associated with
a graph).

To conclude this section, let us observe that the same Feynman
diagram can describe distinct physical processes depending on the
external lines. For example, the Feynman diagram in Fig. 8.2 can
describe the scattering of two protons through the exchange of a π0

meson, namely, a proton with initial momentum k1 scattering into a
state with momentum k2 by emitting a π0 meson with momentum
q = k1 − k2 which is captured by an initial proton of momentum k4
scattering into a state with momentum k3. If we are interested in only
the basic diagram (and not the external line factors since the diagram
can represent various distinct processes), from the Feynman rules
we see that it will be given by (we are ignoring the overall energy-
momentum conserving delta function (2π)4δ4(k1 + k2 − k3 − k4))

−iV (q) = −ig2GF (q)

= lim
ǫ→0+

− ig2

q2 −M2 + iǫ
, q = k1 − k2, (8.111)

where V (q) represents the scattering amplitude in the Born approx-
imation. Furthermore, if we are in the center of mass frame where

k1 = −k4, k2 = −k3,

k01 = k04 , k02 = k03 , (8.112)
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then, it follows from energy conservation that

k01 = k02 , q = (k1 − k2) = (0,k1 − k2). (8.113)

Therefore, we see that V (q) = V (q) and taking the Fourier transform
of (8.113), we obtain

−iV (x) = −ig2
∫

d3q

(2π)3
eiq·x V (q)

= lim
ǫ→0+

−ig2
∫

d3q

(2π)3
eiq·x

−(q2 +M2) + iǫ

=
ig2

(2π)3

∫ ∞

0
d|q||q|2

∫ π

0
dθ sin θ

∫ 2π

0
dφ

ei|q||x| cos θ

|q|2 +M2

=
ig2

(2π)2

∫ ∞

0
d|q| |q|2

i|q||x|(|q|2 +M2)

(
ei|q||x| − e−i|q||x|

)

=
g2

(2π)2|x|

∫ ∞

−∞
dz

zeiz|x|

z2 +M2

=
g2

(2π)2|x| (2πi)
(
iMe−M |x|

2iM

)

=
ig2

4π

e−M |x|

|x| , (8.114)

where we have used the method of residues to evaluate the integral
(the poles of the integrand are along the imaginary axis and closing
the contour in the upper half or in the lower half of the complex z-
plane leads to the same result). We recall from studies in scattering
theory in non-relativistic quantum mechanics that the potential in
the coordinate space corresponds to the Fourier transform of the
Born amplitude and, therefore, we obtain from (8.114) the potential
between the fermions to be

V (x) = − g
2

4π

e−M |x|

|x| . (8.115)
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We recognize this as the Yukawa potential (for the exchange of a
particle with mass M) and this shows that the Yukawa interaction
(8.93) leads to the Yukawa potential in the Born approximation.
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Chapter 9

Maxwell field theory

9.1 Maxwell’s equations

The next field theory to consider logically is that of an Abelian gauge
theory and the Maxwell field theory is a prototype of such a theory.
As we know, the dynamical field, in this case, is given by the vector
potential Aµ(x) which belongs to the (12 ,

1
2) representation of the

Lorentz group (see section 4.2). Thus, the dynamical field would
naturally describe particles with spin 1. Such fields are commonly
said to describe vector mesons (as opposed to (pseudo) scalar mesons
described by the spin 0 Klein-Gordon fields) or gauge bosons if there
is a gauge invariance associated with the corresponding theory.

Let us start with the classical Maxwell’s equations in vacuum
which are given by (remember c = 1)

∇ ·E = 0,

∇ ·B = 0,

∇×E = −∂B
∂t
,

∇×B =
∂E

∂t
, (9.1)

where E and B represent the electric and the magnetic fields re-
spectively. It is more convenient from our point of view to rewrite
Maxwell’s equations (9.1) in a manifestly Lorentz covariant form.
To that end, we note that we can solve the second and the third
equations in (9.1) to write

329
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B = ∇×A,

E = −∂A
∂t
−∇Φ, (9.2)

where A(x) and Φ(x) are known respectively as the vector and the
scalar potentials. We can, of course, combine them into the four
vector potential

Aµ = (Φ,A), Aµ = (Φ,−A). (9.3)

If we now define the four dimensional curl of the four vector
potential as

Fµν = ∂µAν − ∂νAµ = −Fνµ, µ, ν = 0, 1, 2, 3, (9.4)

we note that

F0i = ∂0Ai − ∂iA0 = Ei = (E)i, (9.5)

where

E = (E1, E2, E3), (9.6)

denotes the electric field vector. Similarly,

Fij = ∂iAj − ∂jAi = −ǫijkBk = −ǫijk(B)k, (9.7)

where ǫijk denotes the three dimensional Levi-Civita tensor and

B = (B1, B2, B3), (9.8)

denotes the magnetic field vector. In other words, the six indepen-
dent components of the tensor Fµν are given by (three components
each of) the electric and the magnetic fields. Therefore, the second
rank anti-symmetric tensor Fµν is also known as the field strength
tensor.
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It is now easy to check that the other two equations (the first
and the fourth) in (9.1) are given by

∂µF
µν = 0. (9.9)

For example, for ν = 0, equation (9.9) takes the form (F 00 = 0 from
anti-symmetry in (9.4))

∂iF
i0 = 0,

or, ∇ · E = 0, (9.10)

which coincides with the first of the equations in (9.1). Similarly, for
ν = j, equation (9.9) leads to

∂µF
µj = 0,

or, ∂0F
0j + ∂iF

ij = 0,

or, ∂0F0j + ∂iFij = 0,

or,
∂Ej
∂t

+ ∂i (−ǫijkBk) = 0,

or,
∂Ej
∂t

= −ǫjik∂iBk,

or,
∂E

∂t
= ∇×B, (9.11)

which is the last equation in (9.1). Note that the field strength tensor,
by definition (9.4), satisfies the algebraic identity

ǫµνλρ∂νFλρ = 0 = ∂νFλρ + ∂λFρν + ∂ρFνλ, (9.12)

which is known as the Bianchi identity for this theory.
Thus, we see that the set of four Maxwell’s equations (9.1) can

be written in the manifestly covariant form as

∂µF
µν = ∂µ(∂

µAν − ∂νAµ) = 0, (9.13)



July 13, 2020 8:54 book-9x6 11845-main page 332

332 9 Maxwell field theory

with the field strength tensor defined in (9.4) as

Fµν = ∂µAν − ∂νAµ. (9.14)

Furthermore, the gauge invariance of Maxwell’s equations is obvi-
ous in this formulation. For example, we note that under a gauge
transformation

Aµ(x)→ A′
µ(x) = Aµ(x) + ∂µθ(x),

or, δAµ(x) = A′
µ(x)−Aµ(x) = ∂µθ(x), (9.15)

where θ(x) is an arbitrary, real, (finite) local parameter of transfor-
mation,

Fµν → F ′
µν = ∂µA

′
ν − ∂νA′

µ

= ∂µ (Aν + ∂νθ)− ∂ν (Aµ + ∂µθ)

= ∂µAν − ∂νAµ = Fµν . (9.16)

In other words, the field strength tensor is unchanged under the gauge
transformation (9.15) of the four vector potential Aµ(x). (Namely,
the potentials (φ,A) defining (E,B) in (9.2) are not unique.) Con-
sequently, Maxwell’s equations (9.13) are also invariant under these
transformations.

9.2 Canonical quantization

In trying to second quantize the Maxwell field theory, we have to treat
the four vector potential Aµ(x), which represents the dynamical vari-
able of the theory, as an operator. But first, let us examine whether
there exists a Lagrangian density which will lead to Maxwell’s equa-
tions as its Euler-Lagrange equations. Let us consider the Lagrangian
density

L = −1

4
FµνF

µν = −1

4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ)

= −1

2
∂µAν(∂

µAν − ∂νAµ), (9.17)
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which leads to

∂L
∂Aν

= 0,

∂L
∂∂µAν

= −1

2
(∂µAν − ∂νAµ)− 1

2
∂µAν +

1

2
∂νAµ

= − (∂µAν − ∂νAµ) = −Fµν , (9.18)

so that the Euler-Lagrange equations, in this case, take the form

∂L
∂Aν

− ∂µ
∂L

∂∂µAν
= 0,

or, ∂µ (∂
µAν − ∂νAµ) = ∂µF

µν = 0, (9.19)

which coincides with the manifestly covariant Maxwell’s equations
(9.9). Note that a Lagrangian density

L =
1

4
FµνF

µν − 1

2
Fµν (∂

µAν − ∂νAµ) , (9.20)

with both Aµ and Fµν treated as independent dynamical variables
would also lead to Maxwell’s equations as its Euler-Lagrange equa-
tions, namely,

∂L
∂Fµν

= 0,

or, Fµν = ∂µAν − ∂νAµ,

∂µ
∂L

∂∂µAν
= 0,

or, ∂µF
µν = 0. (9.21)
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However, we will work with the simpler Lagrangian density in (9.17)
since the Lagrangian density (9.20) is equivalent to (9.17) when the
field variable Fµν is eliminated using the (first) auxiliary field equa-
tion in (9.21).

The Lagrangian density (9.17), indeed, gives Maxwell’s equations
as its Euler-Lagrange equations. It is manifestly Lorentz invariant.
Furthermore, since the field strength tensor Fµν is gauge invariant
(see (9.16)), this Lagrangian density is also invariant under the gauge
transformation (9.15) of the vector potential. Such a theory, which is
invariant under a (local) gauge transformation, is known as a gauge
theory and Aµ(x) is correspondingly known as the gauge field. If
we treat Aµ(x) as the independent field variable, we can define the
associated conjugate momentum as (see (9.18))

Πµ(x) =
∂L

∂Ȧµ(x)
= −F 0µ, (9.22)

and the first peculiarity of the Maxwell field theory is now obvious
from (9.22), namely,

Π0(x) = −F 00 = 0. (9.23)

In other words, the momentum conjugate to the field variable A0(x)
vanishes. This is a consequence of the gauge invariance of the the-
ory. As a result, we note that A0(x) which would have a nontrivial
commutation relation only with Π0(x), now must commute with all
the field variables in the theory. Therefore, we can think of A0(x) as
a classical function (c-number function) – not as an operator – and
without loss of generality we can set it equal to zero

A0(x) = 0. (9.24)

This is equivalent to saying that, for canonical quantization of such
a system, we have to choose a gauge and this particular choice is
known as the temporal (axial) gauge. Furthermore, in this gauge the
nontrivial components of the conjugate momentum are given by

Πi(x) = −F 0i = Ei = −(∂0Ai − ∂iA0) = −Ȧi(x). (9.25)
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The naive canonical quantization conditions, in this gauge, would
then appear to be

[Ai(x), Aj(y)]x0=y0 = 0 =
[
Πi(x),Πj(y)

]
x0=y0

,

[
Ai(x),Π

j(y)
]
x0=y0

= iδji δ
3(x− y). (9.26)

However, this is not quite consistent which can be seen as follows. For
example, in the gauge (9.24), the dynamical equations (see (9.19))

∂µ(∂
µAν − ∂νAµ) = 0, (9.27)

lead to (for ν = 0)

∂µ(∂
µA0 − ∂0Aµ) = 0,

or, ∂0(∂µA
µ) = 0,

or, ∂0(∇ ·A) = 0,

or, ∇ ·A = 0. (9.28)

Namely, in this gauge, the dynamical field variable A(x) must be
transverse. (As a parenthetical remark, we note that even after im-
posing the gauge condition (9.24), the theory can be checked to have
a residual gauge invariance under a time independent gauge trans-
formation which preserves (9.24), namely,

A(x)→ A′(x) = A(x) +∇θ̄(x), (9.29)

and the condition (9.28) can be thought of as the gauge choice for this
residual invariance.) On the other hand, the canonical quantization
condition (9.26) leads to

[
Ai(x),Π

j(y)
]
x0=y0

= iδji δ
3(x− y),

or,
[
Ai(x), Ȧ

j(y)
]
x0=y0

= −iδji δ3(x− y), (9.30)
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which does not satisfy the transversality condition (9.28). The proper
quantization condition consistent with the transversality condition
(9.28) is given by

[
Ai(x), Ȧ

j(y)
]
x0=y0

= −iδjiTR
(x− y), (9.31)

where the transverse delta function is formally defined as the nonlocal
operator (whose coordinate representation is given by δjiTR

(x− y))

δjiTR
= δji + ∂i

( 1

∇2

)
∂j , (9.32)

so that (remember that ∂i∂i = −∇2)

∂iδjiTR
= ∂i

(
δji + ∂i

( 1

∇2

)
∂j
)

= ∂j + ∂i∂i

( 1

∇2

)
∂j = ∂j − ∂j = 0, (9.33)

and (9.31) is consistent with the transversality condition in (9.28).
Here 1

∇
2 stands for the inverse of the Laplacian operator and for-

mally denotes the Green’s function for ∇2. We note here that rela-
tions such as (9.23), (9.24) and (9.28) constitute constraints on the
dynamics of the theory and systems with constraints are known as
constrained systems. As we have pointed out in connection with the
discussions in the Dirac field theory, there exists a systematic pro-
cedure for deriving the correct quantization conditions for such sys-
tems, known as the Dirac method, which we will discuss in the next
chapter. When quantized systematically through the Dirac method,
the correct quantization condition (Dirac bracket) that results in the
gauge (9.24) subject to (9.28) is given by (9.31). Let us note here
that in momentum space, the transverse delta function in (9.31) has
the explicit form
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δjiTR
(x− y) =

(
δji + ∂xi ∂

jx
( 1

∇2
x

))
δ3(x− y)

=

∫
d3k

(2π)3
eik·(x−y)

(
δji +

kik
j

k2

)

=

∫
d3k

(2π)3
eik·(x−y) δjiTR

(k). (9.34)

In the gauge (9.24), the Hamiltonian density for the Maxwell field
theory can be obtained to be

H = ΠiȦi − L

= −ΠiΠi +
1

4
FµνF

µν

= −ΠiΠi +
1

4

(
2F0iF

0i + FijF
ij
)

= −ΠiΠi +
1

2
ΠiΠ

i +
1

4
(−ǫijkBk)(−ǫijℓBℓ)

= −1

2
ΠiΠi +

1

2
BiBi =

1

2

(
Π2 +B2

)

=
1

2

(
E2 +B2

)
, (9.35)

and leads to the Hamiltonian

H =

∫
d3xH =

1

2

∫
d3x

(
Π2 +B2

)

=
1

2

∫
d3x

(
E2 +B2

)
. (9.36)

Indeed this is what we know to be the Hamiltonian (energy) for the
Maxwell theory even from studies in classical electrodynamics.

9.3 Field decomposition

In the temporal gauge (9.24) (see also (9.28))
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A0 = 0, ∇ ·A = 0, (9.37)

which also lead to

∂µAµ = 0, (9.38)

Maxwell’s equations (9.19) take the form

∂µF
µν = ∂µ(∂

µAν − ∂νAµ) = �Aν = 0. (9.39)

As we have seen, for ν = 0, the wave equation (9.39) vanishes iden-
tically (because of the choice of the gauge condition (9.24))

�A0 ≡ 0. (9.40)

On the other hand, for ν = i, we have

�Ai = 0. (9.41)

Thus, the three components of the vector potential, in this case, sat-
isfy the Klein-Gordon equation for a massless particle (wave equa-
tion) and, therefore, will have plane wave solutions of the form

A(x) ∝ ǫ(k) e∓ik·x, (9.42)

with

k0 = Ek =
√
k2 = |k |. (9.43)

The vector ǫ(k) represents the polarization (vector) of the plane
wave solution travelling along k̂ and carries the vector nature of the
vector potential. We note from (9.28) that, since the vector potential
is transverse, we must have
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∇ ·A(x) = 0,

or, k · ǫ (k) = 0. (9.44)

Namely, the polarization vector characterizing the vector potential
must be transverse to the direction of propagation of the plane wave.
There can be two such (linearly) independent directions, for example,
as shown in Fig. 9.1. We can choose the two independent polarization
vectors to be orthonormal and, in general, complex satisfying

k · ǫ (k, λ) = 0, λ = 1, 2,

ǫ∗(k, λ) · ǫ(k, λ′) = δλλ′ . (9.45)

k

ǫ(k, 2)

ǫ(k, 1)

Figure 9.1: Two independent and orthogonal polarization vectors
ǫ(k, 1) and ǫ(k, 2) transverse to the direction of propagation k.

The vector nature of the field variable is now contained completely
in the polarization vectors. It is also clear that any transverse vector
(to the direction k̂) can now be expressed as a linear superposition
of the two independent polarization vectors (9.45) (since they define
a basis in the plane transverse to the direction of propagation).

Given this, we can decompose the vector field A(x) in the basis
of the plane wave solutions as
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A(x) =

2∑

λ=1

∫
d3k√

(2π)32k0

(
ǫ(k, λ) e−ik·x a(k, λ)

+ ǫ∗(k, λ) eik·x a†(k, λ)
)
, (9.46)

where

k0 = Ek = |k |. (9.47)

Note that a(k, λ) and a†(k, λ) are operators and as we have defined,
the field operator A(x) is Hermitian as it should be. This discussion
is, therefore, quite analogous to that of the neutral Klein-Gordon
field except for the presence of the polarization vectors.

Let us next note that (k0 = |k|)

∫
d3x√
(2π)3

eik·xA(x) =

2∑

λ=1

∫∫
d3k′√
2k′ 0

d3x

(2π)3

×
(
ǫ(k′, λ)e−i(k

′−k)·x a(k′, λ) + ǫ∗(k′, λ)ei(k
′+k)·xa†(k′, λ)

)

=

2∑

λ=1

∫
d3k′√
2k′ 0

(
δ3(k − k′)ǫ(k′, λ)a(k′, λ)

+ δ3(k + k′)ǫ∗(k′, λ)ei(k
0+k′ 0)ta†(k′, λ)

)

=
2∑

λ=1

1√
2k0

(
ǫ(k, λ)a(k, λ) + ǫ∗(−k, λ)e2ik0ta†(−k, λ)

)
. (9.48)

Similarly, we can show that

∫
d3x√
(2π)3

eik·x Ȧ(x)

= −i
2∑

λ=1

√
k0

2

(
ǫ(k, λ)a(k, λ) − ǫ∗(−k, λ)e2ik0ta†(−k, λ)

)
.

(9.49)
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From (9.48) and (9.49), we conclude that

i

∫
d3x√
(2π)3

eik·x
←→
∂0A(x) =

2k0√
2k0

2∑

λ=1

ǫ (k, λ)a(k, λ),

or, a(k, λ) = i

∫
d3x√

(2π)32k0
(eik·x

←→
∂0A(x)) · ǫ∗(k, λ), (9.50)

where we have used the normalization for the polarization vectors in
(9.45). Taking the Hermitian conjugate of (9.50) leads to

a†(k, λ) = −i
∫

d3x√
(2π)32k0

(e−ik·x
←→
∂0A(x)) · ǫ(k, λ). (9.51)

Equations (9.50) and (9.51) denote the two inversion formulae for the
Maxwell field (analogous to (5.62) in the case of the Klein-Gordon
field).

Given the quantization conditions (see (9.31)),

[Ai(x), Aj(y)]x0=y0 = 0 = [Ȧi(x), Ȧj(y)]x0=y0 ,

[Ai(x), Ȧ
j(y)]x0=y0 = −iδjiTR

(x− y), (9.52)

using (9.50) and (9.51), we can easily show that

[a(k, λ), a(k′, λ′)] = 0 = [a†(k, λ), a†(k′, λ′)],

[a(k, λ), a†(k′, λ′)] = δλλ′δ
3(k − k′). (9.53)

In other words, the operators a(k, λ) and a†(k, λ) behave exactly like
the annihilation and the creation operators for a harmonic oscillator
system.

The Hamiltonian and the momentum operators for the Maxwell
theory can again be expressed in terms of the creation and the an-
nihilation operators. The normal ordered forms for these operators
can be shown to correspond to (see also (5.78) and (5.98) and we do
not write here the normal ordering symbol explicitly)
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H =

2∑

λ=1

∫
d3k Ek a

†(k, λ)a(k, λ),

P =
2∑

λ=1

∫
d3k k a†(k, λ)a(k, λ), (9.54)

where we recall from the Einstein relation (see (9.47)) that

Ek = |k|. (9.55)

The Hilbert space for this theory can be built up in the standard
manner. If we denote the vacuum state of the theory by |0〉, then it
satisfies

a(k, λ)|0〉 = 0 = 〈0|a†(k, λ),
H|0〉 = 0 = P|0〉. (9.56)

The one particle state is then obtained to be (λ = 1, 2)

|k, λ〉 = a†(k, λ)|0〉, (9.57)

which satisfies

H|k, λ〉 = Ek |k, λ〉,
P|k, λ〉 = k |k, λ〉. (9.58)

Therefore, the one particle state satisfies

(H2 −P2)|k, λ〉 = (E2
k − k2)|k, λ〉 = 0. (9.59)

This state, consequently, describes a one photon state and the index
λ merely labels the polarization of the photon.

There are several things to note here. First of all, since the
A(x) field is Hermitian like the charge neutral Klein-Gordon field,
the particles of the theory, namely the photons, do not carry any
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electric charge. Second, the energy of the system is positive semi-
definite and the Hilbert space is the standard harmonic oscillator
space. Furthermore, there are two distinct one photon states corre-
sponding to the two possible independent transverse polarizations a
photon can have. We can, in fact, show explicitly that the polariza-
tion is directly related to the spin of photon. This, therefore, shows
that even though the vector potential Aµ(x) has four independent
field degrees of freedom, the true physical degrees of freedom are
two in number. However, we achieved quantization, involving the
true degrees of freedom, by eliminating the extra degrees of freedom
through non-covariant gauge choices (see (9.24) and (9.28)). As a re-
sult, the canonically quantized description which involves only true
degrees of freedom is not manifestly Lorentz covariant although the
final result of any physical calculation will be. Later, we will also
quantize the Maxwell field theory in a manifestly covariant manner
which will bring out some other interesting aspects of such a theory.

Let us note that if we choose the direction of propagation of the
plane wave solution to be along the z-axis (k = kêz) and

ǫ(k, 1) = êx, ǫ(k, 2) = êy, (9.60)

then, we can identify a†(k, 1) as creating a photon polarized along the
x-axis and a†(k, 2) as creating a photon polarized along the y-axis.
It is clear, in this language, that the operators

a†L(k) =
1√
2

(
a†(k, 1) − ia†(k, 2)

)
,

a†R(k) =
1√
2

(
a†(k, 1) + ia†(k, 2)

)
, (9.61)

would then create photons which are left and right circularly polar-
ized respectively. (These one photon states are eigenstates of helicity
with eigenvalue ±1.) A simple way to see that these would represent
the creation operators for left and right circularly polarized photons
is to note that
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2∑

λ=1

ǫ∗(k, λ)a†(k, λ) = êxa
†(k, 1) + êya

†(k, 2)

=
1

2
(êx + iêy)(a

†(k, 1) − ia†(k, 2))

+
1

2
(êx − iêy)(a†(k, 1) + ia†(k, 2))

= ǫ∗L(k)a
†
L(k) + ǫ∗R(k)a

†
R(k), (9.62)

where we have used the familiar identification that

ǫL(k) =
1√
2

(
êx − iêy

)
, ǫR(k) =

1√
2

(
êx + iêy

)
, (9.63)

describe respectively the left and the right circular polarization vec-
tors.

9.4 Photon propagator

Let us note that in the temporal gauge (9.24) (see also (9.28)), if we
define the two polarization vectors for λ = 1, 2 as four vectors

ǫµ(k, λ) = (0, ǫ(k, λ)), kµǫ
µ(k, λ) = 0, (9.64)

and furthermore, for simplicity, if we choose the polarization vectors
to be real as in (9.60) then we can write the field decomposition
(9.46) as (recall (9.24))

Aµ(x) =
2∑

λ=1

∫
d3k√

(2π)32k0
ǫµ(k, λ)(e

−ik·xa(k, λ) + eik·xa†(k, λ)),

(9.65)

with k0 = |k|. This allows us to decompose the field into its positive
and negative energy parts as
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A(+)
µ (x) =

2∑

λ=1

∫
d3k√

(2π)32k0
ǫµ(k, λ)e

−ik·x a(k, λ),

A(−)
µ (x) =

2∑

λ=1

∫
d3k√

(2π)32k0
ǫµ(k, λ)e

ik·x a†(k, λ). (9.66)

From the commutation relations for a(k, λ) and a†(k, λ) in (9.53),
it follows that the only nontrivial covariant commutation relations
have the form (these are not at equal time)

[A(+)
µ (x), A(−)

ν (y)] =

2∑

λ,λ′=1

1

(2π)3

∫
d3k√
2k0

d3k′√
2k′ 0

× ǫµ(k, λ)ǫν(k′, λ′)e−ik·x+ik
′·y [a(k, λ), a†(k′, λ′)]

=

2∑

λ,λ′=1

1

(2π)3

∫
d3k√
2k0

d3k′√
2k′ 0

× ǫµ(k, λ)ǫν(k′, λ′)e−ik·x+ik
′·y δλλ′δ

3(k − k′)

=
2∑

λ=1

1

(2π)3

∫
d3k

2k0
ǫµ(k, λ)ǫν(k, λ)e

−ik·(x−y)

=
1

2

∫
d3k

(2π)3
e−ik·(x−y)

k0

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)

)

= −iG(+)
µν (x− y),

[A(−)
µ (x), A(+)

ν (y)] = −[A(+)
ν (y), A(−)

µ (x)] = iG(+)
νµ (y − x)

= −1

2

∫
d3k

(2π)3
eik·(x−y)

k0

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)

)

= −iG(−)
µν (x− y), (9.67)

which are the analogs of the positive and the negative energy Green’s
functions for the Maxwell field (see (5.144) and (5.146)).
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It follows now that

Aµ(x)Aν(y) = (A(+)
µ (x) +A(−)

µ (x))(A(+)
ν (y) +A(−)

ν (y))

= A(+)
µ (x)A(+)

ν (y) +A(+)
µ (x)A(−)

ν (y)

+A(−)
µ (x)A(+)

ν (y) +A(−)
µ (x)A(−)

ν (y)

= : Aµ(x)Aν(y) : +[A(+)
µ (x), A(−)

ν (y)]

= : Aµ(x)Aν(y) : −iG(+)
µν (x− y)

= : Aµ(x)Aν(y) : +Aµ(x)Aν︸ ︷︷ ︸(y). (9.68)

Therefore, we obtain

Aµ(x)Aν︸ ︷︷ ︸(y) = 〈0|Aµ(x)Aν(y)|0〉 = −iG(+)
µν (x− y). (9.69)

From this, we can define the Feynman propagator in the standard
manner (see (6.108)), namely,

〈0|T (Aµ(x)Aν(y)) |0〉 = iGF ,µν(x− y)

= 〈0|θ(x0 − y0)Aµ(x)Aν(y) + θ(y0 − x0)Aν(y)Aµ(x)|0〉

= −iθ(x0 − y0)G(+)
µν (x− y)− iθ(y0 − x0)G(+)

νµ (y − x)

= −iθ(x0 − y0)G(+)
µν (x− y) + iθ(y0 − x0)G(−)

µν (x− y)

=i(−θ(x0 − y0)G(+)
µν (x− y) + θ(y0 − x0)G(−)

µν (x− y)). (9.70)

By definition, therefore, the Feynman Green’s function has the
form

GF ,µν(x− y)

= −θ(x0 − y0)G(+)
µν (x− y) + θ(y0 − x0)G(−)

µν (x− y)

= −i
∫

d3k

(2π)3

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)
)
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× 1

2k0
(
θ(x0 − y0)e−ik·(x−y) + θ(y0 − x0)eik·(x−y)

)

= −i
∫

d3k

(2π)3
eik·(x−y)

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)
)

× 1

2k0
(
θ(x0 − y0)e−ik0(x0−y0) + θ(y0 − x0)eik0(x0−y0)

)
, (9.71)

where we have changed k → −k in the second term and have used
the fact that the polarization vectors are unaffected by this change of
variables (see, for example, (9.60)). To simplify this expression, we
use the integral representation for the step function given in (6.101)
and write

1

2k0

(
θ(x0 − y0)e−ik0(x0−y0) + θ(y0 − x0)eik0(x0−y0)

)

= lim
ǫ→0+

−
∫

dk′ 0

2πi

1

2k0

(e−i(k0+k′ 0)(x0−y0)
k′ 0 + iǫ

− ei(k
0−k′ 0)(x0−y0)

k′ 0 − iǫ
)

= lim
ǫ→0+

−
∫

dk′ 0

2πi

e−ik
′ 0(x0−y0)

2k0

( 1

k′ 0 − k0 + iǫ
− 1

k′ 0 + k0 − iǫ
)

= lim
ǫ→0+

−
∫

dk′ 0

2πi

e−ik
′ 0(x0−y0)

(k′ 0)2 − (|k| − iǫ)2

= lim
ǫ→0+

−
∫

dk′ 0

2πi

e−ik
′ 0(x0−y0)

(k′ 0)2 − k2 + iǫ
, (9.72)

where we have shifted variable k′ 0 in an intermediate step and have
used the Einstein relation (9.47). Substituting this into (9.71) and
denoting the variable of integration k′ 0 → k0, we obtain

GF ,µν(x− y) = lim
ǫ→0+

∫
d4k

(2π)4
e−ik·(x−y)

k2 + iǫ

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)

)
.

(9.73)

Therefore, we can identify the momentum space Feynman Green’s
function for the Maxwell (photon) field to be
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GF ,µν(k) = lim
ǫ→0+

1

k2 + iǫ

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)

)

= GF (k)

( 2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)

)
, (9.74)

where GF (k) denotes the Feynman Green’s function for a massless
scalar field (see (5.141)).

The Feynman Green’s function in (9.74) depends on the polar-
ization sum and to evaluate the polarization sum, let us note that if
we introduce two new four vectors

ηµ = (1, 0, 0, 0),

k̂µ =
kµ − (k · η)ηµ√
(k · η)2 − k2

=
(
0,

k

|k|
)
, (9.75)

then, ηµ, k̂µ and ǫµ(k, λ), λ = 1, 2 define an orthonormal basis in four
dimensions. Namely, they satisfy

ǫµ(k, λ)ǫµ(k, λ
′) = −δλλ′ ,

ηµηµ = 1,

k̂µk̂µ = −1,

ηµǫµ(k, λ) = 0 = ηµk̂µ,

k̂µǫµ(k, λ) = 0. (9.76)

Consequently, we can write the completeness relation for these basis
vectors as

2∑

λ=1

ǫµ(k, λ)ǫν(k, λ)

(ǫσ(k, λ)ǫσ(k, λ))
+

ηµην
(ησησ)

+
k̂µk̂ν

(k̂σ k̂σ)
= ηµν ,

or, −
2∑

λ=1

ǫµ(k, λ)ǫν(k, λ) + ηµην − k̂µk̂ν = ηµν ,
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or,

2∑

λ=1

ǫµ(k, λ)ǫν(k, λ) = −ηµν + ηµην − k̂µk̂ν . (9.77)

Substituting this back into (9.74), we obtain the Feynman propagator
for the photon field in the temporal gauge to be

iGF ,µν(k) = lim
ǫ→0+

− i

k2 + iǫ
(ηµν − ηµην + k̂µk̂ν). (9.78)

The Feynman propagator (9.78) is symmetric, but has a non-covariant
look in this gauge. However, physical calculations carried out with
this propagator do lead to Lorentz covariant results. The Feyn-
man propagator, in this gauge, is manifestly transverse (see (9.76)),
namely,

kµGF ,µν(k) = 0, (9.79)

and, as expected (since we are in the gauge A0 = 0), also satisfies

GF ,0µ(k) = 0, (9.80)

which follows from (9.75).

9.5 Quantum electrodynamics

Quantum electrodynamics (QED) is the theory describing the inter-
action of electrons and positrons with the electromagnetic field. The
Lagrangian density for this theory is given by

L = −1

4
FµνF

µν + iψγµDµψ −mψψ

= −1

4
FµνF

µν + iψγµ (∂µ + ieAµ)ψ −mψψ,

= L0 + LI , (9.81)

where
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Dµψ(x) = (∂µ + ieAµ(x))ψ(x), (9.82)

denotes the covariant derivative (see (7.83)) representing minimal
coupling and we have separated the Lagrangian density in (9.81)
into the free and the interaction parts as

L0 = −
1

4
FµνF

µν + iψ∂/ψ −mψψ,

LI = −eψγµψAµ. (9.83)

The total Lagrangian density (9.81) (or (9.83)) can be checked
to be invariant under the finite local gauge transformations

ψ(x)→ ψ′(x) = e−iθ(x)ψ(x),

ψ(x)→ ψ
′
(x) = ψ(x)eiθ(x),

Aµ(x)→ A′
µ(x) = Aµ(x) +

1

e
∂µθ(x), (9.84)

where θ(x) is the real and finite local parameter of transformation
or, equivalently, under the infinitesimal form of the transformation
(9.84) (with θ(x) = ǫ(x) = infinitesimal and keeping terms to linear
order in ǫ)

δǫψ(x) = ψ′(x)− ψ(x) = −iǫ(x)ψ(x),

δǫψ(x) = ψ
′
(x)− ψ(x) = iψ(x)ǫ(x),

δǫAµ(x) = A′
µ(x)−Aµ(x) =

1

e
∂µǫ(x), (9.85)

where ǫ(x) denotes the infinitesimal local parameter of transforma-
tion. In fact, we have already seen that the Lagrangian density for
the Maxwell theory is invariant under the gauge transformation in
(9.84) (or (9.85)). Therefore, we only need to examine the invari-
ance of the minimally coupled Dirac Lagrangian density in (9.81).
First, let us note that the covariant derivative in (9.82) transforms
covariantly under a gauge transformation (see (7.85))
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Dµψ(x)→ D′
µψ

′(x)

=
(
∂µ + ieA′

µ(x)
)
ψ′(x)

=
(
∂µ + ie

(
Aµ(x) +

1

e
(∂µθ(x))

))
e−iθ(x)ψ(x)

= e−iθ(x) (−i(∂µθ(x)) + ∂µ + ieAµ(x) + i(∂µθ(x)))ψ(x)

= e−iθ(x) (∂µ + ieAµ(x))ψ(x) = e−iθ(x)Dµψ(x). (9.86)

It follows from this that under a (finite) gauge transformation, the
minimally coupled Dirac Lagrangian density transforms as

LDirac(ψ,ψ,Aµ)→ LDirac(ψ
′, ψ

′
, A′

µ)

= iψ
′
γµD′

µψ
′ −mψ ′

ψ′

= iψeiθ(x)γµe−iθ(x)Dµψ −mψeiθ(x)e−iθ(x)ψ

= iψγµDµψ −mψψ = LDirac(ψ,ψ,Aµ). (9.87)

Namely, the minimally coupled Dirac Lagrangian density is also in-
variant under the gauge transformation (9.84) and, therefore, the
complete QED Lagrangian density (9.81) is gauge invariant. In this
theory, there is a conserved current,

Jµ(x) = eψγµψ, ∂µJ
µ(x) = 0. (9.88)

In momentum space the current conservation takes the form

kµJ
µ(k) = 0. (9.89)

The Feynman rules for QED can be derived in the standard man-
ner. We have already derived the fermion propagator as well as the
fermion external line factors in (8.104) and in (8.106)-(8.107). In ad-
dition, in QED we have the photon propagator as well as the photon
external line factor which take the forms,
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µ νk
= iGF ,µν(k) (9.90)

= lim
ǫ→0+

− i(ηµν − ηµην + k̂µk̂ν)

k2 + iǫ
,

µk, λ

=
1√

(2π)32k0
ǫµ(k, λ), (9.91)

where we have chosen a real polarization vector as in (9.65) so that
the external line in (9.91) can represent both the annihilation as well
as the creation of a photon. We note here that the photon propa-
gator is a gauge dependent quantity. The form of the propagator in
(9.90) (or (9.78)) corresponds to the temporal gauge (9.24) (see also
(9.28)). The interaction vertex for QED can also be read out from
the Lagrangian density (9.81)

p

q
r µ

α

β
= −(2π)4ie (γµ)βα δ4(p+q+r). (9.92)

9.6 Physical processes

With these rules, we can now calculate the S-matrix elements for
various physical processes in QED and let us see how some of these
calculations are carried out at the lowest order.

a) Photon pair production: For example, let us calculate the ma-
trix element for an electron and a positron to annihilate and produce
a pair of photons

e−(k1) + e+(k2)→ γ(k3) + γ(k4). (9.93)

To the lowest order there are two Feynman diagrams which will con-
tribute to such a process and they are shown in Fig. 9.2. We note
here that experimentally, we only measure two photons in the final
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state, but not the vertices (points) where each of the two photons
was produced. Therefore, the amplitude for this process would sim-
ply be the sum of the amplitudes (quantum superposition principle)
given by the two diagrams in Fig. 9.2. As a result, the S-matrix
element for this process can be worked out, to the lowest order, to
be (we are assuming that the final state photons are outgoing and
have carried out the momentum integration for the internal line and
are omitting the overall energy-momentum conserving delta function
δ4(k1 + k2 − k3 − k4))

+

k1, s1 k2, s2

k4, λ
′

ν µ

k3, λ

k1 − k4

k1, s1 k2, s2

k3, λ

µ ν

k4, λ
′

k1 − k3

Figure 9.2: The two lowest order Feynman diagrams that contribute
to the pair production of photons as well as to the Compton scatter-
ing.

〈γ(k3, λ), γ(k4, λ′)|S(2)|e−(k1), e+(k2)〉

=
1

(2π)4
1

(2π)6
1√
2k03

1√
2k04

√
m

k01

√
m

k02

× ǫµ (k3, λ) ǫν
(
k4, λ

′)uα (k1, s1) vβ (k2, s2)

×
[
−(2π)4ie (γν)βδ iSF ,δγ(K)(−(2π)4ie) (γµ)γα

−(2π)4ie (γµ)βδ iSF ,δγ(K̃)(−(2π)4ie) (γν)δα
]

= − ie2

(2π)2
1√
2k03

1√
2k04

√
m

k01

√
m

k02

×
[
v (k2, s2) ǫ/(k4, λ

′)
1

K/−m+ iǫ
ǫ/(k3, λ)u (k1, s1)
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+v (k2, s2) ǫ/ (k3, λ)
1

K̃/−m+ iǫ
ǫ/
(
k4, λ

′)u (k1, s1)
]
,

(9.94)

where, for simplicity, we have defined

K = k1 − k3, K̃ = k1 − k4, (9.95)

and the limit ǫ→ 0+ is understood.

The differential cross-section will be proportional to the absolute
square of the matrix element. Furthermore, depending on whether
we are interested in summing over all spin states of the fermions
or not, the γ-algebra can be simplified and a simple formula for
the differential cross-section can be obtained (as discussed in section
3.4).

b) Compton scattering: The Feynman diagrams for the elastic
scattering of an electron by a photon

e−(k1) + γ(k2)→ e−(k3) + γ(k4), (9.96)

are given to the lowest order by the same diagrams as in Fig. 9.2
except for the labeling of the momenta. In this case, we will assume
the final state electron and photon (e−(k3), γ(k4)) to be outgoing.
The amplitude differs from the case of the pair production of photons
by only the external line factors, namely, instead of an electron and
a positron being annihilated as was the case in (9.94), here we have
the annihilation of an electron with momentum k1 and the creation
of an electron with momentum k3 (the photon line factor in (9.91) is
the same for the creation or the annihilation of a photon). Therefore,
we can obtain the S-matrix element for Compton scattering directly
from the results in (9.94) to be
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〈e−(k3), γ(k4, λ′)|S(2)|e−(k1), γ(k2, λ)〉

= − ie2

(2π)2
1√
2k02

1√
2k04

√
m

k01

√
m

k03

×
[
u(k3, s3)ǫ/(k4, λ

′)
1

Q/−m+ iǫ
ǫ/(k2, λ)u(k1, s1)

+ u(k3, s3)ǫ/(k2, λ)
1

K̃/−m+ iǫ
ǫ/(k4, λ

′)u (k1, s1)

]
, (9.97)

where as defined in (9.95) K̃ = k1 − k4 and we have introduced

Q = k1 + k2. (9.98)

c) Möller scattering: Möller scattering is the study of elastic scat-
tering of two electrons

e−(k1) + e−(k2)→ e−(k3) + e−(k4). (9.99)

To the lowest order, this process is described by the two Feynman
diagrams shown in Fig. 9.3. Here, the internal line represents a pho-
ton propagator signifying that the electrons scatter by exchanging
(emitting and absorbing) a photon. Thus, this amplitude will dif-
fer from (9.94) (or (9.97)) not only in the external line factors, but
also in the propagator of the diagram. This can be calculated in a
straightforward manner as before. Assuming that the final state elec-
trons are outgoing, carrying out the momentum integration for the
internal line and omitting the overall energy-momentum conserving
delta function δ4(k1 + k2 − k3 − k4), the S-matrix element takes the
form
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+

k1 k2

k3 k4

k1 − k3

k1 k2

k4 k3

k1 − k4

Figure 9.3: The two lowest order Feynman diagrams for Möller scat-
tering.

〈e−(k3), e−(k4)|S(2)|e−(k1), e−(k2)〉

=
ie2

(2π)2

√
m

k01

√
m

k02

√
m

k03

√
m

k04

×
[
u(k4, s4)γ

µu(k2, s2)
(ηµν − ηµην + K̂µK̂ν)

K2 + iǫ
u(k3, s3)γ

νu(k1, s1)

+u(k3, s3)γ
µu(k2, s2)

(ηµν − ηµην + ˆ̃Kµ
ˆ̃Kν)

K̃2 + iǫ
u(k4, s4)γ

νu(k1, s1)
]
,

(9.100)

where K and K̃ are defined in (9.95).

d) Bhabha scattering: Finally, the Bhabha scattering can be
thought of as the process

e−(k1) + e+(k2)→ e−(k3) + e+(k4). (9.101)

The lowest order Feynman diagrams for this process are shown in
Fig. 9.4. We see that topologically these diagrams are the same as
in Fig. 9.3, but in the present case we will treat the final state elec-
tron and the positron as outgoing (e−(k3), e+(k4)). In this case, the
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+

k3

k1 k2

k4

k1 − k3

k2

k1 k3

k4

k1 + k2

Figure 9.4: The two lowest order Feynman diagrams for Bhabha
scattering.

first diagram in Fig. 9.4 represents the annihilation of an electron
and a positron to create a photon which subsequently creates an
electron and a positron. On the other hand, the second diagram
simply describes the scattering of an electron and a positron by ex-
changing a photon. We can calculate this matrix element as before
and omitting the overall delta function representing conservation of
energy-momentum, we have

〈e−(k3, s3), e+(k4, s4)|S(2)|e−(k1, s1), e+(k2, s2)〉

=
ie2

(2π)2

√
m

k01

√
m

k02

√
m

k03

√
m

k04

×
[
u(k3, s3)γ

µv(k4, s4)
(ηµν − ηµην + Q̂µQ̂ν)

Q2 + iǫ
v(k2, s2)γ

νu(k1, s1)

+v(k2, s2)γ
µv(k4, s4)

(ηµν − ηµην + K̂µK̂ν)

K2 + iǫ
u(k3, s3)γ

νu(k1, s1)
]
,

(9.102)

where as defined in (9.95) and (9.98) K = k1 − k3 and Q = k1 + k2.
This gives a flavor of low order calculations in QED.
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9.7 Ward-Takahashi identity in QED

Before we discuss more complicated symmetries, let us discuss very
briefly the Ward-Takahashi identity in QED. In simple language this
identity implies that there exists a relation between the fermion two
point function (self-energy) and the vertex function in QED and
the relation can be traced to the gauge invariance of the theory.
Here we would only give a very simple derivation of this relation in
QED. Such relations can be derived more systematically and more
formally for more complicated theories like the non-Abelian gauge
theories through the BRST (Becchi-Rouet-Stora-Tyutin) symmetry,
which we will study later.

As we have seen, the Lagrangian density (9.81) for QED has the
form

L = −1

4
FµνF

µν + iψ̄γµ (∂µ + ieAµ)ψ −mψ̄ψ. (9.103)

The structure of the photon propagator in the theory, of course,
depends on the choice of gauge. However, independent of the choice
of gauge, let us note that the fermion propagator in QED can be
represented as

iSF (p) =
i

p/−m =
p

, (9.104)

where the iǫ factor in the denominator is understood. It follows from
(9.104) that

∂

∂pµ
iSF (p) =

∂

∂pµ

(
i

p/−m

)

=
i

p/−m (−γµ)
1

p/−m

=
i

p/−m (iγµ)
i

p/−m

= −1

e
(iSF (p)) Γµ (p,−p, 0) (iSF (p)) , (9.105)

where Γµ(p,−p, 0) denotes the three point vertex (9.92) in QED with
a zero momentum photon (without the delta function and the factor
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of (2π)4). As a result the right-hand side of (9.105) can be diagram-
matically represented as

i

p/−m iγµ
i

p/−m = −1

e p p

k = 0

(9.106)

= −1

e
(iSF (p))Γµ(p,−p, k = 0)(iSF (p)).

Consequently, a diagrammatic representation for the basic identity
(9.105) in QED resulting from the structure of the fermion propaga-
tor has the form

∂

∂pµ p = −1

e p p

k = 0

. (9.107)

In this case, by inverting (9.105) we can obtain a relation between
the fermion two point function and the three point vertex function
as

1

e
Γµ(p,−p, k = 0) = −(iSF (p))−1

(
∂

∂pµ
(iSF (p))

)
(iSF (p))

−1

=
∂

∂pµ
(iSF (p))

−1

= −i ∂
∂pµ

S−1
F (p), (9.108)

which can also be written as

i
∂

∂pµ
S−1
F (p) = −1

e
Γµ(p,−p, k = 0). (9.109)

This relates the three point vertex function (with a zero momentum
photon) to the fermion two point function (self-energy) in QED at the
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tree level and such relations are known as Ward-Takahashi identities
(in non-Abelian gauge theories, such relations are called Slavnov-
Taylor identities which we will discuss later). Such a relation can be
seen to hold at any higher order in perturbation theory as well.

For example, let us look at the fermion self-energy at one loop.
Using the graphical identity in (9.107), we can write

∂

∂pµ p k + p p

k

= −1

e p p

k

k + p k + p

q = 0

(9.110)

We note that here we are looking only at the proper vertex parts of
the diagrams (namely, without the external lines). The diagram on
the left-hand side in (9.110) (without the external lines) represents
the one loop correction to the fermion two point function or the self-
energy (multiplied by a factor of i) whereas the right-hand side is
the correction to the three point vertex function at one loop. Once
again, we see that (9.109) holds for the one loop corrections to the
amplitudes. (The trick in obtaining this relation in a simple manner
lies in channeling the external momentum only through the fermion
lines.)

At two loop order the fermion self energy diagrams have the forms
shown in Fig. 9.5 (there are no external lines and we do not label
the momenta for simplicity, but we understand that the external
momentum is channelled only through the fermion lines)

+

Figure 9.5: Two loop corrections to the fermion self-energy in QED.

Using the basic graphical identity in (9.107) at this order we obtain
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∂

∂pµ

[
+

]

= −1

e

[
+ +

+ + +

]

= −1

e

[
+ +

+ + +

]
. (9.111)

We recognize that the graphs in the bracket on the right-hand side of
(9.111) correspond precisely to the two loop corrections to the vertex
function. Thus, using (9.107) we can easily verify the validity of
the identity (9.109) diagrammatically at every order in perturbation
theory.

A simple and powerful consequence of the Ward-Takahashi iden-
tity can be derived as follows. We note that including quantum
corrections (we will study renormalization in a later chapter), if the
fermion self-energy and the vertex function change as
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S−1
F (p,m = 0) −→ Z2S

−1
F (p,m = 0),

Γµ(p,−p, k = 0) −→ Z1Γµ(p,−p, k = 0), (9.112)

where Z1, Z2 are constants, then from (9.109) we conclude that these
constants must be related as

Z1 = Z2. (9.113)

This physically implies that if there are divergent parts in the fermion
self-energy graphs at higher order, then they must equal those present
in the vertex correction graphs at the same order (we will study these
issues in more detail within the context of renormalization later).

That the Ward-Takahashi identity (9.109) is a consequence of
gauge invariance can be seen heuristically in the following way. The
Lagrangian density for QED including quantum corrections can be
written as

L = −1

4
FµνF

µν + iψD/ψ −mψψ − A

4
FµνF

µν + iBψ∂/ψ

− eCψA/ψ −Dψψ + · · ·

= −1

4
(1 +A)FµνF

µν + i(1 +B)ψ∂/ψ − e(1 + C)ψA/ψ

− (m+D)ψψ + · · · , (9.114)

where A,B,C,D are constants and the dots denote other structures
that may be induced due to quantum corrections. Invariance under
the local gauge transformations (9.84), on the other hand, requires
that the kinetic energy part of the fermion and the photon interaction
term must combine into the form of a covariant derivative (see (9.86))

iaψD/ψ = iaψ(∂/+ ieA/)ψ. (9.115)

Thus comparing with (9.114), we can identify

a = 1 +B = 1 + C, (9.116)
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which is another way of saying

Z2 = 1 +B = 1 + C = Z1. (9.117)

We will discuss these topics in more systematically when we study
renormalization chapter 16.

9.8 Covariant quantization of the Maxwell theory

As we have seen, canonical quantization of Maxwell’s theory results
in a lack of manifest Lorentz invariance. Let us recapitulate briefly
how this arises. We recall that the Lagrangian density for Maxwell’s
theory is given by

L = −1

4
FµνF

µν ,

Fµν = ∂µAν − ∂νAµ = −Fνµ, (9.118)

where Fµν denotes the field strength tensor. The canonical momenta
conjugate to the field variables Aµ can be calculated from the La-
grangian density and take the forms (see (9.22) and (9.23))

Πµ =
∂L
∂Ȧµ

= −F 0µ,

which implies the constraint

Π0 = −F 00 = 0. (9.119)

As we have already seen in (9.16), the Lagrangian density (9.118)
as well as the action for this theory are invariant under the gauge
transformation δAµ = ∂µα(x), since the field strength tensor Fµν
does not change under a shift of the vector potential by a gradient.
As a result, we can choose a gauge condition and if we choose the
gauge ∇·A = 0 (in our earlier discussion we had chosen the temporal
gauge A0 = 0, the present choice of gauge is known as the Coulomb
gauge), then the equations of motion (see (9.19))
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∂µF
µν = 0,

lead to (for ν = 0)

∂µF
µ0 = ∂iF

i0 = 0,

or, ∂i
(
∂iA0 − ∂0Ai

)
= 0,

or, ∇
2A0 = 0,

or, A0 = 0. (9.120)

On the other hand, if sources (charges and currents) are present, in
the Coulomb gauge

∇ ·A = 0,

the dynamical equations

∂µF
µν = Jν ,

would lead to

∂µF
µ0 = J0,

or, ∇
2A0 = −J0,

or, A0 = −
1

∇2J0. (9.121)

In either case, the two transverse physical degrees of freedom de-
scribe the true dynamics of the theory while the time-like degree
of freedom is merely related to the charge density. The canonical
quantization can now be carried out for the two physical degrees of
freedom, but we lose manifest Lorentz covariance in the process (be-
cause all components of Aµ are not being treated on a equal footing).
Let us emphasize here that the final result for the calculation of any
physical amplitude, however, remains manifestly Lorentz invariant in
the canonical formalism. But, we lose manifest Lorentz covariance in
the intermediate steps (which is highly desirable in any calculation).
We recognize that this is a consequence of our choice of gauge.
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The need for choosing a gauge can be seen in an alternative man-
ner as follows. (This is relevant in the discussion within the context
of a path integral quantization of the system which we will discuss
briefly in chapter 12.) We note that we can write the Lagrangian
density (9.118) for the Maxwell theory also as

L = −1

4
FµνF

µν =
1

2
AµP

µνAν + total derivatives, (9.122)

where

Pµν = ηµν�− ∂µ∂ν . (9.123)

It follows from the explicit form of Pµν that

PµνP λ
ν = (ηµν�− ∂µ∂ν)

(
δ λν �− ∂ν∂λ

)

= ηµλ�2 − ∂µ∂λ�− ∂µ∂λ�+ ∂µ∂λ�

= �

(
ηµλ�− ∂µ∂λ

)

= �Pµλ. (9.124)

With a suitable normalization, we see that Pµν can be thought of as
a projection operator. (In fact, P

µν
= 1

�
Pµν defines the normalized

projection operator.) Furthermore, we note that

∂µP
µν = ∂µ (η

µν
�− ∂µ∂ν)

= (∂ν�−�∂ν) = 0 = ∂νP
µν , (9.125)

so that this is the transverse projection operator, namely, it projects
on to the space of the components of any vector transverse (per-
pendicular) to the gradient operator ∂µ. Consequently, the inverse
of Pµν does not exist (this also means that the determinant of Pµν

vanishes) and the Green’s function and, therefore, the Feynman prop-
agator for the theory cannot be defined. This implies that even if we
can quantize the theory (say, in the naive path integral formalism),
we cannot carry out calculations in perturbation theory.
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We note here that whenever the determinant of the matrix of
highest derivatives in the Lagrangian density vanishes, the system
is singular and contains constraints among the field variables (as we
will discuss in the next chapter). In such a case, without any further
input, the Cauchy initial value problem cannot be uniquely solved,
simply because the Green’s function does not exist. Thus we see that
the naive canonical quantization has unpleasant features in the case
of Maxwell’s theory since the fields are constrained and the momen-
tum conjugate to A0 vanishes. We can solve for the constraints and
quantize only the true dynamical degrees of freedom. However, in
this procedure we lose manifest Lorentz covariance since we single
out the transverse degrees of freedom.

We can take an alternative approach. Namely, since we realize
that the difficulties in quantization arise because of the singular na-
ture of the Lagrangian density, we can try to modify the theory so
as to make it nonsingular while maintaining Lorentz invariance. Let
us consider, for example, the Lagrangian density

L = −1

4
FµνF

µν − 1

2
(∂µA

µ)2 + JµAµ, (9.126)

where Jµ represents a conserved current

∂µJ
µ = 0. (9.127)

Here we have generalized Maxwell’s theory to include a conserved
current. But more than that we have also added a term −1

2 (∂µA
µ)2

to Maxwell’s Lagrangian density. (This formulation of the theory is
due to Fermi and considered as a gauge choice, this gauge is known
as the Feynman-Fermi gauge.) This additional term breaks gauge in-
variance and consequently leads to a nonsingular theory. But clearly
the theory (9.126) would appear to be different from Maxwell’s the-
ory. Therefore, at this point there is no justification for adding this
new term to the Lagrangian density. But to understand the issue
better, let us look at the equations of motion following from the
action in (9.126)
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∂L
∂Aν

− ∂µ
∂L

∂∂µAν
= 0,

or, Jν + ∂µF
µν + ∂ν(∂ · A) = 0,

or, ∂µF
µν + ∂ν(∂ ·A) = −Jν . (9.128)

Without the second term on the left-hand side in (9.128), this is
just the Maxwell’s equations in the presence of conserved sources. If
we now write out the left-hand side explicitly, (9.128) takes the form

∂µ (∂
µAν − ∂νAµ) + ∂ν(∂µA

µ) = −Jν ,
or, �Aν = −Jν ,
or, �∂ ·A = −∂ · J = 0. (9.129)

An alternative way of seeing this is to note that if we take the diver-
gence of the equations of motion in (9.128), we have

∂ν∂µF
µν +� (∂ ·A) = ∂νJ

ν ,

or, � (∂ ·A) = 0, (9.130)

where we have used the anti-symmetry of the field strength tensor
as well as the conservation of Jµ.

Thus we see that although the presence of the term −1
2χ

2 in the
Lagrangian density (9.126) where

χ = ∂ · A, (9.131)

seems to modify the theory, χ is a free field and, therefore, the pres-
ence of this additional term in the Lagrangian density would not
change the physics of Maxwell’s theory. Furthermore, we recognize
that if we restrict classically to the initial value conditions

χ = 0,
∂χ

∂t
= 0, t = 0, (9.132)
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then χ = 0 at all times and we recover the familiar Maxwell’s the-
ory. Thus, classically we can think of Maxwell’s theory as described
by the modified Lagrangian density (9.126) with the supplementary
condition

∂ · A = 0. (9.133)

Let us now rewrite this modified Lagrangian density as

L = −1

2
∂µAν (∂

µAν − ∂νAµ)− 1

2
(∂µA

µ)2 − JµAµ

= −1

2
∂µAν∂

µAν − JµAµ + total divergence. (9.134)

It is now obvious that the coefficient matrix of highest derivatives is
nonsingular in this case. We can define the canonical momenta as

Πµ =
∂L
∂Ȧµ

= −Ȧµ. (9.135)

Clearly now all components of the momenta are well defined with-
out any constraint and hence we can quantize the theory as (Πν is
conjugate to Aν)

[Aµ(x),Π
ν(y)]x0=y0 = iδνµδ

3(x− y),

or,
[
Aµ(x), Ȧν(y)

]
x0=y0

= −iηµνδ3(x− y), (9.136)

with all other commutators vanishing.
We now see that this quantization relation is exactly like the

quantization condition for four distinct scalar fields (see (5.41) and
note that we are being slightly sloppy here in the sense that the
commutation relation should really involve field variables and their
conjugate momenta)

[
φ(x), φ̇(y)

]
x0=y0

= iδ3(x− y), (9.137)
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except for one thing. Namely, the commutation relation between A0

and Ȧ0 has a relative negative sign. This problem can, of course,
be simply fixed by postulating that for the time component, the
coordinate and the momenta exchange roles. However, that would
be against the spirit of Lorentz covariance since we no longer treat
all the components of Aµ on the same footing. But more serious
than that is the fact that if we adopt the above convention, the
Hamiltonian for Maxwell’s theory would become unbounded from
below.

Let us construct the Hamiltonian density for this theory (9.134)
and see whether the above quantization relations are consistent (as-
sume, for simplicity, Jµ = 0 and we will neglect the total divergence
terms)

H = ΠµȦµ − L

= −ΠµΠµ +
1

2
∂µAν∂

µAν

= −ΠµΠµ +
1

2
ΠµΠ

µ +
1

2
∂iAµ∂

iAµ

= −1

2
ΠµΠ

µ +
1

2
∂iAµ∂

iAµ. (9.138)

It is worth pointing out at this point that the Hamiltonian density
(and, therefore, the Hamiltonian) for this theory does not seem to
be positive semi-definite since the time components (µ = 0) con-
tribute a negative amount. However, we note that if we calculate the
commutator of the field variables with the Hamiltonian, we find

[
Aµ(x),H

]
=

[
Aµ(x),

∫
d3x′

(
− 1

2
Πν(x

′)Πν(x′)

+
1

2
∂′iAν(x

′)∂′iAν(x′)
)]

x0=x′0

= −1

2

∫
d3x′

[
Aµ(x),Πν(x

′)Πν(x′)
]
x0=x′0

= −
∫

d3x′ iηµνδ
3(x− x′)Πν(x′)

∣∣
x0=x′0
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= −iΠµ(x) = iȦµ(x), (9.139)

which is the correct Heisenberg equation of motion for the field vari-
ables Aµ and hence the quantization relations (9.136) are consistent.

We have, however, not made use of the supplementary condition
(9.133) as yet. A little bit of thinking tells us that although in the
classical theory we can impose the condition

∂µA
µ = 0, (9.140)

in the quantum theory, where Aµ’s are operators, such a condition
is hard to implement as an operator condition. It is easy to see that
the commutation relation (9.136) would lead to

[
Aµ(x),Πν(x′)

]
x0=x′0

= iηµνδ3(x− x′),

or, ∂µ
[
Aµ(x),Πν(x′)

]
x0=x′0

= i∂νδ3(x− x′),

or,
[
∂µA

µ(x),Πν(x′)
]
x0=x′0

= i∂νδ3(x− x′). (9.141)

(This relation is essentially correct, but the derivation needs to be
taken carefully in a limiting manner x0 → x′0.) We note that,
whereas the left-hand side of the above expression would be zero
if the supplementary condition (9.133) were to hold as an operator
equation, the non vanishing right-hand side would lead to an incon-
sistency.

Thus, we can weaken the supplementary condition (9.133) and
say that this condition is true only on the space of physical states of
the theory, namely,

∂µA
µ|phys〉 = 0. (9.142)

In other words, we can think of the supplementary condition as se-
lecting out the subspace of the physical Hilbert space of the theory.
(Note that since all field components are dynamical in this modified
theory, the naive “Hilbert” space is much larger than the physical
Hilbert space of the Maxwell theory consisting of only the transverse
photon degrees of freedom. The supplementary condition (9.133)



July 13, 2020 8:54 book-9x6 11845-main page 371

9.8 Covariant quantization of the Maxwell theory 371

may be thought of as picking out the smaller physical subspace from
the larger total vector space.) As we would see shortly, even (9.142)
is a very stringent condition and we have to relax this further. We
can see this already from the commutator relation (9.141). Basically,
we note that if |ψ〉 represents a physical state, then

〈ψ|
[
∂ · A(x),Πν(x′)

]
|ψ〉
∣∣
x0=x′ 0

= 〈ψ|i∂νδ3(x− x′)|ψ〉,

or, 0 = i∂νδ3(x− x′), (9.143)

which is inconsistent.
To proceed further, let us make a plane wave expansion for the

field variables

Aµ(x) =
∑

λ

∫
d3k
[
ǫµ(k, λ)fk(x)a(k, λ)

+ ǫ∗µ(k, λ)f
∗
k (x)a

†(k, λ)
]
, (9.144)

where

fk(x) =
1√

(2π)32ω
e−ik·x, k0 = ω(k) = |k|. (9.145)

Here ǫµ(k, λ)’s are the components of the polarization vector for a
photon travelling along k and polarization index λ = 0, 1, 2, 3. (Un-
like the earlier discussion, here they are allowed to be complex and
not required to be transverse.) They are normalized as

ǫµ(k, λ)ǫ
∗µ(k, λ′) = ηλλ

′

=

{
1, λ = λ′ = 0,

−1, λ = λ′ = i = 1, 2, 3.
(9.146)

As we have seen earlier (see (9.75)), we can always choose a basis
such that the polarization vector for λ = 0 is time-like (recall ηµ),
while that for λ = 3 is longitudinal (recall k̂µ) and the other two
polarization vectors are transverse to the momentum four vector.

At this point we can quantize the coefficients a(k, λ) and a†(k, λ)
as annihilation and creation operators satisfying
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[
a(k, λ), a(k′, λ′)

]
= 0 =

[
a†(k, λ), a†(k′, λ′)

]
,

[
a(k, λ), a†(k′, λ′)

]
= −ηλλ′δ3(k − k′), (9.147)

where λ, λ′ = 0, 1, 2, 3. Of course, we have to check that these con-
ditions are consistent with the equal-time quantization conditions
for the field variables (for simplicity, we do not write the equal-time
arguments explicitly although they are assumed)

[
Aµ(x), Ȧν(y)

]

=
∑

λ,λ′

∫
d3kd3k′

[
ǫµ(k, λ)fk(x)a(k, λ) + ǫ∗µ(k, λ)f

∗
k (x)a

†(k, λ),

−iω′(ǫν(k′, λ′)fk′(y)a(k
′, λ′)− ǫ∗ν(k′, λ′)f∗k′(y)a

†(k′, λ′)
)]

=
∑

λ,λ′

∫
d3kd3k′iω′

×
(
ǫµ(k, λ)ǫ

∗
ν(k

′, λ′)fk(x)f
∗
k′(y)

[
a(k, λ), a†(k′, λ′)

]

−ǫ∗µ(k, λ)ǫν(k′, λ′)f∗k (x)fk′(y)
[
a†(k, λ), a(k′, λ′)

] )

=
∑

λ,λ′

∫
d3kd3k′(−iω′ηλλ

′
)δ3(k − k′)

×
(
ǫµ(k, λ)ǫ

∗
ν(k

′, λ′)fk(x)f
∗
k′(y)

+ǫ∗µ(k, λ)ǫν(k
′, λ′)f∗k (x)fk′(y)

)

=
∑

λ

∫
d3k(−iω)

( ǫµ(k, λ)ǫ∗ν(k, λ)
ǫσ(k, λ)ǫ∗σ(k, λ)

fk(x)f
∗
k (y)

+
ǫ∗µ(k, λ)ǫν(k, λ)

ǫσ(k, λ)ǫ∗σ(k, λ)
f∗k (x)fk(y)

)
. (9.148)

Using the completeness relation for the polarization vectors (see, for
example, (9.77))



July 13, 2020 8:54 book-9x6 11845-main page 373

9.8 Covariant quantization of the Maxwell theory 373

∑

λ

ǫµ(k, λ)ǫ
∗
ν(k, λ)

ǫσ(k, λ)ǫ∗σ(k, λ)
= ηµν , (9.149)

in (9.148), we obtain the equal-time commutator to be (see (9.145))

[
Aµ(x), Ȧν(y)

]
=

∫
d3k(−iω)ηµν [fk(x)f∗k (y) + f∗k (x)fk(y)]

= −iηµνδ3(x− y). (9.150)

Thus the commutation relations for the creation and the annihilation
operators are indeed consistent with the quantization condition for
the field variables. However, it is strange to note that there are four
independent photon degrees of freedom. We also note from (9.147)
that although a(k, λ) and a†(k, λ) behave respectively like annihila-
tion and creation operators for λ = 1, 2, 3, for the time-like compo-
nent (λ = 0), there is a relative negative sign in the commutation
relation in (9.147).

If we calculate the normal ordered Hamiltonian of the theory
(recall Jµ = 0), it has the form

: H : =

∫
d3k ω(k)

[
−a†(k, 0)a(k, 0) + a†(k, 1)a(k, 1)

+a†(k, 2)a(k, 2) + a†(k, 3)a(k, 3)
]
. (9.151)

We can now develop the Hilbert space description for the photons in
this theory which leads to some unusual features in the present case.
For example, let us denote by |0〉 the vacuum state of the theory so
that

〈0|0〉 = 1, a(k, λ)|0〉 = 0, λ = 0, 1, 2, 3. (9.152)

Let us next consider the state with one time-like photon

|1, λ = 0〉 =
∫

d3k F (k)a†(k, λ = 0)|0〉, (9.153)



July 13, 2020 8:54 book-9x6 11845-main page 374

374 9 Maxwell field theory

where F (k) is a suitable smearing function such that

∫
d3k |F (k)|2 <∞. (9.154)

The norm of this one photon state can now be calculated

〈1, λ = 0|1, λ = 0〉

=

∫
d3kd3k′F ∗(k)F (k′)〈0|a(k, 0)a†(k′, 0)|0〉

=

∫
d3kd3k′F ∗(k)F (k′)〈0|a†(k′, 0)a(k, 0) + [a(k, 0), a†(k′, 0)]|0〉

=

∫
d3kd3k′ F ∗(k)F (k′)〈0|a†(k′, 0)a(k, 0) − δ3(k − k′)|0〉

= −
∫

d3k |F (k)|2 < 0. (9.155)

This shows that the vector space of the theory has an indefinite met-
ric – the norm for the one time-like photon state is negative although
states containing only space-like photons have positive norm. We
also realize that this negative norm is a consequence of the negative
sign in the commutator (9.147) for the annihilation and the creation
operator for a time-like photon. Thus the natural modification that
comes to mind is to interchange the roles of the creation and anni-
hilation operators for the time-like photon. However, this also leads
to trouble as we see below.

Let us suppose that

a†(k, 0)|0〉 = 0, (9.156)

so that the one time-like photon state is given by

|k, 0〉 = a(k, 0)|0〉. (9.157)

In this case, the normal ordered Hamiltonian will have the form
(compare with (9.151))
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: H : =

∫
d3k ω(k)

[
−a(k, 0)a†(k, 0) + a†(k, 1)a(k, 1)

+a†(k, 2)a(k, 2) + a†(k, 3)a(k, 3)
]
, (9.158)

and the energy of this one (time-like) photon state is given by

H|k, 0〉 = Ha(k, 0)|0〉 = [H, a(k, 0)]|0〉

=

∫
d3k′ ω(k′)[−a(k′, 0)a†(k′, 0), a(k, 0)]|0〉

= −ω(k)a(k, 0)|0〉 = −ω(k)|k, 0〉, (9.159)

where we have used the fact that H|0〉 = 0. Thus we see that if we
exchange the roles of the creation and the annihilation operators for
the time-like photon, the energy of the state with one time-like pho-
ton becomes negative. In fact it is obvious that with this definition,
definite states of arbitrarily high negative energy values are possible
and the Hamiltonian becomes unbounded from below.

So we are stuck with an indefinite metric space (with the standard
interpretation for annihilation and creation operators for the time-
like photon) and the normalization of states in this space is given by
(we suppress the momentum label for simplicity)

〈n0, n1, n2, n3|m0,m1,m2,m3〉
= (−1)n0δn0m0δn1m1δn2m2δn3m3 , (9.160)

where nλ,mλ denote number of photons for each of the polarizations
λ = 0, 1, 2, 3. Thus states containing an odd number of time-like
photons have negative norm. The question that immediately comes
to our mind is what happens to the probabilistic interpretation of
the theory. In a free theory we may impose suitable conditions to
prohibit any unwanted state. But in the presence of interactions such
states may be excited. As we will see shortly in spite of the presence
of negative norm states, physical results are well behaved.

This is seen by using the supplementary condition (subsidiary
condition) which we still have not imposed. Namely, the physical
states must satisfy
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∂µA
µ(x)|phys〉 = 0. (9.161)

However, as noted earlier this is too stringent a condition to allow
any state of the radiation field. This not only demands that certain
kinds of photons are not present in the physical state, but it also
requires that those photons cannot be emitted either. Gupta and
Bleuler weakened the supplementary condition to have the form

∂µA
µ (+)(x)|phys〉 = 0, (9.162)

where ∂µA
µ (+)(x) is the positive frequency part of the divergence of

the vector potential (Maxwell’s field) and contains only the destruc-
tion operator or the annihilation operator. (This is commonly known
as the Gupta-Bleuler quantization.) We remark here that since (see
(9.129) or (9.130))

�∂µA
µ(x) = 0, (9.163)

∂µA
µ(x) is like a free scalar field. Therefore, it can be decomposed

into positive and negative frequency parts uniquely in a relativis-
tically invariant manner and this decomposition is preserved under
time evolution. Recalling that

kµǫ
µ(k, λ) = 0 for λ = 1, 2, (9.164)

the Gupta-Bleuler supplementary condition leads to

∑

λ

kµǫ
µ(k, λ)a(k, λ)|phys〉 = 0,

or, kµ
(
ǫµ(k, 0)a(k, 0) + ǫµ(k, 3)a(k, 3)

)
|phys〉 = 0,

or, (k0a(k, λ = 0)− |k|a(k, λ = 3)) |phys〉 = 0,

or, (a(k, 0) − a(k, 3))|phys〉 = 0, (9.165)
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where we have used the definitions and the properties of the polar-
ization vectors in (9.75) as well as the fact that for positive energy
photons k0 = ω = |k|.

Let Vphys = {P} denote the set of all states which satisfy the
supplementary condition ((9.162) or (9.165)) and let |ψ〉 represent
such a state. Then, as we have seen, the supplementary condition
(9.165) implies that

a(k, 0)|ψ〉 = a(k, 3)|ψ〉,

or, 〈ψ|a†(k, 0)a(k, 0)|ψ〉 = 〈ψ|a†(k, 3)a(k, 3)|ψ〉. (9.166)

This leads to the fact that the physical states must contain superpo-
sitions of states with an equal number of time-like and longitudinal
photons. A general physical state is, of course, a superposition of
different states of the form

|ψ〉 =
∑

n0,n1,n2,n3

Cn0,n1,n2,n3 |n0, n1, n2, n3〉, (9.167)

where nλ denotes the number of photons with polarization λ and the
supplementary condition relates the number of time-like and longi-
tudinal photon states as

√
n0Cn0,n1,n2,n3−1 +

√
n3Cn0−1,n1,n2,n3 = 0. (9.168)

This can be seen as follows

∑
Cn0,n1,n2,n3 (a(k, 0) − a(k, 3)) |n0, n1, n2, n3〉 = 0,

or,
∑

Cn0,n1,n2,n3

(
−√n0 |n0 − 1, n1, n2, n3〉

− √n3 |n0, n1, n2, n3 − 1〉
)
= 0,

or,
∑

(
√
n0Cn0,n1,n2,n3−1 +

√
n3Cn0−1,n1,n2,n3)

× |n0 − 1, n1, n2, n3 − 1〉 = 0, (9.169)
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which leads to the relation in (9.168). All the coefficients Cn0,n1,n2,n3

in the expansion can be determined recursively from (9.168) with the
condition

C0,n1,n2,0 = 1. (9.170)

It follows now that for a fixed number n1, n2 of transverse pho-
tons, the physical states allowed by the supplementary condition have
the forms

|φ0〉 = |0, n1, n2, 0〉,
|φ1〉 = |0, n1, n2, 1〉 − |1, n1, n2, 0〉,

|φ2〉 = |0, n1, n2, 2〉 −
√
2|1, n1, n2, 1〉+ |2, n1, n2, 0〉, (9.171)

and so on where we have used the values of Cn0,n1,n2,n3 ’s determined
recursively. Let us note that because of the negative norm of states
containing an odd number of time-like photons, all such states except
for |φ0〉 have zero norm. For example, we have

〈φ1|φ1〉 = 〈0, n1, n2, 1|0, n1, n2, 1〉+ 〈1, n1, n2, 0|1, n1, n2, 0〉
= 1− 1 = 0,

〈φ2|φ2〉 = 〈0, n1, n2, 2|0, n1, n2, 2〉+ 2〈1, n1, n2, 1|1, n1, n2, 1〉
+ 〈2, n1, n2, 0|2, n1, n2, 0〉

= 1− 2 + 1 = 0, (9.172)

and so on. Thus although we can write a general physical state with
a fixed number n1, n2 of transverse photons as a linear superposition
of states of the form

|φ〉 = |φ0〉+ b1|φ1〉+ b2|φ2〉+ . . . , (9.173)

because

〈φ|φ〉 = 〈φ0|φ0〉, (9.174)
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we can assume that in a truly physical state of the radiation field
there are no time-like and longitudinal photons present. In other
words,

n0 = n3 = 0, (9.175)

in such states. If interactions are present time-like and longitudinal
states may occur as intermediate states. However, their effect cancels
out in the final result. One way of heuristically saying this is that
the probability for the emission of a longitudinal photon cancels out
the negative probability for the emission of a time-like photon. A
different way of saying this is to note that being orthogonal to every
other state, such states decouple. We also point out here that the
Gupta-Bleuler supplementary condition can be thought of as the
quantum analog of the covariant Lorentz condition

∂µA
µ(x) = 0, (9.176)

on the space of physical states since

〈ψ|∂µAµ|ψ〉 = 0, (9.177)

where |ψ〉 represents a physical state.
The physical subspace of the theory selected by the supplemen-

tary condition (9.165) contains states with positive semi-definite norm
(negative norm states are eliminated by the supplementary condition
or the physical state condition and, consequently, there is no problem
with a probabilistic interpretation). Since the zero norm states are
orthogonal to all the states including themselves, if we further mod
out the states by the zero norm states, we have the true physical
subspace of the theory where the norm of states is positive definite,
namely,

V phys =
Vphys
V0

, (9.178)

where V0 represents the set of states with zero norm. Without going
into details we note here that the Feynman propagator for the photon
in this theory has the simpler form
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iGF ,µν(k) = lim
ǫ→0+

− iηµν
k2 + iǫ

. (9.179)

This is different from (9.78) or (9.90) simply because this can be
thought of as quantizing the theory in a different gauge (Feynman-
Fermi gauge). The physical S-matrix elements, however, are gauge
independent and do not depend on the form of the photon propagator
in any particular gauge. We will develop these ideas further when
we study the covariant quantization of non-Abelian gauge theories
in chapter 13.
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Chapter 10

Dirac method for constrained systems

10.1 Constrained systems

As we have seen in the study of the Dirac field theory in chapter
8 as well as the Maxwell field theory in chapter 9, the dynamical
phase space variables of these theories are not all independent, rather
some of these variables have to satisfy constraints following from
the structure of the theory. Such systems are known as constrained
systems and the naive passage to the Hamiltonian description for
such a system starting from the Lagrangian description fails. In this
case, there is a systematic procedure due to Dirac which allows us to
go from the Lagrangian description of a theory to the Hamiltonian
description (and, thereby, carry out the quantization of a theory)
and in this chapter we will discuss the Dirac method in some detail.

To appreciate the difficulties associated with constrained sys-
tems, let us consider a classical system of point particles described by
the Lagrangian L(qi, q̇i), i = 1, 2, · · · , N . The Lagrangian is a func-
tion of N coordinates qi as well as N velocities q̇i which are assumed
to be independent so that the configuration space of the theory is
2N dimensional. Given the Lagrangian of the theory, we define the
momenta canonically conjugate to the coordinates as

pi =
∂L

∂q̇i
. (10.1)

Equation (10.1), in general, relates momenta to velocities (and coor-
dinates) of the theory and if this relation is invertible, velocities can
be expressed in terms of momenta (and coordinates). In this case,
we can go from the configuration space of the system to the phase

381
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space

(qi, q̇i)→ (qi, pi), (10.2)

and uniquely define the Hamiltonian of the system through the Leg-
endre transformation

H(qi, pi) = piq̇
i − L(qi, q̇i), (10.3)

where summation over repeated indices is understood. The phase
space spanned by the independent coordinates and momenta is also
2N dimensional with a (equal time) canonical Poisson bracket struc-
ture

{qi, qj} = 0 = {pi, pj},

{qi, pj} = δij = −{pj, qi}, (10.4)

which allows us to write the Poisson bracket between any two dy-
namical variables A1(q

i, pi), A2(q
i, pi) as

{A1, A2} =
∂A1

∂qi
{qi, pj}

∂A2

∂pj
+
∂A1

∂pi
{pi, qj}

∂A2

∂qj

=
∂A1

∂qi
∂A2

∂pi
− ∂A1

∂pi

∂A2

∂qi
. (10.5)

Using (10.4) or (10.5), it follows now that the 2N first order dynam-
ical equations (evolution equations) for the system can be written in
the Hamiltonian form

q̇i = {qi,H} = ∂H

∂pi
,

ṗi = {pi,H} = −
∂H

∂qi
, (10.6)

which can be shown, using the definition (10.3), to be equivalent to
the N second order Euler-Lagrange equations following from the La-
grangian description. In fact, the time evolution of any dynamical
variable A(qi, pi) in the phase space can be written in the Hamilto-
nian form

Ȧ(qi, pi) = {A(qi, pi),H}. (10.7)
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This discussion can also be generalized to a classical system de-
scribed by Grassmann (anti-commuting) variables. For example, if
we have a classical system described by the Lagrangian L(θα, θ̇α), α =
1, 2, · · ·M with

θαθβ = −θβθα, (10.8)

then, we can define the fermionic momenta conjugate to the coordi-
nates as

Πα =
∂L

∂θ̇α
. (10.9)

However, since the dynamical variables are now of Grassmann odd
(fermionic) nature, we have to define the derivative in (10.9) and as
discussed in chapter 8 (see (8.14)), we will choose the convention of
taking derivatives from the left. If the relations (10.9) can be inverted
to express velocities in terms of the momenta, we can go from the
configuration space to the phase space

(θα, θ̇α)→ (θα,Πα), (10.10)

through the Legendre transformation (this is consistent with the con-
vention of left derivatives)

H(θα,Πα) = θ̇αΠα − L(θα, θ̇α) = −Παθ̇α − L(θα, θ̇α). (10.11)

The 2M dimensional phase space is endowed with a canonical Poisson
bracket structure (with the convention of left derivatives)

{θα, θβ} = 0 = {Πα,Πβ},
{θα,Πβ} = −δαβ = {Πβ , θα}. (10.12)

The Poisson bracket between any two dynamical variables can now
be obtained from (10.12). However, unlike the bosonic case in (10.5),
the structure of the Poisson bracket now depends on whether the dy-
namical variables are Grassmann even (bosonic) or Grassmann odd
(fermionic). Thus, for example, with the convention of left deriva-
tives, the Poisson bracket between two bosonic dynamical variables
B1(θ

α,Πα), B2(θ
α,Πα) takes the form

{B1, B2} = −
∂B1

∂θα
{θα,Πβ}

∂B2

∂Πβ
− ∂B1

∂Πα
{Πα, θβ}

∂B2

∂θβ

=

(
∂B1

∂θα
∂B2

∂Πα
+
∂B1

∂Πα

∂B2

∂θα

)
= −{B2, B1}, (10.13)
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where we have used (10.12) as well as the fact that ∂B
∂θα and ∂B

∂Πα
are Grassmann odd (fermionic) variables. In a similar manner, the
Poisson brackets between a Grassmann even and a Grassmann odd
variable as well as the bracket between two Grassmann odd variables
can be obtained to correspond to

{F,B} = −
(
∂F

∂θα
∂B

∂Πα
+

∂F

∂Πα

∂B

∂θα

)
,

{B,F} =
(
∂B

∂θα
∂F

∂Πα
+

∂B

∂Πα

∂F

∂θα

)
= −{F,B},

{F1, F2} = −
(
∂F1

∂θα
∂F2

∂Πα
+
∂F1

∂Πα

∂F2

∂θα

)
= {F2, F1}. (10.14)

Using (10.14) the 2M first order dynamical equations for the system
can now be written in the Hamiltonian form as

θ̇α = {θα,H} = − ∂H

∂Πα
,

Π̇α = {Πα,H} = −
∂H

∂θα
, (10.15)

which can be compared with (10.6).
The discussion so far assumes that the transformation to phase

space in (10.2) or (10.10) is invertible so that all the velocities can be
expressed uniquely in terms of independent momenta leading to the
unique Hamiltonian of the system. However, the difficulty in passage
to a Hamiltonian description arises when this transformation is non-
invertible. To understand the difficulty, let us concentrate on the
bosonic theory for simplicity. In this case, the transformation to
phase space in (10.2) can be written, in general, in the matrix form
as

(
q

p

)
= A

(
q

q̇

)
=

(
1 0

b̃ b

)(
q

q̇

)
, (10.16)

where q, q̇, p denote N -component column matrices and each of the
four elements of the matrix A including b, b̃ correspond to N × N
matrices. For conventional theories described by Lagrangians with
at most quadratic terms in velocity of the form

L =
1

2
q̇ibij(q)q̇

j + q̇ib̃ij(q)q
j − V (q), (10.17)
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it follows that

b = b(q), b̃ = b̃(q). (10.18)

The inverse of the matrix A in (10.16) can be easily seen to have the
form

A−1 =

(
1 0

−b−1b̃ b−1

)
, (10.19)

so that A−1 exists only if the matrix b is invertible. From (10.16) we
note that

pi = b̃ij(q)q
j + bij(q)q̇

j , (10.20)

so that

bij(q) =
∂pi
∂q̇j

=
∂2L

∂q̇j∂q̇i
, (10.21)

corresponds to the coefficient matrix of the highest derivative terms
in the Lagrangian. Therefore, it follows that the transformation is
invertible (A−1 exists) if

det
∂2L

∂q̇i∂q̇j
6= 0. (10.22)

The naive passage to the Hamiltonian description can be carried out
only in this case.

On the other hand, if the coefficient matrix of the highest deriva-
tive terms in the Lagrangian describing the system is singular, namely,
if

det
∂2L

∂q̇i∂q̇j
= 0, (10.23)

then, the transformation (10.2) is not invertible. It follows from
(10.21) (or (10.20)) that, in this case, not all the conjugate momenta
can be thought of as independent variables leading to the fact that
not all of N independent velocities can be expressed in terms of
independent momenta. In other words, there exist relations or con-
straints between various dynamical variables and such systems are
known as constrained systems. In this case, it is not clear a priori

how to define the Hamiltonian uniquely. Furthermore, it is also clear
that the naive canonical Poisson brackets in (10.4) need not satisfy
the constraints of the theory and, therefore, may not represent the
true brackets necessary for a Hamiltonian description of the system.
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10.2 Dirac method and Dirac bracket

In a physical system with constraints, the passage to a Hamiltonian
description is achieved systematically through the method of Dirac
which we describe in this section. Let us assume that the N × N
matrix

bij =
∂2L

∂q̇i∂q̇j
, (10.24)

of the physical system is of rank R < N . In this case, therefore, we
can determine only R of the N velocities in terms of coordinates and
independent momenta as

q̇a = fa(qi, pb), a, b = 1, 2, · · · , R, (10.25)

and the other (N −R) velocities cannot be determined. As a result,
we can write

pa = ga(q
i, q̇b), a, b = 1, 2, · · · , R,

pα = gα(q
i, pa), α = R+ 1, R + 2, · · · , N. (10.26)

It is clear that the second set of equations in (10.26) define (N −R)
constraints among dynamical variables which we denote by

ϕα = pα − gα(qi, pa) = 0, (10.27)

and we recognize that such constraints will reduce the dimension-
ality of the true phase space of the system. For example, we note
that the constraints in (10.27) (following from the Lagrangian of
the theory), known as primary constraints of the theory, define a
2N − (N −R) = (N + R) dimensional hypersurface Γc in the naive
2N dimensional canonical phase space Γ of the system. (If there
are further constraints in the theory, the dimensionality of Γc would
be further reduced.) Two dynamical variables F,G in Γ are said
to be weakly equal, F ≈ G, if they are equal on the constrained
hypersurface Γc, namely, if

(F −G)
∣∣
Γc

= 0. (10.28)

As usual, we can define the canonical Hamiltonian of the theory
through the Legendre transform

Hcan = piq̇
i − L(qi, q̇i) = paq̇

a + gαq̇
α − L(qi, q̇i), (10.29)
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where we have used (10.26). We note from (10.29) that in spite of
the fact that q̇α cannot be determined,

∂Hcan

∂q̇α
= gα −

∂L

∂q̇α
= gα − pα ≈ 0, (10.30)

so that, on the constrained hypersurface Γc, the canonical Hamil-
tonian does not depend on velocities as we would expect, namely,
Hcan = Hcan(q

i, pa). On the other hand, we also note that because
of the non-invertibility of (10.2) (presence of constraints), the Hamil-
tonian of the theory is no longer unique. In fact, from the canonical
Hamiltonian of the theory, we can define the primary Hamiltonian
associated with the system by incorporating the primary constraints
of the theory (10.27) as (it is known as the primary Hamiltonian
since it incorporates only the primary constraints in (10.27))

Hp = Hcan + λαϕα, (10.31)

where λα denote undetermined Lagrange multipliers and it follows
that

Hp ≈ Hcan. (10.32)

Furthermore, with the canonical Poisson brackets in (10.4), we can
write the Hamiltonian equations as

q̇i ≈ {qi,Hp} =
∂Hp

∂pi
=
∂(Hcan + λαϕα)

∂pi
,

ṗi ≈ {pi,Hp} = −
∂Hp

∂qi
= −∂(Hcan + λαϕα)

∂qi
, (10.33)

and using (10.30), it follows from the first equation in (10.33) that we
can identify the Lagrange multipliers in (10.31) with the velocities
(namely, identify i = α, recall that Hcan does not depend on pα and
use (10.27))

λα ≈ q̇α, (10.34)

which remain undetermined. The time evolution of any dynamical
variable F can now be written as

Ḟ ≈ {F,Hp} = {F,Hcan + λαϕα}. (10.35)
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The constraints of the theory should be invariant under time
evolution and using (10.35) this leads to

ϕ̇α ≈ {ϕα,Hcan + λβϕβ}

= {ϕα,Hcan}+ λβ{ϕα, ϕβ}+ {ϕα, λβ}ϕβ
≈ {ϕα,Hcan}+ λβ{ϕα, ϕβ} ≈ 0, (10.36)

where we have used (10.27) in the last step. It is clear that (10.36)
may determine some of the Lagrange multipliers or may lead to new
constraints known as secondary constraints. Requiring the secondary
constraints to be invariant under time evolution as in (10.36) (with
Hp as the Hamiltonian) may determine some other Lagrange multi-
pliers or generate newer constraints (tertiary constraints and so on).
We continue with this process until all the constraints have been de-
termined to be independent of time evolution. (This may or may
not determine all the Lagrange multipliers which we will talk about
shortly.) Let us denote all the constraints of the theory (primary,
secondary, tertiary, . . . ) collectively as

ϕα ≈ 0, α = 1, 2, · · · , n < 2N, (10.37)

which can be divided into two distinct classes.

1. The set of constraints which have weakly vanishing (see (10.28))
Poisson bracket with all the constraints (including themselves)
are known as first class constraints and are denoted as

ψα̃ ≈ 0, {ψα̃, ϕβ} ≈ 0, α̃ = 1, 2, · · · , n1. (10.38)

2. On the other hand, the set of constraints which have at least
one nonvanishing Poisson bracket with the other constraints
are known as second class constraints and are denoted as

φα̂ ≈ 0, {ϕα̂, ϕβ̂} 6≈ 0, α̂, β̂ = 1, 2, · · · , 2n2. (10.39)

Here we have used the observation due to Dirac that there are
an even number of second class constraints in a theory and we
note from (10.37)-(10.39) that n1 + 2n2 = n < 2N .
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It is also worth noting that in this process of determining all the
constraints that are time independent (evolution free), all of the La-
grange multipliers may be completely determined or some of them
may remain undetermined. In general, if there are some primary
constraints in the theory which are first class, then there remain un-
determined Lagrange multipliers in the primary Hamiltonian even
after all the constraints have been determined. (The number of un-
determined Lagrange multipliers equals the number of first class con-
straints among the primary constraints.)

The first class constraints have a special significance in that they
are associated with gauge invariances (local invariances) in the the-
ory. As we have seen in the case of Maxwell field theory, a consistent
Hamiltonian description, in this case, requires gauge fixing condi-
tions and we must choose as many gauge fixing conditions as there
are first class constraints. The gauge fixing conditions are generally
denoted as

χα̃ ≈ 0, α̃ = 1, 2, · · · , n1, (10.40)

and are chosen such that they convert all the first class constraints
(10.38) into second class constraints. Thus, after gauge fixing we
denote all the constraints of the theory (including the gauge fixing
conditions), which are all second class, collectively as

φA ≈ 0, A = 1, 2, · · · , 2(n1 + n2) < 2N, (10.41)

so that the true phase space of the theory is 2(N − n1 − n2) dimen-
sional. Although we have identified all the constraints of the theory,
we cannot yet impose them directly in the theory since the canon-
ical Poisson brackets in (10.4) may not be compatible with them.
Namely, even though

φA ≈ 0, (10.42)

the Poisson bracket of the constraints with any dynamical variable
F may not, in general, vanish

{F, φA} ≈/ 0. (10.43)

This issue of incompatibility of the Poisson brackets can be addressed
through the use of the Dirac brackets which are constructed as fol-
lows. First, let us note that we can construct the matrix of Poisson
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brackets of all the constraints in (10.41) as

{φA, φB} ≈ CAB . (10.44)

This is an even dimensional anti-symmetric matrix and Dirac has
shown that it is nonsingular so that its inverse (C−1)AB exists, namely,

CAD(C
−1)DB = δBA = (C−1)BDCDA. (10.45)

We note here parenthetically that in field theories (where the vari-
ables depend on space coordinates as well), the matrix of Poisson
brackets in (10.44) will be coordinate dependent and the product in
(10.45) will involve integration over the intermediate space coordi-
nates (which will become clear when we work out examples later).
We can now define the Dirac bracket between any two dynamical
variables, using (10.44) and (10.45), as

{F,G}D = {F,G} − {F, φA}(C−1)AB{φB , G}, (10.46)

which can be shown to satisfy all the properties of a Poisson bracket
(anti-symmetry, Jacobi identity). In addition we now have

{F, φA}D = {F, φA} − {F, φB}(C−1)BD{φD, φA}

≈ {F, φA} − {F, φB}(C−1)BDCDA

= {F, φA} − {F, φA} = 0. (10.47)

Namely, in contrast to the canonical Poisson brackets, the Dirac
brackets are compatible with the constraints in the sense that any
dynamical variable of the theory has a vanishing Dirac bracket with
the constraints. In fact, through the use of Lagrange brackets, we can
show that the Dirac brackets are indeed the correct Poisson brackets
of the theory subject to the constraints in (10.41). As a result, we
can work with the Dirac brackets and set the constraints strongly
to zero in the theory (namely, in the definitions of the Hamilto-
nian, energy-momentum tensor and other observables of the theory
since their Dirac brackets with any variable vanishes) and it is the
Dirac brackets that can be quantized (promoted to commutators or
anti-commutators) in a quantum theory. The Dirac bracket has the
interesting property that it can be constructed in stages. Namely,
when the number of constraints is large, rather than dealing with a
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large matrix of Poisson brackets in (10.44) and its inverse, we can
equivalently choose a smaller set of even number of constraints and
define an intermediate Dirac bracket and then construct the final
Dirac bracket of the theory building on this structure. It is also
worth emphasizing here that in dealing with field theories where the
matrix CAB is coordinate dependent, the inverse needs to be defined
carefully with the appropriate boundary condition relevant for the
problem.

10.3 Particle moving on a sphere

As a simple example of constrained systems, let us consider the mo-
tion of a point particle constrained to move on the surface of a sphere
of radius unity in n-dimensions. If we denote the coordinates of the
particle as qi, i = 1, 2, · · · , n, then the coordinates are constrained to
satisfy (the metric in this simple theory is Euclidean and, therefore,
raising and lowering of indices can be carried out trivially)

qiqi = 1, (10.48)

where summation over repeated indices is understood. This simple
system is an interesting example in the study of constrained quanti-
zation and is a prototype of the field theoretic model known as the
nonlinear sigma model. We note that the dynamics of the system can
be described by the Lagrangian (we have set m = 1 for simplicity)

L =
1

2

(
q̇iq̇i − F (qiqi − 1)

)
, (10.49)

where F is a Lagrange multiplier field (an auxiliary field without
independent dynamics) whose Euler-Lagrange equation (note that
∂L
∂Ḟ

= 0)

∂L

∂F
= −1

2
(qiqi − 1) = 0, (10.50)

imposes the constraint (10.48) on the dynamics of the system. We
note that if we combine the dynamical variables qi, F into qa =
(qi, F ), a = 1, 2, · · · , n+ 1, then the coefficient matrix of the highest
derivative terms has the form

∂2L

∂q̇a∂q̇b
=

(
δij 0

0 0

)
, (10.51)
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which is indeed singular (see (10.23)) reflecting the fact that there
are constraints in the theory and the naive Hamiltonian description
would not hold.

To understand the passage to the Hamiltonian description in this
simple case, we note that the conjugate momenta of the theory are
given by

pi =
∂L

∂q̇i
= q̇i, pF =

∂L

∂Ḟ
= 0. (10.52)

Therefore, the theory has a primary constraint given by

ϕ1 = pF ≈ 0. (10.53)

The canonical Hamiltonian following from (10.49) and (10.52) has
the form

Hcan = piq̇
i + pF Ḟ − L =

1

2

(
pipi + F (qiqi − 1)

)
, (10.54)

leading to the primary Hamiltonian (see (10.31))

Hp = Hcan + λ1ϕ1 =
1

2

(
pipi + F (qiqi − 1)

)
+ λ1pF . (10.55)

The equal-time canonical Poisson brackets of the theory are given
by

{qi, qj} = {pi, pj} = {F,F} = {pF , pF} = 0,

{qi, F} = {qi, pF} = {pi, F} = {pi, pF} = 0,

{qi, pj} = δij , {F, pF} = 1. (10.56)

With these we can now determine the time evolution of any dynam-
ical variable. In particular, requiring the primary constraint to be
independent of time leads to

ϕ̇1 ≈ {ϕ1,Hp}

= {pF ,
1

2
(pipi + F (qiqi − 1)) + λ1pF}

= −1

2

(
qiqi − 1

)
≈ 0. (10.57)
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Let us denote this secondary constraint as

ϕ2 =
1

2

(
qiqi − 1

)
≈ 0. (10.58)

Requiring (10.58) to be time independent, we obtain

ϕ̇2 ≈ {ϕ2,Hp}

= {1
2
(qiqi − 1),

1

2
(pjpj + F (qjqj − 1)) + λ1pF}

= qipj{qi, pj} = qipi ≈ 0, (10.59)

which generates a new constraint

ϕ3 = qipi ≈ 0. (10.60)

Requiring the new constraint (10.60) to be time independent, we
obtain

ϕ̇3 ≈ {ϕ3,Hp}

= {qipi,
1

2
(pjpj + F (qjqj − 1)) + λ1pF}

= pipj{qi, pj}+ qiFqj{pi, qj} = pipi − Fqiqi

≈ pipi − F ≈ 0, (10.61)

so that we can identify

ϕ4 = pipi − F ≈ 0. (10.62)

Requiring (10.62) to be time independent leads to

ϕ̇4 ≈ {ϕ4,Hp}

= {pipi − F,
1

2
(pjpj + F (qjqj − 1)) + λ1pF}

= 2piFq
j{pi, qj} − λ1{F, pF} = −2Fqipi − λ1

≈ −λ1 ≈ 0, (10.63)

which determines the Lagrange multiplier and the chain of con-
straints terminates.
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It is easy to check that all the constraints of the theory (10.53),
(10.58), (10.60) and (10.62) are second class. In fact, the nontrivial
equal-time Poisson brackets between the constraints take the forms

{ϕ1, ϕ4} = {pF , pipi − F} = −{pF , F} = 1

= −{ϕ4, ϕ1},

{ϕ2, ϕ3} = {
1

2
(qiqi − 1), qjpj} = qiqj{qi, pj} = qiqi ≈ 1

= −{ϕ3, ϕ2},

{ϕ3, ϕ4} = {qipi, pjpj − F} = 2pipj{qi, pj} = 2pipi = 2p2

= −{ϕ4, ϕ3}, (10.64)

where we have identified pipi = p2. This shows explicitly that all the
constraints of the theory are indeed second class and is also consistent
with the fact that there is no undetermined Lagrange multiplier.
Collecting all the four constraints into φA = (ϕ1, ϕ2, ϕ3, ϕ4), A =
1, 2, 3, 4, we can write the matrix of the (equal-time) Poisson brackets
of constraints

{φA, φB} = CAB , (10.65)

which takes the form

CAB =




0 0 0 1

0 0 1 0

0 −1 0 2p2

−1 0 −2p2 0



. (10.66)

The inverse of this matrix has the form

(C−1)AB =




0 −2p2 0 −1
2p2 0 −1 0

0 1 0 0

1 0 0 0



. (10.67)

The Dirac brackets between any two dynamical variables can now
be defined as (see (10.46))

{F,G}D = {F,G} − {F, φA}(C−1)AB{φB , G}, (10.68)
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with (C−1)AB given in (10.67). In particular, the Dirac brackets
between the fundamental dynamical variables take the forms

{F,F}D = {pF , pF}D = 0,

{qi, pF}D = {pi, pF}D = {qi, qj}D = 0,

{F, pF}D = {F, pF} − {F, pF}(C−1)14{pipi − F, pF}
= 1− (1)(−1)(−1) = 0,

{qi, F}D = {qi, F} − {qi, pjpj − F}(C−1)41{pF , F} = 2pi,

{pi, F}D = {pi, F} − {pi,
1

2
(qjqj − 1)}(C−1)21{pF , F}

= −2qip2,

{pi, pj}D = {pi, pj} − {pi,
1

2
(qkqk − 1)}(C−1)23{qℓpℓ, pj}

− {pi, qkpk}(C−1)32{1
2
(qℓqℓ − 1), pj}

= −qipj + piq
j,

{qi, pj}D = {qi, pj} − {qi, qkpk}(C−1)32{1
2
(qℓqℓ − 1), pj}

= δij − qiqj. (10.69)

With the use of the Dirac brackets, we can set the constraints to zero
so that the true independent dynamical variables are (qi, pi) (we note
that F = pipi because of the constraint (10.62)) and the Hamiltonian
for the theory is given by (see (10.55))

Hp =
1

2
pipi, (10.70)

where we have used (10.63). The Hamiltonian description for the
system can now be given in terms of this Hamiltonian and the fun-
damental Dirac brackets in (10.69). This is the starting point for the
quantization of this theory.

10.4 Relativistic free particle

In the last section we studied a simple example of point particle
dynamics which is constrained. The constraints of this theory were



July 13, 2020 8:54 book-9x6 11845-main page 396

396 10 Dirac method for constrained systems

all second class. Let us next study the Hamiltonian description of a
free relativistic massive particle which is described by the equation

m
d2xµ

dτ2
= 0, µ = 0, 1, 2, 3, (10.71)

where τ , denoting the proper time, is assumed to label the trajectory
of the particle and m is the rest mass of the particle. We note that if
we define the relativistic four velocity and momentum of the particle
as

uµ =
dxµ

dτ
, pµ = muµ, (10.72)

then the dynamical equation (10.71) can also be written as

dpµ

dτ
= 0. (10.73)

The dynamical equation (10.71) can be obtained as the Euler-
Lagrange equation following from the action (recall that c = 1)

S = m

∫
ds = m

∫
dλ (ẋµẋµ)

1
2 =

∫
dλL, (10.74)

where λ is a parameter labelling the trajectory and we have identified

ẋµ =
dxµ

dλ
, ẋµ = ηµν ẋ

ν , (10.75)

with ηµν denoting the Minkowski metric. (In this case, the metric
is nontrivial and, therefore, raising and lowering of indices has to be
done carefully with the metric.) We note that under a transformation

λ→ ξ = ξ(λ), ẋµ =
dxµ

dλ
=

dξ

dλ

dxµ

dξ
, (10.76)

so that

S = m

∫
dλ

(
dxµ

dλ

dxµ
dλ

) 1
2

→ m

∫
dλ

(
dξ

dλ

dxµ

dξ

dξ

dλ

dxµ
dξ

)1
2
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= m

∫
dλ

dξ

dλ

(
dxµ

dξ

dxµ
dξ

) 1
2

= m

∫
dξ

(
dxµ

dξ

dxµ
dξ

) 1
2

= S. (10.77)

Namely, the action (10.74) is invariant under the diffeomorphism
(10.76) which is an example of a local gauge transformation much
like in the Maxwell field theory. Therefore, in order to study the
dynamics of the system we need to choose a gauge and if we choose

λ = τ, (10.78)

where τ denotes the proper time associated with the particle, then
(10.74) will lead to the dynamical equation (10.71) or (10.73) as
the Euler-Lagrange equations. However, let us proceed with the
Hamiltonian analysis without choosing a gauge at this point. We
note from (10.74) that

Pµν =
∂2L

∂ẋµ∂ẋν
=

m√
ẋρẋρ

(
ηµν −

ẋµẋν
ẋσẋσ

)
, (10.79)

which satisfies

ẋµPµν =
m√
ẋρẋρ

(
ẋν −

ẋµẋµẋν
ẋσẋσ

)
= 0 = Pµν ẋ

ν . (10.80)

Therefore, Pµν is a projection operator which projects onto the trans-
verse space of ẋµ and it follows that

detPµν = det
∂2L

∂ẋµẋν
= 0, (10.81)

as in the case of the Maxwell theory (see (9.125)). As a result the
naive passage to the Hamiltonian description fails (see (10.23)).

Let us note that the action (10.74) can also be written in an
alternate form that is more useful. For example, it is not clear how
to take them = 0 limit in (10.74) to describe the motion of a massless
particle. However, we also note that introducing an auxiliary variable
g, we can rewrite the action (10.74) in the form

S =

∫
dλL =

1

2

∫
dλ
√
g
(
g−1ẋµẋµ +m2

)
, (10.82)
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where because of the diffeomorphism invariance of (10.74) we can
think of g as the metric of the one dimensional manifold of the tra-
jectory of the particle. Viewed in this manner, the action (10.82) is
manifestly diffeomorphism invariant and the massless limit can now
be taken in a straightforward manner. To see that the two actions
(10.74) and (10.82) are equivalent, we note that the equation for the
auxiliary field g takes the form

∂L

∂g
=

1

4
√
g

(
−g−1ẋµẋµ +m2

)
= 0,

or, g =
ẋµẋµ
m2

. (10.83)

If we eliminate g in (10.82) using (10.83), then we obtain (10.74).
However, it is more convenient for us to work with the action (10.82).

The two dynamical variables of the theory in (10.82) are xµ and
g. We can obtain the momenta conjugate to these variables to be

pµ =
∂L

∂ẋµ
=

1√
g
ẋµ, pg =

∂L

∂ġ
= 0, (10.84)

so that the primary constraint of the theory follows to be

ϕ1 = pg ≈ 0. (10.85)

The canonical Hamiltonian of the theory follows to be

Hcan = pµẋ
µ + pgġ − L =

√
g

2

(
pµpµ −m2

)
. (10.86)

Adding the primary constraint (10.85), we obtain the primary Hamil-
tonian for the theory to correspond to

Hp = Hcan + λ1ϕ1 =

√
g

2

(
pµpµ −m2

)
+ λ1pg. (10.87)

The equal time canonical Poisson brackets for the theory are
given by

{xµ, xν} = {pµ, pν} = {g, g} = {pg, pg} = 0,

{xµ, g} = {xµ, pg} = {pµ, g} = {pµ, pg} = 0,

{xµ, pν} = δµν , {g, pg} = 1. (10.88)
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With these we can now determine the evolution of the primary con-
straint (10.85) and requiring the constraint to be time independent,
we obtain

ϕ̇1 ≈ {ϕ1,Hp} = {pg,
√
g

2

(
pµpµ −m2

)
+ λ1pg}

= − 1

4
√
g

(
pµpµ −m2

)
≈ 0, (10.89)

which leads to the secondary constraint

ϕ2 =
1

2

(
pµpµ −m2

)
≈ 0. (10.90)

We recognize that the secondary constraint (10.90) is the familiar
Einstein relation for a massive relativistic particle (the multiplicative
factor is for later calculational simplicity). Time evolution of the
secondary constraint leads to

ϕ̇2 ≈ {ϕ2,Hp} = {
1

2

(
pµpµ −m2

)
,

√
g

2

(
pνpν −m2

)
+ λ1pg}

= 0, (10.91)

so that it is time independent and the chain of constraints terminates.
The two constraints of the theory can be easily checked to be first

class which is associated with the fact that the theory has a local
gauge invariance and is also reflected in the fact that the Lagrange
multiplier λ1 remains arbitrary (the primary constraint is first class).
Let us choose the gauge fixing conditions (one for every first class
constraint)

χ1 = g − 1

m2
≈ 0,

χ2 = λ− x0 ≈ 0, (10.92)

which render all the constraints to be second class. The non-vanishing
Poisson brackets between the constraints are given by

{ϕ1, χ1} = {pg, g −
1

m2
} = −1 = −{χ1, ϕ1},

{ϕ2, χ2} = {
1

2

(
pµpµ −m2

)
, λ− x0} = −1

2
{pµpµ, x0}

= p0 = −{χ2, ϕ2}. (10.93)
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As a result, if we combine all the constraints into φA = (ϕ1, ϕ2, χ1, χ2),
then it follows from (10.93) that the matrix of Poisson brackets of
constraints has the form

CAB =




0 0 −1 0

0 0 0 p0

1 0 0 0

0 −p0 0 0



, (10.94)

whose inverse is given by

(C−1)AB =




0 0 1 0

0 0 0 − 1
p0

−1 0 0 0

0 1
p0

0 0



. (10.95)

The equal time Dirac bracket between any two dynamical vari-
ables is given by (see (10.46))

{F,G}D = {F,G} − {F, φA}(C−1)AB{φB , G}, (10.96)

and with (10.95) we can calculate the Dirac bracket between the
fundamental variables to be

{xµ, xν}D = {pµ, pν}D = {g, g}D = {pg, pg}D = 0,

{xµ, g}D = {xµ, pg}D = {pµ, g}D = {pµ, pg}D = 0,

{g, pg}D = {g, pg} − {g, φ1}(C−1)13{φ3, pg}

= {g, pg} − {g, pg}{g −
1

m2
, pg} = 0,

{xµ, pν}D = {xµ, pν} − {xµ, φ2}(C−1)24{φ4, pν}

= δµν − {xµ,
1

2

(
pλpλ −m2

)
}
(
− 1

p0
)
{λ− x0, pν}

= δµν −
pµ

p0
δ0ν . (10.97)

With the Dirac brackets we can set the constraints to zero in which
case we see that the primary Hamiltonian (10.87) vanishes. (On



July 13, 2020 8:54 book-9x6 11845-main page 401

10.5 Dirac field theory 401

the other hand, if we set the constraints strongly to zero, (10.90)
in particular leads to H = p0 =

√
p2 +m2 which can be taken as

the Hamiltonian.) Let us also note from (10.83) that the first of the
gauge fixing conditions in (10.92) would imply

ẋµẋµ =
dxµ

dλ

dxµ
dλ

= 1. (10.98)

On the other hand, from the definition of the infinitesimal invariant
length in the Minkowski space (see (1.20)), we have (remember that
c = 1)

dτ2 = dxµdxµ,

or,
dxµ

dτ

dxµ
dτ

= 1. (10.99)

It follows, therefore, that the first of the gauge fixing conditions
corresponds to choosing λ = τ .

10.5 Dirac field theory

As we have seen in (8.9), the free massive Dirac theory is described
by the Lagrangian density

L = iψ∂/ψ −mψψ = iψγ0ψ̇ + iψγ ·∇ψ −mψψ, (10.100)

where the adjoint spinor field is given by

ψ = ψ†γ0. (10.101)

The dynamical variables of the theory can be chosen to be ψα, ψ
†
α,

where α = 1, 2, 3, 4 denote the Dirac indices and since the Lagrangian
density is first order in derivatives, it is obvious that the coefficient
matrix of second order dervatives vanishes and the system is singu-
lar (see (10.23)). This manifests in the definition of the conjugate
momenta as (we have chosen the convention of left derivatives)

Π†
α =

∂L
∂ψ̇α

= −i(ψγ0)α = −iψ†
α,

Πα =
∂L
∂ψ̇†

α

= 0. (10.102)
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(Note that Π† is not the Hermitian conjugate of Π. Rather they
correspond to the momenta conjugate to ψ and ψ† respectively.) As
a result, we obtain the two sets of primary constraints for the theory
to be

φ†α = Π†
α + iψ†

α ≈ 0,

ρα = Πα ≈ 0, (10.103)

which, in this case, correspond to fermionic constraints.
The canonical Hamiltonian density of the theory (consistent with

the convention of left derivatives) is obtained to be (see (10.11))

Hcan = −Π†
αψ̇α + ψ̇†

αΠα − L

= iψ†
αψ̇α − iψ†

αψ̇α − iψγ ·∇ψ +mψψ

= −iψγ ·∇ψ +mψψ, (10.104)

where we have used the second constraint in (10.102) (or in (10.103))
in the intermediate steps. (Note that with this definition of the
Hamiltonian density, the velocity terms indeed cancel out as they
should.) The canonical Hamiltonian is now obtained to be

Hcan =

∫
d3xHcan =

∫
d3x

(
−iψγ ·∇ψ +mψψ

)
. (10.105)

Adding the primary constraints to the canonical Hamiltonian, we
obtain the primary Hamiltonian for the Dirac field theory as (see
(10.31))

Hp = Hcan +

∫
d3x

(
φ†αξα + λ†αρα

)
, (10.106)

where the Lagrange multipliers ξα, λ
†
α in the present case denote

fermionic variables.
The equal-time canonical Poisson brackets for the field variables

take the forms (see (10.12))

{ψα(x),Π†
β(y)} = −δαβδ3(x− y) = {ψ†

α(x),Πβ(y)}, (10.107)

with all other brackets vanishing. Using (10.107) (see also (10.13)-
(10.14)), we can now calculate the time evolution of the primary
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constraints (10.103). For example,

φ̇†α(x) ≈ {φ†α(x),Hp}

≈ {φ†α(x),Hcan}+
∫

d3y
(
{φ†α(x), φ†β(y)} ξβ(y)

− λ†β(y){φ†α(x), ρβ(y)}
)
. (10.108)

Let us evaluate each of the three terms on the right hand side sepa-
rately. Using the fact that the primary Hamiltonian is independent
of time (as is the canonical Hamiltonian), we can identify the time
variable of the field operators in Hp with x0 leading to (we do not
show equal-time explicitly for simplicity)

{φ†α(x),Hcan}

=

∫
d3y {Π†

α(x) + iψ†
α(x),−iψ(y)γ ·∇yψ(y) +mψ(y)ψ(y)}

=

∫
d3y

(
iψ(y)γ ·∇y −mψ(y)

)
β
{Π†

α(x), ψβ(y)}

=

∫
d3y

(
iψ(y)γ ·∇y −mψ(y)

)
β

(
− δαβδ3(x− y)

)

=
(
i∇ψ(x) · γ +mψ(x)

)
α
,

∫
d3y {φ†α(x), φ†β(y)} ξβ(y)

=

∫
d3y {Π†

α(x) + iψ†
α(x),Π

†
β(y) + iψ†

β(y)} ξβ(y)

= 0,

−
∫

d3y λ†β(y){φ†α(x), ρβ(y)}

= −
∫

d3y λ†β(y){Π†
α(x) + iψ†

α(x),Πβ(y)}

= −
∫

d3y λ†β(y)
(
− iδαβδ3(x− y)

)

= iλ†α(x). (10.109)
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Substituting these results into (10.108) and requiring the constraint
to be independent of time leads to

φ̇†α(x) ≈
(
i∇ψ(x) · γ +mψ(x)

)
α
+ iλ†α(x) ≈ 0, (10.110)

which determines the Lagrange multiplier

λ†α =
(
−∇ψ(x) · γ + imψ(x)

)
α
. (10.111)

Similarly, requiring the second set of primary constraints in (10.103)
to be time independent we obtain

ρ̇α(x) ≈ {ρα(x),Hp} = {Πα(x),Hp}

=

∫
d3y {Πα(x), ψ†

β(y)}
(
γ0(−iγ ·∇y +m)ψ(y) + iξ(y)

)
β

=

∫
d3y

(
− δαβδ3(x− y)

)(
γ0(−iγ ·∇y +m)ψ(y) + iξ(y)

)
β

= −
(
γ0(−iγ ·∇+m)ψ(x) + iξ(x)

)
α

≈ 0, (10.112)

which determines the other Lagrange multiplier

ξα =
(
γ0(γ ·∇+ im)ψ(x)

)
α
. (10.113)

In this case, we see that requiring the two primary constraints to
be time independent does not introduce any new constraint, rather
it determines both the Lagrange multipliers in the primary Hamil-
tonian (10.106). As we have noted earlier, this is a signal that the
two primary constraints in the theory are second class. Substituting
(10.111) and (10.113) into the primary Hamiltonian, we obtain

Hp =

∫
d3x

(
−iψγ ·∇ψ +mψψ + φ†αξα + λ†αρα

)

=

∫
d3x

(
− iψγ ·∇ψ +mψψ

+ (Π†
α + iψ†

α)
(
γ0(γ ·∇+ im)ψ

)
α

+
(
−∇ψ · γ + imψ

)
α
Πα

)

=

∫
d3x

(
Π(γ ·∇ψ + imψ) + (−∇ψ · γ + imψ)Π

)
, (10.114)
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where, for simplicity of notation, we have defined

Π = Π†γ0. (10.115)

Let us next verify explicitly that the two sets of primary con-
straints (10.103), which constitute all the constraints of the theory,
indeed define second class constraints (this is consistent with the fact
that there is no undetermined Lagrange multiplier in the theory). In
fact, we have (at equal time)

{φ†α(x), φ†β(y)} = {Π†
α(x) + iψ†

α(x),Π
†
β(y) + iψ†

β(y)} = 0,

{φ†α(x), ρβ(y)} = {Π†
α(x) + iψ†

α(x),Πβ(y)}

= −iδαβδ3(x− y) = {ρα(x), φ†β(y)},

{ρα(x), ρβ(y)} = {Πα(x),Πβ(y)} = 0. (10.116)

Thus, combining the constraints into φA = (φ†α, ρα), we can write
the matrix of Poisson brackets as

CAB(x, y) =

(
{φ†α(x), φ†β(y)} {φ

†
α(x), ρβ(y)}

{ρα(x), φ†β(y)} {ρα(x), ρβ(y)}

)

= −i
(
0 1

1 0

)
δ3(x− y), (10.117)

where each element in the matrix is a 4 × 4 matrix. The inverse of
the matrix is easily seen to be

(C−1)AB(x, y) = i

(
0 1

1 0

)
δ3(x− y), (10.118)

so that
∫

d3z CAD(x, z)(C
−1)DB(z, y) = δBAδ

3(x− y)

=

∫
d3z (C−1)BD(x, z)CDA(z, y). (10.119)

Note that, in this case, since the constraints are coordinate depen-
dent, the inverse relation (10.119) involves an integration over inter-
mediate coordinates as we had alluded to earlier.
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The equal-time Dirac bracket of any two dynamical variables can
now be easily defined (see (10.46))

{F (x), G(y)}D = {F (x), G(y)}

−
∫∫

d3zd3z̄{F (x), φA(z)}(C−1)AB(z, z̄){φB(z̄), G(y)}

= {F (x), G(y)}

−
∫∫

d3zd3z̄
(
{F (x), φ†γ(z)}(iδγδδ3(z − z̄)){ρδ(z̄), G(y)}

+ {F (x), ργ (z)}(iδγδδ3(z − z̄)){φ†δ(z̄), G(y)}
)

= {F (x), G(y)}

− i
∫

d3z
(
{F (x),Π†

γ(z) + iψ†
γ(z)}{Πγ(z), G(y)}

+ {F (x),Πγ (z)}{Π†
γ(z) + iψ†

γ(z), G(y)}
)
. (10.120)

Using (10.120) we can calculate the Dirac bracket between the field
variables. Recalling that constraints can be set to zero inside the
Dirac bracket, we obtain

{ψα(x), iΠ†
β(y)}D = {ψα(x), ψ†

β(y)}D = {ψα(x), ψ†
β(y)}

− i
∫

d3z{ψα(x),Π†
γ(z) + iψ†

γ(z)}{Πγ(z), ψ†
β(y)}

= −i
∫

d3z(−δαγδ3(x− z))(−δγβδ3(z − y))

= −iδαβδ3(x− y), (10.121)

where we have neglected the last term in (10.120) in evaluating this
Dirac bracket because Πγ has a vanishing Poisson bracket with ψα
(see (10.107)). Similarly, we can show that

{ψα(x), ψβ(y)}D = 0 = {ψ†
α(x), ψ

†
β(y)}D, (10.122)

and these are the relations we have used in quantizing the Dirac
theory (see (8.16)). Furthermore, we recall that when using the Dirac
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brackets, we can set the constraints to zero in the theory. Therefore,
the Hamiltonian of the theory given in (10.114) can be written as

Hp =

∫
d3x

(
−iψγ ·∇ψ +mψψ

)
, (10.123)

which is the Hamiltonian we have used in the quantization of the
Dirac field theory (see (8.18)).

10.6 Maxwell field theory

Let us next consider the Maxwell field theory which as we know ex-
hibits gauge invariance. As we have seen in (9.17), Maxwell’s equa-
tions in vacuum can be obtained as the Euler-Lagrange equations
from the action

S =

∫
d4xL, L = −1

4
FµνF

µν , µ, ν = 0, 1, 2, 3, (10.124)

where L denotes the Lagrangian density for the theory. The anti-
symmetric field strength tensor (see (9.4))

Fµν = ∂µAν − ∂νAµ = −Fνµ, (10.125)

is the four dimensional curl of the four vector potential Aµ and con-
tains the electric and the magnetic fields as its components (see (9.5)
and (9.7))

F0i = Ei, Fij = −ǫijkBk, i, j, k = 1, 2, 3. (10.126)

We also know that Maxwell’s theory is invariant under gauge trans-
formations

Aµ(x)→ A′
µ(x) = Aµ(x) + ∂µθ(x), (10.127)

where θ(x) denotes the local parameter of gauge transformation.
As a result of the gauge invariance of the theory, the coefficient

matrix of quadratic derivatives becomes singular (see (9.123)) and
this manifests in the definition of the conjugate momenta as

Πµ =
∂L
∂Ȧµ

= −F 0µ, (10.128)



July 13, 2020 8:54 book-9x6 11845-main page 408

408 10 Dirac method for constrained systems

so that we have

Π = E = −(Ȧ+∇A0),

Π0 = 0. (10.129)

This determines that the theory has a primary constraint given by

ϕ1(x) = Π0(x) ≈ 0. (10.130)

We can now obtain the canonical Hamiltonian density of the theory
to have the form

Hcan = ΠµȦµ − L = −Π · Ȧ+
1

4
FµνF

µν

= −Π · (−Π−∇A0) +
1

2
(−E2 +B2)

=
1

2
(Π2 +B2) +Π ·∇A0, (10.131)

where we have used (10.129). The canonical Hamiltonian, therefore,
is given by

Hcan =

∫
d3xHcan

=

∫
d3x

(
1

2
(Π2 +B2)−A0∇ ·Π

)
, (10.132)

where we have neglected a surface term (total divergence) in integrat-
ing the last term by parts. The primary Hamiltonian of the theory
is now obtained by adding the primary constraint (10.130)

Hp = Hcan +

∫
d3xλ1ϕ1

=

∫
d3x

(
1

2
(Π2 +B2)−A0∇ ·Π+ λ1Π0

)
, (10.133)

where λ1 denotes the Lagrange multiplier of the theory.
The equal-time canonical Poisson brackets of the theory are given

by

{Aµ(x), Aν(y)} = 0 = {Πµ(x),Πν(y)},

{Aµ(x),Πν(y)} = δνµδ
3(x− y) = −{Πν(y), Aµ(x)}. (10.134)
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Using these we can calculate the time evolution of the primary con-
straint (10.130) and requiring the constraint to be time independent
we obtain (the Poisson brackets are evaluated at equal-time taking
advantage of the time independence of Hp as discussed in the last
section)

ϕ̇1(x) ≈ {ϕ1(x),Hp}

=

∫
d3y

{
Π0(x),

1

2
(Π2(y) +B2(y))

− A0(y)∇ ·Π(y) + λ1(y)Π0(y)
}

≈ −
∫

d3y {Π0(x), A0(y)}∇ ·Π(y)

= ∇ ·Π(x) ≈ 0. (10.135)

Therefore, we have a secondary constraint in the theory given by

ϕ2(x) = ∇ ·Π(x) ≈ 0. (10.136)

It can now be checked that the secondary constraint is time indepen-
dent, namely,

ϕ̇2(x) ≈ {ϕ2(x),Hp} = {∇ ·Π(x),Hp} ≈ 0, (10.137)

so that the chain of constraints terminates.
Therefore, we see that Maxwell’s theory has two constraints

ϕ1(x) = Π0(x) ≈ 0, ϕ2(x) = ∇ ·Π(x) ≈ 0, (10.138)

and it is clear that both these constraints are first class constraints.
This is consistent with our earlier observation that not all Lagrange
multipliers in the primary Hamiltonian are determined when there
are first class primary constraints present. In this case, as we have
seen, the Lagrange multiplier λ1 remains as yet undetermined (there
is one primary constraint which is first class). Furthermore, first
class constraints signal the presence of gauge invariances (local invari-
ances) in the theory which we know very well in the case of Maxwell
field theory. According to the Dirac procedure, in the presence of
first class constraints we are supposed to add gauge fixing conditions
to convert them into second class constraints. Let us choose

χ1(x) = A0(x) ≈ 0, χ2(x) = ∇ ·A(x) ≈ 0, (10.139)
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as the gauge fixing conditions which clearly convert the constraints
(10.138) into second class constraints. Therefore, relations (10.138)
and (10.139) determine all the constraints of the theory including
our choice of gauge.

Combining the first class constraints as well as the gauge fixing
conditions into φA = (ϕα, χα), α = 1, 2 and A = 1, 2, 3, 4, we can cal-
culate the matrix of the Poisson brackets of second class constraints
from the fact that the only nonvanishing equal-time Poisson brackets
between the constraints (for x0 = y0) are given by

{ϕ1(x), χ1(y)} = {Π0(x), A0(y)}

= −δ3(x− y) = −{χ1(x), ϕ1(y)},
{ϕ2(x), χ2(y)} = {∇ ·Π(x),∇ ·A(y)}

= (∇x)i(∇y)j{(Π)i(x), (A)j(y)}

= (∇x)i(∇y)j(δijδ
3(x− y))

= −∇2
xδ

3(x− y) = −{χ2(x), ϕ2(y)}, (10.140)

which leads to (for x0 = y0)

CAB(x, y) = {φA(x), φB(y)}

=




0 0 −1 0

0 0 0 −∇2
x

1 0 0 0

0 ∇
2
x 0 0



δ3(x− y). (10.141)

The inverse of this matrix is easily calculated to be

(C−1)AB(x, y) =




0 0 1 0

0 0 0 ∇−2
x

−1 0 0 0

0 −∇−2
x 0 0



δ3(x− y), (10.142)

where, with the usual asymptotic condition that fields vanish at spa-
tial infinity, the formal inverse of the Laplacian (Green’s function)
has the explicit form

∇
−2
x δ3(x− y) = 1

∇2
x

δ3(x− y) = − 1

4π|x− y| . (10.143)
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The equal-time Dirac bracket between any two dynamical vari-
ables can now be calculated from

{F (x), G(y)}D = {F (x), G(y)}

−
∫∫

d3zd3z̄ {F (x), φA(z)}(C−1)AB(z, z̄){φB(z̄), G(y)},
(10.144)

and, in particular, for the dynamical field variables, it leads to

{Aµ(x), Aν(y)}D = 0 = {Πµ(x),Πν(y)}D,
{Aµ(x),Πν(y)}D = {Aµ(x),Πν(y)}

−
∫∫

d3zd3z̄
(
{Aµ(x),Π0(z)}(δ3(z − z̄)){A0(z̄),Π

ν(y)}

+ {Aµ(x),∇z ·Π(z)}(∇−2
z δ3(z − z̄)){∇z̄ ·A(z̄),Πν(y)}

)

= δνµδ
3(x− y)− δ0µδν0δ3(x− y)−

∫∫
d3zd3z̄ δiµδ

ν
j

× ((∇z)iδ3(x− z))(∇−2
z δ3(z − z̄))((∇z̄)jδ3(z̄ − y))

=
(
(δνµ − δ0µδν0 ) + δiµδ

ν
j (∇x)i

1

∇2
x

(∇x)j
)
δ3(x− y). (10.145)

Since we can now set the constraints (10.138) and (10.139) to zero,
the relevant Dirac brackets for the Maxwell field theory follow from
(10.145) to be

{Ai(x), Aj(y)}D = 0 = {Πi(x),Πj(y)}D,

{Ai(x),Πj(y)}D =
(
δji + (∇x)i

1

∇2
x

(∇x)j
)
δ3(x− y)

= δji TR
(x− y), (10.146)

which are the relations used in (9.31) (along with the first two of
(9.26)) in quantizing Maxwell’s theory. Furthermore, setting the
constraints (10.138) to zero, we obtain the Hamiltonian for the theory
(10.133) to be

Hp =

∫
d3x

1

2

(
Π2 +B2

)
, (10.147)
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which is the Hamiltonian we have used in the study of Maxwell’s
theory in chapter 9.
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Chapter 11

Discrete symmetries

So far we have discussed mainly continuous symmetries of dynamical
systems. In addition to continuous symmetries, however, there are a
few discrete symmetries which play a fundamental role in physics. By
definition, these are not continuous symmetries and, consequently, we
cannot talk of an infinitesimal form for such transformations. In this
chapter, we will describe three such important symmetries, namely,
parity (P), time reversal (T ) and charge conjugation (C) where the
first two correspond to space-time symmetry transformations (see,
for example, the discussion at the end of section 3.1 from (3.26) until
the end of the section) while the last is an example of an internal
symmetry transformation.

11.1 Parity

The simplest of the discrete transformations is known as parity or
space inversion (also known as space reflection or mirror reflection)
where one reflects the spatial coordinates through the origin (see also
(3.29))

x
P−→ −x, (11.1)

while t remains unchanged. Therefore, this represents a space-time
transformation. Classically, the effect of a parity transformation can
be thought of as choosing a left-handed coordinate system as opposed
to the conventional right-handed one. Note that (in three space
dimensions) space inversion cannot be obtained through any rotation
and, therefore, it is not a continuous transformation.

413
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We note that even classically, we can group objects into different
categories depending on their behavior under parity or space inver-
sion. It is clear that a vector would change sign in a left-handed
coordinate system. Therefore,

A
P−→ −A,

A×B
P−→ (−A)× (−B) = A×B,

A ·B P−→ (−A) · (−B) = A ·B,

A · (B×C)
P−→ (−A) · ((−B)×(−C)) = −A · (B×C), (11.2)

and so on. We see from (11.2) that even though a vector is expected
to change sign under a parity transformation, the cross product of
two vectors remains invariant and is correspondingly known as a
pseudovector or an axial vector. Similarly, while a scalar (from the
point of view of rotations, say, for example the length of a vector)
is expected to remain unchanged under a parity transformation, we
note from (11.2) that the volume (which behaves like a scalar under
rotations) changes sign and is known as a pseudoscalar. This charac-
terization carries over to the quantum domain as well. In particular,
let us note the transformation properties of some of the well known
classical variables under parity,

x
P−→ −x,

p
P−→ −p,

L = x× p
P−→ (−x)× (−p) = x× p = L,

L · p
|p|

P−→ L · (−p)
|p| = −L · p

|p| ,

J(x, t)
P−→ −J(−x, t),

J0(x, t) = ρ(x, t)
P−→ ρ(−x, t) = J0(−x, t). (11.3)

In quantum mechanics, these variables would, of course, be promoted
to operators and they would satisfy the corresponding operator trans-
formation properties.
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We note from (11.1) that applying the parity transformation
twice, returns the coordinates to their original value, namely,

x
P−→ −x P−→ x, (11.4)

so that that even classically parity operation defines a group with
two elements (a group of order two), namely, 1 and P with

P2 = 1. (11.5)

Defining a symmetry in a quantum system, of course, simply corre-
sponds to asking whether this group can be carried over to quantum
mechanics without any obstruction. The only difficulty we may ap-
prehend is in the case of spinor states since they are double valued.
But a systematic analysis, as we will see, shows that even that does
not present any difficulty. Classically, we know that dynamical laws
of physics (such as Newton’s equation) do not depend on the hand-
edness of the coordinate frame. In other words, the classical laws
of physics are invariant under parity or space inversion. For a long
time it was believed that the microscopic systems are also invariant
under parity, but we know now that there exist (some) processes in
nature which do not respect parity.

11.1.1 Parity in quantum mechanics. For simplicity, let us consider a
one dimensional quantum mechanical system. In this case, the parity
transformation (11.1) would result in

〈X〉 P−→ −〈X〉,

〈P 〉 P−→ −〈P 〉, (11.6)

where we have used the fact that classically vectors change sign under
space reflection (see (11.2)) and that expectation values of quantum
operators behave like classical objects (Ehrenfest theorem).

As is standard in quantum mechanics, we can analyze the parity
transformation in (11.6) from two equivalent points of view. First, let
us assume that under the parity transformation, quantummechanical
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states change, but not the operators such that (11.6) holds. In this
case, let us assume that P represents the operator which implements
the action of parity on the quantum mechanical states. Namely,
under space reflection an arbitrary quantum mechanical state trans-
forms as

|ψ〉 → |ψP〉 = P|ψ〉, (11.7)

such that

〈ψ|X|ψ〉 P→ 〈ψP |X|ψP〉 = 〈ψ|P†XP|ψ〉 = −〈ψ|X|ψ〉,

〈ψ|P |ψ〉 P→ 〈ψP |P |ψP〉 = 〈ψ|P†PP|ψ〉 = −〈ψ|P |ψ〉. (11.8)

Note that parity inverts space coordinates and, therefore, acting
on the coordinate basis P must lead to

|x〉 P→ |xP〉 = P|x〉 = | − x〉. (11.9)

It is now obvious from (11.9) that

〈xP |yP〉 = 〈x|P†P|y〉,

or, 〈−x| − y〉 = 〈x|P†P|y〉,

or, δ(x− y) = 〈x|P†P|y〉, (11.10)

which leads to

P†P = 1. (11.11)

In other words, the parity operator is unitary. Furthermore, since

P|x〉 = | − x〉,

P2|x〉 = P| − x〉 = |x〉, (11.12)

which shows that
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P2 = 1. (11.13)

Namely, P is an involutory operator, namely, it is its own inverse
and the only eigenvalues of P are ±1. Since P has real eigenvalues
we conclude that the parity operator is Hermitian and thus we have

P† = P = P−1,

P2 = 1. (11.14)

To see how a scalar (not a multi-component) wave function trans-
forms under parity, we note from (11.7) that

|ψ〉 P→ |ψP〉 = P|ψ〉 = P
∫

dx |x〉〈x|ψ〉

= P
∫

dxψ(x)|x〉 =
∫

dxψ(x)P|x〉

=

∫
dxψ(x)| − x〉, (11.15)

so that we obtain

〈x|ψP〉 = ψP(x) = ψ(−x). (11.16)

Namely, under a parity transformation the wave function transforms
as

ψ(x)
P−→ ψP(x) = ψ(−x). (11.17)

Let us note further that since the eigenvalues of P are ±1, if |ψ〉 is
an eigenstate of parity, then

P|ψ〉 = ±|ψ〉. (11.18)

In other words, for such a state
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|ψ〉 P−→ |ψP〉 = P|ψ〉 = ±|ψ〉,

or, ψ(x)
P−→ ψP(x) = ψ(−x) = ±ψ(x). (11.19)

Namely, an eigenstate of parity has an associated wave function
which is either even or odd depending on the eigenvalue of the parity
operator for that state. A general state of the system, however, does
not have to be an eigenstate of the parity operator and, therefore,
the corresponding wave function need not have any such symmetry
behavior.

In the other point of view, we may assume that the states do not
transform under the parity transformation, rather under a transfor-
mation only the operators change as (this point of view may be more
relevant within the context of field theories)

O P−→ OP = P†OP, (11.20)

such that (11.6) holds, namely,

〈ψ|X|ψ〉 P→ 〈ψ|XP |ψ〉 = −〈ψ|X|ψ〉,

〈ψ|P |ψ〉 P→ 〈ψ|PP |ψ〉 = −〈ψ|P |ψ〉. (11.21)

It follows from this that

X
P−→ XP = P†XP = −X,

or, PX +XP = 0,

or, [P,X]+ = 0, (11.22)

where we have used (11.14). Similarly, we can obtain that

[P, P ]+ = 0. (11.23)

In general, one can show that for any operator in this simple one
dimensional theory,
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O(X,P ) P−→ OP(X,P ) = P†O(X,P )P

= O
(
P†XP,P†PP

)

= O(−X,−P ). (11.24)

We conclude from our general discussion of symmetries (in ear-
lier chapters) that a quantum mechanical theory would be parity
invariant if the Hamiltonian of the theory remains invariant under
the transformation, namely,

H(X,P )
P−→ P†H(X,P )P = H(−X,−P ) = H(X,P ),

or, [P,H(X,P )] = 0. (11.25)

As a result, we see that if parity is a symmetry of a quantum mechan-
ical system, P and H can be simultaneously diagonalized and the
eigenstates of the Hamiltonian would carry specific parity quantum
numbers. Therefore, in such a case, the eigenstates of the Hamil-
tonian would naturally decompose into even and odd states. It is
obvious from simple systems like the one dimensional harmonic os-
cillator

H(X,P ) =
P 2

2m
+

1

2
mω2X2 = H(−X,−P ), (11.26)

that this is, indeed, what happens. (Recall that the Hermite poly-
nomials, Hn(x), which are eigenfunctions of the Hamiltonian(for the
harmonic oscillator) are even or odd functions of x depending on the
value of the index n.)

If the Hamiltonian H of a quantum mechanical system is time in-
dependent, the solution of the time dependent Schrödinger equation
can be written as

|ψ(t)〉 = e−iHt|ψ(0)〉 = U(t)|ψ(0)〉, (11.27)

where U(t) is know as the time evolution operator. If parity is a
symmetry of the theory, then as we have seen
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[P,H] = 0, (11.28)

and it follows from (11.27) that

[P, U(t)] = 0. (11.29)

As a result, we conclude that

P|ψ(t)〉 = PU(t)|ψ(0)〉 = U(t)P|ψ(0)〉, (11.30)

so that an even parity state would continue to be an even state under
time evolution just as an odd parity state would remain an odd state.
This is another way to say that parity is conserved in such a theory.

Before we go on to the discussion of parity in quantum field theo-
ries, let us note that in this simple one dimensional quantum theory,
we cannot construct any function of X and P which would repre-
sent the parity operator. This merely corresponds to the fact that
classically there is no dynamical conserved quantity associated with
this discrete symmetry. (Recall that Nöther’s theorem holds only for
continuous symmetries.) However, a nontrivial representation of the
parity operator is still possible and, in this one dimensional theory,
takes the form

P =

∫
dx | − x〉〈x|. (11.31)

It is obvious from this definition that

P† =
∫

dx |x〉〈−x| =
∫

dx | − x〉〈x| = P,

P2 =

∫
dxdy | − x〉〈x| − y〉〈y|

=

∫
dxdy δ(x + y)| − x〉〈y|

=

∫
dy |y〉〈y| = 1,
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|ψP〉 = P|ψ〉 =
∫

dx | − x〉〈x|ψ〉 =
∫

dxψ(x)| − x〉,

or, ψP(x) = 〈x|ψP〉 = ψ(−x),

P†XP =

∫
dxdy | − y〉〈y|X| − x〉〈x|

=

∫
dxdy (−xδ(x + y))| − y〉〈x|

= −
∫

dxx|x〉〈x| = −
∫

dx X|x〉〈x|

= −X
∫

dx |x〉〈x| = −X,

P†PP =

∫
dxdy | − y〉〈y|P | − x〉〈x|

=

∫
dxdy

(
− i d

dy
δ(x+ y)

)
| − y〉〈x|

=

∫
dx
(
− i d

dx
|x〉
)
〈x| = −P

∫
dx |x〉〈x|

= −P, (11.32)

so that it truly gives a representation of the parity operator. The
important thing to note here is that such a representation is always
nonlocal and not very useful from a practical point of view. On the
other hand, the properties of the operator P such as in (11.14) are
more important.

Let us now go over to relativistic quantum systems. As we have
seen, such systems can be described consistently only in the lan-
guage of quantized fields which are, in general, multi-component op-
erators (recall the Dirac field or the Maxwell field). Therefore, we
need to generalize our discussion of parity transformation to multi-
component objects. We note that under a parity transformation a
multi-component object would transform as

ψα(x, t)
P−→ ψP

α (x, t) = ηψS
β
αψβ(−x, t), (11.33)

where the matrix Sβα can, in principle, mix up the different compo-
nents of the object. Namely, under a parity transformation, not only
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does x → −x, but the components of the object may mix with one
another. We have already seen this in the case of Lorentz transforma-
tions (see (3.37) for transformation of wavefunction). Furthermore,
from the fact that two space inversions are equivalent to leaving the
object unchanged, we are led to the requirement that

η2ψS
2 = 1. (11.34)

In the language of quantized fields, the above relation represents an
operator relation

ψα(x, t)
P−→ ψP

α (x, t) = P†ψα(x, t)P = ηψS
β
αψβ(−x, t). (11.35)

The parameter ηψ is called the intrinsic parity of the field ψα and de-
notes the parity eigenvalue of the one particle state at rest. (Remem-
ber that parity and the momentum operators do not commute and,
therefore, cannot have simultaneous eigenstates unless the eigenvalue
of momentum vanishes.) Thus we see that ηψ really measures the in-
trinsic behavior (and not the space part) of the wave function of a
particle under space inversion.

11.1.2 Spin zero field. Let us begin with the (single component) spin
zero field which is described by the Klein-Gordon equation

�φ =

(
∂2

∂t2
−∇

2

)
φ(x) = 0, or, (�+m2)φ(x) = 0, (11.36)

depending on whether the field is massless or massive. In either of
the cases, the equation is clearly invariant under space inversion.
Consequently, if φ(x, t) is a solution of the Klein-Gordon equation,
so is φ(−x, t). From our general discussion in (11.34) and (11.35),
we conclude that in this case,

φ(x, t)
P−→ φP(x, t) = ηφφ(−x, t), (11.37)

with
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ηφ = ±1. (11.38)

If ηφ = 1 or the intrinsic parity of the spin zero field is positive, then

φP(x, t) = φ(−x, t), (11.39)

and we say that such a field is a scalar field and that the associated
particles are scalar particles. On the other hand, if the intrinsic
parity of the spin zero field is negative or ηφ = −1, then

φP(x, t) = −φ(−x, t), (11.40)

and we say that such a field is a pseudoscalar field and that the asso-
ciated particles are pseudoscalar particles (see, for example, (11.2)).
In general, however, a field or a state may not have a well defined
parity value (consider, for example, a one particle state not at rest).
On the other hand, since parity commutes with angular momentum,
we can expand such a field (or a state) in the basis of the angular
momentum eigenstates, namely, the spherical harmonics as

φ(x, t) =
∑

ℓ

φℓ(r, θ, ϕ, t) =
∑

gℓ(r, t)Yℓ,m(θ, ϕ),

φP(x, t) =
∑

ℓ

φPℓ (r, θ, ϕ, t). (11.41)

Furthermore, from the fact that

x
P−→ −x, (11.42)

we have

r
P−→ r, θ

P−→ π − θ, ϕ
P−→ π + ϕ,

Yℓ,m(θ, ϕ)
P−→ Yℓ,m(π − θ, π + ϕ) = (−1)ℓYℓ,m(θ, ϕ), (11.43)
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so that

φP
ℓ (x, t) = ηφφℓ(−x, t) = ηφ(−1)ℓφℓ(x, t). (11.44)

In such a case, therefore, we can define the total parity for the state
(with orbital angular momentum ℓ) as

ηTOT = ηφ(−1)ℓ. (11.45)

If parity is a symmetry of the theory, the total parity quantum
number must be conserved in a physical process and this leads to the
fact that for a decay (in the rest frame of A) of a spin zero particle
into two spin zero particles

A→ B + C, (11.46)

we must have

ηA = ηBηC(−1)ℓ, (11.47)

where ηA, ηB and ηC are the intrinsic parities of the particles A, B
and C respectively and ℓ is the orbital angular momentum of the
B-C system. It now follows that in a parity conserving theory, one
spin zero particle can decay into two spin zero particles in an s-state
only through the channels

S → S + S,

P → P + S,

S → P + P, (11.48)

whereas processes such as

S → P + S,

P → S + S,

P → P + P, (11.49)

are forbidden with ℓ = 0.
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Let us further note that for a complex spin zero field, if we have

φP(x, t) = ηφφ(−x, t),

(φP)†(x, t) = η∗φφ
†(−x, t). (11.50)

On the other hand, since ηφ is assumed to take only real values ±1
(see (11.38)), the intrinsic parity of the field φ† is the same as that
of the field φ. In quantum field theory φ and φ† are associated with
particles and antiparticles. (φ destroys a particle or creates an an-
tiparticle whereas φ† destroys an antiparticle or creates a particle,
see discussion in sections 7.2 and 7.3.) Thus we conclude that a
charged spin zero particle and its antiparticle have the same intrin-
sic parity. This result is, in fact, quite general for the bosons and
says that for bosons, particles and antiparticles would have the same
intrinsic parity.

Let us next look at the electromagnetic current associated with a
charged Klein-Gordon system. As we have seen in (7.29), the current
density has the explicit form

Jµ(x, t) = i
(
φ†(x, t)∂µφ(x, t) −

(
∂µφ†(x, t)

)
φ(x, t)

)
. (11.51)

Under a parity transformation

Jµ(x, t)
P−→ JPµ(x, t)

= i
(
(φP)†(x, t)∂µφP(x, t) − (∂µ(φP)†(x, t))φP(x, t)

)

= i|ηφ|2
(
φ†(−x, t)∂µφ(−x, t)− (∂µφ†(−x, t))φ(−x, t)

)
, (11.52)

which leads explicitly to (recall that |ηφ|2 = 1 and ∂i = ∂
∂xi

=

− ∂
∂(−xi))

JP(x, t) = −J(−x, t), JP0(x, t) = J0(−x, t), (11.53)

which is the correct transformation for the current four vector as we
have seen in (11.2).
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11.1.3 Photon field. From Maxwell’s equations in the presence of
sources (charges and currents)

∇ ·E = ρ = J0,

∇×B =
∂E

∂t
+ J, (11.54)

we note that invariance of (11.54) under space reflection requires
that under a parity transformation, we must have

E(x, t)
P−→ −E(−x, t),

B(x, t)
P−→ B(−x, t). (11.55)

Namely, we see that whereas the electric field would transform like a
vector, the magnetic field would behave like an axial vector if parity
is a symmetry of the system. Furthermore, from the definitions of
the electric and the magnetic fields in (9.2), namely,

E = −∂A
∂t
−∇φ = −∂A

∂t
−∇A0,

B = ∇×A, (11.56)

we conclude that under a parity transformation the components of
the four vector potential would transform as

A(x, t)
P−→ −A(−x, t),

A0(x, t)
P−→ A0(−x, t). (11.57)

This is very much like the transformations (11.53) of the components
of the current four vector under a space reflection. In the quantum
theory, we would then generalize these as operator transformations

A(x, t)
P−→ AP(x, t) = ηAA(−x, t) = −A(−x, t),

A0(x, t)
P−→ AP0(x, t) = ηA0A0(−x, t) = A0(−x, t). (11.58)
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Note that a physical photon has only transverse degrees of free-
dom (namely, A0 is nondynamical). From the parity transformation
of the dynamical components, namely A, we see that

AP(x, t) = −A(−x, t), (11.59)

from which we conclude that the intrinsic parity of the photon field
(or the one photon state) is negative (ηA = −1). In other words, the
photon is a vector particle. From the form of the electromagnetic
interaction Hamiltonian

Hem =

∫
d3x Jµ(x, t)Aµ(x, t), (11.60)

we note that under a parity transformation (see (11.53) and (11.57))

Hem =

∫
d3x Jµ(x, t)Aµ(x, t)

P→
∫

d3x JPµ(x, t)AP
µ(x, t)

=

∫
d3x

(
JP0(x, t)AP0(x, t)− JP(x, t) ·AP(x, t)

)

=

∫
d3x

(
J0(−x, t)A0(−x, t)− (−J(−x, t)) · (−A(−x, t))

)

=

∫
d3x Jµ(−x, t)Aµ(−x, t)

=

∫
d3x Jµ(x, t)Aµ(x, t) = Hem, (11.61)

where in the last step we have let x → −x under the integral. This
shows that the electromagnetic interaction is invariant under par-
ity and, therefore, parity (quantum number) must be conserved in
electromagnetic processes.

11.1.4 Dirac field. Let us recall that the Dirac wave function or the
Dirac field is described by a four component object. Thus accord-
ing to our general discussion in (11.33) or (11.35), under a parity
transformation
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ψα(x, t)
P−→ ψP

α (x, t) = ηψS
β
αψβ(−x, t), α = 1, 2, 3, 4. (11.62)

In matrix notation, we can write the transformation as

ψP(x, t) = ηψSψ(−x, t), (11.63)

with (see (11.34))

η2ψS
2 = 1. (11.64)

Since we have assumed the parity eigenvalues to be±1, we can always
choose

ηψ = ±1, S2 = 1, (11.65)

which will satisfy the above relation. With this choice (which also
implies η∗ψ = ηψ) we note that

ψ
P
(x, t) = (ψP)†(x, t)γ0 = η∗ψψ

†(−x, t)S†γ0

= η∗ψψ
†(−x, t)γ0γ0S†γ0

= ηψψ(−x, t)γ0S†γ0. (11.66)

Let us recall that associated with the Dirac system is a conserved
current (probability current or electromagnetic current, see (8.44))

Jµ(x, t) = ψ(x, t)γµψ(x, t), (11.67)

and under a parity transformation this would transform as

Jµ(x, t)
P−→ JPµ(x, t)

= ψ
P
(x, t)γµψP(x, t)

= η2ψψ(−x, t)γ0S†γ0γµSψ(−x, t)

= ψ(−x, t)γ0S†γ0γµSψ(−x, t), (11.68)
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where we have used the fact that ηψ∗ = ηψ and η2ψ = 1. On the
other hand, we know the transformation properties of the current
four vector under space inversion (see (11.53)), namely,

JP0(x, t) = J0(−x, t), JPi(x, t) = −J i(−x, t). (11.69)

Comparing (11.68) and (11.69) for µ = 0, we obtain

ψ(−x, t)γ0S†Sψ(−x, t) = ψ(−x, t)γ0ψ(−x, t),

or, S†S = 1, (11.70)

so that using (11.65) we have

S = S† = S−1. (11.71)

Similarly, comparing (11.68) and (11.69) for µ = i, we obtain

ψ(−x, t)γ0S†γ0γiSψ(−x, t) = −ψ(−x, t)γiψ(−x, t),

or, S = γ0. (11.72)

Thus we determine the transformation of the Dirac field (wave func-
tion) under a space reflection to be

ψ(x, t)
P−→ ψP(x, t) = ηψγ

0ψ(−x, t),

ψ(x, t)
P−→ ψ

P
(x, t) = ηψψ(−x, t)γ0,

ψ(x, t)γµψ(x, t)
P−→ ψ(−x, t)γ0γµγ0ψ(−x, t) (11.73)

with

ηψ = ±1. (11.74)

It is now quite easy to see that if ψ(x, t) is a solution of the Dirac
equation, then the parity transformed function ψP(x, t) also satisfies
the Dirac equation in the new coordinates. Namely, if we define
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yµ = (t,−x), (11.75)

then

(
iγµ

∂

∂yµ
−m

)
ψP(y) =

(
iγ0

∂

∂t
− iγi ∂

∂xi
−m

)
ηψγ

0ψ(x)

= ηψγ
0

(
iγ0

∂

∂t
+ iγi

∂

∂xi
−m

)
ψ(x)

= ηψγ
0

(
iγµ

∂

∂xµ
−m

)
ψ(x) = 0. (11.76)

In other words, space inversion is a symmetry of the Dirac equation.
This can also be seen by noting that parity is a symmetry of the free
Dirac Lagrangian density (8.9). However, as we have discussed in
section 3.6, the two component Weyl fermions violate P.

To determine the relative parity between Dirac particles and an-
tiparticles, let us next analyze the decay of the positronium in the
1S0 state where we use the standard spectroscopic notation 2S+1LJ
for the states (the positronium is a bound state of an electron and a
positron much like the Hydrogen with a ground state energy equal
to −6.8 eV)

e− + e+ → γ + γ. (11.77)

In the rest frame of the positronium, the two photons move with
equal and opposite momentum. Let ǫ1 and ǫ2 denote the polar-
ization vectors for the two photons while k represents their relative
momentum. Since the electromagnetic interactions conserve parity,
the scalar transition amplitude will have the general form

Mi→f = (a ǫ1 · ǫ2 + bk · (ǫ1 × ǫ2))ψpositronium, (11.78)

where ‘a’ and ‘b’ are scalar functions of momentum and ψpositronium

represents the wave function for the positronium. The polarization
planes of the photons in this decay can, in fact, be measured and it
is experimentally observed that the two are perpendicular. Namely,
for this decay we have
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ǫ1 · ǫ2 = 0. (11.79)

Consequently, the transition amplitude for this decay takes the form

Mi→f = (bk · (ǫ1 × ǫ2))ψpositronium. (11.80)

Since the transition amplitude behaves like a scalar under parity
while

k · (ǫ1 × ǫ2)
P−→ −k · (ǫ1 × ǫ2) , (11.81)

we conclude that the positronium state must be a pseudoscalar under
parity. On the other hand, in the rest frame of the positronium, the
total parity of the state is given by

ηTOT = ηe−ηe+, (11.82)

and for this state to represent a pseudoscalar state, we must have

ηTOT = ηe−ηe+ = −1. (11.83)

In other words, the electron and the positron must have relative
negative intrinsic parity. This is, in fact, a very general result for
fermions, namely, the relative intrinsic parity between Dirac particles
and antiparticles is negative.

This result can be more directly seen when we study charge con-
jugation in the next section. However, it can also be seen in an
intuitive manner from the structure of the spinor functions as fol-
lows. Let us recall from our earlier discussions in section 2.5 that
antiparticles are related to negative energy states. Let us choose
two representative solutions (of positive and negative energy) of the
Dirac equation in the rest frame (see (2.49))
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ψp0>0 =




1

0

0

0




P−→ ηγ0




1

0

0

0




= η




1

0

0

0



,

ψp0<0 =




0

0

1

0




P−→ ηγ0




0

0

1

0




= −η




0

0

1

0



. (11.84)

This analysis also brings out another feature involving the fermions,
namely, since fermions always appear in pairs in any process (be-
cause of conservation of fermion number, angular momentum), the
only meaningful quantity as far as the fermions are concerned is the
relative parity of a pair of fermions.

Let us next calculate the transformation properties of the sixteen
Dirac bilinears

ψΓ(α)ψ, (11.85)

introduced in (2.101) (or in section 3.3) under parity. For example,
we note that

ψ(x, t)ψ(x, t)
P−→ ψ

P
(x, t)ψP(x, t)

= |η|2ψ(−x, t)γ0γ0ψ(−x, t)

= ψ(−x, t)ψ(−x, t), (11.86)

which shows that this combination behaves like a scalar under parity.
On the other hand,

ψ(x, t)γ5ψ(x, t)
P−→ ψ

P
(x, t)γ5ψ

P(x, t)

= |η|2ψ(−x, t)γ0γ5γ0ψ(−x, t)

= −ψ(−x, t)γ5ψ(−x, t), (11.87)
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so that this combination behaves like a pseudoscalar under parity.
We have already seen in (11.73) that the combination ψγµψ behaves
like a four vector, namely,

ψ(x, t)γiψ(x, t)
P−→ −ψ(−x, t)γiψ(−x, t),

ψ(x, t)γ0ψ(x, t)
P−→ ψ(−x, t)γ0ψ(−x, t). (11.88)

It can similarly be checked that

ψ(x, t)γ5γ
iψ(x, t)

P−→ ψ(−x, t)γ5γiψ(−x, t),

ψ(x, t)γ5γ
0ψ(x, t)

P−→ −ψ(−x, t)γ5γ0ψ(−x, t). (11.89)

Namely, the combination ψγ5γ
µψ behaves in an opposite way from

the current four vector and consequently, it is known as an axial
vector (or a pseudovector). Finally, we can also derive that

ψ(x, t)σ0iψ(x, t)
P−→ −ψ(−x, t)σ0iψ(−x, t),

ψ(x, t)σijψ(x, t)
P−→ ψ(−x, t)σijψ(−x, t), (11.90)

so that the combination ψσµνψ behaves exactly like the field strength
tensor Fµν under space inversion (see (11.55)) and hence is known
as a (second rank) tensor.

The transformation properties of the bilinears are important in
constructing relativistic theories. Thus, for example, it was thought
sometime ago that the strong force between the nucleons was medi-
ated through the Yukawa interaction of spin zero mesons. However,
there are two possible Lorentz invariant interactions we can write
down involving fermions and spin zero particles, namely

ψψφ, or ψγ5ψφ. (11.91)

Since strong interactions conserve parity, only one of the forms of
the interaction can be allowed depending on the intrinsic parity of
the spin zero meson. As it turns out, the spin zero meson can be
identified with the π-mesons which are known to be pseudoscalar
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mesons. Therefore, the only allowed interaction in this case has the
form (recall also the discussion in section 8.8 after (8.92))

ψγ5ψφ. (11.92)

Conversely, if we know the interaction Lagrangian or Hamiltonian
density for a given process, we can determine its behavior under a
parity transformation which would then tell us whether parity will
be conserved in processes mediated through such interactions.

11.2 Charge conjugation

To understand the discrete symmetry known as charge conjugation,
let us go back to Maxwell’s equations in the presence of charges and
currents

∇ ·E = ρ,

∇ ·B = 0,

∇×E = −∂B
∂t
,

∇×B =
∂E

∂t
+ J. (11.93)

We note that this set of equations is invariant under the discrete
transformations

ρ(x)→ −ρ(x), J(x)→ −J(x),
E(x)→ −E(x), B(x)→ −B(x). (11.94)

This discrete transformation can be thought of as charge reflection or
charge conjugation (simply because reflecting the sign of the charge
generates the transformations in (11.94)) and is denoted by C. (The
space-time coordinates are not transformed in this case and, there-
fore, C can be thought of as an internal symmetry of a quantum
theory.) Furthermore, since
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E = −∂A
∂t
−∇A0,

B = ∇×A, (11.95)

classically we see that charge conjugation leads to

Aµ(x)
C−→ −Aµ(x), Jµ(x)

C−→ −Jµ(x). (11.96)

It is obvious that the electromagnetic interaction Hamiltonian

Hem =

∫
d3x Jµ(x)Aµ(x), (11.97)

is invariant under this transformation. Let us also note here that
like parity, two charge conjugation operations (reflecting the charge
twice) would bring back any variable to itself.

In the quantum theory, we can generalize the classical result
(11.96) by saying that

Aµ(x)
C−→ AC

µ(x) = ηAAµ(x) = −Aµ(x),

Jµ(x)
C−→ JC

µ(x) = ηJJµ(x) = −Jµ(x), (11.98)

and we say that the charge conjugation parity (or simply the charge
parity) of the photon as well as the current is −1. Note that the
transformation of charge conjugation does not change the space-time
coordinates and, therefore, it is not a space-time transformation.

Let us also note that in a quantum theory, opposite charges are
assigned to particles and antiparticles. Therefore, reflecting charges
in a quantum theory is equivalent to saying that charge conjugation
really interchanges particles and antiparticles. In other words, in a
quantum theory, charge conjugation, roughly speaking, interchanges
every distinct quantum number between particles and antiparticles.
For this reason, charge conjugation is sometimes also referred to as
particle-antiparticle conjugation.
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11.2.1 Spin zero field. Let us now analyze the complex Klein-Gordon
field theory which describes charged spin zero particles. (As we have
seen, a real Klein-Gordon theory describes charge neutral spin zero
particles and, therefore, charge conjugation is trivial in this theory
as we will discuss shortly.) We have seen that for such a theory we
can define an electromagnetic current (7.29) as

Jµ = i
(
φ†∂µφ− (∂µφ†)φ

)
. (11.99)

We note that if we treat φ(x) as a classical function (even though
the functions are classical, we continue to use “†” instead of “∗” so
that the passage to quantum theory will be straightforward), then

φ(x)
C−→ φC(x) = ηφφ

†(x),

φ†(x)
C−→ (φC)†(x) = η∗φφ(x), (11.100)

with |ηφ|2 = 1, would define a transformation under which

Jµ(x)
C−→ i

(
(φC)†(x)∂µφC(x)− (∂µ(φC)†)(x)φC(x)

)

= i|ηφ|2
(
φ(x)∂µφ†(x)− (∂µφ(x))φ†(x)

)

= −i
(
φ†(x)∂µφ(x)− (∂µφ†(x))φ(x)

)

= −Jµ(x). (11.101)

Thus the field transformations in (11.100) would define the appro-
priate charge conjugation transformation for the current. We have
already discussed (see sections 7.2 and 7.3) that φ(x) and φ†(x) can
be thought of as being associated with particles and antiparticles (φ
annihilates a particle/creates an antiparticle while φ† annihilates an
antiparticle/creates a particle). Therefore, this further supports the
fact that (11.100) is the appropriate charge conjugation transforma-
tion for the complex scalar field.

As a result, under a charge conjugation, we have (|ηφ|2 = 1)
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φ(x)
C−→ ηφφ

†(x),

φ†(x)
C−→ η∗φφ(x),

Aµ(x)
C−→ −Aµ(x). (11.102)

It follows now that under such a transformation,

Fµν(x) = ∂µAν(x)− ∂νAµ(x) C−→ −Fµν(x),
Dµφ(x) = (∂µ + ieAµ)φ(x)

C−→ ηφ(∂µ − ieAµ)φ† = ηφ(Dµφ)
†,

(Dµφ(x))
† = (∂µ − ieAµ)φ†(x) C−→ η∗φ(∂µ + ieAµ)φ = η∗φDµφ.

(11.103)

Therefore, the Lagrangian density of charged, spin zero particles in-
teracting with photons described by

L = (Dµφ)† (Dµφ)−m2φ†φ− 1

4
FµνF

µν , (11.104)

is invariant under charge conjugation.
All of the above discussion carries over to the quantum theory if

we are careful about the operator ordering of φ and φ†. For example,
we note that if we define the electromagnetic current in the quan-
tum theory as in (11.99), then under the transformation (11.100) we
would have

Jµ(x) = i
(
φ†(x)∂µφ(x)− (∂µφ†(x))φ(x)

)
C−→ JCµ(x)

= i|ηφ|2
(
φ(x)∂µφ†(x)− (∂µφ)(x)φ†(x)

)

= −i
(
(∂µφ)(x)φ†(x)− φ(x)∂µφ†(x)

)

6= −i
(
φ†(x)∂µφ(x)− (∂µφ†(x))φ(x)

)
, (11.105)

since the operators φ(x) and φ†(x) do not commute with ∂µφ
†(x)

and ∂µφ(x) respectively. As a result, it would appear as if the field
transformations (11.100) do not lead to the correct transformation
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properties for the current operator. The resolution of this problem, of
course, can be traced to the fact that in going from a classical theory
to the quantum theory, we have to choose an operator ordering which
we have not taken care of in the above discussion. As is known, the
operator ordering which works for the current involving a product
of bosonic operators is to symmetrize the product (this can also be
checked to be equivalent to normal ordering the product). If we
symmetrize the products in the definition of the current, we obtain

Jµsym(x) =
i

2

(
φ†∂µφ+ (∂µφ)φ† − (∂µφ†)φ− φ∂µφ†

)
, (11.106)

and it is easy to check that this current will transform properly
(namely, will change sign) under charge conjugation. Let us note here
that the symmetrized current differs from the original current merely
by a constant which is infinite (this is the value of the commutator).
But this has the interesting consequence that while (remember the
Dirac vacuum picture)

〈0|Jµ(x)|0〉 −→ ∞, (11.107)

the effect of the infinite constant in Jµsym in (11.106) leads to (this
should be compared with the normal ordered charge defined in sec-
tion 7.3)

〈0|Jµsym(x)|0〉 = 0. (11.108)

This is esthetically more pleasing and treats the vacuum in a more
symmetrical way. Note that we can also write the symmetrized cur-
rent as

Jµsym(x) =
1

2
(Jµ(x)− JCµ(x)) , (11.109)

which brings out the particle-antiparticle symmetry in a more direct
way.
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As we have discussed earlier, if a spin-zero field theory describes
charge neutral particles which are their own antiparticles, it is de-
scribed by a Hermitian field operator

φ†(x) = φ(x). (11.110)

In such a case, under a charge conjugation

φ(x)
C−→ φC(x) = ηφφ

†(x) = ηφφ(x). (11.111)

From the fact that two charge conjugation operations should return
the field to itself, we expect

η2φ = 1,

or, ηφ = ±1. (11.112)

In this case, the sign of the charge parity cannot be fixed from theory.
But by analyzing various physical processes where charge conjugation
is a symmetry or by analyzing the invariance of various interaction
terms under charge conjugation, one can show that for all Hermitian
spin zero fields that we know of (scalar or pseudoscalar)

ηφ = 1, (11.113)

so that in these cases

φ(x)
C−→ φC(x) = φ(x). (11.114)

Such fields or particles are known as self-charge-conjugate and simply
describe particles that are their own antiparticles. As an example,
let us note that in the decay

π0 → 2γ, (11.115)

since the charge parity of the photon is (−1), the total charge parity
of the final state is (+1). If charge parity is to be conserved in this
process (this corresponds to an electromagnetic process since photons
are involved), we conclude that the π0 meson must also have charge
parity (+1) and similar arguments hold for other mesons.
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11.2.2 Dirac field. Let us next analyze a system of Dirac fermions in-
teracting with an electromagnetic field. If the fermions are minimally
coupled to the photons, the equation of motion takes the form

(iγµ (∂µ + ieAµ)−m)ψ(x) = 0. (11.116)

The adjoint equation is easily obtained to correspond to

ψ(x)

(
iγµ

(←
∂µ −ieAµ

)
+m

)
= 0. (11.117)

Taking the transpose of the adjoint equation (11.117), we obtain

(
i(γµ)T (∂µ − ieAµ) +m

)
ψ
T
= 0. (11.118)

Let us recall that a positron which is the antiparticle of the elec-
tron is also a Dirac particle with the same mass but carries an oppo-
site electric charge. Thus, interacting with an electromagnetic field,
it would satisfy the equation

(iγµ (∂µ − ieAµ)−m)ψC(x) = 0, (11.119)

where we have identified the charge conjugate function ψC as describ-
ing the positron. To see the relation between ψC(x) and ψ(x), let us
note from (11.118) and (11.119) that the two equations are very sim-
ilar in structure. In fact, we note that if we can find a 4 × 4 matrix
C satisfying

C(γµ)TC−1 = −γµ, (11.120)

then, from (11.118) we would have (using (11.120))

C
(
i(γµ)T (∂µ − ieAµ) +m

)
ψ
T
= 0,

or,
(
iC(γµ)TC−1 (∂µ − ieAµ) +m

)
Cψ

T
= 0,

or, (iγµ (∂µ − ieAµ)−m)Cψ
T
= 0, (11.121)
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which can be compared with (11.119). Therefore, we conclude that
if we can find a matrix C with the property

C(γµ)TC−1 = −γµ,

or, C−1γµC = −(γµ)T , (11.122)

we can identify (with |ηψ|2 = 1)

ψC(x) = ηψCψ
T
. (11.123)

That such a matrix exists can be deduced from the fact that
−(γµ)T also satisfies the Clifford algebra, namely,

[
−(γµ)T ,−(γν)T

]
+
=
[
(γµ)T , (γν)T

]
+

=
(
[γν , γµ]+

)T
=
(
[γµ, γν ]+

)T

= 2ηµν(1)T = 2ηµν1, (11.124)

and, therefore, from the generalized Pauli theorem (see (1.92)), it
follows that there must exist a similarity transformation which relates
−(γµ)T and γµ. The important symmetry property that C must have
is that it should be anti-symmetric. (This property depends on the
dimensionality of space-time. In 4-dimension CT = −C.) To see
this, let us assume that C is symmetric, instead, namely,

CT = C. (11.125)

In this case, requiring (see (11.122))

C−1γµC = −(γµ)T , (11.126)

we obtain

γµC = −C(γµ)T = −CT (γµ)T = − (γµC)T . (11.127)
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Similarly, we can also show that

σµνC = − (σµνC)T , (11.128)

so that if CT = C, we can construct 10 linearly independent anti-
symmetric matrices. But these are 4 × 4 matrices and, therefore,
there can be only six linearly independent anti-symmetric matrices
and C cannot be symmetric. Therefore, it follows that C must be
anti-symmetric,

CT = −C. (11.129)

Unlike the parity transformation, the structure of the matrix C
depends on the representation of the Dirac matrices and, in the Pauli-
Dirac representation that we have been using, it is easy to determine
that

C = γ0γ2, (11.130)

so that it satisfies (it can be verified explicitly using the properties
of the γµ matrices in our representation)

C = C† = C−1 = −CT . (11.131)

It now follows that

ψC = ηψCψ
T
= ηψγ

0γ2(γ0)Tψ∗ = −ηψγ2ψ∗. (11.132)

In general, however, if we do not restrict to any particular represen-
tation, we have (with |ηψ|2 = 1, C†C = 1)

ψ(x)
C−→ ψC(x) = ηψCψ

T
,

ψ(x)
C−→ ψ

C
(x) = −η∗ψψTC−1. (11.133)

The fermion fields, as quantum mechanical operators, satisfy
anti-commutation relations to reflect the Fermi-Dirac statistics that
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the underlying particles obey. In this case, the appropriate operator
ordering for the current is anti-symmetrization (this is equivalent to
normal ordering in this case). Thus, given the classical current (see
(8.44))

Jµ(x) = ψ(x)γµψ(x), (11.134)

we can obtain the anti-symmetrized current as

Jµanti(x) =
1

2

(
ψα(x) (γ

µ)αβ ψβ(x)− ψβ(x) (γµ)αβ ψα(x)
)

=
1

2

(
ψ(x)γµψ(x) − ψT (x)(γµ)TψT (x)

)
. (11.135)

It can now be easily checked that under charge conjugation the
anti-symmetrized current transforms as (see (11.133) and recall that
|ηψ|2 = 1)

Jµanti(x)
C−→ 1

2

(
ψ

C
(x)γµψC(x)− (ψC)T (x)(γµ)T (ψ

C
)T (x)

)

=
1

2
|ηψ|2

(
−ψT (x)C−1γµC ψ

T
(x) + ψCT (γµ)T (C−1)Tψ

)

=
1

2

(
ψT (x)(γµ)T ψ

T
(x) + ψ(x)

(
C−1γµC

)T
ψ(x)

)

=
1

2

(
ψT (x)(γµ)T ψ

T
(x)− ψ(x)γµψ(x)

)

= −Jµanti(x), (11.136)

where we have used (11.122) in the intermediate steps. Therefore,
this current transforms properly under charge conjugation. Let us
note here again that the anti-symmetrized current differs from the
naive current by an infinite constant whose effect is to make

〈0|Jµanti(x)|0〉 = 0, (11.137)

whereas



July 13, 2020 8:54 book-9x6 11845-main page 444

444 11 Discrete symmetries

〈0|Jµ(x)|0〉 −→ ∞. (11.138)

Thus this current treats the vacuum more symmetrically which can
also be seen from the fact that we can write the current in the form

Jµanti(x) =
1

2
(Jµ(x)− JCµ(x)) . (11.139)

Let us next calculate how the Dirac bilinears transform under
charge conjugation. We have already seen in (11.122) that the charge
conjugation matrix C satisfies

C−1γµC = −(γµ)T . (11.140)

It follows from this and the definition of γ5 that

C−1γ5C = C−1iγ0γ1γ2γ3C

= iC−1γ0CC−1γ1CC−1γ2CC−1γ3C

= i
(
− (γ0)T

)(
− (γ1)T

)(
− (γ2)T

)(
− (γ3)T

)

= i
(
γ3γ2γ1γ0

)T
= i
(
γ0γ1γ2γ3

)T
= γT5 . (11.141)

Similarly, we obtain

C−1γ5γ
µC = C−1γ5CC

−1γµC = γT5
(
− (γµ)T

)

= − (γµγ5)
T = (γ5γ

µ)T ,

C−1σµνC = C−1 i

2
(γµγν − γνγµ)C

=
i

2

(
C−1γµCC−1γνC − C−1γνCC−1γµC

)

=
i

2

((
− (γµ)T

)(
− (γν)T

)
−
(
− (γν)T

)(
− (γµ)T

))

=
i

2

(
(γµ)T (γν)T − (γν)T (γµ)T

)

=
i

2
(γνγµ − γµγν)T = −(σµν)T . (11.142)
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Therefore, if we define properly anti-symmetrized Dirac bilinear
combinations as

(
ψΓ(α)ψ

)
anti
≡ 1

2

(
ψΓ(α)ψ − ψT

(
Γ(α)

)T
ψ
T
)
, (11.143)

then it is clear that under charge conjugation the scalar combination
would transform as

(
ψψ
)
anti

C−→ 1

2

(
ψ

C
ψC − (ψC)T (ψ

C
)T
)

=
1

2
|ηψ|2

(
ψTC−1Cψ

T − ψCT
(
− (C−1)Tψ

))

=
1

2

(
ψψ − ψTψT

)
=
(
ψψ
)
anti

. (11.144)

(If we think for a moment, (ψψ)anti really measures the sum of proba-
bility densities (number densities) for particles and antiparticles and
that should not change under charge conjugation (particle ↔ an-
tiparticle).) We have already seen that

(
ψγµψ

)
anti

C−→ −
(
ψγµψ

)
anti

. (11.145)

Similarly we can also show that

(
ψγ5ψ

)
anti

C−→
(
ψγ5ψ

)
anti

,

(
ψγ5γ

µψ
)
anti

C−→
(
ψγ5γ

µψ
)
anti

,

(
ψσµνψ

)
anti

C−→ −
(
ψσµνψ

)
anti

. (11.146)

In general we can denote

(
ψΓ(α)ψ

)
anti

C−→ ǫα

(
ψΓ(α)ψ

)
anti

, (11.147)

where the phase ǫα for the different classes has the form
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ǫα =

{
1, for α = S,P,A,

−1, for α = V, T.
(11.148)

Let us next recall from (11.73) that, under parity, a Dirac particle
transforms as

ψ(x, t)
P−→ ψP(x, t) = ηP

ψγ
0ψ(−x, t),

ψ(x, t)
P−→ ψ

P
(x, t) = ηP

ψψ(−x, t)γ0. (11.149)

Since the antiparticle is described by

ψC(x, t) = ηC
ψCψ

T
(x, t), (11.150)

under parity, the antiparticle will transform as

ψC(x, t)
P−→ (ψC)P (x, t) = (ψP)C (x, t) = ηC

ψ C(ψ
P
)T (x, t)

= ηC
ψη

P
ψ C(ψ(−x, t)γ0)T = ηC

ψη
P
ψ C(γ0)T (ψ)T (−x, t)

= ηC
ψη

P
ψ C(γ0)TC−1C(ψ)T (−x, t)

= −ηP
ψ η

C
ψγ

0C(ψ)T (−x, t)

= −ηP
ψ γ

0
(
ηC
ψCψ

T
(−x, t)

)

= −ηP
ψγ

0ψC(−x, t), (11.151)

where we have used the fact that the operations of charge conjugation
and parity commute since one is an internal symmetry transforma-
tion while the other is a space-time transformation. Thus, we see
from the above result that if ηP

ψ represents the intrinsic parity of a
Dirac particle, the antiparticle will have the intrinsic parity −ηP

ψ so
that the relative particle-antiparticle parity will be given by

ηP
ψ

(
−ηP

ψ

)
= −(ηP

ψ)
2 = −1. (11.152)
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Of course, we have already seen this from the analysis of the positron-
ium decay in (11.83), but this derivation is simpler and more general.

Next, let us note that since the charge conjugate wave function
is defined to be

ψC = ηC
ψCψ

T
,

we obtain

γ5ψ
C = ηC

ψγ5C(γ0)T (ψ†)T

= ηC
ψCC

−1γ5C(γ0)T (ψ†)T

= ηC
ψCγ

T
5 (γ

0)T (ψ†)T = −ηC
ψC(γ0)TγT5 (ψ

†)T

= −ηC
ψC(γ0)T

(
ψ†γ5

)T
= −ηC

ψC(γ0)T
(
(γ5ψ)

†
)T

= −ηC
ψC
(
(γ5ψ)

†γ0
)T

= −ηC
ψC(γ5ψ)

T
, (11.153)

where we have used the fact that γ†5 = γ5. As a result, we see that if

γ5ψ = ψ, (11.154)

we have

γ5ψ
C = −ηC

ψCψ
T
= −ψC, (11.155)

On the other hand, if

γ5ψ = −ψ, (11.156)

then it follows that

γ5ψ
C = −ηC

ψC
(
− ψT

)
= ηC

ψCψ
T
= ψC. (11.157)

In other words, the antiparticle of a particle with a given handedness
has the opposite handedness. We have, of course, already seen this
in the study of neutrinos in section 3.6 and will use this in the
construction of the standard model in section 14.3.

11.2.3 Majorana fermions. Let us recall that if a free Dirac particle
satisfies the equation
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(p/−m)ψ = 0, (11.158)

then from (11.119) we see that the antiparticle must also satisfy the
same free equation, namely,

(p/−m)ψC = 0, (11.159)

where

ψC = ηC
ψCψ

T
. (11.160)

We have also seen that there are bosons in nature which are their
own antiparticles. These are charge neutral particles described by
real quantum fields

φ† = φ. (11.161)

We can now ask the corresponding question in the case of the Dirac
particles, namely, whether there are also fermionic particles that are
their own antiparticles and if so how does one describe them.

The answer to this question is, in fact, quite obvious. From
the definition of charge conjugation in (11.123) we see that a Dirac
particle which is its own antiparticle must satisfy

ψ = ψC = ηC
ψCψ

T
, (11.162)

and would also satisfy the free Dirac equation

(p/−m)ψ = (p/−m)ψC = 0. (11.163)

Such particles are known as self charge conjugate fermions or Ma-
jorana fermions. They can be massive and will have only two inde-
pendent degrees of freedom (because of the constraint in (11.162)).
Let us note from the definition of the anti-symmetrized current in
(11.135)
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Jµanti(x) =
1

2

(
ψ(x)γµψ(x) − ψT (x)γµTψT (x)

)

=
1

2

(
ψ(x)γµψ(x) − ψC

(x)γµψC(x)
)
, (11.164)

that for Majorana fermions (ψ = ψC)

Jµanti(x) = 0, (11.165)

so that the Majorana fermions are charge neutral and hence cannot
have any electromagnetic interaction.

Secondly, as we have seen a particle with a definite handedness
will lead to an antiparticle with the opposite handedness. Since a
Majorana fermion is its own antiparticle, this implies that it cannot
have a well defined handedness. Thus we cannot talk of a Majorana
particle with a given helicity. (This is, however, not true if the space-
time dimensionality is not four. In particular for d = 2 mod 8, we
can have Majorana-Weyl spinors as we will discuss in Appendix A.)

We have also seen that if the intrinsic parity of a Dirac particle
is ηP

ψ , then the antiparticle will have the intrinsic parity −(ηP
ψ)

∗ (al-
though we had chosen the phase of the intrinsic parity for a Dirac
fermion to be real earlier, it can, in principle, be complex). For a
Majorana fermion then, this would require

ηP
ψ = −(ηP

ψ)
∗, (11.166)

which can be satisfied only if the intrinsic parity of a Majorana
fermion is imaginary.

Let us also note here that since both the Weyl and the Majorana
fermions have only two degrees of freedom, we can find a simple
relation between them. In fact, we note that if we define

χ = ψL + (ψL)
C , (11.167)

then

χC = (ψL)
C + ψL = χ, (11.168)
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so that we can express a Majorana fermion in terms of Weyl fermions.
This then raises the question that since the two component Majorana
fermion can be massive whether it is possible to have a mass for the
two component Weyl fermion. To answer this, let us note that if we
try to write a Lagrangian density for a massive Weyl fermion (say
left-handed), the naive mass term would have the form

L = iψL∂/ψL −mψLψL. (11.169)

However, the mass term would trivially vanish since

ψLψL =
1

2
((1− γ5)ψ)† γ0 ×

1

2
(1− γ5)ψ

=
1

4
ψ†(1− γ5)γ0(1− γ5)ψ

=
1

4
ψ†γ0 (1 + γ5) (1− γ5)ψ = 0. (11.170)

This is, of course, the essence of the statement that a Weyl fermion is
massless. However, note that if we go beyond the conventional Dirac
mass term in the Lagrangian density, we can write (we will choose
ηC
ψ = 1)

L = iψL∂/ψL +mψC
LψL

= iψL∂/ψL −mψTLC−1ψL. (11.171)

Clearly, in this case, the mass term is not zero and we can give a mass
to the Weyl fermion. Such a mass term is known as a Majorana mass
term and in writing this term we have obviously given up something
to which we will return in a moment.

Let us next ask whether there are any particles in nature which
we can think of as Majorana particles. Obviously, the neutron and
the neutrino are charge neutral and hence are prime candidates to
be Majorana particles. But such an identification is not compati-
ble with the experimental results, namely, if (here n represents the
antineutron)

n = n, (11.172)
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then this would imply violation of baryon number which is not seen
at present. Similarly, if (once again ν denotes the antineutrino)

ν = ν, (11.173)

this would imply violation of lepton number which is also not seen
yet. In fact, note that any majorana particle would necessarily imply
some sort of violation of a fermion number which is not seen in
nature. It is now clear that the Majorana mass term would violate
conservation of fermion number and this is what we give up in trying
to write a mass term for the Weyl fermion. Obviously, if we require
conservation of fermion number, a Weyl fermion cannot have mass.

We can now ask why anyone would then like to study such parti-
cles or such mass terms. The answer to this lies in the fact that while
no one has really measured the mass of the neutrino, the direct exper-
imental limits (mνe < 2eV, mνµ < 190keV, mντ < 18.2MeV) (the
present trend is to quote the lowest mass bound along with the differ-
ences of mass squares for the neutrinos determined from the neutrino
oscillation experiments) suggest that the neutrinos may indeed have
small masses. The Majorana mass is one way to understand such
small masses and can arise naturally in grand unified theories where
both baryon and lepton numbers can be violated in small amounts.
It is, of course, up to the experiments to decide whether this is really
what happens. Another reason for the study of Majorana particles
is that they are fundamental in the study of supersymmetry which
we will not go into. Independent of whether supersymmetry is a
symmetry of nature, its theoretical studies would require the study
of the properties of such particles.

11.2.4 Eigenstates of charge conjugation. We have seen that the pho-
ton has odd charge conjugation parity. This, of course, means that
a one photon state is an eigenstate of charge conjugation operator
with eigenvalue −1. Similarly, we have also seen that a Hermitian
spin zero field has charge parity +1. To understand the eigenstates
of charge conjugation in general, let us note that if Q̂ denotes the
operator for (electric) charge, then acting on an eigenstate of charge
it gives

Q̂|Q, . . . 〉 = Q|Q, . . . 〉, (11.174)
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where . . . refer to other quantum numbers the state can depend on.
It follows now that

CQ̂|Q, . . . 〉 = QC|Q, . . . 〉 = Q| −Q, . . . 〉. (11.175)

On the other hand, we have

Q̂C|Q, . . . 〉 = Q̂| −Q, . . . 〉 = −Q| −Q, . . . 〉, (11.176)

so that comparing the two relations we obtain

CQ̂ = −Q̂C,

or,
[
C, Q̂

]
+
= 0. (11.177)

In other words, the charge operator does not commute with the
charge conjugation operator and, consequently, they cannot have si-
multaneous eigenstates unless the charge of the state vanishes. We
have, of course, seen this already in the sense that the photon which
does not carry charge has a well defined charge parity and so does
a Hermitian spin zero field which describes charge neutral mesons.
Let us note, however, that while all eigenstates of C must be charge
neutral, not all charge neutral states would be eigenstates of charge
conjugation operator. It is easy to see that

C|n〉 = |n〉,

C|K0〉 = |K0〉,
C|π−p〉 = |π+p〉, (11.178)

which clarifies the point. On the other hand, a state such as |π−π+〉
can be an eigenstate of C. Note that

C|π−π+〉 = |π+π−〉. (11.179)

The final state simply corresponds to the initial state with the two
particles interchanged. Thus if the state has well defined angular
momentum quantum number ℓ, we would have
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C|π−π+, ℓ〉 = |π+π−, ℓ〉 = (−1)ℓ|π−π+, ℓ〉, (11.180)

so that such a state would be an eigenstate of charge conjugation
with eigenvalue (−1)ℓ. Similarly, for the positronium with orbital
angular momentum and spin values ℓ, s respectively, we obtain

C|e−e+; ℓ, s〉 = |e+e−; ℓ, s〉

= −(−1)ℓ(−1)s+1|e−e+; ℓ, s〉

= (−1)ℓ+s|e−e+; ℓ, s〉. (11.181)

In other words, this is an eigenstate of charge conjugation with charge
parity (−1)ℓ+s.

If charge conjugation is a symmetry of the theory, then the charge
parity must be conserved. Thus if we look at the decay of the positro-
nium to n photons, namely,

|e−e+; ℓ, s〉 → nγ, (11.182)

then the conservation of charge parity would require (recall that the
photon has charge parity −1)

(−1)ℓ+s = (−1)n. (11.183)

This is, of course, consistent with our earlier discussion, namely,
that the positronium in the ℓ = 0 = s state decays into two photons.
Note, similarly, that upon requiring conservation of charge parity,
the decay

π0 → nγ, (11.184)

would lead to the result that

1 = (−1)n. (11.185)
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It would, in particular, say that if charge conjugation is a symmetry,
then

π0 −→/ 3γ. (11.186)

Let us also note here that if we have an amplitude involving N pho-
tons shown in Fig. 11.1 which can, for example, describe the decay

nγ → (N − n)γ, (11.187)

then conservation of charge parity would require (electromagnetic
interactions are invariant under charge conjugation)

(−1)n = (−1)N−n,

or, (−1)N = (−1)2n = 1. (11.188)

Figure 11.1: An amplitude with N photons.

In other words, any amplitude involving an odd number of photons
must vanish if charge conjugation is a symmetry. This result goes
under the name of Furry’s theorem.

As we have seen, electromagnetic interactions are invariant under
charge conjugation. Similarly, it is also known that charge conjuga-
tion symmetry holds true in strong interactions also. In fact, note
that if a Hamiltonian is invariant under charge conjugation, then

C†HC = H, (11.189)
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and it follows from this that

C†UC = U, (11.190)

where U denotes the time evolution operator. Therefore, if the strong
interaction Hamiltonian respects charge conjugation symmetry, then
we must have

〈π−p|U |π−p〉 = 〈π−p|C†UC|π−p〉 = 〈π+p|U |π+p〉. (11.191)

In other words, the scattering cross-section for π−p elastic scattering
would be identical to the cross-section for π+p scattering which is
experimentally observed.

Let us note here without going into details that while charge
conjugation is a good symmetry for both strong and electromagnetic
interactions, it is violated in weak processes just like parity is. The
simplest way to see this is to note that the weak current (see (14.100))

J+
µWK = − g

2
√
2
eLγµ (1− γ5) νeL C−→ − g

2
√
2
eCLγµ (1− γ5) νC

eL

=
g

2
√
2
(ηC
e )

∗ηC
νe
T
LC

−1γµ (1− γ5)CνTeL

= − g

2
√
2
(ηC
e )

∗ηC
νe
T
L

(
γTµ + (γµγ5)

T
)
νTeL

=
g

2
√
2
(ηC
e )

∗ηC
ν (νeL (γµ + γµγ5) eL)

T

=
g

2
√
2
(ηC
e )

∗ηC
ννeLγµ (1 + γ5) eL

6= − g

2
√
2
ηJνeLγµ (1− γ5) eL = ηJJ

−
µWK , (11.192)

where ηJ denotes a phase and we have used (11.142) as well as the fact
that fermions anti-commute so that in bringing it to the transposed
form, we pick up a negative sign. Namely, the weak current does not
have a well defined transformation property under charge conjugation
and hence will violate C-invariance.
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Thus we see that P and C (P for parity) are conserved in strong
and electromagnetic interactions but are violated in weak interac-
tions. On the other hand the product operation CP appears to be
a good symmetry in most weak processes. We can again check with
the charged weak current (see (14.100)) that

J+
µWK

C−→ g

2
√
2
(ηC
e )

∗ηC
ν νeLγµ (1 + γ5) eL

P−→ g

2
√
2
(ηC
e )

∗ηC
ν(η

P
ν )

∗ηP
e ν

P
eLγµ (1 + γ5) e

P
L

=
g

2
√
2
(ηC
e )

∗ηC
ν(η

P
ν )

∗ηP
e νeLγ

0γµ (1− γ5) γ0eL

=
g

2
√
2
(ηC
e )

∗ηC
ν(η

P
ν )

∗ηP
e νeLγ

0γµγ
0 (1− γ5) eL

= ηTOT

g

2
√
2
νeLγ

0γµγ
0 (1− γ5) eL, (11.193)

where ηTOT denotes the total phase under the transformation. It
follows from this that

J+
0WK

CP−→ ηTOT

g

2
√
2
νeLγ0 (1− γ5) eL = −ηTOTJ

−
0WK

J+
iWK

CP−→ −ηTOT

g

2
√
2
νeLγi (1− γ5) eL = ηTOTJ

−
iWK

. (11.194)

This has well defined transformation properties under CP transfor-
mations and leads to CP invariance in the theory (the gauge bosons
transform correspondingly to leave the interaction Hamiltonian in-
variant).

11.3 Time reversal

Classically, time reversal or time reflection corresponds to the space-
time transformation where we reverse only the sign of time, namely,

x
T−→ x, t

T−→ −t. (11.195)
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We note that Newton’s equation is invariant under time reversal
since it is second order in the time derivative. Similarly, Maxwell’s
equations in the presence of sources

∇ ·E(x) = ρ(x),

∇ ·B(x) = 0,

∇×E(x) = −∂B
∂t
,

∇×B(x) =
∂E(x)

∂t
+ J, (11.196)

are also form invariant if we define

ρ(x, t)
T−→ ρT (x, t) = ρ(x,−t),

J(x, t)
T−→ JT (x, t) = −J(x,−t),

E(x, t)
T−→ ET (x, t) = E(x,−t),

B(x, t)
T−→ BT (x, t) = −B(x,−t). (11.197)

From the definition of the electric and the magnetic fields

E = −∇A0 − ∂A

∂t
,

B = ∇×A, (11.198)

we determine that under time reversal

A0(x, t)
T−→ A0T (x, t) = A0(x,−t),

A(x, t)
T−→ AT (x, t) = −A(x,−t). (11.199)

The transformation of the Aµ(x) potentials under time reversal,
therefore, is opposite from their behavior under parity in (11.57).
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While some of the macroscopic equations are invariant under
time reversal, we know that macroscopic physics is not. The diffu-
sion equation which is first order in the time derivative is not sym-
metric under t→ −t. Macroscopically, we know that there is a sense
of direction for time, namely, the entropy or disorder increases with
time. However, in statistical mechanics we know that microscopic
reversibility does hold. Thus we would like to investigate whether
time reversal can be a symmetry of quantum mechanical systems.
The first problem which we face, however, is that the time depen-
dent Schrödinger equation is first order in the time derivative just
like the diffusion equation and hence cannot be invariant under a
naive extension of the time inversion operation to the quantum the-
ory. Note that in quantum mechanics, symmetry transformations
normally are implemented by linear operators which are also uni-
tary. Thus, assuming that time inversion is also implemented by
such an operator T , we will have

|ψ〉 T−→ |ψ〉T = T |ψ〉. (11.200)

If we assume that the time independent Hamiltonian is also invariant
under time inversion, namely,

[T ,H] = 0, (11.201)

then it follows that under a time inversion, the time dependent
Schrödinger equation

i
∂|ψ〉
∂t

= H|ψ〉, (11.202)

would lead to

iT
(
∂|ψ〉
∂t

)
= T H|ψ〉,

or, − i ∂
∂t

(T |ψ〉) = H(T |ψ〉). (11.203)

Thus we see that in such a case |ψ〉 and T |ψ〉 satisfy different equa-
tions and hence this operation cannot define a symmetry of the time
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dependent Schrödinger equation (even though T commutes with the
Hamiltonian).

However, the crucial difference between the diffusion equation
and the Schrödinger equation is the fact that the time derivative
term in the quantum mechanical case comes multiplied with a fac-
tor of “i” which makes it possible to define a time inversion in the
quantum theory which will be a symmetry of the system. Let us for
the moment give up the assumption that the operator T is linear. In
fact, let us assume that T is an anti-linear (anti-unitary) operator.
By definition, an anti-linear operator T satisfies

|ψ〉 T−→ |ψ〉T = T |ψ〉,
T (α|ψ1〉+ β|ψ2〉) = α∗T |ψ1〉+ β∗T |ψ2〉,

〈φ|ψ〉 T−→ T 〈φ|ψ〉T = 〈φ|ψ〉∗ = 〈ψ|φ〉,

T iT † = (i)∗ = −i,

T AT † = AT = ηAA,

T ABT † = ATBT = ηAηBAB, (11.204)

where A and B are assumed to be Hermitian operators and ηA, ηB
are phases. (We can also show that T † = T −1, but we will not need
this for our discussions.) Under such an anti-linear (anti-unitary)
transformation, if the Hamiltonian is symmetric under time inversion
(if T commutes with H), the dynamical equation

i
∂|ψ〉
∂t

= H|ψ〉,

would transform as

T
(
i
∂|ψ〉
∂t

)
= T H|ψ〉,

or, − i∂T |ψ〉
∂(−t) = HT |ψ〉,

or, i
∂

∂t
(T |ψ〉) = H(T |ψ〉). (11.205)
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Namely, with such a definition of T , we see that |ψ〉 and T |ψ〉 satisfy
the same equation and hence such a transformation would define
a symmetry of the time dependent Schrödinger equation. Let us
assume that we are looking at a process which goes from the state
|ψi〉 to the state |ψf 〉. Thus the quantity we are interested in is the
transition amplitude

〈ψf |ψi〉. (11.206)

Under time inversion, the initial and the final states would exchange
roles and we expect

〈ψf |ψi〉 T−→ 〈ψi|ψf 〉〈ψf |ψi〉∗, (11.207)

which is indeed consistent with the definition of time inversion trans-
formations given in (11.204) (see, in particular the third relation).

Let us derive the transformation properties of some of the oper-
ators under time inversion. Classically, we know that

x
T−→ x, p

T−→ −p. (11.208)

Thus from Ehrenfest’s theorem we would expect the corresponding
operators to transform as (see (11.204))

TXT † = ηXX = X, ηX = 1,

T PT † = ηPP = −P, ηP = −1. (11.209)

It follows now that

T [Xi, Pj ] T † = T (XiPj − PjXi) T †

= Xi(−Pj)− (−Pj)Xi = − [Xi, Pj ] , (11.210)

where we have used (11.204) as well as (11.209). It is reassuring
to note that the canonical commutation relations are unchanged by
the time inversion transformation (note from (11.204) that i → −i
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under the anti-linear time reversal transformation). Let us note here
that the naive extension of the time inversion transformation with a
linear operator would have led to an inconsistency in the commuta-
tion relations. We note here that a plane wave solution of the one
dimensional time dependent (free) Schrödinger equation given by

〈x, t|p,E〉 = e−i(Et−px), (11.211)

with E = p2

2m (and normalization omitted for simplicity), under time
reversal, goes to (see the third of the relations in (11.204))

T 〈x, t|p,E〉T = 〈x,−t| − p,E〉 = ei(Et−px)

= 〈x, t|p,E〉∗, (11.212)

which is what we would expect physically. Namely, a right moving
plane wave should transform to a left moving plane wave under time
inversion. This is contained in the anti-linearity of the T operator.

Since the angular momentum operators can be written as

Li = ǫijkXjPk,

we obtain

T LiT † = ǫijkTXjPkT † = −ǫijkXjPk = −Li. (11.213)

Namely, under time inversion each component of the angular momen-
tum operator would change sign which is consistent with the classical
result. Therefore, it follows that

T L2T † = T LiLiT † = (−Li) (−Li) = LiLi = L2, (11.214)

so that the L2 operator remains unchanged under time inversion. It
follows now that for the angular momentum eigenstates satisfying

L2|ℓ,m〉 = ~
2ℓ(ℓ+ 1)|ℓ,m〉,

L3|ℓ,m〉 = ~m|ℓ,m〉, (11.215)
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we have

L2T |ℓ,m〉 = T L2|ℓ,m〉 = ~
2ℓ(ℓ+ 1)(T |ℓ,m〉),

L3T |ℓ,m〉 = −T L3|ℓ,m〉 = −~m(T |ℓ,m〉). (11.216)

We see that the state T |ℓ,m〉 is an eigenstate of L2 and L3 with
eigenvalues ~2ℓ(ℓ+ 1) and −~m respectively so that we can identify

T |ℓ,m〉 = |ℓ,m〉T = Cm|ℓ,−m〉, (11.217)

with

|Cm|2 = 1. (11.218)

By convention, the constant (phase) is chosen to be

Cm = (−1)m = i2m, (11.219)

so that, under time inversion, (consider m > 0)

Yℓ,m(θ, φ) = 〈θ, φ|ℓ,m〉

= (−1)m
√

2ℓ+ 1

4π

(ℓ− |m|)!
(ℓ+ |m|)!Pℓ,m(cos θ)e

imφ

T−→ T 〈θ, φ|ℓ,m〉T

= (−1)m〈θ, φ|ℓ,−m〉 = (−1)m Yℓ,−m(θ, φ)

= (−1)m
√

2ℓ+ 1

4π

(ℓ− |m|)!
(ℓ+ |m|)!Pℓ,m(cos θ)e

−imφ

= Y ∗
ℓ,m(θ, φ), (11.220)

where we have used the fact that Pℓ,m = Pℓ,−m is real and that the
spherical harmonics for m < 0 are defined with a phase +1. With
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the phase choice in (11.219), we see that (11.220) is consistent with
the third relation in (11.204). Thus, we can indeed write

|ℓ,m〉T = T |ℓ,m〉 = (i)2m|ℓ,−m〉, (11.221)

and it can be shown that the above relation also holds true even for
half integer angular momentum values, namely, in general, we can
write

|j,mj〉T = T |j,mj〉 = (i)2mj |j,−mj〉. (11.222)

11.3.1 Spin zero field and Maxwell’s theory. We have already seen
that under time reversal

Aµ(x, t)
T−→ AµT (x, t) = ηAµA

µ(x,−t), (11.223)

where

ηA0 = 1, ηA = −1. (11.224)

It follows, therefore, that

Fµν(x, t) = ∂µAν(x, t) − ∂νAµ(x, t)
T−→ ∂T

µA
T
ν (x, t)− ∂T

ν A
T
µ(x, t), (11.225)

so that

F0i(x, t)
T−→ F T

0i(x− t) = F0i(x,−t),
Fij(x, t)

T−→ F T
ij (x, t) = −Fij(x,−t). (11.226)

Similarly, we have seen that under time reversal, the current four
vector transforms as

Jµ(x, t)
T−→ JµT (x, t) = ηJµJ

µ(x,−t), (11.227)
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where

ηJ0 = 1, ηJ = −1. (11.228)

Maxwell’s equations are, of course, invariant under time reversal as
we have already seen in (11.196)-(11.199) and the action can also be
checked to be invariant as follows

S =

∫
d4x

(
− 1

4
Fµν(x, t)F

µν(x, t)− Jµ(x, t)Aµ(x, t)
)

T−→
∫

d4x
(
− 1

4
F T
µν(x, t)F

µνT (x, t) − JµT (x, t)AT
µ (x, t)

)

=

∫
d4x
(
− 1

4
Fµν (x,−t)Fµν(x,−t)− Jµ(x,−t)Aµ(x,−t)

)

=

∫
d4x

(
− 1

4
Fµν(x)F

µν(x)− Jµ(x)Aµ(x)
)

= S, (11.229)

where we have let t → −t in the integral in the final step. (Note
that, in the quadratic terms in the field strength, the phases cancel
because of (11.226) which is also true for the source term because of
(11.224) and (11.228).)

In general, for a multicomponent function or field, we expect the
behavior under time reversal to be

ψα(x)
T−→ ψT

α (x) = ηψT
β
αψ

∗
β(x,−t), (11.230)

where the matrix T mixes the components of the function and

|ηψ|2 = 1. (11.231)

For example, for the one component complex spin zero field, we have

φ(x)
T−→ φT (x) = ηφφ

∗(x,−t). (11.232)

Note that since the complex spin zero field satisfies the quadratic
Klein-Gordon equation
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(
�+m2

)
φ(x) =

(
∂2

∂t2
−∇

2 +m2

)
φ(x) = 0,

(
�+m2

)
φ∗(x) =

(
∂2

∂t2
−∇

2 +m2

)
φ∗(x) = 0, (11.233)

it is clear that in this case

(
�+m2

)
φT (x) =

(
∂2

∂t2
−∇

2 +m2

)
φT (x)

=

(
∂2

∂t2
−∇

2 +m2

)
ηφφ

∗(x,−t)

= 0. (11.234)

That is, the Klein-Gordon equation is invariant under time inver-
sion. Furthermore, note that under time inversion (assume classical
behavior, for simplicity)

Jµ(x) = i (φ∗(x)∂µφ(x)− (∂µφ∗(x))φ(x))

T−→ i (φT ∗(x)∂µφT (x)− (∂µφT ∗(x))φT (x))

= i (φ(x,−t)∂µφ∗(x,−t)− (∂µφ(x,−t))φ∗(x,−t))
= −i (φ∗(x,−t)∂µφ(x,−t) − (∂µφ∗(x,−t))φ(x,−t)). (11.235)

Therefore, we obtain

J0(x, t)
T−→ −i

(
φ∗(x,−t) ∂

∂t
φ(x,−t)− (

∂

∂t
φ∗(x,−t))φ(x,−t)

)

= J0(x,−t),

J i(x, t)
T−→ −i

(
φ∗(x,−t)∂iφ(x,−t)− (∂iφ∗(x,−t))φ(x,−t)

)

= −J i(x,−t), (11.236)

which is, of course, the correct behavior of the current four-vector
under time inversion as we have already seen in (11.197). (Remember
that J0(x,−t) is defined with ∂

∂(−t) .) Thus we conclude that the spin
zero charged particles interacting with photons can be described by
a theory which will be time reversal invariant.
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11.3.2 Dirac fields. From our general discussion (see (11.230)), we
expect that under time reversal

ψ(x, t)
T−→ ψT (x, t) = ηψTψ

∗(x,−t). (11.237)

To determine when this function will be a solution of the Dirac equa-
tion (so that time reversal can be a symmetry of the system) we note
that the Dirac equation

(iγµ∂µ −m)ψ(x) = 0, (11.238)

leads to (upon complex conjugation)

(−iγµ∗∂µ −m)ψ∗(x) = 0,

or,

(
−iγ0∗ ∂

∂t
− iγi∗ ∂

∂xi
−m

)
ψ∗(x, t) = 0,

or,

(
−iγ0∗ ∂

∂(−t) − iγ
i∗ ∂

∂xi
−m

)
ψ∗(x,−t) = 0,

or,

(
iγ0∗

∂

∂t
− iγi∗ ∂

∂xi
−m

)
ψ∗(x,−t) = 0. (11.239)

On the other hand, if ψT (x, t) were to be a solution of the Dirac
equation, we should have

(iγµ∂µ −m)ψT (x) = 0,

or,

(
iγ0

∂

∂t
+ iγi

∂

∂xi
−m

)
ψT (x) = 0,

or,

(
iγ0

∂

∂t
+ iγi

∂

∂xi
−m

)
Tψ∗(x,−t) = 0. (11.240)
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Therefore, comparing the two equations, (11.239) and (11.240), we
see that if we can find a matrix T such that

Tγ0∗T−1 = γ0,

Tγi∗T−1 = −γi, (11.241)

then the time reversed wave function

ψT (x) = ηψTψ
∗(x,−t), (11.242)

would satisfy the same Dirac equation as ψ(x, t).
We note that the matrices γµ∗ satisfy the Clifford algebra

{γµ∗, γν∗} = 2ηµν1, (11.243)

and the matrices γ̃µ defined as (γ̃µ = γµ†)

γ̃0 = γ0,

γ̃i = −γi, (11.244)

also satisfy the Clifford algebra

{γ̃µ, γ̃ν} = 2ηµν1. (11.245)

Thus both γµ∗ and γ̃µ must be related to γµ through similarity trans-
formations (by Pauli’s fundamental theorem). They must also be
related to each other through a similarity transformation. Thus if
we can identify

Tγµ∗T−1 = γ̃µ, (11.246)

leading to (see (11.241))

Tγ0∗T−1 = γ0,

Tγi∗T−1 = −γi, (11.247)

the Dirac equation will be invariant under time reversal.
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To determine the explicit form of T , let us invert these relations
((11.241) or (11.247)) and write

T−1γ0T = γ0∗ =
(
γ0†
)T

= γ0T ,

T−1γiT = −γi∗ = −
(
γi†
)T

= γiT . (11.248)

Here we have used the fact that γ0 is Hermitian while γi is anti-
Hermitian. Thus, we see that the inverse relation can be written
as

T−1γµT = γµT . (11.249)

Let us also recall from (11.122) that

CγµTC−1 = −γµ. (11.250)

Combining the two results we obtain

CT−1γµTC−1 = CγµTC−1 = −γµ,

or,
(
CT−1

)
γµ
(
CT−1

)−1
= −γµ. (11.251)

In other words, the matrix CT−1 anti-commutes with all the γµ’s
and hence must be a multiple of γ5. Choosing

CT−1 = −γ5 = −iγ0γ1γ2γ3, (11.252)

and using the definition (11.130), namely,

C = γ0γ2, (11.253)

we determine (in our representation)

T = iγ1γ3. (11.254)
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Note that with this choice, the T matrix satisfies

T = T † = T−1. (11.255)

Furthermore, as in the case of charge conjugation, we can show that
in four space-time dimensions, independent of any representation
(the superscript denotes transposition)

(T )T = −T, (11.256)

so that the time inversion matrix in the spinor space is anti-symmetric.

Therefore, we see that the time inversion transformations, for the
Dirac spinors, given by (|ηψ|2 = 1)

ψ(x, t)
T−→ ψT (x, t) = ηψTψ

∗(x,−t)

= ηψTγ
0Tψ

T
(x,−t) = ηψγ

0Tψ
T
(x,−t),

ψ(x, t)
T−→ ψ

T
(x, t) = ψT †

(x)γ0 = η∗ψψ
∗†(x,−t)T †γ0

= η∗ψψ
T (x,−t)T−1γ0, (11.257)

defines a symmetry of the Dirac equation (remember (11.255)). Let
us next analyze the behavior of the current four-vector under time
inversion (remember that we are considering spinor functions here)

Jµ(x) = ψ(x)γµψ(x)

T−→ ψ
T
(x)γµψT (x)

= |ηψ|2ψT (x,−t)T−1γ0γµγ0Tψ
T
(x,−t)

= ψT (x,−t)T−1γ0γµγ0Tψ
T
(x,−t), (11.258)

so that we have
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J0(x)
T−→ ψT (x,−t)T−1γ0Tψ

T
(x,−t)

= ψT (x,−t)γ0TψT (x,−t)

=
(
ψ(x,−t)γ0ψ(x,−t)

)T
= J0(x,−t),

J i(x, t)
T−→ ψT (x,−t)T−1γ0γiγ0Tψ

T
(x,−t)

= −ψT (x,−t)γiTψT (x,−t)

= −
(
ψ(x,−t)γiψ(x,−t)

)T
= −J i(x,−t), (11.259)

which is the behavior of the current four vector under a time inversion
and we can identify the transformations in (11.257) to correspond to
time inversion for a Dirac system. Furthermore, we also see that a
Dirac system interacting with photons would be invariant under such
a transformation.

Before we examine the transformation properties of Dirac bilin-
ears under time inversion, let us note that since

T−1γµT = γµT , (11.260)

(this is very much like the charge conjugation in (11.122) except for
the −1 sign), we have

T−1γ5T = γT5 ,

T−1γ5γ
µT = γT5 γ

µT = (γµγ5)
T = − (γ5γ

µ)T ,

T−1σµνT =
i

2
T−1 (γµγν − γνγµ)T

=
i

2

(
γµTγν

T − γνT γµT
)

=
i

2
(γνγµ − γµγν)T = −σµνT . (11.261)

The behavior of the Dirac bilinears under time reversal can now be
obtained in a simple manner (see (11.257)),
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ψ(x, t)ψ(x, t)
T−→ ψ

T
(x, t)ψT (x, t)

= ψT (x,−t)T−1γ0γ0Tψ
T
(x,−t)

=
(
ψ(x,−t)ψ(x,−t)

)T

= ψ(x,−t)ψ(x,−t),

ψ(x, t)γ5ψ(x, t)
T−→ ψ

T
(x, t)γ5ψ

T (x, t)

= ψT (x,−t)T−1γ0γ5γ
0Tψ

T
(x,−t)

= −
(
ψ(x,−t)γ5ψ(x,−t)

)T

= −ψ(x,−t)γ5ψ(x,−t). (11.262)

Similarly, using (11.261), we can show that

ψ(x, t)γ5γ
0ψ(x, t)

T−→ ψ(x,−t)γ5γ0ψ(x,−t),

ψ(x, t)γ5γ
iψ(x, t)

T−→ −ψ(x,−t)γ5γiψ(x,−t). (11.263)

Namely, the axial vector (current) behaves exactly the same way
as the vector (current) under a time inversion. In particular, the
transformation of J0

5 = −ψ†γ5ψ shows that under time inversion
the helicity does not change. We could have expected this from the
definition (see (3.123))

h =
s · p
|p|

T−→ (−s) · (−p)
|p| =

s · p
|p| = h. (11.264)

We can also show that

ψ(x, t)σ0iψ(x, t)
T−→ ψ(x,−t)σ0iψ(x,−t),

ψ(x, t)σijψ(x, t)
T−→ −ψ(x,−t)σijψ(x,−t). (11.265)

In other words, the tensor bilinears have precisely the same behavior
under time reversal as the electromagnetic field strength tensor Fµν .
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It is also easy to see now that under time reversal, the chirality of a
spinor does not change, namely,

γ5ψ
T = ηψγ5Tψ

∗ = ηψTγ
T
5 ψ

∗

= ηψT
(
γ†5ψ

)∗
= ηψT (γ5ψ)

∗ , (11.266)

so that a left-handed spinor remains left-handed under time reversal
and a right-handed spinor remains right-handed.

11.3.3 Consequences of T invariance. Let us recall that under time
reversal, a state with given angular momentum transforms as (see
(11.222))

|α,p, j,mj〉 T−→ (i)2mj |α,−p, j,−mj〉, (11.267)

where α stands for all the other quantum numbers of the state (which
are invariant under time inversion). Let us also note that if we are
looking at a reaction of the form

a+ b −→ c+ d, (11.268)

then the transition amplitude can be represented as

〈f |S|i〉, (11.269)

where |i〉 stands for the initial state, |f〉 for the final state and S
denotes the S-matrix or the time evolution matrix. On the other
hand, if we are looking at the reciprocal reaction

c+ d −→ a+ b, (11.270)

then the corresponding transition amplitude can be represented as

〈i|S|f〉, (11.271)
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where we are still using the same notation, namely,

|i〉 = |a, b〉, |f〉 = |c, d〉. (11.272)

Since the time evolution operator is not Hermitian, namely,

S† 6= S, (11.273)

it does not follow a priori that

|〈i|S|f〉|2 = |〈f |S|i〉|2. (11.274)

On the other hand, experimentally this is seen to hold in many pro-
cesses. This is known as the principle of detailed balance and has
been used, for example, to determine the spin of π-meson etc. It is
worth emphasizing here that the detailed balance does not say that
the rates for the two reactions

a+ b −→ c+ d, (11.275)

and

c+ d −→ a+ b, (11.276)

have to be the same, only that the absolute square of the transition
amplitudes be the same. In fact, from Fermi’s Golden rule, we know
that the rate for a process |i〉 → |f〉 is given by

Wi→f ∝
1

h
|〈f |S|i〉|2ρf , (11.277)

where ρf denotes the density of states for the final state which may
not be the same for the two processes in (11.275) and (11.276).

Let us next try to understand, theoretically, when the principle
of detailed balance may hold. Let us assume that we are dealing
with a system where the interaction Hamiltonian can be treated as
a perturbation. In this case, to the leading order, we can write (for
distinct |i〉 and |f〉 states)
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〈f |S|i〉 = −2πi〈f |Hint|i〉δ (Ei − Ef ) , (11.278)

and furthermore, if the interaction Hamiltonian is Hermitian (H†
int =

Hint), then we have

|〈f |S|i〉| = 2π|〈f |Hint|i〉|δ (Ei − Ef )
= 2π|〈i|Hint|f〉|δ (Ei − Ef )
= |〈i|S|f〉|. (11.279)

In this case, therefore, the principle of detailed balance will hold.
Let us next assume that we are dealing with a system whose

Hamiltonian is invariant under time reversal. It follows then (in the
operator formulation) that the evolution operator or the S-matrix
must also be invariant under time inversion. That is,

T ST † = T ST −1 = S. (11.280)

Let us choose the initial and the final states to correspond to

|i〉 = |α,pi,mi〉, |f〉 = |β,pf ,mf 〉, (11.281)

where mi and mf denote the spin projections for the initial and the
final state respectively (corresponding to the same angular momen-
tum) and α, β denote other quantum numbers which are unchanged
under time reversal. Under time reversal, as we have seen in (11.222)

T |i〉 = (i)2mi |α,−pi,−mi〉,

T |f〉 = (i)2mf |β,−pf ,−mf 〉, (11.282)

so that in this case, time reversal invariance would imply that

〈f |S|i〉 = 〈β,pf ,mf |S|α,pi,mi〉

= 〈β,pf ,mf |T −1T ST −1T |α,pi,mi〉

= (i)2mi−2mf 〈α,−pi,−mi|S|β,−pf ,−mf 〉, (11.283)
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where we have used the fact that T † = T . Since the transitions can
only be from integer spin states to integer spin states or half integer
spin states to half integer spin states, the phase factor in (11.283)
can only take values ±1 and we have

〈β,pf ,mf |S|α,pi,mi〉 = ±〈α,−pi,−mi|S|β,−pf ,−mf 〉,

which can also be written as

|〈β,pf ,mf |S|α,pi,mi〉| = |〈α,−pi,−mi|S|β,−pf ,−mf 〉|.
(11.284)

This is known as the reciprocity relation and holds for any system
where time reversal invariance is a symmetry. But this is not the
same as the detailed balance (11.274) (since the momentum and the
spin projections are not the same on both sides). Let us note that if,
in addition, the system is invariant under parity, we have (remember
that momentum changes sign under parity while angular momentum
does not)

|〈β,pf ,mf |S|α,pi,mi〉|

= |〈α,−pi,−mi|P−1PSP−1P|β,−pf ,−mf 〉|
= |〈α,pi,−mi|S|β,pf ,−mf 〉|. (11.285)

Therefore, if we square this relation and sum over all the spin pro-
jections mi, mf , we obtain

∑

mi,mf

|〈β,pf ,mf |S|α,pi,mi〉|2

=
∑

mi,mf

|〈α,pi,mi|S|β,pf ,mf 〉|2. (11.286)

This is very similar to the principle of detailed balance (11.274) but
not quite because of the sum. This relation is known as the principle
of semi-detailed balance and holds true in every system for which P
and T are symmetries.
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Note that if we are looking for a subclass of processes where

mi = mf = m, (11.287)

then from P and T invariance we have

〈β,pf ,m|S|α,pi,m〉 = 〈α,pi,−m|S|β,pf ,−m〉. (11.288)

Furthermore, since rotations are assumed to be a symmetry of phys-
ical systems, we can make a rotation on the right-hand side to bring
the state | −m〉 → |m〉. Thus in this case we will have

〈β,pf ,m|S|α,pi,m〉 = 〈α,pi,m|S|β,pf ,m〉 (11.289)

In this case, therefore, the principle of detailed balance will hold.
Note that in weak interactions, P is violated – but the strength

of the interaction Hamiltonian is assumed to be weak. On the other
hand, strong and electromagnetic interactions are assumed to be P
and T symmetric. Therefore, it is obvious that the principle of de-
tailed balance or the semi-detailed balance must hold in practically
all processes.

11.3.4 Electric dipole moment of neutron. Time reversal invariance
holds extremely well in strong and electromagnetic interactions. The
stringent limits on T -invariance in electromagnetic interactions comes
from the measurement of the electric dipole moment of the neutron.
Let us recall that although the neutron is electrically neutral, it has
a magnetic dipole moment. Let us assume that it also has an electric
dipole moment. Since there is no natural axis for the neutron other
than the spin axis, the electric dipole moment would be parallel to its
spin. Thus the neutron would interact with an electromagnetic field
through the interaction Hamiltonian (there is no minimal coupling,
this is known as the Pauli coupling described earlier in (3.204))

Hint = µe σ ·E+ µmσ ·B. (11.290)

Let us also note here that the only natural dimension associated with
the neutron is its size which is of the order of 1F = 10−13 cm. Thus
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the magnitude of any dipole moment (electric) will be of the order
of

µe ≃ ed ≃ e 10−13 cm = 10−13 e-cm. (11.291)

We have already seen that under parity and time reversal

E
P−→ −E, E

T−→ E,

B
P−→ B, B

T−→ −B,

σ
P−→ σ, σ

T−→ −σ, (11.292)

so that we have

σ · E P−→ −σ ·E, σ ·E T−→ −σ ·E,

σ ·B P−→ σ ·B, σ ·B T−→ σ ·B. (11.293)

In other words, whereas the interaction involving the magnetic dipole
moment is invariant under P and T , the electric dipole interaction
changes sign under each one of the transformations. Consequently,
if electromagnetic interactions are invariant under P and T , then
the electric dipole moment of the neutron must vanish. Experiments
have obtained extremely small limits on µe,

(µe)exp < 0.63 × 10−25 e-cm. (11.294)

This basically measures the extent to which P and T invariances
hold (or are violated) in electromagnetic interactions.

11.4 CPT theorem

We have seen that some of the discrete symmetries appear to be
violated in weak interactions. We can naturally ask whether there
exists any combination of these symmetries which will be a symmetry
of the weak Hamiltonian. The CPT theorem is basically an answer
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to this question and in essence says that any physical Hamiltonian
would be invariant under the combined operation of P, C and T in
any order even though the individual transformations may not be
a symmetry of the system. Rather than going into the technical
proof of this theorem, let us discuss the obvious consequences of this
theorem.

11.4.1 Equality of mass for particles and antiparticles. Let us consider
the state of a particle at rest which satisfies

H|α,m, s〉 = m|α,m, s〉, (11.295)

where m denotes the mass of the particle, s its spin and α denotes
the other quantum numbers. The operation of CP , of course, takes a
particle to the antiparticle state. Thus under the CPT transforma-
tion,

|α,m, s〉 CPT−→ η〈α,m,−s|, (11.296)

where m,α denote the parameters associated with the antiparticle
(in this section, quantities with bars would refer to antiparticle pa-
rameters). Thus we see that

m = 〈α,m, s|H|α,m, s〉

= 〈α,m, s|(CPT )−1(CPT )H(CPT )−1(CPT )|α,m, s〉

= 〈α,m,−s|(CPT )H(CPT )−1|α,m,−s〉. (11.297)

If the Hamiltonian is CPT invariant, then it follows that

m = 〈α,m,−s|H|α,m,−s〉 = m. (11.298)

In other words, the equality of particle and antiparticle masses is
a consequence of CPT invariance. Even though C-invariance is vi-
olated in weak interactions, it is CPT invariance which guarantees

that, for example, K0 and K
0
have the same mass. In fact, the ex-

perimental limit on the mass difference between theK0−K0
provides

the best limit on CPT invariance.



July 13, 2020 8:54 book-9x6 11845-main page 479

11.4 CPT theorem 479

11.4.2 Electric charge for particles and antiparticles. Let Q̂ denote the

operator which measures the charge of a state. (Recall that Q̂ =∫
d3xψγ0ψ for a Dirac particle.) As we have seen

Q̂
P−→ Q̂, Q̂

C−→ −Q̂, Q̂
T−→ Q̂, (11.299)

so that

Q̂
CPT−→ −Q̂. (11.300)

Thus for a one particle state with charge q at rest, we have

q = 〈α, q, s|Q̂|α, q, s〉

= 〈α, q, s|(CPT )−1(CPT )Q̂(CPT )−1(CPT )|α, q, s〉

= 〈α, q,−s|(−Q̂)|α, q,−s〉
= −q. (11.301)

Namely, the electric charge for particles is equal in magnitude but
opposite in sign from that of the antiparticles. In this way, one can
show that all the charge quantum numbers of antiparticles are equal
in magnitude but opposite in sign from those of the particles.

11.4.3 Equality of lifetimes for particles and antiparticles. Since the
weak interactions violate parity, let us decompose the weak Hamil-
tonian into a sum of Hermitian terms as (basically into a parity even
and a parity odd part)

HWK = H+ +H−, (11.302)

where

PH±P−1 = ±H±. (11.303)

In such a case, the transition probability from an initial state |i〉 to
a final state |f〉 would be given, to the leading order, by
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|〈f |S|i〉|2 ∝ |〈f |HWK|i〉|2

= |〈f |H+ +H−|i〉|2

= |〈f |H+|i〉|2 + |〈f |H−|i〉|2. (11.304)

The cross terms would have a pseudoscalar character and would van-
ish since the reaction rate is a scalar quantity.

Let us consider the decay channel of a particle

|α, j,mj〉 −→ |β, j,mj〉, (11.305)

and the corresponding antiparticle decay channel

|α, j,mj〉 −→ |β, j,mj〉. (11.306)

We know that

〈β, j,mj |H±|α, j,mj〉

= 〈β, j,mj |(CPT )−1(CPT )H±(CPT )−1(CPT )|α, j,mj〉

= (i)2mj−2mj 〈α, j,−mj |H±|β, j,−mj〉

= 〈α, j,−mj |H±|β, j,−mj〉, (11.307)

where we have used the fact that H± would be individually invariant
under CPT according to the CPT theorem. Furthermore, using the
rotational invariance of physical Hamiltonians, we can rewrite this
relation as

〈β, j,mj |H±|α, j,mj〉 = 〈α, j,mj |H±|β, j,mj〉. (11.308)

Since the Hamiltonians H± are Hermitian we also have

〈β, j,mj |H±|α, j,mj〉 = 〈β, j,mj |H±|α, j,mj〉∗. (11.309)

Here we have neglected an overall phase factor (depending on α, β)
which is not relevant for the subsequent discussion.
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From CPT invariance, therefore, we have obtained

|〈β, j,mj |H±|α, j,mj〉|2 = |〈β, j,mj |H±|α, j,mj〉|2, (11.310)

which leads to a relation between the total life times (τ , and τ) of
particles and antiparticles, namely

1

τ
=

2π

~

∑

β

[
|〈β, j,mj |H+|α, j,mj〉|2 + |〈β, j,mj |H−|α, j,mj〉|2

]
ρβ

=
2π

~

∑

β

[
|〈β, j,mj |H+|α, j,mj〉|2 + |〈β, j,mj |H−|α, j,mj〉|2

]
ρβ

=
1

τ
. (11.311)

Here we have assumed that the phase space for the decay products
of the antiparticle is the same as that for the decay products of
the particle. This follows trivially from the equality of particle and
antiparticle masses. However, we note here that the individual decay
channels may have different life times for particle and antiparticle.

There are many other interesting consequences of the CPT the-
orem including the connection between spin and statistics which we
cannot go into. Let us simply note here that since CPT must be
conserved in any physical theory and we know that CP is violated in
weak interactions by a small amount, it follows that the weak inter-
actions must violate T -invariance by a small amount as well so that
CPT will hold.
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Chapter 12

Yang-Mills theory

12.1 Non-Abelian gauge theories

So far, we have talked about the simplest of gauge theories, namely,
the Maxwell theory which is based on the Abelian gauge group
U(1). We will now study gauge theories based on more compli-
cated symmetry groups. Such theories belonging to non-Abelian
(non-commutative) gauge groups are commonly known as Yang-Mills
theories and are fundamental building blocks in the construction of
physical theories. Let us recall that gauge field theories necessarily
arise when we try to promote a global symmetry to a local symmetry.
For example, let us quickly review how the gauge fields come into the
theory in the case of quantum electrodynamics (QED).

Let us start with the Dirac Lagrangian density for a free fermion
(8.9)

L = iψ∂/ψ −mψψ, (12.1)

where ψ provides a representation of U(1) (namely, it is a complex
field). As we have seen in (8.37) and (8.38), this Lagrangian density
is invariant under the global symmetry transformations

ψ(x)→ e−iθψ(x),

ψ(x)→ ψ(x) eiθ , (12.2)

where θ is a real constant parameter and, infinitesimally, we have

483
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δψ(x) = −iǫψ(x),

δψ(x) = iǫψ(x), (12.3)

with θ = ǫ = infinitesimal. The internal symmetry in this case arises
from the fact that ψ is a complex field variable while the Lagrangian
density which is a functional of ψ and ψ is Hermitian. Consequently,
the phase of ψ remains arbitrary.

If we now want to promote this symmetry to be local, namely
ǫ = ǫ(x) (or θ = θ(x)), we note that

δψ(x) = −iǫ(x)ψ(x),

δψ(x) = iǫ(x)ψ(x),

δ (∂µψ(x)) = ∂µ(δψ(x)) = ∂µ(−iǫ(x)ψ(x))
= −i ((∂µǫ(x))ψ(x) + ǫ(x)∂µψ(x)) . (12.4)

Consequently, we have

δL = iδψ∂/ψ + iψγµδ(∂µψ)−mδψψ −mψδψ

= −ǫ(x)ψ∂/ψ + ψγµ ((∂µǫ(x)) + ǫ(x)∂µ)ψ

− imǫ(x)ψψ + imǫ(x)ψψ,

= (∂µǫ(x))ψ(x)γ
µψ(x). (12.5)

Neither the Lagrangian density (12.1) nor the corresponding action
is invariant under the (infinitesimal) local phase transformation in
(12.4) since ∂µψ(x) does not transform covariantly and there is no
term in the Lagrangian density (12.1) whose variation would cancel
the ∂µǫ(x) term.

As we have seen earlier (see (9.82)), the way out of this difficulty
is to define a covariant derivative Dµψ(x) such that it transforms
covariantly under the local transformation, namely,

δ (Dµψ(x)) = −iǫ(x)Dµψ(x). (12.6)

Clearly this can be achieved if we introduce a new field variable Aµ(x)
(gauge field) and define the covariant derivative as
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Dµψ(x) = (∂µ + ieAµ(x))ψ(x), (12.7)

with the transformation property for the additional field

δAµ(x) =
1

e
∂µǫ(x). (12.8)

We recognize (12.7) as describing the minimal coupling of the charged
fermions to the electromagnetic field and as we have seen in (9.87),
the Lagrangian density

L = iψ(x)γµDµψ(x)−mψ(x)ψ(x), (12.9)

is invariant under the infinitesimal local gauge transformations

δψ(x) = −iǫ(x)ψ(x),

δψ(x) = iǫ(x)ψ(x),

δAµ(x) =
1

e
∂µǫ(x), (12.10)

since it leads to the covariant transformation

δ(Dµψ(x)) = −iǫ(x)(Dµψ(x)), (12.11)

unlike the ordinary derivative in (12.4).

However, the field Aµ(x), known as the gauge field, is nondy-
namical in this theory. To introduce the kinetic energy part for the
gauge field (in order to give it dynamics) in a gauge invariant man-
ner, we note that since the gauge field transforms longitudinally (by
a gradient), the curl of the field would be unchanged by such a trans-
formation. That is, if we define a field strength tensor

Fµν(x) = ∂µAν(x)− ∂νAµ(x) = −Fνµ(x), (12.12)

under the gauge transformation (12.10), this would transform as
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δFµν(x) = ∂µδAν(x)− ∂νδAµ(x)

=
1

e
(∂µ∂νǫ(x)− ∂ν∂µǫ(x)) = 0. (12.13)

Hence the field strength tensor is gauge invariant and the gauge in-
variant Lagrangian density for the dynamical part of the gauge field
can be written as (quadratic in derivatives)

Lgauge = −
1

4
Fµν(x)F

µν(x). (12.14)

The total Lagrangian density for QED is then given by (see also
(9.81))

LQED = −1

4
FµνF

µν + iψγµDµψ −mψψ, (12.15)

and has the local gauge invariance described in (12.10).

Let us now generalize these ideas to theories with more compli-
cated symmetries. Let us consider a free Dirac theory described by
the Lagrangian density (containing several complex fermion fields)

L = iψk∂/ψk −mψkψk, k = 1, 2, . . . ,dimR, (12.16)

where k is an internal symmetry index. Namely, we assume that the
Dirac fermion, ψ(x), belongs to a nontrivial representation R of some
internal symmetry group G and dimR denotes the dimensionality of
the representation. This Lagrangian density is invariant under the
global phase transformations

ψk →
(
Uψ
)
k
=
(
e−iθ

aTaψ
)
k
, a = 1, 2, · · · ,dimG,

ψk →
(
ψU †)

k
=
(
ψU−1

)
k
=
(
ψeiθ

aTa
)
k
, (12.17)

where θa denotes the real global (constant) parameter of transforma-
tion and infinitesimally we have
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δψk = −iǫaT akℓψℓ, a = 1, 2, . . . ,dimG,

δψk = iǫaψℓT
a
ℓk, (12.18)

with θa = ǫa = infinitesimal (constant). Here the T a’s represent
the generators of the internal symmetry group G in the representa-
tion of the fermions and are assumed to be Hermitian, (T a)† = T a.
(We also assume that the generators T a commute with the Dirac
matrices γµ since they act on different spaces.) Furthermore, dimG
represents the dimensionality of the symmetry group. (We note here
parenthetically that dimG = n2− 1 for the group SU(n).) The gen-
erators (matrices) T a satisfy the Lie algebra of the Lie group G (this
is necessary for the transformations to form a group)

[
T a, T b

]
= ifabcT c, a, b, c = 1, 2, . . . ,dimG, (12.19)

where the real constants fabc which are completely anti-symmetric
(anti-symmetric under the exchange of any pair of indices) are known
as the structure constants of the symmetry group. (For semi-simple
groups the structure constants can always be chosen to be completely
anti-symmetric. For example, we already know from the study of an-
gular momenta, the structure constants of the group SU(2) can be
identified with fabc = ǫabc, a, b, c = 1, 2, 3 while for the group SU(3)
the structure constants are more complicated and the nontrivial ones
are given by f123 = 1, f147 = f246 = f257 = f345 = 1

2 , f
156 = f367 =

−1
2 , f

458 = f678 =
√
3
2 .) When the generators of the symmetry group

do not commute (namely, the structure constants are nontrivial), the
symmetry group is known as a non-Abelian group. It is easy to see
that the Lagrangian density is invariant under the global transfor-
mations (12.18) (or (12.17)), namely,

δL = δψk(i∂/ −m)ψk + ψk(i∂/−m)δψk

= iǫaψℓT
a
ℓk(i∂/−m)ψk − iǫaψk(i∂/−m)T akℓψℓ

= iǫaψkT
a
kℓ(i∂/−m)ψℓ − iǫaψk(i∂/−m)T akℓψℓ

= 0. (12.20)
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Let us now try to make this symmetry a local symmetry of our
theory. That is, let us consider the infinitesimal local phase trans-
formations

δψk(x) = −iǫa(x)T akℓψℓ(x),

δψk(x) = iǫa(x)ψℓ(x)T
a
ℓk. (12.21)

Once again, we note that the ordinary derivative acting on the fermion
field does not transform covariantly under this transformation, namely,

δ(∂µψk(x)) = ∂µ (−iǫa(x)T akℓψℓ(x))
= −i(∂µǫa(x))T akℓψℓ(x)− iǫa(x)T akℓ∂µψℓ(x), (12.22)

so that under the local transformation (12.21),

δL = δψk(i∂/ −m)ψk + ψk(i∂/−m)δψk

= (∂µǫ
a(x))ψkγ

µT akℓψℓ. (12.23)

As in the case of the U(1) theory, there is no other term in the
Lagrangian density whose variation would cancel the ∂µǫ

a(x) term
in (12.23). Hence we need to define a covariant derivative (Dµψ(x))k
such that under an infinitesimal local transformation

δ (Dµψ(x))k = −iǫa(x)T akℓ (Dµψ(x))ℓ . (12.24)

Introducing a new field (gauge field), we write the covariant deriva-
tive (in the matrix notation) as

Dµψ(x) = (∂µ + igAµ(x))ψ(x), (12.25)

where g denotes the appropriate coupling constant (charge) and

Aµ(x) = Aaµ(x)T
a. (12.26)

This is the generalization of the minimal coupling (in QED) to the
present case and the T a’s are the generators of the symmetry group
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belonging to the same representation as the fermions. We can com-
pare this with QED where the generator is the identity matrix 1
which commutes with every operator. We note that the number of
gauge fields (that are needed to define a covariant derivative) is the
same as dimG, the dimension of the Lie group. We can also write
the covariant derivative in (12.25) explicitly in components as

(Dµψ(x))k = ∂µψk(x) + igAaµ(x)T
a
kℓψℓ(x)

=
(
∂µδkℓ + igAaµ(x)T

a
kℓ

)
ψℓ(x). (12.27)

To determine the transformations for the gauge fields Aaµ(x) un-
der the local (gauge) transformations, we note that we would like the
covariant derivative to transform covariantly under an infinitesimal
local transformation,

δ (Dµψ(x))k = −iǫa(x)T akℓ (Dµψ(x))ℓ , (12.28)

we conclude from (12.27) that we should have

igT akℓδ
(
Aaµ(x)ψℓ(x)

)
= δ(Dµψk(x))− ∂µδψk(x)

= −iǫa(x)T akℓ (Dµψ(x))ℓ − ∂µδψk(x)

= −iǫa(x)T akℓ
(
∂µψℓ + igAbµT

b
ℓmψm

)
− ∂µ (−iǫa(x)T akℓψℓ)

= −iǫa(x)T akℓ
(
∂µψℓ + igAbµT

b
ℓmψm

)

+ i (∂µǫ
a(x))T akℓψℓ + iǫa(x)T akℓ∂µψℓ

= i (∂µǫ
a(x))T akℓψℓ + gǫa(x)AbµT

a
kℓT

b
ℓmψm. (12.29)

We note that the left-hand side in (12.29) can be written in the form

igT akℓδ
(
Aaµψℓ

)
= igT akℓδA

a
µψℓ + igT akℓA

a
µδψℓ

= igT akℓδA
a
µψℓ + igT akℓA

a
µ

(
− iǫb(x)

)
T bℓmψm

= igT akℓδA
a
µψℓ + gǫa(x)AbµT

b
kℓT

a
ℓmψm. (12.30)
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Substituting this into (12.29), we obtain

igT akℓδA
a
µψℓ

= i (∂µǫ
a(x))T akℓψℓ + gǫa(x)Abµ

(
T aT b

)
km
ψm

− gǫa(x)Abµ
(
T bT a

)
km
ψm

= i (∂µǫ
a(x))T akℓψℓ + gǫa(x)Abµ

[
T a, T b

]
km
ψm

= i (∂µǫ
a(x))T akℓψℓ + igǫa(x)Abµf

abc (T c)km ψm. (12.31)

This can also be written as

igT akℓψℓ(x)
(
δAaµ(x)−

1

g
∂µǫ

a(x) + fabcAbµǫ
c(x)

)
= 0, (12.32)

which determines the transformation for the gauge field to be

δAaµ(x) =
1

g

(
∂µǫ

a(x)− gfabcAbµ(x)ǫc(x)
)

=
1

g
∂µǫ

a(x)− fabcAbµ(x)ǫc(x). (12.33)

Thus, the Lagrangian density

L = iψk(x)γ
µ (Dµψ(x))k −mψk(x)ψk(x), (12.34)

with the covariant derivative defined in (12.27) is invariant under the
infinitesimal local transformations

δψk(x) = −iǫa(x)T akℓψℓ(x),

δψk(x) = iǫa(x)ψℓ(x)T
a
ℓk,

δAaµ(x) =
1

g
∂µǫ

a(x)− fabcAbµ(x)ǫc(x). (12.35)

If we use the definition (see (12.26))
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Aµ(x) = Aaµ(x)T
a, a = 1, 2, . . . ,dimG, (12.36)

where the gauge fields Aµ(x) are matrices belonging to the same
representation of the group as the fermions (since the generators T a

belong to this representation), we can write the Lagrangian density
in (12.34) in terms of matrices as (of course, the Lagrangian density
is a scalar)

L = iψ(x)γµDµψ(x)−mψ(x)ψ(x), (12.37)

with normal product rules for matrices. We can now define a uni-
tary representation of the group as describing the finite symmetry
transformation matrix (see (12.17))

U(x) = e−iθ
a(x)Ta , U †(x) = U−1(x), (12.38)

so that we can write the finite transformations (corresponding to
(12.35)) for the field variables in the matrix form as

ψ(x)→ U(x)ψ(x),

ψ(x)→ ψ(x)U−1(x),

Aµ(x)→ U(x)Aµ(x)U
−1(x)− 1

ig
(∂µU(x))U−1(x). (12.39)

To construct the Lagrangian density for the dynamical part of
the gauge field in a gauge invariant manner, we note that under the
gauge transformation (12.39), the tensor representing the Abelian
field strength (see (12.12)) would transform as
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fµν(x) = ∂µAν(x)− ∂νAµ(x)

→ ∂µ

[
UAνU

−1 − 1

ig
(∂νU)U−1

]

− ∂ν
[
UAµU

−1 − 1

ig
(∂µU)U−1

]

= ∂µ
(
UAνU

−1
)
− 1

ig
(∂µ∂νU)U−1 − 1

ig
(∂νU)

(
∂µU

−1
)

− ∂ν
(
UAµU

−1
)
+

1

ig
(∂ν∂µU)U−1 +

1

ig
(∂µU)

(
∂νU

−1
)

=
1

ig
(∂µU)

(
∂νU

−1
)
− 1

ig
(∂νU)

(
∂µU

−1
)
+ ∂µUAνU

−1

+ U∂µAνU
−1 + UAν∂µU

−1 − ∂νUAµU−1

− U∂νAµU−1 − UAµ∂νU−1

=
1

ig

(
∂µU∂νU

−1 − ∂νU∂µU−1
)
+ ∂µUAνU

−1

+ UAν∂µU
−1 − ∂νUAµU−1 − UAµ∂νU−1

+ U (∂µAν − ∂νAµ)U−1. (12.40)

Namely, we see that unlike in the case of QED, here fµν(x) =
∂µAν(x) − ∂νAµ(x) is neither invariant nor does it have a simple
transformation under the gauge transformation (12.39). Let us also
note that under the gauge transformation

ig [Aµ(x), Aν(x)] = ig (Aµ(x)Aν(x)−Aν(x)Aµ(x))

→ ig

[(
UAµU

−1 − 1

ig
(∂µU)U−1

)(
UAνU

−1 − 1

ig
(∂νU)U−1

)

−
(
UAνU

−1 − 1

ig
(∂νU)U−1

)(
UAµU

−1 − 1

ig
(∂µU)U−1

)]

= ig

[
UAµAνU

−1 − 1

ig

(
∂µUAνU

−1 − UAµ∂νU−1
)

+
1

g2
∂µU∂νU

−1 − UAνAµU−1
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+
1

ig

(
∂νUAµU

−1 − UAν∂µU−1
)
− 1

g2
∂νU∂µU

−1

]

= igU [Aµ, Aν ]U
−1 − 1

ig

(
∂µU∂νU

−1 − ∂νU∂µU−1
)

− ∂µUAνU−1 − UAν∂µU−1 + ∂νUAµU
−1

+ UAµ∂νU
−1. (12.41)

Thus comparing (12.40) and (12.41), it is clear that, in the present
case, if we define the field strength tensor as

Fµν(x) = fµν(x) + ig [Aµ(x), Aν(x)]

= ∂µAν(x)− ∂νAµ(x) + ig [Aµ(x), Aν(x)] , (12.42)

then, under the gauge transformation (12.39),

Fµν(x)→ U(x)Fµν(x)U
−1(x), (12.43)

so that Fµν(x) transforms covariantly. It is now easy to construct
the gauge invariant Lagrangian density for the dynamical part of the
gauge field as (quadratic in derivatives)

Lgauge = −
1

2
Tr Fµν(x)F

µν(x) = −1

4
F a
µν(x)F

µν a(x), (12.44)

where a particular normalization for the trace of the generators is
assumed (namely, Tr (T aT b) = 1

2 δ
ab, see (12.60) and the comments

following that equation). From the cyclicity of trace this Lagrangian
density is easily seen to be invariant under the gauge transformations
(12.39). In components, the field strength tensor (12.42) is easily seen
to take the form,
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Fµν(x) = ∂µAν(x)− ∂νAµ(x) + ig
[
Aµ(x), Aν(x)

]
,

or, F aµν(x)T
a =

(
∂µA

a
ν(x)− ∂νAaµ(x)

)
T a

+ igAbµ(x)A
c
ν(x)

[
T b, T c

]

=
(
∂µA

a
ν − ∂νAaµ

)
T a − gfabcAbµAcνT a,

or, F a
µν(x) = ∂µA

a
ν(x)− ∂νAaµ(x)− gfabcAbµ(x)Acν(x)

= −F a
νµ(x), (12.45)

so that the gauge invariant Lagrangian density for the gauge field
can also be written in terms of component fields as

Lgauge = −
1

4
F a
µν(x)F

µν a(x)

= −1

4

(
∂µA

a
ν − ∂νAaµ − gfabcAbµAcν

)

×
(
∂µAνa − ∂νAµa − gfapqAµpAνq

)
. (12.46)

The complete Lagrangian density for QCD (quantum chromodynam-
ics, more generally for fermions interacting with a non-Abelian gauge
field, QCD corresponds to the particular case when G = SU(3)) is,
therefore, given by (a = 1, 2, · · · , 8 and k = 1, 2, 3 for QCD)

LQCD = −1

4
F a
µνF

µν a + iψkγ
µ (Dµψ)k −mψkψk, (12.47)

where we can set m = 0 if the fermions (quarks) are massless. This
Lagrangian density is invariant under the non-Abelian gauge sym-
metry transformations (12.39) which have the infinitesimal form (see
(12.35))

δψk(x) = −iǫa(x)(T a)kℓψℓ(x),

δψk(x) = iǫa(x)ψℓ(x)(T
a)ℓk,

δAaµ(x) =
1

g
∂µǫ

a(x)− fabcAbµ(x)ǫc(x). (12.48)
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Let us discuss briefly some of the properties of the Lie algebra of
the symmetry group G. The algebra of the Hermitian generators, as
we have noted in (12.19), has the form

[
T a, T b

]
= ifabcT c, (12.49)

and the Jacobi identity associated with this algebra is given by

[[
T a, T b

]
, T c
]
+
[[
T c, T a

]
, T b
]
+
[[
T b, T c

]
, T a

]
= 0. (12.50)

Using (12.49) it can be seen that the Jacobi identity (12.50) imposes
a restriction on the structure constants of the group of the form

ifabp
[
T p, T c

]
+ if cap

[
T p, T b

]
+ if bcp

[
T p, T a

]
= 0,

or, fabpfpcqT q + f capfpbqT q + f bcpfpaqT q = 0,

or, fabpfpcq + f capfpbq + f bcpfpaq = 0. (12.51)

From the structure of the Lie algebra we know that we can write
the finite group elements in a unitary representation as (recall finite
rotations and the angular momentum operators and see (12.38) as
well)

U(x) = e−iθ
a(x)Ta . (12.52)

If we can divide the generators of the non-Abelian Lie algebra into
two non-Abelian subsets such that fabc = 0 when one index is in
one set and another index is in the second set, then the Lie algebra
breaks up into two commuting non-Abelian subalgebras. In this case
the group G is a direct product of two independent non-Abelian Lie
groups. A non-Abelian Lie group that cannot be so factorized is
called a simple Lie group. A direct product of simple Lie groups is
called semi-simple. In all our discussions, we will assume that the
symmetry group G is simple.

For any representation of a simple Lie group we can write

Tr T aT b = C2δ
ab. (12.53)
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We note that C2 is a normalization constant which determines the
values of the structure constants. It depends on the representation
but not on the indices a and b. To prove this, let us note that
we can always diagonalize the tensor Tr

(
T aT b

)
such that (this is a

symmetric real matrix in the “ab” space)

Tr
(
T aT b

)
=

{
0 if a 6= b,

Ka if a = b.
(12.54)

Using the cyclicity property of the trace, let us next note that the
quantity

habc = Tr
([
T a, T b

]
T c
)

= Tr
(
T aT bT c

)
− Tr

(
T bT aT c

)
, (12.55)

is completely anti-symmetric in all its indices. Furthermore, using
the commutation relation (12.19) we obtain

habc = Tr
(
ifabpT pT c

)

= ifabp Tr
(
T pT c

)

= ifabpKpδ
pc

= iKcf
abc, (12.56)

where the index c is fixed (and not summed). On the other hand,
we note that

hacb = Tr
([
T a, T c

]
T b
)

= ifacp Tr
(
T pT b

)

= ifacpKpδ
pb

= iKbf
acb = −iKbf

abc, (12.57)

with the index b fixed. However, since habc is completely anti-
symmetric, we have
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hacb = −habc. (12.58)

Using this and comparing (12.56) and (12.57) we conclude that

Kb = Kc = K. (12.59)

This shows that we can write (see (12.54))

Tr (T aT b) = C2δ
ab, (12.60)

where the constant C2 depends only on the representation (and not
on the indices a, b). (It is chosen to be 1

2 for the fundamental rep-
resentation to which the fermions belong in SU(n) and this is the
normalization used in (12.44). Furthermore, we note here that it
is (12.60) which is used to show that the structure constants for a
semi-simple group are completely anti-symmetric in the indices.) We
note that if we write

TrT aT b = T (R) δab, a, b = 1, 2, · · · ,dimG, (12.61)

then, T (R) is known as the index of the representation R. Similarly,
we have

(T aT a)mn = C(R) δmn, m, n = 1, 2, · · · ,dimR, (12.62)

where C(R) is known as the Casimir of the representation R. The
two are clearly related as (this is easily seen by taking trace in the
respective spaces)

T (R) dimG = C(R) dimR. (12.63)

We can determine the generators of the group in various repre-
sentations much like in the case of angular momentum. However, a
particular representation that is very important as well as useful is
given by

(
T a
)
bc
= −ifabc. (12.64)
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This is consistent with the hermiticity requirement for the generators,
namely,

(
T a†
)
bc
=
((
T a
)
cb

)∗

=
(
− ifacb

)∗
= ifacb = −ifabc =

(
T a
)
bc
. (12.65)

Furthermore, we can easily check that this representation satisfies
the Lie algebra,

[
T a, T b

]
cq

=
(
T aT b − T bT a

)
cq

=
(
T a
)
cp

(
T b
)
pq
−
(
T b
)
cp

(
T a
)
pq

=
(
− ifacp

)(
− if bpq

)
−
(
− if bcp

)(
− ifapq

)

= −facpf bpq + f bcpfapq

= −f capfpbq − f bcpfpaq

= fabpfpcq

= ifabp (−ifpcq)

= ifabp (T p)cq , (12.66)

where we have used the anti-symmetry of the structure constants as
well as (the Jacobi identity)(12.51). As a result, we conclude that
the identification

(
T a(adj)

)
bc
= −ifabc, (12.67)

indeed defines a representation of the Lie algebra known as the ad-
joint representation.

Let us next look at the transformation for the gauge fields in
(12.35)
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δAaµ(x) =
1

g

(
∂µǫ

a(x)− gfabcAbµ(x)ǫc(x)
)

=
1

g

(
∂µǫ

a(x) + gf bacAbµ(x)ǫ
c(x)

)

=
1

g

(
∂µǫ

a(x) + ig
(
− if bac

)
Abµ(x)ǫ

c(x)
)

=
1

g

(
∂µǫ

a(x) + igAbµ(x)
(
T b(adj)

)
ac
ǫc(x)

)
, (12.68)

so that we can equivalently write (see, for example, (12.27))

δAaµ =
1

g

(
D(adj)
µ ǫ

)a
, (12.69)

which shows that the gauge field, Aµ(x), transforms according to the
adjoint representation of the group. This can also be seen from the
transformation of the field strength tensor in (12.43), which infinites-
imally has the form

Fµν → U(x)FµνU
−1(x)

= Fµν + iǫb(x)
[
Fµν , T

b
]
, (12.70)

so that

δFµν = iǫb(x)
[
Fµν , T

b
]

= iǫb(x)F a
µν

[
T a, T b

]
,

or, δF aµνT
a = iǫb(x)F a

µν

(
ifabcT c

)
= −fabcF bµνǫc(x)T a,

or, δF a
µν = −fabcF b

µνǫ
c(x)

= −i
(
− if cab

)
ǫc(x)F b

µν

= −i
(
T c(adj)

)
ab
ǫc(x)F b

µν

= −iǫc(x)
(
T c(adj)

)
ab
F b
µν . (12.71)
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Comparing this with the transformation of the fermions in (12.35)
we conclude that the field strength Fµν as well as the gauge field
Aµ transform according to the adjoint representation of the group.
(It does not matter what representation the matter fields belong to,
the gauge field must transform in the adjoint representation.) For
completeness, let us note here that the covariant derivative in the
adjoint representation (12.68)

(
D(adj)
µ ǫ(x)

)a
= ∂µǫ

a(x)− gfabcAbµ(x)ǫc(x), (12.72)

can also be written in the matrix form as

D(adj)
µ ǫ(x) = ∂µǫ(x) + ig[Aµ(x), ǫ(x)], (12.73)

where Aµ(x) = Aaµ(x)T
a and ǫ(x) = ǫa(x)T a (with T a in the adjoint

representation).

Let us now concentrate only on the gauge field (Yang-Mills) part
of the Lagrangian density

LYM = −1

4
F a
µνF

µν a

= −1

4

(
∂µA

a
ν − ∂νAaµ − gfabcAbµAcν

)

×
(
∂µAνa − ∂νAµa − gfapqAµpAνq

)
. (12.74)

Let us note the following features of this Lagrangian density. For
example, let us scale the field variables as

Aaµ →
1

g
Aaµ.

It follows then that

F a
µν →

1

g

(
∂µA

a
ν − ∂νAaµ − fabcAbµAcν

)
,

which leads to
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LYM → −
1

4g2
(
∂µA

a
ν − ∂νAaµ − fabcAbµAcν

)

×
(
∂µAνa − ∂νAµa − fapqAµpAνq

)
. (12.75)

Thus we note that in this theory, the coupling constant can be scaled
out and written as an overall multiplicative factor in the Lagrangian
density. The other feature to note is that unlike the photon field,
here the gauge fields have self interaction (they interact with them-
selves) and, therefore, even the pure Yang-Mills theory (without the
fermions) is an interacting theory unlike the Maxwell theory. (When
the structure constants vanish, namely, when fabc = 0, which is the
case for an Abelian symmetry group, the interaction terms vanish.)
Physically we understand this in the following way. In the present
case, the gauge fields carry the charge of the non-Abelian symmetry
group (they have a nontrivial symmetry index) in contrast to the
photon field which is chargeless. Since the gauge fields couple to any
field (particle) carrying charge of the symmetry group, in the case of
non-Abelian symmetry they must couple to themselves and possess
self-interactions.

12.2 Canonical quantization of Yang-Mills theory

Let us discuss the canonical quantization of Yang-Mills theory in the
same spirit as the discussion of Maxwell’s theory in chapter 9. We
note that the Lagrangian density for the Yang-Mills theory is given
by (12.44) (or (12.46))

LYM = −1

2
TrFµνF

µν = −1

4
F aµνF

µν a, (12.76)

where the field strength tensor is given by (see (12.42) and (12.45))

Fµν = ∂µAν − ∂νAµ + ig[Aµ, Aν ],

F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν . (12.77)

As in the case of the Abelian theory (Maxwell theory), we can identify
the non-Abelian electric and magnetic fields from (12.77) as
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F a0i = ∂0A
a
i − ∂iAa0 − gfabcAb0Aci = Eai ,

F aij = ∂iA
a
j − ∂jAai − gfabcAbiAcj = −ǫijkBa

k . (12.78)

The Lagrangian density (12.76) can also be written explicitly in
terms of the non-Abelian electric and magnetic field strength ten-
sors (12.78) as

LYM = Tr
(
EiEi −

1

2
FijF

ij
)

=
1

2
Eai E

a
i −

1

4
F aijF

ij a

=
1

2
Eai E

a
i −

1

4
(−ǫijkBa

k)(−ǫijmBa
m)

=
1

2
Eai E

a
i −

1

4
(2δkmB

a
kB

a
m)

=
1

2

(
Eai E

a
i −Ba

i B
a
i

)
, (12.79)

where we have used (12.78) as well as the identity involving the
Levi-Civita tensors. The Euler-Lagrange equation for the theory are
obtained from (12.76) and have the form

∂µ
∂L

∂∂µAaν
− ∂L
∂Aaν

= 0,

or, − ∂µFµν a −
(
−gfabcAbµFµν c

)
= 0,

or, (DµF
µν)a = ∂µF

µν a − gfabcAbµFµν c = 0, (12.80)

where the covariant derivative is defined to be in the adjoint rep-
resentation of the group (see (12.68) and (12.69)). In the matrix
notation (see (12.73)), we can write the Euler-Lagrange equations as

DµF
µν = ∂µF

µν + ig[Aµ, F
µν ] = 0. (12.81)

Let us note that the coefficient matrix of highest derivatives
(quadratic) in (12.76) is the transverse projection operator just like



July 13, 2020 8:54 book-9x6 11845-main page 503

12.2 Canonical quantization of Yang-Mills theory 503

in the case of Maxwell’s theory. Therefore, the theory is singular
implying that there are constraints which is evident from the fact
that the Yang-Mills Lagrangian density is invariant under the in-
finitesimal gauge transformation (see (12.69) and we are suppressing
the symbol “(adj)” to denote the covariant derivative in the adjoint
representation for simplicity)

δAaµ =
1

g
(Dµǫ(x))

a . (12.82)

In fact, the constrained structure of the theory is already obvious in
the Euler-Lagrange equation of motion (12.80) for ν = 0, namely,

DiF
i0 a = 0, (12.83)

which is a constraint relation.
Let us derive the momenta canonically conjugate to the field

variables Aaµ from (12.76) and this leads to

Πµa(x) =
∂L

∂Ȧaµ(x)
= −F 0µ a(x). (12.84)

Noting that the field strength F a
µν is anti-symmetric in the indices

µ, ν, we have

Π0 a(x) = −F 00 a(x) = 0, (12.85)

as in the case of Maxwell’s theory and

Πi a(x) = −F 0i a = Eai (x), (12.86)

where the non-Abelian electric field Eai (x) is defined in (12.78). Thus,
we see that we have only 3N canonical momenta where N = dimG.
The momentum conjugate to Aa0 is trivial (vanishes). This implies
that Aa0 is like a c-number quantity which commutes with every other
operator in the theory. Thus we can choose a gauge condition and
set it equal to zero. Namely, we choose
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Aa0(x) = 0, or, A0(x) = 0. (12.87)

If a gauge field configuration does not satisfy this condition we can
always make a suitable gauge transformation so that the transformed
field would satisfy the condition. For example, requiring that

A′
0 = UA0U

−1 − 1

ig
(∂0U)U−1 = 0,

or, U−1∂0U = igA0, (12.88)

we can determine the parameter of transformation which would im-
plement this and we see that a gauge field can always be transformed
to satisfy (12.87).

Let us note that with the gauge condition (12.87) the Lagrangian
density (12.76) (or (12.79)) takes the form

LYM = Tr
(
EiEi −

1

2
FijF

ij
)
=

1

2
Eai E

a
i −

1

4
F a
ijF

ij a

= Tr
(
ȦiȦi −

1

2
FijF

ij
)
=

1

2
Ȧai Ȧ

a
i −

1

4
F aijF

ij a, (12.89)

where we have used the fact that in the gauge (12.87) the non-Abelian
electric field in (12.78) takes the form

Eai = Ȧai , or, Ei = Ȧi. (12.90)

From our discussion in the case of the Maxwell theory, we expect the
physical dynamical degrees of freedom of a massless gauge field to be
transverse. However, in the present case, we note from (12.83) that

DiEi = ∂iEi + ig[Ai, Ei] = 0, (12.91)

so that neither the gauge field Ai nor the electric field Ei is transverse
(recall that Ei = Ȧi). On the other hand, let us also note that the
potential term in (12.89) (namely, the term quadratic in the non-
Abelian magnetic field) is invariant under the field redefinition (gauge
transformation)
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Ai = SĀiS
−1 − 1

ig
(∂iS)S

−1 = S
(
Āi −

1

ig
S−1(∂iS)

)
S−1, (12.92)

so that there is a cyclic variable in the theory that needs to be sep-
arated. We note that the relation (12.92) can be inverted to give

Āi = S−1AiS +
1

ig
S−1∂iS = S−1

(
Ai +

1

ig
(∂iS)S

−1
)
S. (12.93)

Keeping in mind that we would like the dynamical variables to be
transverse, let us require the new field variable Āi to be transverse,
namely,

∂iĀi = 0. (12.94)

Imposing this condition in (12.92), we obtain

∂iAi = ∂i
(
SĀiS

−1
)
− 1

ig
∂i
(
(∂iS)S

−1
)

= (∂iS)ĀiS
−1 + SĀi(∂iS

−1)− 1

ig
∂i
(
(∂iS)S

−1
)

= (∂iS)
(
S−1Ai −

1

ig
(∂iS

−1)
)

+
(
AiS +

1

ig
(∂iS)

)
(∂iS

−1)− 1

ig
∂i
(
(∂iS)S

−1
)

= − 1

ig
∂i
(
(∂iS)S

−1
)
− [Ai, (∂iS)S

−1]

= − 1

ig
Di(A)

(
(∂iS)S

−1
)
, (12.95)

where we have used (12.93) in the intermediate step and the covari-
ant derivative in the adjoint representation is defined for a matrix
function G as (see (12.73))

Di(A)G = ∂iG+ ig[Ai, G]. (12.96)
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This shows that if we can find a gauge transformation which satisfies
(12.95), then we can define a new field variable Āi satisfying the
transversality condition (12.94).

We note next from the field redefinition in (12.92) that

Ȧi = ∂0
(
SĀiS

−1 − 1

ig
(∂iS)S

−1
)

= ṠĀiS
−1 + S ˙̄AiS

−1 − SĀiS−1ṠS−1

− 1

ig

(
(∂iṠ)S

−1 − (∂iS)S
−1ṠS−1

)

= S
( ˙̄Ai − [Āi, S

−1Ṡ]− 1

ig

(
∂i(S

−1Ṡ)
))
S−1

= S
( ˙̄Ai −

1

ig
Di(Ā)(S

−1Ṡ)
)
S−1

= S
( ˙̄Ai −

1

ig
Di(Ā)f

)
S−1, (12.97)

where we have used ∂0S
−1 = −S−1ṠS−1. HereDi(Ā) is the covariant

derivative in the adjoint representation (see (12.96)) with respect to
the gauge field Āi and we have identified

f = S−1Ṡ. (12.98)

From (12.97) we note that in the gauge (12.87) we can write

Ei = Ȧi = S
( ˙̄Ai −

1

ig
Di(Ā)f

)
S−1 = SEiS

−1, (12.99)

where we can identify

Ei =
˙̄Ai −

1

ig
Di(Ā)f. (12.100)

Furthermore, decomposing Ei into its transverse and longitudinal
components as
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Ei = E
T
i + ∂iφ, (12.101)

where

∂iE
T
i = 0, ∂iEi = ∂i∂iφ = ∇

2φ, (12.102)

we conclude from the definition in (12.100) that

ĒT
i = ˙̄Ai, φ = − 1

ig

1

∇2 ∂iDi(Ā)f. (12.103)

Let us next note that under the field redefinition (12.92),

Di(A)Ei = ∂iEi + ig[Ai, Ei]

= ∂i
(
SEiS

−1
)
+ ig[S(Āi −

1

ig
S−1(∂iS))S

−1, SEiS
−1]

= (∂iS)EiS
−1 + S(∂iEi)S

−1 − SEiS−1(∂iS)S
−1

+ igS[Āi −
1

ig
S−1(∂iS), Ei]S

−1

= S(∂iEi + ig[Āi, Ei])S
−1

= S(Di(Ā)Ei)S
−1, (12.104)

where we have used (12.92) and (12.99). As a result of this relation,
the constraint equation (12.91) (using (12.102) and (12.104)) takes
the form

Di(Ā)Ei = ∂iEi + ig[Āi, Ei] = 0,

or, ∂i∂iφ+ ig[Āi,
(
E

T
i + ∂iφ

)
] = 0,

or, ∂i∂iφ+ ig∂i[Āi, φ] + ig[Āi, E
T
i ] = 0,

or, ∂i
(
∂iφ+ ig[Āi, φ]

)
= −ig[Āi, ET

i ] ≡ ρ,
or, ∂iDi(Ā)φ = ρ, (12.105)
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where we have used ∂iĀi = 0 in the intermediate step. We can invert
this relation to determine

φ =
1

∂iDi(Ā)
ρ, (12.106)

so that from (12.101) we obtain

Ei = E
T
i + ∂iφ = ˙̄Ai + ∂i

1

∂jDj(Ā)
ρ. (12.107)

Using the definition in (12.92), (12.99) and the decomposition
in (12.107) as well as the cyclicity of trace, the Lagrangian density
(12.89) takes the form

LYM = Tr
(
EiEi −

1

2
Fij(A)F

ij(A)
)

= Tr
(
EiEi −

1

2
Fij(Ā)F

ij(Ā)
)

= Tr
(
( ˙̄Ai + ∂i

1

∂jDj(Ā)
ρ)( ˙̄Ai + ∂i

1

∂kDk(Ā)
ρ)

− 1

2
Fij(Ā)F

ij(Ā)
)

= Tr
( ˙̄Ai

˙̄Ai −
1

2
Fij(Ā)F

ij(Ā)

− ρ 1

∂jDj(Ā)
∇

2 1

∂kDk(Ā)
ρ
)

=
1

2
˙̄Aai

˙̄Aai −
1

4
Fij(Ā)F

ij(Ā)

− 1

2
ρa
( 1

∂jDj(Ā)
∇

2 1

∂kDk(Ā)
ρ
)a
, (12.108)

where we have neglected total divergence terms in the intermediate
steps (note also that because of (12.94), ∂iDi(Ā) = Di(Ā)∂i which
has been used together with integration by parts).

We have isolated the dynamical variables of the theory to be Āai
which are transverse and the conjugate momenta can be determined
from (12.108) to be
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Π
i a

=
∂LYM

∂ ˙̄Aai
= ˙̄Aai . (12.109)

The equal-time canonical Poisson brackets for the theory can now be
obtained as in the case of the Maxwell theory

{Āai (x),Π
j b
(y)} = δabδ j

i TR
(x− y), (12.110)

with all other brackets vanishing. Here the transverse delta function
corresponds to the one already defined in the case of Maxwell’s theory
in (9.32). We note that the Lagrangian density in (12.108) has ex-
actly the same form as in the Abelian theory except for the last term.
The last term is like the long range Coulomb interaction term in the
case of QED (in an Abelian theory where the structure constants
vanish and the adjoint covariant derivative reduces to an ordinary
derivative, this last term has the form ρ 1

∇
2 ρ which corresponds to

the long range Coulomb interaction). Here we see that since the
gauge fields are self-interacting, even in the absence of other matter
fields there is a long range interaction. Let us note here that the
long range behavior of the interaction (and, therefore, of the theory)
is, therefore, controlled by the eigenvalues of the operator ∂iDi(Ā).
Gribov has shown that the operator ∂iDi(Ā) does possess zero modes
or eigenvectors with zero eigenvalue. Thus the long range behavior
of this theory is still not well defined in the Coulomb gauge. This is
related to the question of gauge fixing, namely the Coulomb gauge
does not uniquely define the gauge fields. This can be seen from the
fact that if we have a field configuration Āai which is transverse, i.e.

∂iĀ
a
i = 0, (12.111)

then we can make a time independent infinitesimal gauge transfor-
mation (under which the theory is invariant)

Ā′ a
i = Āai +

1

g

(
Di(Ā)ǭ

)a
, (12.112)

such that
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∂iĀ
′ a
i = 0, (12.113)

provided ǭa corresponds to a zero mode of ∂iDi(Ā). This shows that
the Coulomb gauge does not really specify the gauge field configura-
tion uniquely. In other words, the hypersurface defining the gauge
choice intersects the gauge orbits more than once. We can show that
this nonuniqueness, known as the Gribov ambiguity, occurs in all
gauges other than the axial gauge. There now exist prescriptions to
take care of this problem. But let us note from the form of Ā′ a

i in
(12.112) that this has a singularity at g = 0. (It is of the form O

(
1
g

)
.)

Hence such gauge field configurations can only be reached nonpertur-
batively. As long as we are within perturbation theory we can neglect
such configurations. The other way of saying this is that within the
framework of perturbation theory we are interested in infinitesimal
gauge transformations. On the other hand, Gribov ambiguity is a
phenomenon associated with large gauge transformations and is an
important issue since it leads to nonperturbative effects. However,
we would not worry about it within the context of perturbation the-
ory.

The canonical quantization of Yang-Mills theories does not have
manifest covariance very much like the Maxwell theory. Therefore,
we can also try to quantize the non-Abelian gauge theory covari-
antly, very much along the lines of the Abelian theory that we have
discussed in chapter 9, namely, by modifying the theory. Thus, for
example, let us modify the theory (12.76) as (see (9.126) with Jµ = 0)

L = −1

4
F a
µνF

µν a − 1

2
(∂µA

µa)2 . (12.114)

The additional term clearly breaks gauge invariance and, conse-
quently, makes the theory nonsingular, much like in the Maxwell the-
ory. However, in the present case, there are serious differences from
Maxwell’s theory (because the Yang-Mills theory is self-interacting).
For example, we recall that in QED (see (9.129))

�(∂ · A) = 0, (12.115)
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namely, ∂ · A behaves like a free field and, therefore, classically we
can impose the condition

∂ · A = 0, (12.116)

which then translates to the Gupta-Bleuler condition on the physical
states

∂ · A(+)|phys〉 = 0. (12.117)

In the case of the Yang-Mills theory, however, even classically the
equations of motion are given by

∂µF
µν a − gfabcAbµFµν c + ∂ν (∂ · Aa) = 0. (12.118)

Contracting with ∂ν , we obtain

� (∂ · Aa) = gfabc∂ν
(
AbµF

µν c
)
6= 0. (12.119)

Thus, in contrast to the Abelian theory, we note that (∂ · Aa) does
not behave like a free field and, consequently, the additional term in
(12.114) has truly modified the theory. Furthermore, since (∂ ·Aa)
is not a free field, it cannot be uniquely decomposed into a positive
and a negative frequency part (in a time invariant manner), nor can
we think of the supplementary condition

∂ · Aa(+)|phys〉 = 0, (12.120)

in a physically meaningful manner, since it is not invariant under
time evolution. (Namely, the physical subspace would keep changing
with time which is not desirable.) Correspondingly the naive analog
of the Gupta-Bleuler condition for non-Abelian gauge theories does
not seem to exist. In other words, just modifying the Lagrangian
density as in (12.114) does not seem to be sufficient in contrast to
the Abelian gauge theory. Therefore, we need to analyze the question
of modifying the theory in a more systematic and detailed manner.
We would see next how we can derive intuition on this important
question from the path integral quantization of the theory.
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12.3 Path integral quantization of gauge theories

Path integrals provide an alternative to the canonical quantization
of field theories and are particularly useful in studying complicated
gauge theories. Since this is a complete topic in itself, we will not go
into the systematic details of this description, rather, we will only go
over some of the essential concepts involved in such a description.

Let us recall that the primary goal in the study of relativistic
field theories is to calculate scattering matrix elements which can be
derived from the vacuum to vacuum transition amplitude (namely,
from the “in” vacuum to the “out” vacuum, see section 6.4 for the
definitions of “in” and “out” states) in the presence of interactions.
In scalar and fermion field theories where the relation between the
Hamiltonian and the Lagrangian is conventional the vacuum to vac-
uum transition amplitude can be written as a standard path integral.
For example, for a real scalar field interacting only with an external
source, the path integral description is given by (recall ~ = 1)

〈0|0〉J = Z[J ] = eiW [J ] = N

∫
Dφ ei(S[φ]+

∫
d4x J(x)φ(x))

= N

∫
Dφ eiS(J)[φ], (12.121)

where N is a normalization constant, J(x) is the external source to
which the scalar field is coupled and

S[φ] =

∫
d4x

1

2

(
∂µφ∂

µφ−m2φ2
)
. (12.122)

Furthermore, Z[J ] andW [J ] are known as generating functionals for
the Green’s functions of the theory. A functional is roughly defined
as a function of a function and it is clear that the action of a field
theory is naturally a functional. The functional dependence of a
quantity on a variable is generally denoted by a square bracket. Like
the derivative of a function, we can also define functional derivatives
in a simple manner through the relation (in four dimensions)

δF [φ(x)]

δφ(y)
= lim

ǫ→0+

F [φ(x) + ǫδ4(x− y)]− F [φ(x)]
ǫ

, (12.123)
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and various Green’s functions (n-point functions) are obtained from
the generating functionals Z[J ] and W [J ] through functional differ-
entiation.

The integration in (12.121) is known as a functional integration
and is defined as follows. Let us divide the entire space-time into
infinitesimal cells labelled by “i” of volume δVi and define

φi =
1

δVi

∫

δVi

d4xφ(x), (12.124)

namely, φi denotes the average value of the field variable over the
cell i. Clearly in the limit of vanishing volume we recover

lim
δVi→0

φi = φ(x), (12.125)

and in terms of these discretized field variables, the functional inte-
gration is defined (up to a normalization constant) as

∫
Dφ =

∫ ∏

i

dφi. (12.126)

With these basics, a simple functional integral for a quadratic action
such as in (12.121) can be evaluated in a straightforward manner.
Basically, this is a generalization of the Gaussian integral to the
functional space and leads to

Z[J ] = eiW [J ]

= N
(
det
(
∂µ∂

µ +m2
)− 1

2
)
e−

i
2

∫
d4xd4y J(x)G(x−y)J(y), (12.127)

where the Green’s function G(x − y) is formally the inverse of the
operator in the quadratic part of the action, namely,

G = (−∂µ∂µ −m2)−1. (12.128)

(We note here that a Gaussian integral for fermions leads to posi-
tive powers of determinants in contrast to the negative powers for
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bosons which is related to the fact that fermion loops have a neg-
ative sign associated with them.) The determinant in (12.127) is
independent of field variables and is a constant (possibly divergent)
and can be incorporated into the normalization constant N . When
we have an interacting theory (where more than quadratic terms in
the field variables are present), the functional integral, in general,
cannot be obtained in a closed form. In this case, we evaluate the
functional integral perturbatively (expanding the interaction term in
the exponent so that the functional integral becomes a series of inte-
grals corresponding to different moments of a Gaussian integration)
and the perturbative expansion coincides with the perturbative ex-
pansion of amplitudes in the conventional canonical quantized field
theory. The advantage of using the path integral description lies
in the fact that there are no operators in (12.121), everything is a
classical function.

With this brief introduction to path integral description, let us
go back to the Maxwell theory

L(J) = −1

4
FµνF

µν + JµAµ, (12.129)

where Jµ represents a conserved current (source). In this case, the
generating functional in the path integral formalism is given by

Z [Jµ] = eiW [Jµ] = N

∫
DAµeiS

(J)[Aµ]

= N

∫
DAµ ei[

1
2
(Aµ,PµνAν)+(Jµ,Aµ)], (12.130)

where N is a normalization constant and (see (9.123)) we have iden-
tified

Pµν(x− y) = (ηµν�− ∂µ∂ν) δ4(x− y),

(Jµ, Aµ) =

∫
d4x Jµ(x)Aµ(x). (12.131)

This is a Gaussian functional integral (at most quadratic in the field
variable) and we can evaluate this using our earlier result in (12.127)
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Z [Jµ] = eiW [Jµ] = N (det (−Pµν))− 1
2 e−

i
2(J

µ,P−1
µν J

ν), (12.132)

where we have used the notation of brackets given in (12.131). How-
ever, as we have seen before (see (9.124) and (9.125)), the operator
Pµν is a projection operator for transverse photons. The longitudinal
vectors kµ (or ∂µ) are its eigenvectors with zero eigenvalue. Clearly,
therefore, the determinant of Pµν vanishes. This implies that the
generating functional does not exist in this case. (The operator pos-
sesses zero modes and, consequently, the inverse of the matrix cannot
be defined either.)

The source of the difficulty is not hard to see. The Lagrangian
density for Maxwell’s theory is invariant under the gauge transfor-
mation

Aµ → A(θ)
µ = UAµU

−1 − 1

ie
(∂µU)U−1, (12.133)

where

U(θ) = e−iθ(x). (12.134)

We can immediately see that for a U(1) gauge group, we can write
the transformation as

Aµ → A(θ)
µ = Aµ +

1

e
∂µθ(x), (12.135)

which is the familiar gauge transformation for Maxwell’s theory. This
is a U(1) symmetry and the symmetry is noncompact since the pa-
rameter of transformation θ(x) can take any real value. (As we have
seen the form of transformation for the gauge fields (12.133) in terms
of U(θ) is quite general and holds for the non-Abelian theories as
well.)

For a fixed Aµ, all the A
(θ)
µ s that are obtained by making gauge

transformations with all possible θ(x) are said to lie on an “orbit” in
the group space and the path integral integrates over all such field
configurations. The action S, on the other hand, is constant on such
orbits. Therefore, the generating functional, even in the absence of
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any sources, is proportional to the “volume” of the orbits denoted
by

∫ ∏

x

dθ(x). (12.136)

(In the non-Abelian case, this should be replaced by the integral
over the group invariant Haar measure

∏
x dU(x).) This is an in-

finite factor (which is one of the reasons for the divergence in the
naive evaluation of the functional integral) and must be extracted
out before doing any calculation. The method for extracting this
factor out of the path integral is due to Faddeev and Popov and
relies on the method of gauge fixing. We recognize that we should
not integrate over all gauge field configurations because they are not
really distinct. Rather we should integrate over each orbit only once.

The way this is carried out is by choosing a hypersurface which
intersects each orbit only once, namely, if

F [Aµ(x)] = 0, (12.137)

defines the hypersurface which intersects the gauge orbits once, then
even if Aµ does not satisfy the condition, we can find a gauge trans-

formed A
(θ)
µ which does and

F [A(θ)
µ (x)] = 0, (12.138)

has a unique solution for some θ(x). In this way, we pick up a
representative gauge field from each gauge orbit. This procedure is
known as gauge fixing and the condition

F [Aµ(x)] = 0, (12.139)

is known as the gauge condition (or gauge fixing condition). Thus,
for example, here are a few of the familiar gauge fixing conditions
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F [Aµ(x)] = ∂µA
µ(x) = 0, the Lorenz/Landau gauge,

∇ ·A(x) = 0, the Coulomb gauge,

A0(x) = 0, the temporal gauge,

A3(x) = 0, the axial gauge, (12.140)

and so on. (Such gauge conditions are known as homogeneous gauge
choices since the right hand side vanishes.) Physical quantities are,
of course, gauge invariant and do not depend on the choice of the
hypersurface (gauge). We can already see the need for gauge fixing
from the fact that because the action is gauge invariant so is the
generating functional (if sources are transformed appropriately or
we use the conservation of sources). Therefore, it would lead only to
gauge invariant Green’s functions. On the other hand, we know from
ordinary perturbation theory that the Green’s functions are, in gen-
eral, gauge dependent (recall, for example, the photon propagator)
although the physical S-matrix (the scattering matrix) elements are
gauge independent. Thus we have to fix a gauge without which even
the Cauchy initial value problem cannot be solved. (Only physical
quantities need to be gauge independent.)

To extract out the infinite gauge volume factor, let us do the
following trick due to Faddeev and Popov. Let us define

∆−1
FP [Aµ] =

∫ ∏

x

dθ(x) δ
(
F [A(θ)

µ (x)]
)
. (12.141)

This can also be written as

∆FP [Aµ]

∫ ∏

x

dθ(x) δ
(
F [A(θ)

µ (x)]
)
= 1, (12.142)

which can, therefore, be thought of as a completeness relation. (The
integration measure should be dU(x) which is essential in the case
of non-Abelian theories.) Note that the quantity ∆FP [Aµ], known
as the Faddeev-Popov determinant, is gauge invariant which can be

seen as follows. Let us make a gauge transformation Aµ → A
(θ′)
µ in

(12.141). Then,
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∆−1
FP [A

(θ′)
µ ] =

∫ ∏

x

dθ(x) δ
(
F [A(θ+θ′)

µ (x)]
)

=

∫ ∏

x

dθ(x) δ
(
F [A(θ)

µ (x)]
)

= ∆−1
FP [Aµ] . (12.143)

This follows from the fact that the measure in the group space is
invariant under a gauge transformation. That is, (for the Abelian
group a translation of the transformation parameter corresponds to
a gauge transformation)

∫
dθ(x) =

∫
d
(
θ(x) + θ′(x)

)
. (12.144)

In the non-Abelian case, we should have the Haar measure which is
gauge invariant, namely,

∫
d(UU ′) =

∫
dU. (12.145)

Remembering from (12.143) that ∆FP [Aµ] is gauge invariant, we
can now insert the identity factor, (12.142), into the generating func-
tional to write

Z[Jµ] = N

∫
DAµ∆FP [Aµ]

∫ ∏

x

dθ(x) δ
(
F [A(θ)

µ (x)]
)
eiS

(J)[Aµ].

(12.146)

Now, let us make an inverse gauge transformation

Aµ → A(−θ)
µ , (12.147)

under which the generating functional takes the form
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Z[Jµ] = N

∫
DAµ∆FP [Aµ]

∫ ∏

x

dθ(x) δ
(
F [Aµ(x)]

)
eiS

(J)[Aµ]

= N
(∫ ∏

x

dθ(x)
)∫
DAµ∆FP [Aµ] δ

(
F [Aµ(x)]

)
eiS

(J)[Aµ]

= N

∫
DAµ∆FP [Aµ] δ

(
F [Aµ(x)]

)
eiS

(J)[Aµ], (12.148)

where the (infinite) gauge volume has been factored out and absorbed
into the normalization constant N of the path integral.

Therefore, this gives the correct functional form for the generat-
ing functional. However, we still have to determine what ∆FP [Aµ]
is. To do this let us note from (12.141) that

∆−1
FP [Aµ] =

∫ ∏

x

dθ(x) δ
(
F [A(θ)

µ (x)]
)

=

∫ ∏

x

dF δ
(
F [A(θ)

µ (x)]
)(

det
δθ

δF

)

= det
δθ

δF

∣∣∣∣
F [A

(θ)
µ (x)]=0

,

or, ∆FP[Aµ] = det
δF

δθ

∣∣∣∣
F [A

(θ)
µ (x)]=0

. (12.149)

We note that since ∆−1
FP [Aµ] is gauge invariant we can make an

inverse gauge transformation to make F [Aµ(x)] = 0 in the above
derivation. On the other hand, for gauge fields which satisfy the
condition

F [Aµ(x)] = 0, (12.150)

we have

θ(x) = 0. (12.151)
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Therefore, using (12.149)-(12.151) we determine

∆FP [Aµ] = det
(δF [A(θ)

µ (x)]

δθ(y)

)
θ=0

. (12.152)

The Faddeev-Popov determinant can, therefore, be thought of as
the Jacobian that goes with a given gauge choice. We see that the
Faddeev-Popov determinant can be calculated simply by restricting
to infinitesimal gauge transformations (since we take θ = 0 at the
end). (Here we can completely ignore the problem of Gribov ambi-
guity associated with large gauge transformations.)

We can further generalize our derivation by noting that a general
equation of the hypersurface has the form (physical results are not
sensitive to the choice of the hypersurface)

F [Aµ(x)] = f(x), (12.153)

where f(x) is independent of Aµ. Then we can insert the identity

∆FP [Aµ]

∫ ∏

x

dθ(x) δ
(
F [A(θ)

µ (x)]− f(x)
)
= 1, (12.154)

into the functional integral. The Faddeev-Popov determinant is un-
changed by this modification because f(x) does not depend on Aµ(x).
Thus the generating functional in this case is given by

Z[Jµ] = N

∫
DAµ∆FP[Aµ]δ

(
F [Aµ(x)]− f(x)

)
eiS

(J)[Aµ].

(12.155)

Following ’t Hooft, we can now do the following (also known as the
’t Hooft trick). We note that physical quantities are independent of
f(x). Hence we can multiply the generating functional by a weight
factor and integrate over all f(x). Thus, the generating functional
becomes
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Z[Jµ] = N

∫
DAµ∆FP[Aµ]

×
∫
Dfδ

(
F [Aµ(x)]− f(x)

)
e
− i

2ξ

∫
d4x(f(x))2

eiS
(J)[Aµ]

= N

∫
DAµ∆FP[Aµ]e

i
[
S(J)[Aµ]− 1

2ξ

∫
d4x(F [Aµ(x)])

2
]

= N

∫
DAµ∆FP [Aµ] e

i(S(J)+SGF), (12.156)

where we have defined a gauge fixing action as

SGF =

∫
d4x LGF = − 1

2ξ

∫
d4x (F [Aµ(x)])

2 , (12.157)

and ξ is known as the gauge fixing parameter.

We note further that since

∆FP[Aµ] = det
(δF [A(θ)

µ (x)]

δθ(y)

)
θ=0

, (12.158)

we can write this as

∆FP[Aµ] = det
(δF [A(θ)

µ (x)]

δθ(y)

)
θ=0

=

∫
DcDc e−i(c,( δFδθ )θ=0

c)

=

∫
DcDc e−i

∫
d4xd4y c(x)

(
δF [A

(θ)
µ (x)]

δθ(y)

)
θ=0

c(y)

=

∫
DcDc eiSghost , (12.159)

where

Sghost = −
∫

d4xd4y c(x)
(δF [A(θ)

µ (x)]

δθ(y)

)
θ=0
c(y). (12.160)
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Here we have introduced two independent fictitious fields c(x) and
c(x), known as ghost fields, to write the Faddeev-Popov determinant
in the form of a ghost action (action involving ghost fields). We note
here that this is possible (since we have a determinant with a non-
negative power) only if the ghost fields c(x) and c(x) anti-commute
(ghost fields have the same Lorentz structure as the parameters of
transformation, but opposite statistics.), i.e.,

[c(x), c(y)]+ = 0,

[c(x), c(y)]+ = 0,

[c(x), c(y)]+ = 0. (12.161)

Therefore, although these fields behave as scalar fields under Lorentz
transformations, they obey anti-commutation rules. These fields
are known as Faddeev-Popov ghosts and, as is obvious from their
anti-commutation relations, graphs involving these fictitious parti-
cles in closed loops must have an additional (−1) factor just like the
fermions. Thus the generating functional now takes the form

Z[Jµ] = eiW [Jµ] = N

∫
DAµDcDc eiS

(J)
eff [Aµ,c,c], (12.162)

where

S
(J)
eff [Aµ, c, c] = S(J) [Aµ] + SGF + Sghost

=

∫
d4x L(J)eff [Aµ, c, c] . (12.163)

Thus, we can summarize what we have done so far. To do co-
variant perturbation theory in the path integral formalism, we start
with a gauge invariant Lagrangian density and add to it a gauge
fixing Lagrangian density determined by the gauge fixing condition
that we want to work with. Of course, this modifies the starting the-
ory. We then add a ghost Lagrangian density which is determined
by an infinitesimal gauge variation of the gauge fixing condition and
this is expected to compensate for the change in the theory due to
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the gauge fixing term (recall from (12.142) that both these actions
arose from inserting a factor of unity into the functional integral).
It is worth noting at this point that we have modified our starting
Lagrangian density by a series of formal manipulations. It is, of
course, our responsibility to show that the physical interpretation of
the theory has not changed, that the S-matrix we obtain is indepen-
dent of the gauge choice and is unitary and that this formulation
leads naturally to the Gupta-Bleuler states as physical states. We
would show this in the next chapter. However, for the moment let us
emphasize that the purpose of a gauge fixing Lagrangian density is to
break gauge invariance, namely, the gauge fixing Lagrangian density
should make the quadratic part of the effective Lagrangian density
nonsingular. Otherwise it fails its purpose and will not correspond
to an acceptable gauge fixing condition.

Let us now look at a simple gauge fixing condition in Maxwell’s
theory, for example, the covariant condition (see (12.153))

F [Aµ(x)] = ∂µA
µ(x) = f(x). (12.164)

In this case, the gauge fixing Lagrangian density (see (12.157)) has
the form

LGF = − 1

2ξ
(F [Aµ(x)])

2 = − 1

2ξ
(∂µA

µ(x))2 . (12.165)

It is clear that this provides longitudinal components to the quadratic
terms in fields and hence breaks gauge invariance. To obtain the
corresponding ghost Lagrangian density for this gauge choice, we
note that

F [A(θ)
µ (x)] = ∂µA

µ(θ)(x) = ∂µ

(
Aµ(x) +

1

e
∂µθ(x)

)
, (12.166)

so that (see (12.152))

δF [A
(θ)
µ (x)]

δθ(y)

∣∣∣∣∣
θ=0

=
1

e
�x δ

4(x− y). (12.167)

Absorbing the factor 1
e into the normalization factor (alternatively

scaling the ghost fields), the ghost action (12.160) for this gauge
choice is obtained to be
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Sghost = −
∫

d4xd4y c(x)
δF [A

(θ)
µ (x)]

δθ(y)

∣∣∣∣∣
θ=0

c(y)

= −
∫

d4xd4y c(x)
(
�x δ

4(x− y)
)
c(y)

=

∫
d4x ∂µc(x)∂

µc(x) =

∫
d4x Lghost, (12.168)

where we have neglected total divergence terms.
Thus our effective Lagrangian density for the Maxwell theory

with the choice of a covariant gauge fixing condition becomes

L(J)eff = −1

4
FµνF

µν − 1

2ξ
(∂µA

µ)2 + ∂µc∂
µc+ JµAµ. (12.169)

We note here that the ghost fields are noninteracting in the case of
the Maxwell theory in flat space-time and, therefore, we may ne-
glect them and then for ξ = 1 we recognize that our effective La-
grangian density (12.169) is nothing other than Maxwell’s theory
in the Feynman-Fermi gauge (9.126). In non-Abelian gauge theories,
however, the ghost fields are interacting and have to be present. This
explains why the naive modification in (12.114) of the non-Abelian
gauge theory failed to be sufficient unlike in the Maxwell theory
(namely, the ghost Lagrangian density was missing). Furthermore,
since the ghost fields and the ghost action are really necessary for the
unitarity of the S-matrix, we cannot neglect them even if they are
noninteracting particularly when we are doing calculations at finite
temperature. It is also true that when Maxwell’s theory is coupled
to a gravitational field, the ghost fields automatically couple to the
geometry also. Hence omitting the ghost Lagrangian density in such
a case would lead to incorrect results.

One way of looking at the ghost fields is as if they are there to
subtract out the unphysical field degrees of freedom in the gauge
field. For example, the Aµ field has four field degrees of freedom.
On the other hand each of the ghost fields, being a scalar, has only
one field degree of freedom (we will discuss the question of hermitic-
ity of the ghost fields in the next chapter). Hence we can think of
the effective Lagrangian density as having two (4− 2× 1 = 2) effec-
tive field degrees of freedom which is the correct number of physical
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dynamical components as we have already seen within the context
of canonical quantization of Maxwell’s theory. This naive counting
works pretty well as we will see later. (The ghost degrees of freedom
subtract because they have the unphysical statistics, namely, they
anti-commute even though they are scalar fields.)

Let us now go back to the effective Lagrangian density (12.169)
and ask how we can recover the Lorenz gauge from the Lorenz like
covariant gauge condition in (12.164). To do this let us rewrite the
effective Lagrangian density (12.169) as

L(J)eff = −1

4
FµνF

µν +
ξ

2
F 2 − F (∂µA

µ) + ∂µc∂
µc+ JµAµ. (12.170)

Here we have introduced an auxiliary field F which does not have any
dynamics. The equation of motion for this field leads to the gauge
fixing condition and elimination of this field through its equations
of motion leads to the familiar gauge fixing Lagrangian density in
(12.169). On the other hand, we see that the equation of motion for
F is given by

ξF (x) = ∂µA
µ(x), (12.171)

and, therefore, in the limit ξ → 0, this equation leads to the Lorenz
condition (or the Landau gauge)

∂µA
µ(x) = 0. (12.172)

Therefore, the effective Lagrangian density in the Lorenz gauge has
the form

L(J)eff = lim
ξ→0
−1

4
FµνF

µν− 1

2ξ
(∂µA

µ)2+∂µc∂
µc+JµAµ, (12.173)

which can also be written equivalently as (see (12.170) with ξ = 0)

L(J)eff = −1

4
FµνF

µν − F (∂µAµ) + ∂µc∂
µc+ JµAµ, (12.174)

and describes Maxwell’s theory in the Lorenz gauge.
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From our discussions of the Abelian gauge theories thus far, we
see that there are two distinct quantization procedures. First, we
have the operator quantization and again there appear to be two dis-
tinct possibilities in this case. Namely, we can quantize the Abelian
gauge theory canonically. Here we explicitly eliminate the unphysi-
cal (dependent) field degrees of freedom and then quantize only the
physical (independent) field degrees of freedom. The Hilbert space
contains only photon states of physical polarization. However, in
the process of eliminating the unphysical (dependent) field degrees
of freedom we lose manifest Lorentz covariance. The second possi-
bility is to use the Gupta-Bleuler quantization method to quantize
the theory in a manifestly covariant manner. Here we modify the
theory so that all the field degrees of freedom are independent. We
maintain manifest Lorentz covariance and quantize all components
of the field as independent variables. Thus the vector space that we
work with in this case is much larger than the (true) physical Hilbert
space. We select out the physical Hilbert space by imposing supple-
mentary conditions on the state vectors in a Lorentz covariant way.
In this case, the larger vector space of the theory contains states of
indefinite norm and when we do perturbation theory in this formal-
ism, in the intermediate states we find time-like photon states which
contribute negatively whereas the longitudinal states contribute an
equal positive amount. As a result, their contributions cancel out
and effectively we are left with only two physical transverse degrees
of freedom.

The second method of quantizing the Abelian gauge theory is
through the method of path integrals. In this formalism the field
variables are treated as classical variables. The generating functional
for physical Green’s functions is given by

Z[Jµ] = N

∫
DAT

µe
iS(J)[AT

µ ]

6= N

∫
DAµδ(∂ · A(x))eiS

(J)[Aµ], (12.175)

where AT
µ denotes the transverse physical degrees of freedom. The

correct description for the generating functional, according to Fad-
deev and Popov, is given by
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Z[Jµ] = N

∫
DAT

µe
iS(J)[AT

µ ]

= N

∫
DAµ∆FP[Aµ]δ(∂ · A(x)) eiS

(J)[Aµ]. (12.176)

In this way, the Faddeev-Popov determinant or the ghost action can
be thought of as the Jacobian in transforming from the physical dy-
namical field variables to all components of the field variables through
the constraint relation. In the path integral formalism, we also mod-
ify the theory (as in the Gupta-Bleuler method) so that all compo-
nents of the field variables are independent and they contribute to
any Green’s function of the theory. In this formalism there is no
reference to the Hilbert space of the theory (it is a classical theory)
and the extra contributions (from the unphysical degrees of freedom)
are cancelled by the Faddeev-Popov determinant which we can write
as a ghost action (namely, the ghost contributions cancel those from
the unphysical gauge field degrees of freedom).

In summary, we note that gauge invariance puts a very strong
constraint on the structure of the Lagrangian density for the gauge
field. In particular, the coefficient matrix of the quadratic terms in
the Lagrangian density is singular and, therefore, non-invertible. As
a result, if we take Linv, as the Lagrangian density describing the
dynamics of the gauge field theory, then we cannot define propaga-
tors and the entire philosophy of doing perturbative calculations with
Feynman diagrams breaks down. In order to circumvent this diffi-
culty, we add to the gauge invariant Lagrangian density a term which
breaks gauge invariance and thereby allows us to define the propaga-
tor for the gauge field. Such a term is called a gauge fixing term and
any term which makes the coefficient matrix of the quadratic terms
(in the action) nonsingular and maintains various global symmetries
of the theory is allowed for this purpose. On the other hand, adding a
gauge fixing Lagrangian density modifies the theory, in general, and
to compensate for that we have to add a corresponding Lagrangian
density for the ghost fields following the prescription of Faddeev and
Popov.

Let us now apply these ideas to the study of the non-Abelian
gauge theory. As we have seen, the Lagrangian density for the gauge
fields is given by (see (12.76))
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Linv = −1

4
F aµνF

µνa, (12.177)

which is invariant under the infinitesimal gauge transformation

Aaµ(x)→ Aa(ǫ)µ (x) = Aaµ(x) +
1

g
(Dµǫ)

a(x), (12.178)

where ǫa(x) is the infinitesimal parameter of transformation. Here
the covariant derivative in the adjoint representation as well as the
non-Abelian field strength tensors are defined as (see (12.68) and
(12.77))

(Dµǫ)
a(x) = ∂µǫ

a(x)− gfabcAbµ(x)ǫc(x),

F aµν(x) = ∂µA
a
ν(x)− ∂νAaµ(x)− gfabcAbµ(x)Acν(x), (12.179)

with g denoting the coupling constant of the theory.

The standard covariant gauge fixing (12.164), in the non-Abelian
gauge theory, consists of adding to the invariant Lagrangian density
a gauge fixing Lagrangian density of the form

LGF = − 1

2ξ
(∂µA

µa(x))2 , (12.180)

which corresponds to a gauge fixing condition of the form

F a[Aµ(x)] = ∂µA
µa(x) = fa(x). (12.181)

Here ξ represents a real arbitrary constant parameter known as the
gauge fixing parameter. Following the prescription of Faddeev and
Popov, we can write the ghost action corresponding to this gauge
choice as (see (12.160) and we point out that since ǫa is an infinitesi-
mal parameter, it is redundant to set it equal to zero at the end since

F a[A
(ǫ)
µ (x)] is linear in ǫa)
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Sghost =

∫
d4xLghost

= −
∫

d4xd4y ca(x)
δF a[A

(ǫ)
µ (x)]

δǫb(y)
cb(y). (12.182)

We note that for the covariant gauge choice (12.181) that we are
using, we can write

F a[A(ǫ)
µ (x)] = ∂µAa(ǫ)µ (x) = ∂µ

(
Aaµ(x) +

1

g
(Dµǫ)

a(x)
)
, (12.183)

so that we have (see (12.123) and (12.179))

δF a[A
(ǫ)
µ (x)]

δǫb(y)
=

1

g
∂µx
(
∂xµδ

ab − gfacbAcµ(x)
)
δ4(x− y)

=
1

g
∂µxD

ab
xµδ

4(x− y). (12.184)

Consequently, rescaling the ghost fields (to absorb the factor of 1
g )

we can write the ghost Lagrangian density for this choice of gauge
fixing to be

Sghost = −
∫

d4xd4y ca(x)
(
∂µxD

ab
xµδ

4(x− y)
)
cb(y)

=

∫
d4x ∂µca(x) (Dµc(x))

a

=

∫
d4xLghost, (12.185)

where we have dropped total derivative terms (surface terms).
With all these modifications, the total Lagrangian density for the

non-Abelian gauge theory can be written in this covariant gauge as

LTOT = Linv + LGF + Lghost

= −1

4
F aµνF

µνa − 1

2ξ
(∂µA

µa)2 + ∂µca (Dµc)
a . (12.186)
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We note that the ghost fields in the present case are interacting
unlike in Maxwell’s theory and, therefore, cannot be neglected even
in flat space-time. As we have mentioned earlier, the gauge fixing
and the ghost Lagrangian densities modify the original theory in a
compensating manner which allows us to define the Feynman rules of
the theory and carry out perturbative calculations. In a deeper sense,
the gauge fixing and the ghost Lagrangian densities, in the path
integral formulation, merely correspond to a multiplicative factor of
unity (see (12.142)) which does not change the physical content of
the theory.

12.4 Path integral quantization of tensor fields

The method due to Faddeev and Popov gives a simple recipe for
quantizing gauge theories in the path integral formalism. However, in
some cases we have to work through the details of this analysis rather
carefully in order to obtain the correct result. As an example of how
we should be careful in carrying out the Faddeev-Popov analysis in
complicated gauge theories, let us consider the gauge theory of the
anti-symmetric tensor field Aµν(x)

Aµν(x) = −Aνµ(x), µ, ν = 0, 1, 2, 3. (12.187)

Such tensor fields have been studied in connection with the question
of confinement (of quarks in QCD) and are known as Kalb-Ramond
fields. Let us consider only the free Lagrangian density for this field
defined by

L = −1

6
FµνλF

µνλ, (12.188)

where the field strength tensor corresponds to the totally anti-symmetric
tensor

Fµνλ = ∂[µAνλ] = ∂µAνλ + ∂νAλµ + ∂λAµν . (12.189)

Naive counting shows that Aµν has six field degrees of freedom.
However, we also note that this Lagrangian density is invariant under
the gauge transformation
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δAµν(x) = ∂µθν(x)− ∂νθµ(x), (12.190)

so that not all field variables are independent. This can be seen from
the definition of the conjugate momenta

Πµν(x) =
∂L

∂Ȧµν(x)
= −F 0µν(x). (12.191)

The independent field variables of the theory are A0i, Aij and we
note that

Πµν = −Πνµ = −F 0µν , (12.192)

namely, the canonical momenta are anti-symmetric (like the field
variables). Furthermore, since Fµνλ is completely anti-symmetric in
all the indices, we conclude that

Π0µ = −F 00µ = 0,

or, Π0i = 0, i = 1, 2, 3. (12.193)

Since these momenta identically vanish, the corresponding field vari-
ables are like c-number quantities and we can choose the gauge con-
dition

A0i(x) = 0. (12.194)

With these conditions we have

Πij = −F0ij = −Ȧij, (12.195)

and the Lagrangian density (12.188) takes the form

L = −1

6
FµνλF

µνλ = −1

6

[
3F0ijF

0ij + FijkF
ijk
]

= −1

6

[
3ȦijȦ

ij + FijkF
ijk
]
, i, j, k = 1, 2, 3. (12.196)
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Thus it would seem that the theory has truly three degrees of free-
dom.

However, we note that the theory still possesses a residual (static)
gauge invariance under the transformation

δAij = ∂iθj(x)− ∂jθi(x), δȦij = 0, (12.197)

so that we can impose a Coulomb gauge condition of the form

∂iAij(x) = 0. (12.198)

This would seem like three constraints and hence we would naively
conclude that this theory has no dynamical degrees of freedom. How-
ever, on closer inspection we notice that the Coulomb gauge condi-
tion (12.198) actually represents only two independent conditions.
We can see this by writing out the gauge condition explicitly

∂1A1j + ∂2A2j + ∂3A3j = 0. (12.199)

Thus, the three conditions corresponding to j = 1, 2, 3 are

∂2A21 + ∂3A31 = 0,

∂1A12 + ∂3A32 = 0,

∂1A13 + ∂2A23 = 0. (12.200)

It is now clear that any two of the three conditions lead to the third
condition so that there are only two independent conditions. For
example, if we eliminate A21 from the first equation and substitute
it into the second, we obtain (using the anti-symmetry of the field
variables)

∂1

(
− ∂3
∂2
A13

)
− ∂3A23 = 0,

or, ∂3(∂1A13 + ∂2A23) = 0,

or, ∂1A13 + ∂2A23 = 0, (12.201)
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which is the third equation and so on. Hence the theory has truly
one physical degree of freedom and the anti-symmetric tensor field
describes a scalar field (it is a gauge theory describing a scalar degree
of freedom). The fact that the theory has only one degree of freedom
can also be seen in the following manner. Since Fµνλ represent a to-
tally anti-symmetric third rank tensor in four space-time dimensions
satisfying the Bianchi identity (see (12.189)),

∂[ρFµνλ] = ∂ρFµνλ − ∂λFρµν + ∂νFλρµ − ∂µFνλρ = 0, (12.202)

we can also represent the field strength as (this is the dual of the
field strength tensor in four dimensions)

Fµνλ(x) =
1√
2
ǫ ρ
µνλ ∂ρφ(x), (12.203)

where φ(x) represents a real scalar field. In this case, the Lagrangian-
density (12.188) takes the form

L = −1

6
FµνλF

µνλ = −1

6
× 1

2
ǫ ρ
µνλ ǫ

µνλ
σ∂ρφ∂

σφ

= − 1

12
× (−6δρσ)∂ρφ∂σφ =

1

2
∂ρφ∂

ρφ. (12.204)

We recognize this as the Lagrangian density for a free, massless real
scalar field describing a single degree of freedom.

Let us now look at the path integral quantization of this theory.
According to our earlier discussions, the starting gauge invariant
Lagrangian density has the form

L = −1

6
FµνλF

µνλ, (12.205)

and we add to it the covariant gauge fixing Lagrangian density (ξ is
the gauge fixing parameter)

LGF = − 1

2ξ
(∂µA

µν)2 , (12.206)
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corresponding to the choice of gauge condition

F ν [Aµσ(x)] = ∂µA
µν(x) = f ν(x). (12.207)

To determine the Lagrangian density for the ghosts we note that

F ν [A(θ)
µσ (x)] = ∂µA

µν(θ)(x)

= ∂µ(A
µν(x) + ∂µθν(x)− ∂νθµ(x)), (12.208)

so that we have

δF ν [A
(θ)
µσ (x)]

δθλ(y)

∣∣
θ=0

= ∂xµ
(
δνλ∂

µ
x − δµλ∂νx

)
δ4(x− y)

= (δνλ�x − ∂xλ∂νx) δ4(x− y). (12.209)

This is a matrix with two vector indices. Hence to write the determi-
nant as an action (scalar), we need ghost fields which carry a vector
index and we have

Sghost = −
∫

d4xd4y cν(x)
δF ν [A

(θ)
µσ (x)]

δθλ(y)
cλ(y)

= −
∫

d4xd4y cν(x)
(
(δνλ�x − ∂xλ∂νx) δ4(x− y)

)
cλ(y)

=
1

2

∫
d4x (∂µcν(x)− ∂νcµ(x)) (∂µcν(x)− ∂νcµ(x))

=

∫
d4x Lghost. (12.210)

Therefore, the effective Lagrangian density for the theory appears
to be given by

Leff = L+ LGF + Lghost

= −1

6
FµνλF

µνλ − 1

2ξ
(∂µA

µν)2

+
1

2
(∂µcµ − ∂νcµ) (∂µcν − ∂νcµ) . (12.211)
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Let us now try our naive counting of degrees of freedom of the the-
ory. The field variable Aµν has six degrees of freedom. The ghost
fields being vectors have four degrees of freedom each and since they
satisfy anti-commutation relations, they subtract out field degrees of
freedom. Thus the effective Lagrangian density appears to have

6− 2× 4 = 6− 8 = −2, (12.212)

effective field degrees of freedom. This does not seem right (and also
does not agree with the analysis from canonical quantization) and we
will show now that this is a consequence of our careless application
of the Faddeev-Popov procedure.

Let us start with the generating functional

Z [Jµν ] = N

∫
DAµν eiS

(J)[Aµν ]. (12.213)

The gauge symmetry allows us to choose a gauge condition and we
have chosen a Lorentz like gauge condition.

F ν [Aµσ(x)] = ∂µA
µν(x) = f ν(x). (12.214)

Therefore, we introduce the identity element as (see (12.154))

∆FP[Aµν ]

∫ ∏

x,σ

dθσ(x)δ
(
F ν [A(θ)

µσ (x)]− f ν(x)
)
= 1, (12.215)

where, as we have seen (see (12.209)),

∆FP[Aµν ] = det
δF ν [A

(θ)
µσ (x)]

δθλ(y)

∣∣∣
θ=0

= det
(
(�xδ

ν
λ − ∂νx∂xλ) δ4(x− y)

)
. (12.216)

Thus, inserting this identity element into the functional integral, the
generating functional can be written as
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Z [Jµν ] = N

∫
DAµνDcµDcν

× δ (F ν [Aµλ(x)]− f ν(x)) ei(S
(J)+Sghost), (12.217)

where as we have seen before in (12.210)

Sghost =
1

2

∫
d4x (∂µcν − ∂νcµ) (∂µcν − ∂νcµ) . (12.218)

In the naive application of the quantization procedure, we would
use the ’t Hooft trick to write

∫
Dfµ δ (F ν [Aµλ(x)]− f ν(x)) e−

i
2ξ

∫
d4x fν(x)fν (x)

= e
− i

2ξ

∫
d4x F ν [Aµλ(x)]Fν [Aµλ(x)]. (12.219)

However, we note that the gauge condition

∂µA
µν(x) = f ν(x), (12.220)

implies that

∂ν∂µA
µν = ∂νf

ν(x) = 0. (12.221)

That is, the function f ν(x) has to be transverse and if we neglect to
take this fact into account we may get an incorrect result. We take
into account the transverse nature of fµ(x) exactly like the Maxwell
field and we apply the ’t Hooft trick by integrating over a transverse
weight factor

∫
Dfµδ (F ν [Aµλ(x)]− f ν(x)) e−

i
2ξ

∫
d4xd4y fµ(x)P

µν
(x−y)fν(y),

(12.222)

where P
µν
(x − y) is the normalized transverse projection operator

defined earlier (see, for example, (9.124)) as
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P
µν
(x− y) =

(
ηµν − ∂µx∂νx

�x

)
δ4(x− y). (12.223)

We see that because of the transverse projection operator, the action
for fµ in (12.222) has a gauge invariance (just like Maxwell’s theory)
of the form

δfµ(x) = ∂µθ(x). (12.224)

Thus one has to use a gauge fixing condition and we choose again a
covariant gauge condition

F [fµ(x)] =
1

�
1
2

∂µf
µ(x) = f(x), (12.225)

so that we can write

∆FP [fµ]

∫ ∏

x

dθ(x)δ
(
F [f (θ)µ (x)]− f(x)

)
= 1, (12.226)

where

∆FP [fµ] = det
(δF [f

(θ)
µ (x)]

δθ(y)

)
θ=0

=
(
det�xδ

4(x−y)
) 1

2 . (12.227)

Thus, using the ’t Hooft trick we can write

∫
Dfµδ (F ν [Aµλ(x)]− f ν(x)) e−

i
2ξ (fµ,P

µν
fν)

×
∫
Df∆FP [fµ] δ

(
F [fµ(x)] − f(x)

)
e−

i
2ξ

(f,f)

=

∫
Dfµ δ (F ν [Aµλ(x)]− f ν(x)) e−

i
2ξ (fµ,P

µν
fν)

× ∆FP [fµ] e
− i

2ξ (F (fµ),F (fµ))

=

∫
Dfµδ (F ν [Aµλ(x)]− f ν(x)) e−

i
2ξ

(fµ,fµ)∆FP[fµ]. (12.228)
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Furthermore, remembering that (see (12.227))

∆FP [fµ] =
(
det�xδ

4(x− y)
) 1

2

=

∫
Dc(x) eiSghost ,

we determine

Sghost = −
1

2
(c,�c) = −1

2

∫
d4x c(x)�c(x). (12.229)

Substituting this into (12.228) the functional integral becomes

∫
DfµDc δ (F ν [Aµλ(x)]− f ν(x)) e−

i
2ξ

(fµ,fµ)− i
2
(c,�c)

=

∫
Dc e−

i
2ξ

(F ν [Aµλ],Fν [Aµλ])− i
2
(c,� c). (12.230)

Note here that the field c(x) is a real anti-commuting scalar field.
This is different from the usual Faddeev-Popov ghosts in the sense
that the usual Faddeev-Popov ghosts seem to come in pairs. The
ghosts of the present form are known as Nielsen ghosts. In flat space-
time this ghost Lagrangian density in (12.229) can be seen to give a
total divergence (remember that they anti-commute) and, therefore,
may be neglected, but in the presence of gravitation it cannot be
written as a total divergence and is quite relevant.

Thus using this modified ’t Hooft weighting factor, the generating
functional takes the form

Z [Jµν ]

= N

∫
DAµνDcµDcνDc ei(S

(J)+Sghost+Sghost)e
− i

2ξ
(Fµ[Aλσ],F

µ[Aλσ])

= N

∫
DAµνDcµDcνDc ei(S

J+SGF+Sghost+Sghost), (12.231)

where



July 13, 2020 8:54 book-9x6 11845-main page 539

12.4 Path integral quantization of tensor fields 539

SGF = − 1

2ξ

∫
d4x Fµ[Aλσ(x)]F

µ[Aλσ(x)]

= − 1

2ξ

∫
d4x (∂µA

µν(x))
(
∂λAλν

)
. (12.232)

Therefore, we can write the effective Lagrangian density as

L(J)eff = −1

6
FµνλF

µνλ + JµνAµν −
1

2ξ
(∂µA

µν)
(
∂λAλν

)

+
1

2
(∂µcν − ∂νcµ) (∂µcν − ∂νcµ)−

1

2
c� c. (12.233)

Counting the field degrees of freedom we see that the effective number
of degrees of freedom seems to be

6− 2× 4− 1 = −3. (12.234)

This is again not right and the agreement with canonical quantization
seems to be worse than before.

We notice at this point that although we have fixed up the gauge
invariance of the gauge fixing Lagrangian density, the ghost La-
grangian density also possesses a gauge invariance, namely, under

δcµ(x) = ∂µλ(x),

and

δcµ(x) = ∂µλ(x), (12.235)

where λ(x) and λ(x) are anti-commuting scalar parameters, the ghost
Lagrangian density Lghost is invariant. We can again use the Faddeev-
Popov trick and write

∆̃FP [cµ]

∫ ∏

x

dλ(x) δ
(
F̃ [c(λ)µ (x)]− f̃(x)

)
= 1, (12.236)

and
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˜̃
∆FP [cµ]

∫ ∏

x

dλ(x) δ
(˜̃
F [c(λ)µ (x)]−˜̃f(x)

)
= 1. (12.237)

Let us choose for simplicity Lorentz like gauge conditions

F̃ = ∂µc
µ(x) = f̃(x), (12.238)

and

˜̃
F = ∂µc

µ(x) =
˜̃
f(x). (12.239)

We are now ready to calculate the Faddeev-Popov determinants
associated with these gauge fixing conditions,

∆̃−1
FP [cµ] =

∫ ∏

x

dλ(x)δ
(
F̃ [c(λ)µ (x)] − f̃(x)

)

=

∫ ∏

x

dF̃ δ
(
F̃ [c(λ)µ (x)]− f̃(x)

)
det

δF̃ [c
(λ)
µ (x)]

δλ(y)

= det
δF̃ [c

(λ)
µ (x)]

δλ(y)

∣∣∣∣∣
λ=0

, (12.240)

so that

∆̃FP [cµ] =

[
det

δF̃ [c
(λ)
µ (x)]

δλ(y)

∣∣∣∣∣
λ=0

]−1

=
(
det�xδ

4(x− y)
)−1

, (12.241)

where we have used the fact that for anti-commuting variables, the
Jacobian for a change of variables is the inverse of what we would
expect for commuting (bosonic) variables. We note that contrary to
the usual case, the Faddeev-Popov term is an inverse determinant
and, consequently, in the present case we can write

∆̃FP [cµ] =
(
det�xδ

4(x− y)
)−1

=

∫
Dc̃Dc̃ e−i(c̃,� c̃). (12.242)
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We note here that since we are writing an inverse determinant as
an action, the ghost fields c̃ and c̃ behave like commuting scalars.
Similarly we can show that

˜̃
∆FP [cµ] =

(
det�xδ

4(x− y)
)−1

=

∫
D˜̃cD˜̃c e−i

(
˜̃c,� ˜̃c

)

. (12.243)

The gauge conditions (12.238) and (12.239) correspond to

fermionic conditions, namely, f̃ and
˜̃
f are Grassmann (fermionic)

functions. Therefore, the ’t Hooft trick needs to be carried out rather
carefully. Namely, we cannot use weight factors of the forms

e
− i

2χ

∫
d4x f̃(x)f̃(x)

, e
− i

2χ

∫
d4x

˜̃
f(x)

˜̃
f(x)

, (12.244)

since the exponents vanish (because of the fermionic nature of the
variables). Rather, the appropriate weight factor in this case would
correspond to

e
i
χ

∫
d4x

˜̃
f(x) f̃(x)

. (12.245)

Thus putting in these identity elements into the functional integral
for the generating functional and using the ’t Hooft trick with the
weight factor (12.245) the generating functional takes the form

Z [Jµν ] = N

∫
DAµνDcµDcνDcDc̃Dc̃D˜̃cD˜̃c eiS

(J)
eff , (12.246)

where

S
(J)
eff =

∫
d4x L(J)eff , (12.247)

and
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L(J)eff = −1

6
FµνλF

µνλ − 1

2ξ
(∂µA

µν)2 + JµνAµν

+
1

2
(∂µcν − ∂νcµ) (∂µcν − ∂νcµ)−

1

2
c� c

+
1

χ
(∂νc

ν) (∂µc
µ)− c̃� c̃− ˜̃c� ˜̃c. (12.248)

We are now ready to count the number of effective field degrees
of freedom in the theory,

Aµν : 6 degrees of freedom, (12.249)

cµ : −4 degrees of freedom,
cµ : −4 degrees of freedom,
c : −1 degrees of freedom,



 anti− commuting,

c̃ : 1 degrees of freedom,

c̃ : 1 degrees of freedom,
˜̃c : 1 degrees of freedom,

˜̃c : 1 degrees of freedom,





commuting.

The ghosts c̃, c̃, ˜̃c and ˜̃c being commuting scalars contribute positively
to the counting of the number of degrees of freedom. The other
way of saying this is that these are ghosts of the ghosts cµ and cµ
respectively and hence they contribute just the opposite way from cµ
and cµ. Thus counting the degrees of freedom, we see that effectively
the theory has

6− 2× 4− 1 + 4× 1 = 6− 8− 1 + 4 = 1, (12.250)

degree of freedom. This matches exactly with the counting of the
degrees of freedom from the canonical quantization.
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Chapter 13

BRST invariance and its consequences

13.1 BRST symmetry

As we have seen in (12.186), the total Lagrangian density for the
non-Abelian gauge theory (Yang-Mills theory) has the form

LTOT = Linv + LGF + Lghost, (13.1)

which for the covariant gauge in (12.181) is given by

LTOT = −1

4
F aµνF

µνa − 1

2ξ

(
∂µAaµ

)2
+ ∂µca(Dµc)

a. (13.2)

Here ξ represents the arbitrary (constant) gauge fixing parameter
and the covariant derivative in the adjoint representation is defined
as (see (12.68))

(Dµc)
a = ∂µc

a − gfabcAbµcc, (13.3)

where g denotes the coupling constant of the theory. The total La-
grangian density has been gauge fixed and, therefore, does not have
the gauge invariance (12.35) of the original theory. However, the to-
tal Lagrangian density, with gauge fixing and ghost terms, develops
a global fermionic symmetry which, in some sense, remembers the
gauge invariance of the original theory. It is easy to check that the
action associated with the total Lagrangian density (13.2) is invariant
under the global transformations

545
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δAaµ = ω (Dµc)
a ,

δca =
ωg

2
fabccbcc,

δca = −ω
ξ

(
∂µAaµ

)
, (13.4)

where ω is an arbitrary anti-commuting constant parameter of the
global transformation. The invariance of the action for the La-
grangian density (13.2) can be seen by first noting that (recall that
the ghost fields are Grassmann variables)

δ(Dµc)
a = (Dµδc)

a − gfabcδAbµcc

=
ωg

2
fabc((Dµc)

bcc + cb(Dµc)
c)− ωgfabc(Dµc)

bcc = 0,

δ
(1
2
fabccbcc

)
= fabcδcbcc =

ωg

2
fabcf bpqcpcqcc

=
ωg

6

(
fabcf bpq + fabpf bqc + fabqf bcp

)
cpcqcc = 0. (13.5)

Here we have used the Jacobi identity for the symmetry algebra (see
(12.51)) as well as the anti-commuting nature of the ghost fields.
Similarly, we obtain

δ
(
∂µAaµ

)
= ω ∂µ(Dµc)

a = 0, (13.6)

when the ghost equation of motion is used. This shows that under
two successive transformations of the kind (13.4) we have

δ2δ1φ
a = 0, (13.7)

for the fields φa = Aaµ, c
a, ca independent of the parameters of trans-

formations where δ1,2 correspond to transformations with the param-
eters ω1,2 respectively. We note that the nilpotency of the transfor-
mations holds off-shell only for the fields Aaµ, c

a, while for ca it is
true only on-shell (namely, only when the ghost equation of motion
is used).
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The invariance of the action for the Lagrangian density (13.2)
under the transformations (13.4) can now be easily checked. First,
we note that the transformation for Aaµ can really be thought of as an
infinitesimal gauge transformation (see (12.35)) with the parameter
ǫa(x) = ωgca(x) and, therefore, the invariant Lagrangian density is
trivially invariant under these transformations, namely,

δLinv = 0. (13.8)

Consequently, we need to worry only about the changes coming from
the gauge fixing and the ghost Lagrangian densities which lead to

δ (LGF + Lghost) = −
1

ξ
(∂νAaν)

(
∂µδAaµ

)
+ (∂µδca) (Dµc)

a

= −ω
ξ
(∂νAaν) ∂

µ(Dµc)
a − ω

ξ
∂µ (∂νAaν) (Dµc)

a

= −∂µ
(ω
ξ

(
∂νAaν

)
(Dµc)

a
)
, (13.9)

so that the change is a total divergence and the action is invariant.
In this derivation, we have used the fact that δ (Dµc)

a = 0 which
we have seen in (13.5). This shows that the action for the total La-
grangian density (13.2) is invariant under the global transformations
(13.4) with an anti-commuting constant parameter. This is known as
the BRST (Becchi-Rouet-Stora-Tyutin) transformation (symmetry)
for a gauge theory and arises when the gauge fixing and the ghost
Lagrangian densities have been added to the original gauge invariant
Lagrangian density. The present formulation of the BRST symme-
try, however, is slightly unpleasant in the sense that the nilpotency
of the anti-ghost field transformation holds only on-shell. Gener-
ally, this is a reflection of the fact that the theory is lacking in some
auxiliary field variables and once the correct auxiliary fields are in-
corporated the symmetry algebra will close off-shell (without the use
of equations of motion). We show this in the following.

As we have seen earlier within the context of the Abelian gauge
theory in (12.170) we can write the gauge fixing Lagrangian density
by introducing an auxiliary field. Since this will also be quite useful
for our later discussions, let us recall that the gauge fixing Lagrangian
density in (13.2) can also be written equivalently as
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LGF =
ξ

2
F aF a + (∂µF a)Aaµ, (13.10)

where F a is an auxiliary field. (The form of the gauge fixing La-
grangian density in (13.10) differs from that in (12.170) by a total
divergence, but it is this present form that is very useful as we will
see.) It is clear from the form of LGF in (13.10) that the equation of
motion for the auxiliary field takes the form

ξF a = ∂µAaµ, (13.11)

and when we eliminate F a from the Lagrangian density using this
equation, we recover the original gauge fixing Lagrangian density
(up to a total divergence term). Among other things LGF as written
above allows us to take such gauge choices as the Landau gauge which
corresponds to simply taking the limit ξ = 0. The total Lagrangian
density can now be written as

LTOT = Linv + LGF + Lghost

= −1

4
F aµνF

µνa +
ξ

2
F aF a + ∂µF aAaµ + ∂µca(Dµc)

a. (13.12)

In this case, the BRST transformations in (13.4) take the form

δAaµ = ω (Dµc)
a ,

δca =
ωg

2
fabccbcc,

δca = −ωF a,
δF a = 0, (13.13)

and it is straightforward to check that these transformations are
nilpotent off-shell, namely,

δ2δ1φ
a = 0, (13.14)
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for all the field variables φa = Aaµ, F
a, ca, ca. Therefore, F a represents

the missing auxiliary field that we had alluded to earlier.
We note that Linv is invariant under the BRST transformation

(13.13) as we had also argued earlier in (13.8) and the auxiliary field
F a does not transform at all which leads to

δLTOT = δ (LGF + Lghost)
= ∂µF aδAaµ + ∂µδca (Dµc)

a

= ω ∂µF a (Dµc)
a − ω ∂µF a (Dµc)

a = 0. (13.15)

Unlike in the formulation of BRST variations without the auxiliary
field in (13.4), here we see that the total Lagrangian density is invari-
ant under the BRST transformations (as opposed to the Lagrangian
density changing by a total divergence in (13.9)).

In some sense the BRST transformations, which define a resid-
ual global symmetry of the full theory, replace the original gauge
invariance of the theory and play a fundamental role in the study of
non-Abelian gauge theories. There is also a second set of fermionic
transformations involving the anti-ghost fields of the form

δAaµ = ω (Dµc)
a ,

δca = ω
(
F a − gfabccbcc

)
,

δca =
ωg

2
fabccbcc,

δF a = ωgfabcF bcc, (13.16)

which can also be easily checked to leave the total Lagrangian density
(13.12) invariant. These are known as the anti-BRST transforma-
tions. However, since these do not lead to any new constraint on the
structure of the theory beyond what the BRST invariance provides,
we will not pursue this second symmetry further in our discussions.
We note here that the BRST and the anti-BRST transformations
are not quite symmetric in the ghost and the anti-ghost fields which
is a reflection of the asymmetric manner in which these fields occur
in the ghost Lagrangian density in (13.2) or (13.12). Without going
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into details, we note here that these fermionic symmetries arise natu-
rally in a superspace formulation (which will be discussed within the
context of supersymmetry in section 19.4 later) of gauge theories.

In addition to these two anti-commuting symmetries, the total
Lagrangian density (13.12) is also invariant under the infinitesimal
bosonic global symmetry transformations

δca = ǫca,

δca = −ǫca, (13.17)

with all other fields remaining inert. Here ǫ represents a constant,
commuting infinitesimal parameter and the generator of this symme-
try transformation merely corresponds to the ghost number operator,
namely, it corresponds to the operator that counts the ghost num-
ber of the fields. This is known as the ghost scaling symmetry of
the theory. (The fact that these transformations are like scale trans-
formations and not like phase transformations, which is normally
associated with the number operator, has to do with the particular
hermiticity properties that the ghost and the anti-ghost fields satisfy
for a consistent covariant quantization of the theory which we will
discuss in the next section.)

13.2 Covariant quantization of Yang-Mills theory

The presence of the BRST symmetry and the ghost scaling symme-
try in the gauge fixed Yang-Mills theory leads to many interesting
consequences. For example, it allows us to carry out covariant (op-
erator) quantization of the non-Abelian gauge theory (much like we
had done for the Abelian theory). Let us recall that the vector space
of the full theory in the covariant gauge (12.181), as we have em-
phasized several times by now, contains many more states than the
physical states alone. Therefore, the physical Hilbert space needs to
be properly selected for a discussion of physical questions associated
with the non-Abelian gauge theory. We have already seen that the
naive Gupta-Bleuler quantization does not work in the non-Abelian
case. We recall that the physical space must be selected in such a
way that it remains invariant under the time evolution of the sys-
tem. In the covariant gauge in Maxwell’s theory, for example, we
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have seen that the states in the physical space are selected as the
ones satisfying the Gupta-Bleuler condition (see (9.162))

∂µA(+)
µ (x)|phys〉 = 0, (13.18)

where the superscript, “(+)”, stands for the positive frequency part of
the field. We recognize that even though this looks like one condition,
in reality it is an infinite number of conditions since it has to hold for
every value of the coordinate x. In the Abelian theory, the Gupta-
Bleuler condition works because ∂µAµ(x) satisfies the free Klein-
Gordon equation (9.130) in the covariant gauge (12.164) and hence
the physical space so selected remains invariant under time evolution.
The corresponding operator in a non-Abelian theory, as we have
seen in (12.119), does not satisfy a free equation and hence it is not
a suitable operator for identifying the physical subspace in a time
invariant manner. On the other hand, the generators of the BRST
symmetry, QBRST, and the ghost scaling symmetry, Qc, are conserved
and hence can be used to define a physical Hilbert space which would
remain invariant under the time evolution of the system. (QBRST

and Qc are the charges constructed from the Nöther current for the
respective transformations whose explicit forms can be obtained from
the Nöther procedure and will be derived below.) Thus, we can
identify the physical space of states of the gauge theory as satisfying
(we note that at this point this only defines a subspace of the total
vector space and we still have to show that this subspace indeed
coincides with the physical Hilbert space)

QBRST|phys〉 = 0,

Qc|phys〉 = 0. (13.19)

Note that even in the case of Maxwell’s theory, the conditions in
(13.19) would appear to correspond to only two conditions and not
an infinite number of conditions as we have seen is the case with the
Gupta-Bleuler condition in (13.18). It is, therefore, not clear a priori

if the conditions (13.19) are sufficient to reproduce even the Gupta-
Bleuler condition in the case of the Abelian theory (namely, whether
they can reduce the vector space sufficiently enough to coincide with
the physical space).
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To see that these conditions indeed lead to the Gupta-Bleuler
condition in Maxwell’s theory, let us note that the Nöther current
densities associated with the BRST transformation as well as the
ghost scaling transformation have the forms (recall that we use left
derivatives for Grassmann variables and that ω is an anti-commuting
parameter)

J
(ω)µ
BRST(x) =

∂LTOT

∂∂µAaν
δAaν +

∂LTOT

∂∂µF a
δF a + δca

∂LTOT

∂∂µca
+ δca

∂LTOT

∂∂µca

= −FµνaδAaν + δca(Dµc)a − δca (∂µca)

= −ω
(
Fµνa(Dνc)

a + F a(Dµc)a +
g

2
fabc (∂µca) cbcc

)
,

Jµ(ǫ)c = δca
∂LTOT

∂∂µca
+ δca

∂LTOT

∂∂µca

= −ǫca(Dµc)a − ǫca∂µca = ǫ ((∂µca)ca − ca(Dµc)a) , (13.20)

where we have used the fact that the auxiliary field does not trans-
form under the BRST transformations and the fields Aaµ, F

a are inert
under the scaling of ghost fields. From this, we can obtain the BRST
as well as the ghost scaling current densities without the parameters
of transformation to correspond to

JµBRST = Fµνa(Dνc)
a + F a(Dµc)a +

g

2
fabc (∂µca) cbcc,

Jµc = (∂µca) ca − ca (Dµc)a . (13.21)

The corresponding conserved charges can also be obtained from these
current densities and take the forms

QBRST =

∫
d3x J0

BRST

=

∫
d3x
(
F 0i a(Dic)

a + F a(D0c)a +
g

2
fabc ċacbcc

)

=

∫
d3x

(
− (∂0F a)ca + F a(D0c)a +

g

2
fabcċacbcc

)
,

Qc =

∫
d3x J0

c =

∫
d3x

(
ċaca − ca(D0c)a

)
, (13.22)
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where we have integrated by parts the first term (in QBRST) and have
used the equation of motion for the gauge field

DµF
µνa = −∂νF a, (13.23)

following from (13.12). In particular, we note that for the Abelian
theory where fabc = 0 and there is no internal index “a”, the BRST
and the ghost scaling charge operators can be obtained from (13.22)
to correspond to

QBRST =

∫
d3x
(
− Ḟ c+ F ċ

)
=

∫
d3xF

←→
∂0 c,

Qc =

∫
d3x

(
ċc− cċ

)
= −

∫
d3x c

←→
∂0 c. (13.24)

If we use the field decomposition for the fields and normal order the
charges (so that the annihilation/positive frequency operators are to
the right of the creation/negative frequency operators), the BRST
charge has the explicit form (we do not show the normal ordering
explicitly)

QBRST = i

∫
d3k

(
c(−)(−k)F (+)(k)− F (−)(−k)c(+)(k)

)
.

(13.25)

Here we have transformed to the momentum space and the factor of
energy k0, coming from the time derivative, cancels the one in the
normalization of the fields (see, for example, (5.57)).

Let us note that the condition (13.19)

Qc|phys〉 = 0, (13.26)

implies that the physical states must have (net) zero ghost number.
In principle, this allows for states containing an equal number of
ghost and anti-ghost particles in the state. Thus, denoting the phys-
ical states of the theory as (we are contemplating using the auxiliary
field equation to write F in terms of Aµ at the end)
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|phys〉 = |Aµ〉 ⊗ |n, n〉, (13.27)

where n, n denote the (equal) number of ghost and anti-ghost par-
ticles, we note that if the physical states have to further satisfy the
condition

QBRST|phys〉

= i

∫
d3k

(
c(−)(−k)F (+)(k)− F (−)(−k)c(+)(k)

)
|Aµ〉 ⊗ |n, n〉

= 0, (13.28)

then this implies that

c(+)(k)|n, n〉 = 0, and F (+)(k)|Aµ〉 = 0. (13.29)

The first of the two conditions implies that the physical states should
have no ghost particles (the number of ghost and anti-ghost particles
have to be the same by the other physical condition (13.27)),

|phys〉 = |Aµ〉 ⊗ |0, 0〉 = |Aµ〉, (13.30)

and must further satisfy (the second condition with k0 = |k|)

F (+)(k)|phys〉 = 0 =
(
kµA

µ(+)(k)
)
|phys〉, (13.31)

where we have used the equation of motion for the auxiliary field (see
(13.11)). This is precisely the Gupta-Bleuler condition in momentum
space and this derivation shows how a single condition can give rise
to an infinite number of conditions (in this case, for every momentum
mode k). Thus, we feel confident that the physical state conditions
in (13.19) are the right ones even for the non-Abelian theory.

To investigate systematically whether the physical state condi-
tions in (13.19) really select out the subspace of physical states in
the non-Abelian theory, we note from the form of the Lagrangian
density (13.12) that we can obtain the canonical momenta conjugate
to various field variables of the theory to correspond to
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Πia =
∂LTOT

∂Ȧai
= −F 0ia,

Πa =
∂LTOT

∂Ḟ a
= Aa0,

Πac =
∂LTOT

∂ċa
= −ċa,

Πac =
∂LTOT

∂ċa
= (D0c)

a . (13.32)

Here we have used left derivatives for the anti-commuting ghost fields.
In particular, we see that in this formulation with the auxiliary field,
Aa0 plays the role of the momentum conjugate to F a. The nontrivial
equal-time canonical (anti-) commutation relations for the theory can
now be written as (~ = 1)

[
Aai (x, t),Π

jb(y, t)
]
= iδabδji δ

3(x− y),
[
F a(x, t),Πb(y, t)

]
= iδabδ3(x− y),

[
ca(x, t),Πbc(y, t)

]
+
= iδabδ3(x− y),

[
ca(x, t),Πbc(y, t)

]
+
= iδabδ3(x− y). (13.33)

The hermiticity conditions for the ghost fields which arise out of var-
ious consistency conditions (for example, the Lagrangian density and
the conserved charges have to be Hermitian, the (anti-) commuta-
tion relations (13.33) have to satisfy the proper hermiticity properties
etc.) are given by

(ca)† = ca,

(ca)† = −ca. (13.34)

With this choice, the BRST parameter ω is seen to be anti-Hermitian
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ω† = −ω, (13.35)

and we note that the currents (13.21) and, therefore, the conserved
charges (13.22) are Hermitian with the assigned hermiticity condi-
tions (13.34) for the ghost fields. The conserved charges (13.22) can
now be expressed in terms of the fields and the conjugate momenta
as (before integrating the first term by parts in QBRST, see (13.22))

QBRST = −
∫

d3x
(
Πia(Dic)

a − F aΠac +
g

2
fabcΠacc

bcc
)
,

Qc = −
∫

d3x (Πacc
a + caΠac ) , (13.36)

and we can calculate the algebra of charges as well as various other
relations of interest using the (anti-) commutation relations (13.33)
for the field variables. We note, for example, that (this basically
describes the behavior of the ghost fields under a scaling (13.17))

[ca(x), Qc] = −ica(x),
[ca(x), Qc] = ica(x). (13.37)

Therefore, we see that we can think of iQc as the ghost number
operator (with the ghost number for ca being negative).

The algebra of the conserved charges also follows in a straight-
forward manner from (13.36) and (13.33)

[QBRST, QBRST]+ = 2Q2
BRST = 0,

[Qc, Qc] = 0,

[QBRST, Qc] = −iQBRST. (13.38)

This algebra can also be derived directly from the transformation
laws for the field variables in (13.13) and (13.17). The first equation
in (13.38) simply reiterates in an operator language the fact that
the BRST transformations are nilpotent (see (13.14)). The second
equation implies that the ghost scaling symmetry is Abelian. The
third is a statement of the fact that the BRST charge carries a ghost
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number of unity. An immediate consequence of the algebra in (13.38)
is that

QBRST e
πQc = eπ(Qc−i)QBRST = −eπQcQBRST,

or,
[
QBRST, e

πQc
]
+
= 0, (13.39)

which is quite useful (particularly) in dealing with gauge theories at
finite temperature.

As is clear from our earlier discussions, the total vector space V of
the complete gauge theory (13.12) contains various unphysical states
as well as states with negative norm in addition to the physical states.
Consequently, the metric of this space and the inner product become
indefinite and a probabilistic description of the quantum theory is lost
unless we can restrict to a suitable subspace with a positive definite
inner product. As we have discussed earlier, we can select out a
subspace Vphys by requiring that states in this space are annihilated
by QBRST. Namely, for every |Ψ〉 ∈ Vphys, we have

QBRST|Ψ〉 = 0. (13.40)

We emphasize again that such an identification of the physical sub-
space is invariant under the time evolution of the system since the
BRST transformations define a symmetry of the full theory as a re-
sult of which QBRST commutes with the Hamiltonian,

[QBRST,H] = 0. (13.41)

We note that there are two possible kinds of states which will satisfy
the physical state condition (13.40). First, if a state |Ψ〉 cannot be
written as

|Ψ〉 6= QBRST|Ψ̃〉, (13.42)

for some |Ψ̃〉 and still satisfies the physical state condition, then, it
is truly a BRST singlet (invariant) state. The field operator which
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creates such a state must necessarily commute with QBRST and, there-
fore, must represent a truly gauge invariant field variable, namely,
(we assume that the vacuum state is a BRST singlet (invariant) state)

QBRST|Ψ〉 = QBRSTΨ̂|0〉 =
[
QBRST, Ψ̂

]
|0〉 = 0, (13.43)

where we have assumed that the operator Ψ̂ creates the state |Ψ〉
from vacuum, namely,

Ψ̂|0〉 = |Ψ〉. (13.44)

This implies that

[
QBRST, Ψ̂

]
= 0, (13.45)

and transverse fields would represent such operators which are gauge
invariant asymptotically. Such states would, therefore, correspond to
truly physical states of the theory and since gauge invariant degrees
of freedom have physical (non-negative) commutation relations, such
states would have positive norm. (Note that the auxiliary field does
not transform under a BRST transformation and, therefore, also
satisfies the above relation. However, as we have seen in (13.13), it
can be written as the BRST variation of the anti-ghost field and,
therefore, has a different character.)

The second class of states which would satisfy the physical state
condition (13.40) can be written in the form

|Ψ〉 = QBRST|Ψ̃〉. (13.46)

We see that the physical state condition is trivially satisfied in this
case because of the nilpotency of QBRST (see (13.38)). The nilpotency
of QBRST also implies that all such states would have zero norm be-
cause (QBRST is Hermitian with our choice of hermiticity conditions
(13.34) for the ghost fields)

〈Ψ|Ψ〉 = 〈Ψ̃|QBRSTQBRST|Ψ̃〉 = 0. (13.47)
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Such a state would also be orthogonal to any physical state (either
of the first or the second kind) satisfying the physical state condition
(13.40) because if |Ψ〉 represents a physical state (of either kind)
while |Ψ′〉 is a state of the second kind, then

〈Ψ′|Ψ〉 = 〈Ψ̃′|QBRST|Ψ〉 = 0, (13.48)

which follows from the physical state condition. If we denote all the
states of Vphys of the second kind by V0, then, this would contain all
the zero norm states which would be orthogonal to Vphys itself. The
true physical states which satisfy the physical state condition and
are of the first kind can, therefore, be identified as belonging to the
quotient space V phys =

Vphys
V0

and will have positive definite norm.
Every state in Vphys can, of course, be decomposed into states

containing fixed numbers of unphysical particles. Thus, defining P (n)

as the projection operator onto the n-unphysical particle sector, we
have

∞∑

n=0

P (n) = 1,

P (n)P (m) = δnmP
(n). (13.49)

Here, by unphysical, we mean states containing quanta of the ghost
fields, the longitudinal components of Aaµ and the auxiliary fields. We
recall from (13.13) that the auxiliary field can be written as a BRST
variation of the anti-ghost field as (note that QBRST is the genera-
tor of the BRST transformations and generates the transformations
in (13.13) through (anti-) commutation with the appropriate field
variables)

F a ∼ [QBRST, c
a]+ , (13.50)

so that a state with an auxiliary field would belong to the second kind
of physical state. It is clear from the definition in (13.49) that P (0)

projects onto the truly physical states of the theory (namely, with
no unphysical particles) and from the completeness of the projection
operators in (13.49), we note that we can write
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P (0) = 1− P ′, (13.51)

where

P ′ =
∞∑

n=1

P (n). (13.52)

We can, of course, construct the actual forms of all the projection
operators explicitly, but this is not very illuminating. What is inter-
esting, however, is the fact that P (0) projects onto the true physi-
cal states and, therefore, must be gauge invariant and will commute
with QBRST. It follows, then, that P

′ must also commute with QBRST.
Namely, we have

[
QBRST, P

(0)
]
= 0,

[
QBRST, P

′] = 0. (13.53)

However, the difference between the two lies in the fact that P ′ must
necessarily involve unphysical fields since it projects onto unphysical
states and, therefore, cannot be truly gauge invariant. Consequently,
it must have the form (for some fermionic operator R, whose explicit
form is not important for our discussions)

P ′ = [QBRST, R]+ , (13.54)

so that

[
QBRST, P

′] =
[
QBRST, [QBRST, R]+

]
= 0, (13.55)

which follows from the nilpotency of QBRST. In fact, we can even
show that for every P (n), n ≥ 1, we can write

P (n) =
[
QBRST, R

(n)
]
+
. (13.56)
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It is now easy to show that P (n), for n ≥ 1, and, therefore,
P ′ project onto the zero norm space V0 when acting on states |Ψ〉
which satisfy the physical state condition (13.40). For example, let
|Ψ〉, |Ψ′〉 ∈ Vphys, then,

〈Ψ′|P (n)|Ψ〉 = 〈Ψ′|
[
QBRST, R

(n)
]
+
|Ψ〉 = 0, n ≥ 1,

〈Ψ′|P ′|Ψ〉 = 〈Ψ′| [QBRST, R]+ |Ψ〉 = 0, (13.57)

which follows from the physical state condition (13.40) (as well as the
hermiticity of QBRST). Any vector |Ψ〉 ∈ Vphys can now be written as

|Ψ〉 = P (0)|Ψ〉+ P ′|Ψ〉, (13.58)

and, using (13.57), the norm of any such state is, then, obtained to
be

〈Ψ|Ψ〉 = 〈Ψ|P (0)|Ψ〉 ≥ 0. (13.59)

This, therefore, shows that Vphys, defined by the physical state con-
dition, has a positive semi-definite norm as we should have for a
physical vector space and the value of the norm depends on the truly
physical component of the state. This also makes it clear that the
norm of a state |Ψ〉 ∈ V phys =

Vphys
V0

would be positive definite. This
would correspond to the true physical subspace of the total vector
space. This completes the covariant quantization of the non-Abelian
theory and shows that the generalization of the supplementary con-
dition (Gupta-Bleuler condition) to the non-Abelian theory can be
achieved as a consequence of the BRST symmetry of the theory and
is given by (13.19).

13.3 Unitarity

The BRST invariance of a gauge theory is quite important from yet
another consideration. It leads to a formal proof of unitarity of the
theory when restricted to the subspace of the physical Hilbert space.
We will only outline the proof of unitarity in this section.
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The question of the unitarity of the S-matrix in a gauge theory
can be formulated in the following manner. We note that, with
the hermiticity assignments for the ghost fields in (13.34), the total
Lagrangian density (13.12) is Hermitian so that the S-matrix of the
theory is formally unitary, namely,

S†S = SS† = 1. (13.60)

Furthermore, the S-matrix is BRST invariant since the full theory
is, so that

[QBRST, S] = 0. (13.61)

Given these, the question that we would like to understand is whether
one can define an operator Sphys which would act and correspond to
the S-matrix in the (true) physical subspace of states of the theory
and which will also be unitary. This question can be systematically
analyzed as follows.

Let us note here from the discussions of the last section that for
any |Ψ〉, |Φ〉 ∈ Vphys and any two operators A and B acting on Vphys
(i.e., any two operators which do not take us out of Vphys)

〈Ψ|P (0)|Φ〉 = 〈Ψ|(1− P ′)|Φ〉 = 〈Ψ|Φ〉,

〈Ψ|AP (0)B|Φ〉 = 〈Ψ|A(1− P ′)B|Φ〉 = 〈Ψ|AB|Φ〉, (13.62)

which follow from (13.57). Furthermore, we note that given any state
|Ψ〉 ∈ Vphys, we can define a unique state |Ψ〉 ∈ V phys as

|Ψ〉 = P (0)|Ψ〉, (13.63)

where we note that in the space V phys, P
(0) acts as the identity

operator, namely,

P (0)|Ψ〉 =
(
P (0)

)2|Ψ〉 = P (0)|Ψ〉 = |Ψ〉. (13.64)



July 13, 2020 8:54 book-9x6 11845-main page 563

13.3 Unitarity 563

The two states, |Ψ〉 and |Ψ〉, differ only by a zero norm state which
is orthogonal to every state in Vphys so that the inner product of any
two such states is the same

〈Ψ|Φ〉 = 〈Ψ|
(
P (0)

)2|Φ〉 = 〈Ψ|P (0)|Φ〉 = 〈Ψ|Φ〉, (13.65)

where the last identity follows from the first of the conditions in
(13.62). Given this, it is clear that we can define the S-matrix which
acts on the physical space V phys as satisfying

P (0)S = SphysP
(0), (13.66)

such that for |Ψ〉 ∈ Vphys, |Ψ〉 = P (0)|Ψ〉 ∈ V phys as defined in
(13.63),

Sphys|Ψ〉 = SphysP
(0)|Ψ〉 = P (0)S|Ψ〉 = S|Ψ〉. (13.67)

It is clear that since S is BRST invariant, it will leave the space
Vphys invariant and hence Sphys will not take a state out of V phys.
Furthermore, we now have

〈Ψ|S†
physSphys|Φ〉 = 〈Ψ|P (0)S†

physSphysP
(0)|Φ〉

= 〈Ψ|S†P (0)S|Φ〉

= 〈Ψ|S†S|Φ〉 = 〈Ψ|Φ〉 = 〈Ψ|Φ〉, (13.68)

where we have used (13.66) and the second relation in (13.62) as well
as the formal unitarity of S (13.60). It follows from (13.68) that

S†
physSphys = 1, (13.69)

in the physical space V phys of the theory. In other words, the phys-
ical state condition (13.40) which naturally follows from the BRST
invariance of the theory, also automatically leads to a formal proof of
unitarity of the S-matrix in the subspace of the truly physical states
of the theory. In a similar manner, we can also show that
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SphysS
†
phys = 1, (13.70)

in the physical space V phys of the theory.
As another consequence of the BRST invariance of the theory, we

can show that the gauge fixing and the ghost Lagrangian densities
lead to no physical consequences. This is particularly important since
(as we have emphasized before) we have modified the starting theory
through a series of formal manipulations and we should show that
this has not changed the physical content of the theory. To show this,
we note that these extra terms in the Lagrangian density (namely,
the gauge fixing and the ghost Lagrangian densities) can, in fact, be
written as a BRST variation (with the parameter of transformation
taken out), namely,

LGF + Lghost =
ξ

2
F aF a + (∂µF a)Aaµ + ∂µca(Dµc)

a

= δ
(
− ξ

2
caF a − ∂µcaAaµ

)

=
[
QBRST,

(
− ξ

2
caF a − ∂µcaAaµ

)]
+
. (13.71)

Here we have used the fact that the BRST charge is the generator
of the BRST transformations so that the transformations for any
fermionic operator is generated through the anti-commutator of the
operator with the generator. It now follows from the physical state
condition (13.40) that

〈phys| (LGF + Lghost) |phys′〉

= −〈phys|
[
QBRST,

(ξ
2
caF a + ∂µcaAaµ

)]
+
|phys′〉

= 0. (13.72)

This shows that the terms added to modify the original Lagrangian
density have no contribution to the physical matrix elements of the
theory. We can also show that all the physical matrix elements of the
theory are independent of the choice of the gauge fixing parameter
ξ in the following manner (the BRST variation denoted is with the
parameter of transformation taken out)
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∂

∂ξ
〈0|0〉J =

∂Z[J ]

∂ξ
=
i

2
〈0|
∫

d4xF aF a|0〉J

= − i
2

∫
d4x 〈0|δ (caF a) |0〉J

= − i
2

∫
d4x 〈0| [QBRST, c

aF a]+ |0〉J = 0, (13.73)

where we have used the fact that the vacuum belongs to the physical
Hilbert space of the theory and as such is annihilated by the BRST
charge.

13.4 Slavnov-Taylor identity

The BRST invariance of the full theory leads to many relations be-
tween various scattering amplitudes of the theory. These are known
as theWard-Takahashi identities (in the Abelian case) or the Slavnov-
Taylor identities (in the non-Abelian case) of the theory and are quite
essential in establishing the renormalizability of gauge theories. We
have already given a simple diagrammatic derivation of such iden-
tities in the case of QED in section 9.7. However, such a simple
diagrammatic derivation does not carry over to non-Abelian gauge
theories and they are best described systematically within the con-
text of path integrals which we will do next.

However, before we go into the actual derivation, let us recapit-
ulate briefly some of the essential concepts from path integrals (a
detailed discussion is beyond the scope of these lectures). For sim-
plicity, let us consider the self-interacting field theory of a real scalar
field coupled to an external source described by the action

SJ [φ] = S[φ] +

∫
d4xJ(x)φ(x), (13.74)

where S[φ] denotes the dynamical action of the self-interacting scalar
field. In this case, as we have seen in (12.121), the vacuum functional
is given by



July 13, 2020 8:54 book-9x6 11845-main page 566

566 13 BRST invariance and its consequences

〈0|0〉J = Z[J ] = eiW [J ] = N

∫
Dφ eiSJ [φ]. (13.75)

As we have already mentioned in the last chapter, Z[J ] and W [J ]
are known as the generating functionals for the Green’s functions of
the theory. For example,

〈0|T
(
φ(x1) · · · φ(xn)

)
|0〉 = (−i)n

Z[J ]

δnZ[J ]

δJ(x1) · · · δJ(xn)
∣∣∣
J=0

, (13.76)

defines the time ordered n-point Green’s function of the theory. On
the other hand,

〈0|T
(
φ(x1) · · · φ(xn)

)
|0〉c

= (−i)n−1 δnW [J ]

δJ(x1) · · · δJ(xn)
∣∣∣
J=0

, (13.77)

leads to the connected time ordered n-point Green’s functions of
the theory. To clarify this distinction further, let us note here that
each term in the calculation of the Green’s function in (13.76) and
(13.77) in the path integral formalism corresponds to a unique Feyn-
man diagram in perturbation theory. In general, the n-point Green’s
functions would involve Feynman diagrams which consist of parts
that are not connected and Z[J ] (through (13.76)) includes contri-
butions of all diagrams (including the ones that are not connected) to
a Green’s function. On the other hand, the Green’s functions calcu-
lated fromW [J ] (the logarithm of Z[J ]) through (13.77) involve only
Feynman diagrams where all the parts of the diagram are connected.
This is more fundamental since the general Green’s functions can be
constructed in terms of these. In particular we note that

〈0|φ(x)|0〉J = φc(x) =
δW [J ]

δJ(x)
=

(−i)
Z[J ]

δZ[J ]

δJ(x)

=

〈
δSJ [φ]

δJ(x)

〉
, (13.78)
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is known as the classical field (see (7.49)) and is a functional of J .
The connected two point time ordered Green’s function which also
corresponds to the Feynman propagator of the theory is similarly
obtained from (13.77) (we assume here that δW

δJ

∣∣
J=0

= 0)

iGF(x− y) = 〈0|T
(
φ(x)φ(y)

)
|0〉c

= (−i) δ2W [J ]

δJ(x)δJ(y)

∣∣∣
J=0

=
(−i)2
Z[J ]

δ2Z[J ]

δJ(x)δJ(y)

∣∣∣
J=0

. (13.79)

The connected time ordered n-point Green’s functions consist
of connected Feynman diagrams with external lines (propagators).
However, the more fundamental concept in perturbation theory is
the diagram without the external propagators known as the vertex
function. The diagrams that contribute to the n-point vertex func-
tion and which cannot be separated into two disconnected diagrams
by cutting a single internal line (propagator) of the diagram lead to
what are known as the 1PI (one particle irreducible) vertex functions
or the proper vertex functions of the theory. These are quite fun-
damental in the study of quantum field theory and the generating
functional which generates such vertex functions is constructed as
follows. Let us Legendre transform W [J ] as (this is like going from
the Lagrangian to the Hamiltonian)

Γ[φc] =W [J ]−
∫

d4xJ(x)φc(x). (13.80)

It can now be checked using (13.78) that

δΓ[φc]

δφc(x)

=

∫
d4y
[δW [J ]

δJ(y)

δJ(y)

δφc(x)
− δJ(y)

δφc(x)
φc(y)− δ4(x− y)J(y)

]

= −J(x). (13.81)

This is like the Euler-Lagrange equation for the theory and the gen-
erating functional Γ[φc] is known as the effective action of the theory
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(including all quantum corrections) and generates the proper (1PI)
vertex functions of the theory.

With these basic ideas from path integrals, let us consider the
effective Lagrangian density (at the lowest order or tree level) which
consists of LTOT for the Yang-Mills theory (13.12) as well as source
terms as follows

Leff = LTOT + JµaAaµ + JaF a + i (ηaca − caηa)

+Kµa (Dµc)
a +Ka

(g
2
fabccbcc

)
. (13.82)

Here, we have not only introduced sources for all the field variables
in the theory, but we have also added sources (Kµa,Ka) for the
composite variations under the BRST transformation (namely, for
the variations in (13.13) of the fields Aaµ and ca which are nonlinear
in the field variables). It is worth noting here that the source Kµa

is of fermionic nature (in addition to the fermionic sources ηa, ηa).
The usefulness of adding these new sources will become clear shortly.
Denoting all the fields and the sources generically by A and J respec-
tively, we can write the generating functional for the theory as

〈0|0〉J = Z[J ] = eiW [J ] = N

∫
DA ei

∫
d4xLeff . (13.83)

The vacuum expectation values of operators, in the presence of sources,
can now be written as

〈0|Aaµ|0〉J = 〈Aaµ〉J = A(c) a
µ =

δW [J ]

δJµa
,

〈0|F a|0〉J = 〈F a〉J = F (c)a =
δW [J ]

δJa
,

〈0|ca|0〉J = 〈ca〉J = c(c)a = (−i)δW [J ]

δηa
,

〈0|ca|0〉J = 〈ca〉J = c(c)a = (−i)δW [J ]

δηa
,

〈0| (Dµc)
a |0〉J = 〈(Dµc)

a〉J =
δW [J ]

δKµa
,
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〈0|
(g
2
fabccbcc

)
|0〉J = 〈

(g
2
fabccbcc

)
〉J =

δW [J ]

δKa
. (13.84)

Here, we have assumed the convention of left derivatives for the anti-
commuting fields. The fields A(c) are known as the classical fields
(see, for example, (7.49)) and in what follows we will ignore the
superscript (c) for notational simplicity.

The effective Lagrangian density is no longer invariant under the
BRST transformations (13.13) when the external sources are held
fixed. In fact, recalling that LTOT in (13.82) is BRST invariant and
that the BRST transformations are nilpotent, we obtain the change
in Leff to be (remember that the parameter of the BRST trans-
formations, ω, is anti-commuting and also that δ(Dµc

a) as well as
δ(12f

abccbcc) vanish because of nilpotency of the BRST transforma-
tions)

δLeff = JµaδAaµ + JaδF a + i (ηaδca − δcaηa)

=
ω

g

[
Jµa(Dµc)

a + i
(
− g

2
fabcηacbcc + F aηa

)]
. (13.85)

We note that the generating functional is defined by integrating over
all possible field configurations. Therefore, if we redefine the fields
under the path integral as,

A→ A+ δBRSTA, (13.86)

the generating functional should be invariant (namely, since it does
not depend on the field variables, it should not change under any
field redefinition). This immediately leads from (13.85) to (see also
(13.78))

δZ[J ] = 0 = N

∫
DA
(
i

∫
d4x δLeff

)
ei

∫
d4xLeff

=
ω

g

∫
d4x
(
Jµa(x)

δZ

δKµa(x)
− iηa(x) δZ

δKa(x)

+ iηa(x)
δZ

δJa(x)

)
. (13.87)
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The functional integration measure can be easily checked to be in-
variant under such a fermionic transformation and using (13.75) we
note that (13.87) can also be written as

∫
d4x
(
Jµa(x)

δW

δKµa(x)
− iηa(x) δW

δKa(x)
+ iηa(x)

δW

δJa(x)

)
= 0.

(13.88)

This is the master equation from which we can derive all the identi-
ties relating the connected Green’s functions of the theory by taking
functional derivatives with respect to sources. It is here (namely, in
(13.87) and (13.88)) that the usefulness of the sources for the com-
posite BRST variations becomes evident.

Most often, however, we are interested in the identities satisfied
by the proper (1PI) vertices of the theory. These can be obtained
by passing from the generating functional for the connected Green’s
functions W [J ] to the generating functional for the proper vertices
Γ[A] through the Legendre transformation involving the field vari-
ables of the theory (see (13.80) and the field variables are really the
classical fields and we are dropping the superscript (c) for simplicity),
we have

Γ[A,K] =W [J,K]−
∫

d4x
(
JµaAaµ + JaF a + i (ηaca − caηa)

)
,

(13.89)

where K stands generically for the sources for the composite BRST
variations. From the definition of the generating functional for the
proper vertices (see (13.81)), it is clear that

δΓ

δAaµ
= −Jµa,

δΓ

δF a
= −Ja,

δΓ

δca
= iηa,
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δΓ

δca
= iηa,

δΓ

δKa
µ

=
δW

δKa
µ

,

δΓ

δKa
=

δW

δKa
. (13.90)

Using these definitions, we see that we can rewrite the master equa-
tion (13.88) in terms of the generating functional for the proper ver-
tices as

∫
d4x

(
δΓ

δAaµ(x)

δΓ

δKµa(x)
+

δΓ

δca(x)

δΓ

δKa(x)
− F a(x) δΓ

δca(x)

)
= 0.

(13.91)

This is the master equation from which we can derive all the rela-
tions between various (1PI) proper vertices resulting from the BRST
invariance of the theory by taking functional derivatives with respect
to (classical) fields. This is essential in proving the renormalizability
of gauge theories. Thus, for example, let us note that we can write
the master identity (13.91) in the momentum space as

∫
d4k

(
δΓ

δAaµ(−k)
δΓ

δKµa(k)
+

δΓ

δca(−k)
δΓ

δKa(k)

−F a(k) δΓ

δca(k)

)
= 0. (13.92)

Taking derivative of this with respect to δ2

δF b(p)δcc(−p) and setting all

field variables to zero gives

δ2Γ

δF b(p)δAaµ(−p)
δ2Γ

δcc(−p)δKµa(p)
− δ2Γ

δcc(−p)δcb(p) = 0. (13.93)

A simple analysis of this relation shows that the mixed two point
vertex function involving the fields F -Aµ is related to the two point
function for the ghost fields and, consequently, the counter terms
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(quantum corrections) should satisfy such a relation. The BRST
invariance, in this way, is very fundamental in the study of gauge
theories as far as renormalizability and gauge independence of phys-
ical observables are concerned. For example, the gauge dependence
of the effective potential in a gauge theory (with scalar fields) as
well as the gauge independence of the physical poles of the propaga-
tor can be obtained systematically from the Nielsen identities which,
like the Slavnov-Taylor identities, follow from the BRST invariance
of the theory. (We would describe Nielsen identities as well as the
gauge independence of the fermion mass in chapter 18. We would
also discuss renormalization of field theories in a separate chapter.)

13.5 Feynman rules

Understanding gauge fixing for gauge theories in the path integral
formalism is quite essential in developing the perturbation theory
for gauge theories. We note that since gauge fixing breaks gauge
invariance, it renders the theory nonsingular making it possible to
define the propagator of the theory and derive the Feynman rules for
the non-Abelian gauge theory. These are the essential elements in
carrying out any perturbative calculation in a quantum field theory.
Let us recall that the total Lagrangian density after gauge fixing (in
the covariant gauge) has the form (13.2)

LTOT = −1

4
F aµνF

µνa − 1

2ξ

(
∂µAaµ

)2
+ ∂µcaDµc

a. (13.94)

The propagators of the theory can be derived from the free part of
the Lagrangian density which is quadratic in the field variables

LQ = −1

4

(
∂µA

a
ν − ∂νAaµ

)
(∂µAνa − ∂νAµa)

− 1

2ξ

(
∂µAaµ

)2
+ ∂µca∂µc

a

=
1

2
Aaµ

(
ηµν�−

(
1− 1

ξ

)
∂µ∂ν

)
Aaν − ca�ca

=
1

2
AaµO

µν abAbν + caMabcb, (13.95)
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where we have neglected total divergence terms and have identified

Oµν ab = δab
(
ηµν�−

(
1− 1

ξ

)
∂µ∂ν

)
, Mab = −δab�. (13.96)

The propagators for the gauge and the ghost fields are the in-
verses O−1ab

µν and M−1ab respectively of the two point functions (up
to multiplicative factors). (They are the Green’s functions of the free
theory.) The inverses of the two point functions are easily calculated
in the momentum space where the quadratic operators in (13.96)
take the forms

Mab(p) = δabp2,

Oµν ab(p) = −δab
(
ηµνp2 −

(
1− 1

ξ

)
pµpν

)
. (13.97)

The inverse of Mab(p) in (13.97) is quite simple (it is like the prop-
agator of a massless scalar field)

M−1ab(p) =
δab

p2
, (13.98)

while the derivation of the inverse of Oµν ab(p) is a bit more involved.
Therefore, let us derive this inverse systematically. Let us note that
the Green’s function O−1ab

µν (p) is a symmetric second rank tensor (of
rank 2) and with all the Lorentz structures available (pµ, ηµν), we
can parameterize the most general form of the inverse as

O−1ab
µν (p) = δab

(
α ηµν + β

pµpν
p2

)
, (13.99)

where α, β are arbitrary parameters to be determined (they are not
necessarily constants and can be Lorentz invariant functions of the
momentum). With this parameterization, we note that the inverse
is defined to satisfy (repeated indices are summed)

Oµν ab(p)O−1bc
νλ (p) = δacδµλ,

or,
(
ηµνp2 −

(
1− 1

ξ

)
pµpν

)
O−1ac
νλ (p) = −δacδµλ. (13.100)
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Substituting the parameterization (13.99) for the inverse and carry-
ing out the multiplication explicitly we have

(
ηµνp2 −

(
1− 1

ξ

)
pµpν

)(
αηνλ + β

pνpλ
p2

)
= −δµλ,

or, αp2δµλ − α
(
1− 1

ξ

)
pµpλ + β pµpλ − β

(
1− 1

ξ

)
pµpλ = −δµλ,

or, (αp2 + 1)δµλ −
(
α(1− 1

ξ
)− β

ξ

)
pµpλ = 0. (13.101)

Setting the coefficients of each distinct Lorentz structure to zero, it
follows that

α = − 1

p2
,

α
(
1− 1

ξ

)
− β

ξ
= 0,

or, β = α(ξ − 1) = − 1

p2
(ξ − 1), (13.102)

so that we can write the inverse in (13.99) as

O−1ab
µν (p) = −δ

ab

p2

(
ηµν + (ξ − 1)

pµpν
p2

)
. (13.103)

With these, we can write the generating functional for the free
theory as (involving only the quadratic terms of the action as well as
sources for the fields, see (12.127))

Z0 = Ne

[
− i

2

(
Jµa(−p),O−1ab

µν (p)Jνb(p)
)
+i
(
ηa(−p),M−1ab(p)ηb(p)

)]
,

(13.104)

where ( , ) represents the integral over p and we deduce from this
that (see (13.79), the gauge propagator is sometimes also denoted by
Dab
µν(p))
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iGabµν(p) =
(−i)2
Z0

δ2Z0

δJµa(−p)δJνb(p)
∣∣∣
Jµa=ηa=ηa=0

= (−1)
(
− iO−1ab

µν (p)
)
= iO−1ab

µν (p)

= − iδ
ab

p2

(
ηµν + (ξ − 1)

pµpν
p2

)
. (13.105)

This defines the Feynman propagator (we do not explicitly write the
subscript “F” and the iǫ in the denominator for simplicity) for the
gauge field which clearly depends on the gauge fixing parameter ξ.
When ξ = 0, i.e., when we are in the Landau gauge this propagator
is transverse, while for ξ = 1, the gauge is known as the Feynman
gauge where the propagator has a much simpler form which is more
suitable for perturbative calculations. Similarly we note that (once
again we suppress the subscript “F” and the iǫ prescription which is
assumed)

iGab(p) =
(−i)2
Z0

δ2Z0

δηa(−p)δηb(p)
∣∣∣
Jµa=ηa=ηa=0

= (−1)
(
−iM−1ab(p)

)
= iM−1ab(p)

=
iδab

p2
, (13.106)

which defines the ghost propagator (which is sometimes also denoted
by Dab(p)). The propagators can be diagrammatically represented
as

µ, a p ν, b
= iGabµν(p) (13.107)

= − iδ
ab

p2

(
ηµν + (ξ − 1)

pµpν
p2

)
,

a p b
= iGab(p) =

iδab

p2
. (13.108)

We can now write the complete generating functional as
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Z[J ] = exp
[
i

∫
d4x Lint

(1
i

δ

δJ

)]
Z0[J ], (13.109)

where we have used J generically for all the sources and the interac-
tion Lagrangian density can now be identified with

Lint = LTOT − LQ

= gfabc∂µA
a
νA

µbAνc − g2

4
fabpf cdpAaµA

b
νA

µcAνd

− gfabcAaµ∂µcccb. (13.110)

Let us now derive the interaction vertices for the theory which
are more useful in the momentum space (where Feynman diagram
calculations are primarily carried out). We note that we can write
the interaction action in the momentum space as

Sint =

∫
d4x Lint

= (2π)4gfabc
∫

d4p1d
4p2d

4p3 δ
4 (p1 + p2 + p3)

× (−ip1µ)Aaν (p1)Aµb (p2)Aνc (p3)

− (2π)4g2

4
fabpf cdp

∫
d4p1d

4p2d
4p3d

4p4

× δ4(p1 + p2 + p3 + p4)A
a
µ(p1)A

b
ν(p2)A

µc(p3)A
νd(p4)

− (2π)4gfabc
∫

d4p1d
4p2d

4p3 δ
4 (p1 + p2 + p3)

× (−ipµ3 )Aaµ (p1) cc (p3) cb (p2) . (13.111)

The tree level 3-point and 4-point interaction vertices of the theory
follow from this to correspond to (the restriction | denotes setting all
field variables to zero)
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V µνλ abc(p1, p2, p3) = i
δ3S

δAaµ(p1)δA
b
ν(p2)δA

c
λ(p3)

∣∣∣∣

= i
δ3Sint

δAaµ(p1)δA
b
ν(p2)δA

c
λ(p3)

∣∣∣∣

= (2π)4gfabcδ4(p1 + p2 + p3)

×
[
ηµν(p1 − p2)λ + ηνλ(p2 − p3)µ + ηλµ(p3 − p1)ν

]
, (13.112)

V µνλρ abcd(p1, p2, p3, p4) = i
δ4S

δAaµ(p1)δA
b
ν(p2)δA

c
λ(p3)δA

d
ρ(p4)

∣∣∣∣

= i
δ4Sint

δAaµ(p1)δA
b
ν(p2)δA

c
λ(p3)δA

d
ρ(p4)

∣∣∣∣

= −(2π)4ig2δ4(p1 + p2 + p3 + p4)
[
fabpf cdp

(
ηµληνρ − ηµρηνλ

)

+ facpfdbp
(
ηµρηνλ − ηµνηλρ

)

+ fadpf bcp
(
ηµνηλρ − ηµληνρ

)]
, (13.113)

V µabc(p1, p2, p3) = i
δ3S

δAaµ(p1)δc
b(p2)δcc(p3)

∣∣∣∣

= i
δ3Sint

δAaµ(p1)δc
b(p2)δcc(p3)

∣∣∣∣

= −(2π)4gfabcpµ3 δ4(p1 + p2 + p3). (13.114)

Therefore, with (13.112)-(13.114) we can represent all the interaction
vertices of the theory diagrammatically as
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µ, a

λ, c

ν, b

p3
p2

p1 = V µνλ abc(p1, p2, p3),

µ, a ν, b

λ, cρ, d

p1 p2

p3p4

= V µνλρ abcd(p1, p2, p3, p4),

µ, a

b

cp1

p2

p3

= V µabc(p1, p2, p3). (13.115)

All the momenta in the above diagrams are assumed to be incoming
and the arrow in the ghost diagram shows the direction of flow of
the ghost number. The dot over the ghost line denotes where the
derivative acts in the interaction term in the Lagrangian density
(namely, the cc field, see for example (13.114)). These represent
all the Feynman rules for the Yang-Mills theory and perturbative
calculations can now be carried out using these Feynman rules.

13.6 Ghost free gauges

In quantizing a non-Abelian gauge theory, we find that a gauge fix-
ing term necessarily modifies the theory and thereby requires the
addition of a ghost Lagrangian density which as we have argued is
necessary to balance the modification induced by the gauge fixing
term. It is interesting to ask if there exist gauge conditions in a
non-Abelian theory where the ghost degrees of freedom may not be
important much like in the Abelian theory. If possible, this would, of
course, simplify the perturbative calculations enormously primarily
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because the number of diagrams to evaluate will be much smaller
(namely, the diagrams with ghosts will be absent). A class of gauge
conditions of the form

n · Aa(x) = fa(x), n2 6= 0 or n2 = 0, (13.116)

where nµ is an arbitrary (fixed) vector does indeed achieve this. Such
a class of gauge choices is conventionally known as ghost free gauges.
When n2 = 0, such a gauge is known as the light-cone gauge, for
n2 = 1 (normalized) it is called the temporal gauge while for n2 = −1
it is known as the axial gauge. We will now discuss, from two distinct
points of view, in what sense these gauges become ghost free in a
non-Abelian gauge theory.

Let us first discuss this from the diagrammatic point of view.
In a general axial-like gauge (13.116), we recall (see (12.153) and
(12.160)) that the total Lagrangian density for a non-Abelian gauge
theory takes the form

LTOT = −1

4
F aµνF

µνa − 1

2ξ
(n ·Aa)2 − can ·Dca. (13.117)

With such a choice of gauge the gauge propagator can be calculated
to have the form

iGabµν = iδab
[ 1
p2

(
− ηµν +

nµpν + nνpµ
(n · p) − n2pµpν

(n · p)2
)

− ξ pµpν
(n · p)2

]
, (13.118)

so that we have (independent of whether n2 = 0 or n2 6= 0)

nµGabµν = −ξδab pν
(n · p) , nµnνGabµν = −ξδab. (13.119)

Similarly, the ghost propagator in the axial-like gauge (13.116) in
this theory has the form
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iGab =
δab

n · p, (13.120)

and the antighost-ghost-gauge vertex involves a multiplicative factor
of nµ. Therefore, the integrand of any diagram involving ghosts,
either open lines or closed loops, will have the structure (we are
not writing the possible multiplicative Lorentz factors involving nµ

which do not effect the integral and we are evaluating the integral in
D dimensions)

∫
dDk

1

(n · k) (n · (k + p1)) . . . (n · (k + p1 + · · ·+ pm))

=

∫ 1

0

m∏

i=0

dxi

∫
dDk

δ(1 − x0 − x1 − · · · − xm)(
n · (k + x1p1 + · · · + xmpm)

)m+1

=

∫ 1

0

m∏

i=0

dxi

∫
dDk

δ(1 − x0 − x1 − · · · − xm)
(n · k)m+1

. (13.121)

Figure 13.1: Examples of diagrams with open and closed ghost lines.

Here we have used the Feynman parameterization to combine the
denominators (to be discussed in (15.23) or in (15.24)) and have
shifted the variable of integration in the last step to bring it to the
simpler form. Using the fact that the integral is Lorentz invariant,
we can rewrite this also as

∫ 1

0

m∏

i=0

dxi
δ(1 − x0 − x1 − · · · − xm)

(n2)(m+1)/2

∫
dDk

(k2)(m+1)/2
= 0,

(13.122)
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and the vanishing of this integral (in the last step) is easily seen
using dimensional regularization (that we will discuss in the chapter
on regularization, see, for example, (15.71)). This shows that all the
diagrams involving ghost interactions can be regularized to zero so
that the ghost degrees of freedom are irrelevant with such a choice
of gauge.

An alternative way to see this is to note that the generating
functional in the axial-like gauge (13.116) has the form

Z = N

∫
DAaµDfa det

(
n ·Dab

)
δ
(
n ·Aa − fa

)
G[fa]eiSinv

= N

∫
DAaµDfa det

(
n · ∂δab + gfabcn · Ac

)

× δ
(
n · Aa − fa

)
G[fa]eiSinv . (13.123)

Here G[fa] is an arbitrary functional of fa which we normally choose
to correspond to the ’t Hooft weight factor

G[fa] = e
− i

2ξ

∫
d4x fafa

. (13.124)

However, since the generating functional does not depend on the
functional form of G [fa] (up to irrelevant multiplicative constants),
let us choose

G[fa] =
[
det
(
n · ∂δab + gfabcf c

)]−1
e−

i
2ξ

∫
d4x fafa . (13.125)

In this case, we can write the generating functional as

Z = N

∫
DAaµDfa det

(
n · ∂δab + gfabcn · Ac

)
δ
(
n · Aa − fa

)

×
[
det
(
n · ∂δab + gfabcf c

)]−1
e
− i

2ξ

∫
d4x fafa

eiSinv

= N

∫
DAaµDfa δ (n ·Aa − fa) e−

i
2ξ

∫
d4x fafa

eiSinv

= N

∫
DAaµ eiSinv− i

2ξ

∫
d4x (n·Aa)2 . (13.126)
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This shows that in this gauge the ghosts decouple completely and
can be absorbed into the normalization factor. Note that such a
decoupling works only because nµ (in n ·Aa inside the determinant)
is a multiplicative operator. It would not work in say, the covariant
gauge. The axial-like gauge choices (13.116) in a non-Abelian gauge
theory, therefore, correspond to ghost free gauges very much like in
the Abelian gauge theories. A second class of ghost free gauges,
which is very useful in calculations of condensates in QCD, is known
as the Fock-Schwinger gauge and will be discussed in Appendix B.
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Chapter 14

Higgs phenomenon and the standard

model

In chapters 9, 12 and 13 we have studied gauge theories (both
Abelian and non-Abelian) in great detail. One of the striking fea-
tures of these theories is that the gauge fields are massless simply
because the action for a mass term for the gauge field in the La-
grangian density

M2

2
AµA

µ, or,
M2

2
AaµA

µa, (14.1)

is not invariant under the gauge transformation (9.15) or (12.35) re-
spectively. As we have mentioned earlier gauge fields can be thought
of as the carriers of physical forces. Therefore, a massless gauge field
is completely consistent with the observed fact that electromagnetic
forces are long ranged. However, we also know of physical forces
in nature (such as the weak force) which are short ranged and this
would seem to suggest (intuitively) that the gauge fields associated
with such forces may be massive. Therefore, in this chapter we would
discuss this important question of massive gauge fields concluding
with the standard model of the electroweak interactions.

14.1 Stückelberg formalism

Let us consider the Lagrangian density for a charge neutral spin 1
field Aµ given by

L = −1

4
FµνF

µν +
M2

2
AµA

µ, (14.2)

583
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where the field strength tensor is defined as in the Maxwell theory

Fµν = ∂µAν − ∂νAµ. (14.3)

The Lagrangian density (14.2) describes a massive photon which
can be seen as follows. The Euler-Lagrange equation following from
(14.2) has the form

∂µ
∂L

∂∂µAν
− ∂L
∂Aν

= 0,

or, − ∂µFµν −M2Aν = 0,

or, ∂µF
µν +M2Aν = 0. (14.4)

Contracting (14.4) with ∂ν and using the anti-symmetry of the field
strength tensor, we obtain

∂ · A = 0, (14.5)

and substituting this back into the Euler-Lagrange equation in (14.4)
yields

∂µ(∂
µAν − ∂νAµ) +M2Aν = 0,

or,
(
�+M2

)
Aν = 0, (14.6)

Equation (14.6) together with the constraint (14.5) defines the Proca
equation (and (14.2) is known as the Proca Lagrangian density) and
it is clear that this system of equations defines a massive spin 1
field theory (a massive photon). Note that the field variable Aµ has
four field degrees of freedom while the constraint (14.5) eliminates
one degree of freedom leaving us with three field degrees of freedom
which is the correct number of dynamical field degrees of freedom for
a massive spin 1 field. As has been mentioned earlier, we also note
here that the theory (14.2) does not have a gauge invariance (because
of the mass term) unlike the Maxwell theory. The propagator for this
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theory can be worked out (see, for example, section 13.5) in a simple
manner and in momentum space has the form

iGµν(p) = −
i

p2 −M2

(
ηµν −

pµpν
M2

)
. (14.7)

This propagator is transverse only on-shell (p2 =M2), but not other-
wise unlike the photon propagator which is transverse in the Landau
gauge (∂ ·A = 0, see, for example, (13.103) with ξ = 0). We see that
the propagator in this theory does not fall off fast enough for large
values of the momenta unlike in all other theories that we have stud-
ied so far. This leads to difficulties in establishing renormalizability
of the (interacting) Proca theory for massive photons. Clearly the
limit M → 0 of the Proca theory is also quite subtle.

As a result of these difficulties, Stückelberg considered the fol-
lowing generalized Lagrangian density

L = −1

4
FµνF

µν +
M2

2

(
Aµ +

1

M
∂µχ

)(
Aµ +

1

M
∂µχ

)

= −1

4
FµνF

µν +
M2

2
AµA

µ +MAµ∂µχ+
1

2
∂µχ∂

µχ, (14.8)

which, in addition to the spin 1 field, also contains a dynamical
charge neutral spin zero field (real scalar field) which mixes with
Aµ. In contrast to the Proca theory (14.2), the Stückelberg theory
(14.8) was constructed to be invariant under a Maxwell-like gauge
transformation

Aµ(x)→ Aµ(x) +
1

e
∂µθ(x),

χ(x)→ χ(x)− M

e
θ(x), (14.9)

where e denotes the coupling constant of QED (this can be set to
unity, but we have kept it for consistency with earlier discussion,
say in (9.84) as well as for discussions in connection with the Higgs
phenomenon in the next section). The field strength tensor is, of
course, invariant under the gauge transformation (14.9). To see the
invariance of the full theory, it is sufficient to note that under the
transformation (14.9)
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Aµ +
1

M
∂µχ→ Aµ +

1

e
∂µθ +

1

M

(
∂µχ−

M

e
∂µθ
)

= Aµ +
1

M
∂µχ, (14.10)

and, therefore, the sum of the additional terms in the Lagrangian
density in (14.8) is also invariant.

Because of the gauge invariance of the theory, we can choose a
gauge and if we choose the unitary gauge

χ(x) = 0, (14.11)

which can be achieved by the choice of the gauge transformation
parameter

θ(x) =
e

M
χ(x), (14.12)

then the Lagrangian density (14.8) takes the form

L = −1

4
FµνF

µν +
M2

2
AµA

µ. (14.13)

We recognize this to be the Proca theory (14.2) and this makes it
clear that the Proca theory can be thought of as the gauge fixed
Stückelberg theory. However, in this unitary gauge, the gauge prop-
agator (see also (14.7))

iGµν(p) = −
i

p2 −M2

(
ηµν −

pµpν
M2

)
, (14.14)

has the unpleasant features described earlier. This is typical of the
behavior of theories in a unitary gauge. On the other hand, if we
choose a covariant gauge condition which corresponds to a gauge
fixing Lagrangian density of the form (see, for example, section 12.3

and we note here that this is known as the ’t Hooft gauge which we
will discuss in the next section)

− 1

2ξ
(∂µA

µ − ξMχ)2 , (14.15)
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this would induce a ghost action, but would lead to propagators that
are well behaved at high momentum. As a result, there is no difficulty
in establishing renormalizability in such a gauge. Furthermore, the
massless limit M → 0 is now straightforward as well.

All of this analysis can be carried over to non-Abelian gauge
theories as well as to the Einstein theory of gravitation. We will
now briefly describe the Stückelberg formalism for non-Abelian gauge
theories. Let us consider the Lagrangian density

L = Tr
(
− 1

2
FµνF

µν

+M2
(
Aµ +

1

ig
(∂µV )V −1

)(
Aµ +

1

ig
(∂µV )V −1

))
, (14.16)

where the trace is over the fundamental representation of the group,
say, SU(n) (as we have discussed earlier in section 12.1). Here the
field strength tensor and the operator V are defined as

Fµν = ∂µAν − ∂νAµ + ig [Aµ, Aν ] ,

V = e
ig
M
χ, (14.17)

where χ denotes a matrix valued scalar field.

This Lagrangian density can be easily checked to be invariant un-
der the gauge transformations (see, for example, (12.39) and (12.42))

Aµ → UAµU
−1 − 1

ig
(∂µU)U−1,

V → UV. (14.18)

As we have already seen in chapter 12, the Lagrangian density for
the gauge field is invariant under the transformation (14.18). To see
that the complete Lagrangian density is also invariant, it is sufficient
to note that
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Aµ +
1

ig
(∂µV )V −1

→ UAµU
−1 − 1

ig
(∂µU)U−1 +

1

ig
∂µ(UV )(UV )−1

= UAµU
−1 − 1

ig
(∂µU)U−1

+
1

ig

(
(∂µU)U−1 + U(∂µV )V −1U−1

)

= U
(
Aµ +

1

ig
(∂µV )V −1

)
U−1. (14.19)

Using the cyclicity under trace it is now straightforward to see that
the full theory is invariant under the gauge transformation in (14.18).

If we choose the unitary gauge condition

V = 1, (14.20)

which can be achieved by the choice of the gauge transformation
matrix

U(x) = V −1(x), (14.21)

then the Lagrangian density (14.16) becomes

L = −1

2
TrFµνF

µν +M2 TrAµA
µ. (14.22)

This can be thought of as the generalization of the Proca theory
(14.2) to the non-Abelian case and describes a massive spin 1 field
belonging to SU(n). In this gauge, as before, the propagator has the
form (recall that the quadratic part of the Lagrangian density has
the similar form both in the Abelian as well as in the non-Abelian
theories)

iGabµν(p) = −
iδab

p2 −M2

(
ηµν −

pµpν
M2

)
, (14.23)
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with the unpleasant features discussed earlier that are characteristics
of the unitary gauge choice. On the other hand, if we choose a
covariant gauge fixing condition (a generalization of (14.15)), the
propagator will have the correct asymptotic behavior for large values
of the momenta.

14.2 Higgs phenomenon

In section 7.5 we studied the phenomena of spontaneous breakdown
of a global symmetry in the self-interacting complex scalar field the-
ory where the mass term for the scalar field had the “wrong” sign. In
that case, we saw that one of the real components of the scalar field
becomes massless while the other picks up a mass (with the right
sign). This is known as the Nambu-Goldstone phenomena and the
massless scalar field is known as the Nambu-Goldstone boson. Let
us next ask what happens if there is a spontaneous breakdown of a
local symmetry. For simplicity we consider again the self-interacting
theory of a complex scalar field (as in section 7.5), but now inter-
acting minimally with an Abelian gauge field as well (scalar QED).
The Lagrangian density for such a theory is given by (with λ > 0,
see also section 7.6)

L = −1

4
FµνF

µν + (Dµφ)
† (Dµφ) +m2

(
φ†φ

)
− λ

4

(
φ†φ

)2
, (14.24)

where the theory has a “wrong” sign for the mass term and the
covariant derivative is defined as in (7.83)

Dµφ = ∂µφ+ ieAµφ. (14.25)

The Lagrangian density (14.24) can be checked easily (see (7.84) and
(7.85)) to be invariant under the infinitesimal local transformations

δφ = −iǫ(x)φ(x),

δφ† = iǫ(x)φ†(x),

δAµ =
1

e
∂µǫ(x). (14.26)



July 13, 2020 8:54 book-9x6 11845-main page 590

590 14 Higgs phenomenon and the standard model

The gauge boson in this theory is massless because the gauge
symmetry (14.26) does not allow a mass term for the gauge field.
On the other hand, since the mass term for the scalar field has the
“wrong” sign, as we have discussed in section 7.5, the normal vacuum
for which

〈φ〉 = 〈φ†〉 = 0, (14.27)

does not correspond to the true vacuum. (As we have seen in section
7.5, this actually corresponds to the local maximum of the potential.)
Rather the true vacuum of the theory satisfies (see (7.64), there is
actually an infinity of minima of the potential, this is just one of
them)

σc = 〈σ〉 =
2m√
λ
, χc = 〈χ〉 = 0, (14.28)

where (see also (7.42))

φ =
1√
2
(σ + iχ). (14.29)

For further analysis, let us rewrite the Lagrangian density (14.24) in
terms of the σ, χ fields

L = −1

4
FµνF

µν + (Dµφ)
† (Dµφ) +m2φ†φ− λ

4

(
φ†φ

)2

= −1

4
FµνF

µν + ∂µφ
†∂µφ− ieAµφ†←→∂µφ

+ e2AµA
µφ†φ+m2φ†φ− λ

4

(
φ†φ
)2

= −1

4
FµνF

µν +
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ− eAµχ←→∂µσ

+
e2

2
AµA

µ(σ2 + χ2) +
m2

2
(σ2 + χ2)− λ

16
(σ2 + χ2)2.

(14.30)
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Let us now rewrite the theory around the true vacuum by shifting
the field variables as (see (7.77))

σ → σ + 〈σ〉 = σ +
2m√
λ
= σ + v, χ→ χ+ 〈χ〉 = χ, (14.31)

where we have identified the vacuum expectation values (vevs) of the
fields with (see (14.28))

〈σ〉 = v =
2m√
λ
, 〈χ〉 = 0. (14.32)

In this case, the Lagrangian density (14.30) becomes

L = −1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ)− eAµχ

←→
∂µ (σ + v)

+
e2

2
AµA

µ((σ + v)2 + χ2) +
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ

+
m2

2
((σ + v)2 + χ2)− λ

16
((σ + v)2 + χ2)2

= −1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ) + evAµ∂µχ

− eAµχ←→∂µσ +
e2v2

2
AµA

µ +
e2

2
AµA

µ
(
σ2 + χ2 + 2vσ

)

+
1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ−m2σ2 +
m2v2

4

− λ

16
(σ4 + 2σ2χ2 + χ4 + 4vσ3 + 4vσχ2), (14.33)

where we have used the form of v in (14.32) to simplify some of the
terms.

Let us look at only the terms in (14.33) which are quadratic in
the field variables

LQ = −1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ) +

e2v2

2
AµA

µ

+ evAµ∂µχ+
1

2
∂µχ∂

µχ+
1

2
∂µσ∂

µσ −m2σ2. (14.34)
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We note here that the χ field appears to be massless in this theory as
in (7.79), but it now mixes with the gauge field Aµ so that we have
to diagonalize the theory in order to determine the true spectrum
of the theory. (The Lagrangian density in (14.34), ignoring the σ
field should be compared with the Stückelberg Lagrangian density
(14.8).) To achieve this, let us define

Bµ = Aµ +
1

ev
∂µχ, (14.35)

then we have

∂µBν − ∂νBµ = ∂µ

(
Aν +

1

ev
∂νχ

)
− ∂ν

(
Aµ +

1

ev
∂µχ

)

= ∂µAν − ∂νAµ,

BµB
µ =

(
Aµ +

1

ev
∂µχ

)(
Aµ +

1

ev
∂µχ

)

= AµA
µ +

2

ev
Aµ∂µχ+

1

e2v2
∂µχ∂

µχ. (14.36)

Thus in terms of this new field variable (14.35) the quadratic La-
grangian density (14.34) takes the form

LQ = −1

4
(∂µBν − ∂νBµ) (∂µBν − ∂νBµ) +

e2v2

2
BµB

µ

+
1

2
∂µσ∂

µσ −m2σ2. (14.37)

We see from (14.37) that the quadratic part of the shifted La-
grangian density is completely diagonalized (there is no mixing any-
more). As in (7.79), it describes a massive scalar field σ with mass

m2
σ = 2m2, (14.38)

and a massive gauge field Bµ with mass (this is the analog of the
unitary gauge in (14.11))

m2
B =M2 = e2v2 =

4e2m2

λ
. (14.39)



July 13, 2020 8:54 book-9x6 11845-main page 593

14.2 Higgs phenomenon 593

The other real component χ of the spin 0 boson - the Nambu-
Goldstone boson - has completely disappeared from the spectrum of
the theory. This is consistent with the unitarity of the theory (from
the point of view of field degrees of freedom). In fact, what has hap-
pened is that the original gauge field which was massless had only
two physical degrees of freedom just like the photon. (We can think
of the physical degrees of freedom as the two transverse components.)
However, the Goldstone mode of the complex scalar field, namely, the
massless mode has combined with the massless gauge field to give it
an additional (longitudinal) degree of freedom. Hence the gauge field
has become massive with three degrees of freedom without violating
unitarity. This phenomenon of the gauge field acquiring a mass by
absorbing a Goldstone particle is known as the Higgs phenomenon
and was investigated independently by Higgs; Brout and Englert;
Guralnik, Hagen and Kibble. The complex scalar field responsible
for this phenomenon is conventionally known as the Higgs field.

At this point we may ask why the Goldstone theorem fails in this
case, namely, why is there no massless particle even though we have
a spontaneous breakdown of symmetry. The answer to this question
lies in the fact that if a gauge theory is written in a manifestly Lorentz
invariant way, as we have seen (recall Gupta-Bleuler quantization in
9.8) the metric of the Hilbert space becomes indefinite. That is, there
can arise states in the Hilbert space with negative norm. Intuitively,
we can see this happening in the following way. The field Aµ is a
four vector and hence must have four independent polarization states.
The physical states, however, consist only of transverse polarization.
Thus the other two states must have cancelling effect with each other
as we have seen earlier. Thus some states must have negative norm
in such a description.

A crucial assumption in the Goldstone theorem is that the theory
should be manifestly Lorentz invariant as well as the metric of the
Hilbert space should be positive semi-definite. When we are dealing
with a gauge theory, it is the incompatibility of these two conditions
that avoids the Goldstone theorem. This is in a way a double benefit
in the sense that we do not have to worry about the absence of mass-
less spin-0 bosons in nature and furthermore, we have a mechanism
for giving masses to gauge bosons without violating renormalizability
and unitarity of the theory. It is, of course, this second aspect that
is important in developing a gauge theory of the weak interactions.
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Although the unitary gauge is useful for the counting of true
dynamical degrees of freedom in the theory, as pointed out in the
last section, it is not the right gauge to study renormalizability of
the theory. To introduce the gauge choice, commonly known as the
’t Hooft gauge or the Rξ gauge, that is more useful for this purpose
let us proceed as follows. First we note that the unshifted theory
(14.30) is invariant under the infinitesimal gauge transformations
(see (7.84))

δσ(x) = ǫ(x)χ(x),

δχ(x) = −ǫ(x)σ(x),

δAµ(x) =
1

e
∂µǫ(x). (14.40)

The shifted theory (14.33) which reflects a spontaneous breakdown of
the local symmetry (14.40) nonetheless is invariant under the shifted
local transformations (recall that it is the vacuum of the theory that
breaks the symmetry)

δσ(x) = ǫ(x)χ(x),

δχ(x) = −ǫ(x)(v + σ(x)) = −ǫ(x)
(M
e

+ σ(x)
)
,

δAµ(x) =
1

e
∂µǫ(x), (14.41)

where M is defined in (14.39).
The presence of the local symmetry (14.41) in the theory allows

us to choose a gauge fixing Lagrangian density which we would prefer
to be manifestly Lorentz invariant and to simultaneously diagonal-
ize the quadratic Lagrangian density (14.34) (namely, eliminate the
mixing term between the Aµ and the χ fields). This is achieved
by the ’t Hooft gauge fixing which is described by the gauge fixing
Lagrangian density

LGF = − 1

2ξ
(∂µAµ − ξevχ)2 = − 1

2ξ
(∂µAµ − ξMχ)2,

= − 1

2ξ
(∂µAµ)

2 +M(∂µAµ)χ−
ξM2

2
χ2, (14.42)
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which can be compared with (14.15). It is clear that the mixing
terms in (14.34) together with the cross terms in (14.42) combine
into a total divergence and, thereby, disappear from the action. As a
result, the propagators for the Aµ and the χ fields in this gauge are
given respectively by

iGµν(p) = −
i

p2 −M2

(
ηµν − (1− ξ) pµpν

p2 − ξM2

)
,

iGχ(p) =
i

p2 − ξM2
, (14.43)

and we note that in this gauge the propagators fall off for large values
of the momenta unlike in the unitary gauge.

The gauge fixing Lagrangian density (14.42) can also be written
with an auxiliary field as (see (12.170))

LGF =
ξ

2
F 2 + (∂µF )Aµ + ξMFχ, (14.44)

and the choice of this gauge fixing leads to a ghost Lagrangian density
of the form (scaling out a factor of 1

e )

Lghost = ∂µc∂µc− ξM2cc− ξMeσcc. (14.45)

We see that unlike in the conventional covariant gauge fixing (12.164),
the ’t Hooft gauge choice in (14.42) (or (14.44)) leads to an interact-
ing ghost Lagrangian density.

The complete Lagrangian density in this gauge has the form

LTOT = L+ LGF + Lghost, (14.46)

and can be easily checked to be invariant under the BRST transfor-
mations
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δAµ = ω∂µc,

δσ = ωeχc,

δχ = −ωe(v + σ)c,

δc = 0,

δc = −ωF,
δF = 0. (14.47)

Following the discussions in section 13.4 (see, for example, (13.91))
we can now derive the master equation for the 1PI generating func-
tional following from this invariance which takes the form

δΓ

δAµ(x)
∂µc(x)+

δΓ

δσ(x)

δΓ

δPσ(x)
+

δΓ

δχ(x)

δΓ

δPχ(x)
−F (x) δΓ

δc(x)
= 0,

(14.48)

where Pσ and Pχ denote respectively the sources for the composite
BRST variations of the fields σ and χ (without the parameter) in
(14.47). This is the starting point for establishing the renormaliz-
ability of the gauge theory with a spontaneously broken symmetry
(Higgs theory).

14.3 The standard model

The standard model or the gauge theory of electroweak interactions
was built on the results of years of earlier work on weak interactions.
Therefore, let us review some of these essential earlier results before
constructing the standard model (known as the Weinberg-Salam-
Glashow theory).

At low energies, weak interactions (for example, the β decay of
the neutron etc.) are described quite well by a specific form of the
Fermi theory which involves four fermion interactions in the form of
a current-current interaction Hamiltonian density

HI =
GF√
2
J†
µJ

µ, (14.49)
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where the current is a sum of the hadronic and leptonic currents of
the form

Jµ = J (had)
µ + J (lept)

µ

= ψpγµ(1− γ5)ψn + ψνγµ(1− γ5)ψe + · · · , (14.50)

with ψn, ψp, ψe, ψν denoting the fermion fields associated with neu-
tron, proton, electron and neutrino respectively. The coupling con-
stant (interaction strength) GF is known as the Fermi coupling and
is determined from low energy experiments to have the value

GF = 1.17× 10−5(GeV)−2. (14.51)

The weak interactions are, therefore, quite weak and were also known
to be extremely short ranged.

It was known that all the weakly interacting particles (leptons
and hadrons) can be described by multiplets belonging to the weak
isospin group of SU(2). As a result, the currents in (14.50) have a
weak isospin structure and are also known as the weak isospin cur-
rents. Furthermore, it is clear from the V − A (vector minus axial
vector) structure of the currents in (14.50) that only the left-handed
components of the fermion fields participate in the weak interactions
because of which the weak isospin group can be identified with the
group SUL(2) (meaning that the symmetry transformation changes
only the left-handed components of the fields (see (3.141) and (3.142)
for a definition of right and left-handed particles/fields). (The V −A
structure is connected with the fact that parity is violated maximally
in weak interactions.) In addition to the weak isospin quantum num-
ber, it was also known that we can assign an additive (U(1)) quantum
number known as the weak hypercharge to all the weakly interacting
particles such that the charge of any particle can be written as (this
is known as the Gell-Mann-Nishijima relation)

Q = I3L +
Y

2
, (14.52)

where Q denotes the electric charge of the particle, I3L the quantum
number associated with the 3-component of the weak isospin gener-
ator and Y its weak hypercharge quantum number. Experimentally
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it was known that weak interactions violate both weak isospin and
weak hypercharge quantum numbers, but in such a way that the
electric charge is conserved in any weak process.

Although the V −A theory with four fermion interactions works
quite well at low energy, it is not renormalizable. (The nonrenor-
malizable character is already manifest in the fact that the coupling
constant of the theory (14.51) is dimensional with inverse dimensions
of mass (energy) squared.) Therefore, the V − A theory cannot be
the fundamental theory underlying weak interactions (forces). On
the other hand, we have already seen that gauge theories can de-
scribe physical forces and do not have any problem of renormal-
izability (we will discuss renormalizability and renormalizability of
gauge theories in a later chapter). As a result we may try to formu-
late the weak interactions as a gauge theory such that it reduces to
the V − A theory in the low energy limit. Furthermore, since weak
interactions are short ranged, a gauge theoretic description would
naturally involve massive gauge bosons. We have seen in the last
section that gauge bosons can become massive through the Higgs
mechanism which would involve the spontaneous breakdown of some
local symmetry. As we have already pointed out, weak interactions
violate both the weak isospin and the weak hypercharge symmetries
and, therefore, it is logical to associate the Higgs mechanism to the
spontaneous breakdown of these symmetries. As a result, it is clear
that we should look for a gauge theory of weak interactions based on
the local symmetry group

SUL(2) × UY(1), (14.53)

where SUL(2) and UY(1) denote respectively the weak isospin and the
weak hypercharge symmetry groups and we would like this symmetry
group to spontaneously breakdown (at the weak interaction scale) in
a way such that only the electromagnetic symmetry survives as the
true symmetry of the low energy theory. Namely, we would like
the gauge theory to describe the symmetry behavior (“SSB” denotes
spontaneous symmetry breakdown)

SUL(2) × UY(1) SSB−→ UEM(1). (14.54)
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With these basics, let us construct the standard model in several
steps.

14.3.1 Field content. Let us first discuss the field content of the stan-
dard model. The standard model is expected to describe the weak
and electromagnetic interactions of all fundamental particles that
participate in the weak processes. These include both hadrons and
leptons as we have already mentioned. However, although the leptons
are believed to be fundamental particles, we now know that the con-
stituents of hadronic matter are the quarks. Thus, unlike the V −A
theory (see (14.50) where the hadronic current was given in terms of
neutron and proton fields) the matter fields in the standard model
consist of quarks and leptons and they come in three families. How-
ever, for simplicity we will consider the matter to consist of only one
family of leptons, namely, the electron and its neutrino. The quarks
as well as the other families can be introduced in a straightforward
manner. We note that the electron is massive and, therefore, its field
can be decomposed into a left-handed part and a right-handed part.
In contrast, the neutrino is experimentally known to be essentially
left-handed (see section 3.6). The matter fields associated with the
electron family can be grouped as multiplets of SUL(2) in the form

L =

(
νe

e

)

L

, R = eR, (14.55)

where the left- and the right-handed components of a spinor field are
defined by (see also section 3.7)

ψ = ψL + ψR, ψL =
1

2
(1− γ5)ψ, ψR =

1

2
(1+ γ5)ψ. (14.56)

The left-handed (fermion) multiplets of the standard model are dou-
blets of SUL(2) while the right-handed particles correspond to sin-
glets. Each multiplet of SUL(2) has a unique value of the weak
hypercharge quantum number (corresponding to UY(1)) and for the
leptonic matter fields, the left-handed doublets have Y = −1 while
the right-handed singlets carry a hypercharge of Y = −2. The other
lepton families (µ and the τ families) can be introduced through an
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obvious generalization. The quark families can also be described by
such structures. The only difference is that since all the quark fields
are massive, there will be right-handed singlet components for every
quark field (as opposed to the absence of νR in the leptonic sector).
(The hypercharge quantum numbers for the quarks are also different
from those for leptons in order to be compatible with (14.52).)

The gauge fields which are expected to correspond to the carriers
of forces are determined from the local symmetry structure of the
theory. If we assume (14.53) to describe the local (gauge) symmetry
of the theory, then the corresponding gauge fields are determined to
be

SUL(2) : 3 gauge fields, W a
µ , a = 1, 2, 3,

UY(1) : 1 gauge field, Yµ, (14.57)

so that the theory should contain four gauge fields in total. We note
that, for W a

µ , the weak hypercharge quantum number Y = 0 while
Yµ has I = 0.

Furthermore, if we would like the gauge bosons to be massive,
the local symmetry of the electroweak group must be spontaneously
broken through the Higgs mechanism and this requires that the the-
ory should also contain scalar Higgs fields which would be described
by multiplets of SUL(2). As we will see shortly, the minimal multi-
plet of Higgs fields that can achieve the spontaneous breakdown of
the symmetry (as in (14.54)) is given by a doublet of charged fields,

minimal Higgs field : φ =

(
φ+

φ0

)
, (φ+)† = φ−, (φ0)† = φ

0
.

(14.58)

Since the Higgs multiplet is charged, it carries a nontrivial weak
hypercharge quantum number given by Y = 1 which is, in fact, the
opposite of that for the left-handed lepton doublet.

Let us now write down the quantum numbers for the matter and
the Higgs field and verify explicitly that (14.52) holds,
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Fields I3L Y I3L +
Y
2 Q

(
νe

e

)

L

1
2

−1
2

−1
−1

1
2 − 1

2 = 0

−1
2 − 1

2 = −1
0

−1

eR 0 −2 0− 1 = −1 −1
(
φ+

φ0

)
1
2

−1
2

1

1

1
2 +

1
2 = 1

−1
2 + 1

2 = 0

1

0

(14.59)

This shows that all the quantum numbers assigned to various fields
are consistent with the relation (14.52).

14.3.2 Lagrangian density. It is now a straightforward matter to write
down the complete Lagrangian density for the theory which has the
local gauge invariance SUL(2)×UY(1) and we will do this in several
steps. First, let us note that the gauge invariant Lagrangian density
for the gauge fields follows from our earlier discussions (see (9.17)
and (12.46)) to correspond to

LG = −1

4
F aµνF

µν a − 1

4
FµνF

µν , a = 1, 2, 3, (14.60)

where the field strength tensors for the Abelian as well as the non-
Abelian gauge fields are defined as (see (9.4) and (12.45))

Fµν = ∂µYν − ∂νYµ,

F aµν = ∂µW
a
ν − ∂νW a

µ − gǫabcW b
µW

c
ν . (14.61)

We are assuming that g and g′ are the coupling constants for the
gauge interactions associated with the groups SUL(2) and UY(1) re-
spectively. (The Abelian gauge fields are not self-interacting which
is why g′ does not appear in the Lagrangian density for the gauge
fields, but it will be present in the matter Lagrangian density. Note
that ǫabc denotes the structure constant of SUL(2) as we know from
the study of angular momentum.) The Lagrangian density (14.60)
is clearly invariant under the infinitesimal gauge transformations of
SUL(2) and UY(1) defined by
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δW a
µ (x) =

1

g
(Dµǫ(x))

a =
1

g

(
∂µǫ

a(x)− gǫabcW b
µ(x)ǫ

c(x)
)
,

δYµ(x) =
1

g′
∂µǫ(x), (14.62)

where ǫa(x), a = 1, 2, 3 and ǫ(x) denote the local infinitesimal param-
eters of symmetry transformations associated with the groups SUL(2)
and UY(1) respectively. Since the two symmetry groups are commut-
ing (direct products), the gauge field W a

µ for the group SUL(2) does
not transform under the group UY(1) and vice versa. An alternative
way to see this is to note that the fields W a

µ do not carry weak hy-
percharge quantum number just as Yµ does not carry weak isospin
quantum number and, therefore, they are inert under the correspond-
ing transformations.

The gauge invariant Lagrangian density for the matter fields (lep-
tons) can be obtained through minimal coupling, we simply have to
remember that there are two local symmetries present in the theory.
Since the left-handed fermions belong to an isospin doublet while the
right-handed fermions are isospin singlets, the Lagrangian density for
the leptons takes the form

Lf = iLγµ
(
∂µ + ig

σ

2
·Wµ +

ig′

2
Yµ

)
L+ iRγµ

(
∂µ + ig′Yµ

)
R.

(14.63)

Here we have used the fact that the generators of angular momentum
(SU(2)) are related to the Pauli matrices as 1

2 σ in the fundamental
representation to which the left-handed doublets belong. (We note
here that within the context of isospin, sometimes it is conventional
to denote the generators as τ

2 by making the identification σ = τ .
We have also used a vector notation here to represent the three com-
ponents of the isospin vectors which is often used interchangeably.)
The other thing to note from the structure of (14.63) is that the
right-handed fermions couple twice as strongly to the Yµ field as
the left-handed ones simply reflecting the Y quantum numbers for
the two fields (see (14.59)). Note also that the SUL(2) invariance for-
bids a mass term for the lepton fields (the electron and the neutrino
are, therefore, massless in this theory to begin with). The minimally
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coupled fermion Lagrangian density (14.63) can be easily checked to
be invariant under the infinitesimal local transformations

δL(x) = −i σ
2
· ǫ(x)L(x) − i

2
ǫ(x)L(x),

δR(x) = −iǫ(x)R(x), (14.64)

together with the transformations in (14.62). We note that we have
combined the three components of ǫa(x), a = 1, 2, 3 into a vector
ǫ(x) in (14.64). The transformations (14.64) show explicitly that the
right-handed fermions do not change under the SUL(2) transforma-
tions (they transform only under UY(1)).

Besides the gauge fields and the leptons, we also need a La-
grangian density for the scalar Higgs fields which are expected to
lead to a spontaneous breakdown of the local symmetries. The min-
imally coupled Lagrangian density consistent with the assignment of
the SUL(2) and UY(1) quantum numbers takes the form

LH =
((
∂µ+ ig

σ

2
·Wµ−

ig′

2
Yµ

)
φ
)†(

∂µ+ ig
σ

2
·Wµ− ig

′

2
Y µ
)
φ.

(14.65)

We note that since the hypercharge of the Higgs doublet is just the
opposite of that of the left-handed lepton doublet, the coupling to
the UY(1) gauge field is correspondingly with the opposite sign. The
Lagrangian density (14.65) can be checked to be invariant under the
infinitesimal local transformations

δφ(x) = −i σ
2
· ǫ(x)φ(x) + i

2
ǫ(x)φ(x), (14.66)

together with the gauge field transformations in (14.62).
A mass term as well as a potential for the Higgs field can be

introduced consistent with the SUL(2) symmetry. In fact, since we
would like the potential for the Higgs field to lead to the spontaneous
breakdown of the local symmetries we choose it to have the form (see
(14.24), it is worth noting that in spite of the similarity in their forms
for the potential, here the Higgs field is represented by an isospin
doublet)
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V
(
φ, φ†

)
= −m2φ†φ+

λ

4

(
φ†φ

)2
, λ > 0, (14.67)

which is invariant under the local transformations in (14.66). In
addition, of course, the fermions can have Yukawa interactions with
the scalar fields which can be described by the Lagrangian density

LY = −h
(
Rφ†L+ LφR

)
, (14.68)

where h denotes the Yukawa coupling and the Lagrangian density
(14.68) can be checked to be invariant under the transformations
(14.64) and (14.66). As we will see shortly, the Yukawa interaction
generates masses for fermions (like the electron) after the sponta-
neous breakdown of the symmetry.

Therefore, collecting all the terms in (14.60), (14.63), (14.65),
(14.67) and (14.68), the complete weak interaction Lagrangian den-
sity describing just one family of leptons (electron family) can be
written as

L = LG + Lf + LH + LY − V
(
φ, φ†

)
, (14.69)

which is invariant under the infinitesimal local gauge transformations

δL(x) = −i σ
2
· ǫ(x)L(x)− i

2
ǫ(x)L(x),

δR(x) = −iǫ(x)R(x),

δφ(x) = −i σ
2
· ǫ(x)φ(x) + i

2
ǫ(x)φ(x),

δW a
µ (x) =

1

g
(Dµǫ(x))

a =
1

g

(
∂µǫ

a(x)− gǫabcW b
µ(x)ǫ

c(x)
)
,

δYµ(x) =
1

g′
∂µǫ(x). (14.70)
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14.3.3 Spontaneous symmetry breaking. We know that both SUL(2)
and UY(1) symmetries are violated in weak interactions (the associ-
ated quantum numbers are not conserved in weak processes). Fur-
thermore, the weak interactions are short ranged so that we would
like the gauge bosons to be massive. Both these issues can be ad-
dressed simultaneously if the local symmetries are spontaneously bro-
ken by the Higgs phenomenon and this is what we discuss next. We
have chosen the Higgs potential (14.67) in the form

V
(
φ, φ†

)
= −m2φ†φ+

λ

4

(
φ†φ

)2
, λ > 0, (14.71)

so that the extrema of the potential occur at

∂V

∂φ
= φ†

(
−m2 +

λ

2

(
φ†φ
))

= 0,

∂V

∂φ†
=
(
−m2 +

λ

2

(
φ†φ

))
φ = 0. (14.72)

As we have seen in the last section, there are two solutions to (14.72),
namely,

〈φ〉 = 〈φ†〉 = 0,

〈φ†φ〉 = 2m2

λ
. (14.73)

Furthermore, we have noted earlier in section 7.5 (and also in section
14.2) that the first solution in (14.73) represents a local maximum
while the second solution corresponds to the true minimum of the
potential. Let us choose the solution for the minimum to be of the
form (recall that there is an infinity of possible minima lying on a
circle, furthermore, the factor of 1√

2
below is a consequence of the

definition in (14.29))

〈φ〉 =
(

0
v√
2

)
, v =

2m√
λ
. (14.74)
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Therefore, as we have discussed earlier, to determine the spectrum
of particles we need to expand the theory around the true ground
state (vacuum) by shifting the scalar field as

φ→ φ+ 〈φ〉 = φ+

(
0
v√
2

)
. (14.75)

However, before shifting the fields let us rewrite the Lagrangian
densities for the Higgs and the Yukawa sectors of the theory (includ-
ing the potential) for simplicity (see (14.65), (14.67) and (14.68)).
(Basically, this is the sector of the theory that involves the scalar
field and will be affected by the shift, the other parts will not change
under the shift.) We note that we can write explicitly in the matrix
form

σ

2
·Wµ =

1

2

(
W 3
µ W 1

µ − iW 2
µ

W 1
µ + iW 2

µ −W 3
µ

)

=




1
2 W

3
µ

1√
2
W+
µ

1√
2
W−
µ −1

2 W
3
µ


 , (14.76)

where we have defined

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ). (14.77)

As a result, it follows that (note that the ∂µ and Yµ terms below or
in (14.63) and (14.65) are multiplied with an identity matrix in the
isospin space)

(
∂µ + ig

σ

2
·Wµ −

ig′

2
Yµ

)
φ

=



∂µ − ig′

2 Yµ +
ig
2W

3
µ

ig√
2
W+
µ

ig√
2
W−
µ ∂µ − ig′

2 Yµ −
ig
2W

3
µ



(
φ+

φ0

)

=



(∂µ − ig′

2 Yµ +
ig
2W

3
µ)φ

+ + ig√
2
W+
µ φ

0

(∂µ − ig′

2 Yµ −
ig
2W

3
µ)φ

0 + ig√
2
W−
µ φ

+


 . (14.78)



July 13, 2020 8:54 book-9x6 11845-main page 607

14.3 The standard model 607

Using these as well as the explicit doublet representation of the Higgs
field in (14.58) we obtain

LH + LY − V
(
φ, φ†

)

=
((
∂µ + ig

σ

2
·Wµ −

ig′

2
Yµ

)
φ
)†(

∂µ + ig
σ

2
·Wµ − ig′

2
Y µ
)
φ

− h
(
Rφ†L+ LφR

)
+m2φ†φ− λ

4

(
φ†φ
)2

=
((
∂µ +

ig′

2
Yµ −

ig

2
W 3
µ

)
φ− − ig√

2
W−
µ φ

0
)

×
((
∂µ − ig′

2
Y µ +

ig

2
W µ3

)
φ+ +

ig√
2
W µ+φ0

)

+
((
∂µ +

ig′

2
Yµ +

ig

2
W 3
µ

)
φ
0 − ig√

2
W+
µ φ

−
)

×
((
∂µ − ig′

2
Y µ − ig

2
W µ3

)
φ0 +

ig√
2
W µ−φ+

)

− h
(
eR
(
φ−νeL + φ

0
eL
)
+
(
νeLφ

+ + eLφ
0
)
eR
)

+m2
(
φ−φ+ + φ

0
φ0
)
− λ

4

(
φ−φ+ + φ

0
φ0
)2
. (14.79)

The expansion around (14.74) can be done equivalently by letting

φ0 → φ0 +
v√
2
,

φ
0 → φ

0
+

v√
2
, (14.80)

under which the Lagrangian density (14.79) in the Higgs and the
Yukawa sector becomes

LH + LY − V
(
φ, φ†

)

=
((
∂µ +

ig′

2
Yµ −

ig

2
W 3
µ

)
φ− − ig√

2
W−
µ

(
φ
0
+

v√
2

))
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×
((
∂µ − ig′

2
Y µ +

ig

2
W µ3

)
φ+ +

ig√
2
W µ+

(
φ0 +

v√
2

))

+
((
∂µ +

ig′

2
Yµ +

ig

2
W 3
µ

)(
φ
0
+

v√
2

)
− ig√

2
W+
µ φ

−
)

×
((
∂µ − ig′

2
Y µ − ig

2
W µ3

)(
φ0 +

v√
2

)
+

ig√
2
W µ−φ+

)

− heRνeLφ
− − heReL

(
φ
0
+

v√
2

)
− hνeLeRφ+

− heLeR
(
φ0 +

v√
2

)
+m2

(
φ−φ+ +

(
φ
0
+

v√
2

)(
φ0 +

v√
2

))

− λ

4

(
φ−φ+ +

(
φ
0
+

v√
2

)(
φ0 +

v√
2

))2
. (14.81)

The spectrum of the theory can be obtained from the quadratic
part of the Lagrangian density and the quadratic part of (14.81)
gives

∂µφ
−∂µφ+ + ∂µφ

0
∂µφ0 +

igv

2
W+
µ ∂

µφ− − igv

2
W−
µ ∂

µφ+

+
g2v2

4
W+
µ W

µ− − iv

2
√
2
(g′Yµ + gW 3

µ)∂
µ(φ

0 − φ0)

+
v2

8

(
g′Yµ + gW 3

µ

)(
g′Y µ + gW µ3

)

− hv√
2
(eReL + eLeR)−

λv2

8

(
φ0 + φ

0)2
. (14.82)

We note that the field combinations (φ0 + φ
0
), (g′Yµ+ gW 3

µ) as well
as the fields W±

µ appear to have become massive. However, since
there is mixing between various fields, we cannot truly determine
the spectrum of the theory until we diagonalize the quadratic part
of the Lagrangian density. Adding the quadratic terms from the
gauge and the fermion Lagrangian densities in (14.60) and (14.63)
respectively, the complete quadratic Lagrangian density is obtained
to be
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LQ = −1

2

(
∂µW

+
ν − ∂νW+

µ

) (
∂µW ν− − ∂νW µ−)

− 1

4

(
∂µW

3
ν − ∂νW 3

µ

) (
∂µW ν 3 − ∂νW µ 3

)

− 1

4
(∂µYν − ∂νYµ) (∂µY ν − ∂νY µ) + iνeL∂/νeL + ieL∂/eL

+ ieR∂/eR + ∂µφ
−∂µφ+ + ∂µφ

0
∂µφ0 +

g2v2

4
W+
µ W

µ−

+
igv

2
(W+

µ ∂
µφ− −W−

µ ∂
µφ+)

− iv

2
√
2

(
g′Yµ + gW 3

µ

)
∂µ
(
φ
0 − φ0

)

+
v2

8

(
g′Yµ + gW 3

µ

) (
g′Y µ + gW µ3

)

− hv√
2
(eReL + eLeR)−

λv2

8

(
φ0 + φ

0)2
. (14.83)

It is now a straightforward matter to diagonalize the Lagrangian
density (14.83). Let us define

Zµ =
g′√

g2 + g′2
Yµ +

g√
g2 + g′2

W 3
µ

= sin θWYµ + cos θWW
3
µ ,

Aµ =
g√

g2 + g′2
Yµ −

g′√
g2 + g′2

W 3
µ

= cos θWYµ − sin θWW
3
µ , (14.84)

where θW is known as theWeinberg angle (also called the weak mixing
angle). We can invert the relations in (14.84) to write

W 3
µ = Zµ cos θW −Aµ sin θW,

Yµ = Zµ sin θW +Aµ cos θW. (14.85)
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With this, it is easy to check that

(
∂µW

3
ν − ∂νW 3

µ

) (
∂µW ν 3 − ∂νW µ 3

)

+ (∂µYν − ∂νYν) (∂µY ν − ∂νY µ)

= (∂µZν − ∂νZµ) (∂µZν − ∂νZµ)
+ (∂µAν − ∂νAµ) (∂µAν − ∂νAµ) . (14.86)

Similarly, we can define (this is equivalent to defining φ0 = 1√
2
(σ +

iχ), φ
0
= 1√

2
(σ − iχ), see, for example, (14.29))

σ =
1√
2

(
φ
0
+ φ0

)
,

χ =
i√
2

(
φ
0 − φ0

)
, (14.87)

so that we can write

∂µφ
0
∂µφ0 =

1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ. (14.88)

Furthermore, if we define the parameters

MW =
gv

2
,

MZ =

√
g2 + g′2 v

2
=

MW

cos θW
,

me =
hv√
2
,

M2
H =

λv2

2
=
λ

2

(4m2

λ

)
= 2m2, (14.89)

then together with (14.84)-(14.89), we can write the quadratic part
of the Lagrangian density (14.83) as
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LQ = −1

2

(
∂µW

+
ν − ∂νW+

µ

) (
∂µW ν− − ∂νW µ−)

− 1

4
(∂µZν − ∂νZµ) (∂µZν − ∂νZµ)

− 1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ)

+ ieL∂/eL + ieR∂/eR + iνeL∂/νeL

+ ∂µφ
−∂µφ+ +

1

2
∂µσ∂

µσ +
1

2
∂µχ∂

µχ− M2
H

2
σ2

+ iMW (W+
µ ∂

µφ− −W−
µ ∂

µφ+) +M2
WW

+
µ W

µ−

−MZZµ∂
µχ+

M2
Z

2
ZµZ

µ −me(eReL + eLeR)

= −1

2

(
∂µW

+
ν − ∂νW+

µ

) (
∂µW ν− − ∂νW µ−)

+M2
W

(
W+
µ −

i

MW

∂µφ
+
)(
W µ− +

i

MW

∂µφ−
)

− 1

4
(∂µZν − ∂νZµ) (∂µZν − ∂νZµ)

+
M2

Z

2

(
Zµ −

1

MZ

∂µχ
)(
Zµ − 1

MZ

∂µχ
)

− 1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ)

+
1

2
∂µσ∂

µσ − M2
H

2
σ2 + e(i∂/−me)e+ iνeL∂/νeL, (14.90)

where we have combined the two chirality states eL, eR to define the
massive electron field as (see (14.56))

e = eL + eR. (14.91)

If we now redefine the (massive) gauge fields as
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W±
µ ∓

i

MW

∂µφ
± → W±

µ ,

Zµ −
1

MZ

∂µχ→ Zµ, (14.92)

then the quadratic Lagrangian density (14.90) becomes completely
diagonal with the form

LQ

= −1

2

(
∂µW

+
ν − ∂νW+

µ

) (
∂µW ν− − ∂νW µ−)+M2

WW
+
µ W

µ−

− 1

4
(∂µZν − ∂νZµ) (∂µZν − ∂νZµ) +

M2
Z

2
ZµZ

µ

− 1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ) +

1

2
∂µσ∂

µσ − 1

2
M2

Hσ
2

+ e(i∂/−me)e+ iνeL∂/νeL. (14.93)

The quadratic Lagrangian density (14.93) is now completely di-
agonalized and shows some very desirable features. Although the
starting theory had a massless electron, we see that after sponta-
neous breakdown of symmetry the electron has become massive with
mass

me =
hv√
2
, (14.94)

while the neutrino remains massless as we would like. The Higgs
particle has the usual mass MH =

√
2m (see (14.38)). The charged

vector (spin 1) bosons W±
µ are massive with mass

MW =
gv

2
. (14.95)

One of the two neutral vector bosons, namely, Zµ is also massive
with mass
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MZ =

√
g2 + g′2 v

2
=

MW

cos θW
, (14.96)

where the Weinberg angle θW is defined by (see (14.84))

sin θW =
g′√

g2 + g′2
,

cos θW =
g√

g2 + g′2
. (14.97)

There is another neutral vector boson in the theory (14.93), namely,
Aµ which is massless. This suggests that there is still a residual
unbroken gauge symmetry in the theory which can possibly be iden-
tified with the low energy electromagnetic gauge symmetry UEM(1).
That this is indeed true can be seen as follows.

Let us look at the minimally coupled fermion Lagrangian density
(14.63)

Lf = iLγµ
(
∂µ + ig

σ

2
·Wµ +

ig′

2
Yµ

)
L+ iRγµ

(
∂µ + ig′Yµ

)
R

= i
(
νeL eL

)
γµ



(
∂µ +

ig′

2 Yµ +
ig
2W

3
µ

)
νeL +

ig√
2
W+
µ eL

(
∂µ +

ig′

2 Yµ −
ig
2W

3
µ

)
eL +

ig√
2
W−
µ νeL




+ ieRγ
µ
(
∂µ + ig′Yµ

)
eR

= iνeLγ
µ
((
∂µ +

ig′

2
Yµ +

ig

2
W 3
µ

)
νeL +

ig√
2
W+
µ eL

)

+ ieLγ
µ
((
∂µ +

ig′

2
Yµ −

ig

2
W 3
µ

)
eL +

ig√
2
W−
µ νeL

)

+ ieRγ
µ
(
∂µ + ig′Yµ

)
eR

= iνeL∂/νeL + ieL∂/eL + ieR∂/eR

− g√
2
W+
µ νeLγ

µeL −
g√
2
W−
µ eLγ

µνeL

− g

2
W 3
µ (νeLγ

µνeL − eLγµeL)
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− g′

2
Yµ (νeLγ

µνeL + eLγ
µeL + 2eRγ

µeR)

= iνeL∂/νeL + ieL∂/eL + ieR∂/eR

− g√
2

(
W+
µ νeLγ

µeL +W−
µ eLγ

µνeL
)

− g

2
(Zµ cos θW −Aµ sin θW) (νeLγ

µνeL − eLγµeL)

− g′

2
(Zµ sin θW +Aµ cos θW)(νeLγ

µνeL + eLγ
µeL + 2eRγ

µeR)

= iνeL∂/νeL + ie∂/e

− g√
2

(
W+
µ νeLγ

µeL +W−
µ eLγ

µνeL
)

− Zµ

2
√
g2 + g′2

[
g2 (νeLγ

µνeL − eLγµeL)

+ g′2 (νeLγ
µνeL + eLγ

µeL + 2eRγ
µeR)

]

− gg′√
g2 + g′2

Aµ eγ
µe. (14.98)

We note from (14.98) that the massless neutral vector boson Aµ
couples only to the charged fermions as the photon should and we
can identify the electric charge as (this is the electric charge and not
the electron field, the notation is unfortunate)

e =
gg′√
g2 + g′2

= g sin θW = g′ cos θW. (14.99)

Thus, indeed we can think of the spontaneous symmetry breaking as
leaving a residual UEM(1) gauge invariance as the low energy sym-
metry of the electroweak theory. We also note from (14.98) that
the standard model has, in addition to the correct electromagnetic
current, both charged as well as neutral weak currents given by

J−
µ = − g√

2
νeLγµeL = − g

2
√
2
νeLγµ (1− γ5) eL,

J+
µ = − g√

2
eLγµνeL = − g

2
√
2
eLγµ (1− γ5) νeL,
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J0
µ = − 1

2
√
g2 + g′2

[
g2 (νeLγ

µνeL − eLγµeL)

+ g′2 (νeLγ
µνeL + eLγ

µeL + 2eRγ
µeR)

]
. (14.100)

We recall that the V −A theory (in contrast) describes only charged
current interactions. If we look at the charged current interaction
terms in (14.98),

W

Figure 14.1: Charged current-current interaction in the lowest order.

they would lead to a low energy effective current-current interation
Hamiltonian density in the lowest order of the form (basically, two
charged currents interact through the charged W gauge boson prop-
agator (exchange) as shown in Fig. 14.1 and the propagator reduces
to a multiplicative factor of 1

M2
W

in the low energy limit
(
p2 ≪M2

W

)
)

HI → J−
µ

1

M2
W

Jµ+

=
g2

8M2
W

νeLγµ (1− γ5) eLeLγµ (1− γ5) νeL. (14.101)

This has exactly the form of the V − A four-fermion interaction in
(14.49) (for just one family of leptons) and comparing the two we
determine

GF√
2
=

g2

8M2
W

, (14.102)

which leads to

M2
W =

g2

4
√
2GF

=
e2

4
√
2GF sin

2 θW
. (14.103)
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Experimental measurements lead to a value of the Weinberg angle
as

sin2 θW ≃ 0.23, (14.104)

and using the values of other constants (see, for example, (14.51) and
recall that we have set ~ = c = 1)

GF ≃ 10−5 (GeV)−2,

e2

4π
≃ 1

137
,

we can now determine

MW =

(
e2

4
√
2GF sin

2 θW

)1
2

≃ 80 GeV,

MZ =
MW

cos θW
≃ 90 GeV. (14.105)

These gauge bosons were discovered in the early 1980s and their
masses are determined to be very close to the theoretically predicted
values (c = 1)

MW = (80.385 ± 0.015)GeV,

MZ = (91.1876 ± 0.0021)GeV. (14.106)

Furthermore, the standard model differs from the conventional Fermi
theory in (14.49) in that it predicts weak neutral currents (in addi-
tion to the conventional charged weak currents) and hence processes
where a neutral heavy vector boson (Zµ) is exchanged. Such pro-
cesses have also been experimentally observed. The standard model
compares very well with the experimental results. However, the
Weinberg-Salam-Glashow theory does not predict a unique mass for
the Higgs particle since its mass depends on the quartic coupling λ,
although bounds on the value of its mass can be put from various
other arguments. The Higgs particle has now been seen at LHC
(Large Hadron Collider) and its mass has been measured to be
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MH = (125.09 ± 0.21) GeV. (14.107)

This effectively determines the quartic coupling, λ, of the theory.
Direct measurements of this parameter are currently underway. The
standard model also suffers from the fact that the neutrino is mass-
less in this theory while we now believe (from neutrino oscillation
experiments) that the neutrino may have a small mass. Once again
these can be accomodated into extensions of the standard model that
we will not go into here.
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Chapter 15

Regularization of Feynman diagrams

15.1 Introduction

So far we have discussed the basic structures of various quantum
field theories. We have also carried out a few calculations of sim-
ple Feynman diagrams describing physical processes in section 9.6.
The simple diagrams in 9.6 are known as tree diagrams where the
momenta of all the internal propagators are uniquely determined
(through energy-momentum conserving delta functions) in terms of
the external momenta (in the diagrams in 9.6 there was only one
internal propagator). However, as we go to higher orders in per-
turbation, the Feynman diagrams become topologically more com-
plicated and may contain internal propagators whose momenta are
not uniquely determined in terms of the external momenta. Instead
some of the internal propagators may involve momenta (loop mo-
menta) that are integrated over all possible values. In such a case,
the evaluation of Feynman diagrams may lead to divergences de-
pending on the structure of the integral that is being evaluated. As
a result, we have to find a way of extracting meaningful results from
such a quantum field theory. This procedure is known, in general, as
renormalization of a quantum field theory and involves several steps.
We will study this question in a systematic manner developing the
necessary ideas in this chapter as well as in the next.

As we have discussed earlier (see section 13.4), any scattering
matrix element (S matrix element) in a given quantum field theory
can be built out of 1PI (one particle irreducible) graphs. We recall
that an 1PI graph is defined to be a (vertex) graph which cannot be
separated into two disconnected graphs by cutting a single internal
line. For example, let us look at one of the simplest interacting field

619
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theories, namely, the scalar φ4 theory described by the Lagrangian
density (see (6.36))

L =
1

2
∂µφ∂

µφ− M2

2
φ2 − λ

4!
φ4, (15.1)

where the coupling constant λ is assumed to be positive. The Feyn-
man rules for this theory are given by

p = iGF (p) =
i

p2 −M2
,

p1 p2

p3p4

= −(2π)4iλδ4(p1 + p2 + p3 + p4), (15.2)

where all the momenta at the vertex are assumed to be incoming
and we have not written the “iǫ” term in the propagator explicitly
although it should be understood. With these Feynman rules, we can
calculate any perturbative amplitude in the φ4 theory. In fact, given
these Feynman rules, we can construct, for example, the graphs in
Fig. 15.1 (which topologically involve loops and, therefore, are called
loop diagrams)

Figure 15.1: A few examples of 1PI diagrams in the φ4 theory.

which are 1PI graphs whereas the graph in Fig. 15.2, for example,
is not. Clearly the 1PI diagrams are fundamental since any other
diagram can be built using them as basic elements. Therefore, in
studying quantum field theories at higher orders, it is sufficient to
concentrate on the 1PI graphs.
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Figure 15.2: An example of a diagram in the φ4 theory which is not
1PI.

As we have mentioned, in evaluating scattering amplitudes par-
ticularly at the loop level (where the topology of the diagram involves
loops as in Fig. 15.1 and Fig. 15.2), we invariably run into diver-
gences. Namely, the integrals over the arbitrary loop momenta may
not, in general, be convergent. In such a case, we are forced to give
a meaning to the Feynman amplitudes in some manner and this pro-
cess is known as regularization of the diagrams. Since the 1PI graphs
are fundamental, to study the divergence structure of any amplitude
(graph), it is sufficient to study the divergence behavior of only the
1PI graphs. In the discussions below we will introduce a number of
regularization schemes that are commonly used in studying divergent
Feynman amplitudes.

15.2 Loop expansion

As we have mentioned repeatedly, problems of divergences arise in a
quantum field theory at the loop level. Therefore, let us discuss the
notion of loop expansion in a quantum field theory in this section.
Let us note that if our theory is described by a Lagrangian density
such that (although we are assuming the basic field variable to be a
scalar field, this discussion applies to any quantum field theory)

L (φ, ∂µφ, a) = a−1L (φ, ∂µφ) , (15.3)

where a is a constant parameter, then it is clear that each interaction
vertex in the theory will have a factor a−1 multiplied with it, while
the propagator of the theory which is the inverse of the tree level
two point function will have a factor “a” associated with it. Thus if
we are considering a proper vertex graph (1PI graph) with I internal
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lines and V number of interaction vertices, then the power P of “a”
associated with this graph is given by

P = I − V. (15.4)

On the other hand the number of loops in a graph is defined
as the number of independent momenta which we have to integrate
over (after all the energy-momentum conserving delta functions have
been taken care of). Realizing that with every internal line there is
a momentum which is integrated and that each vertex has a delta
function enforcing the conservation of energy and momentum at that
vertex, the number of loops (independent momenta) in such a graph,
therefore, is given by

L = I − V + 1, (15.5)

where the term (+1) reflects the fact that every 1PI vertex function
has an overall energy-momentum conserving delta function associ-
ated with it. From the two relations in (15.4) and (15.5), we can
eliminate I − V to obtain

L = P + 1. (15.6)

In other words, the power of “a” in a diagram in such a theory also
determines the number of loops in the diagram and can, therefore,
be thought of as the parameter of expansion in the number of loops.

Let us recall that in the path integral description of a quantum
field theory, the generating functional is defined as (see, for example,
(12.121), we have set ~ = 1 throughout our discussion, but for a clear
understanding of the loop expansion we are going to restore ~ in this
section only)

Z[J ] = N

∫
Dφ e i~SJ , (15.7)

where ~ represents the Planck’s constant and we see that it can be
thought of as an overall multiplicative parameter like “a” in (15.3).
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As a result, expanding in powers of ~ in a quantum field theory also
corresponds to expanding in the number of loops as described in
(15.6).

We are usually accustomed to the idea of perturbation in powers
of the coupling constant in the theory. Loop expansion is a differ-
ent perturbative expansion. The reason why such an expansion is
advantageous can be seen from the fact that since this parameter
multiplies the whole action, the expansion is unaffected by how one
divides the total action into a free part and an interaction part. This
is quite important, for example, when we study theories where there
is spontaneous breakdown of a symmetry. In such a case, as we have
seen (see, for example, sections 7.5 and 14.2), the scalar field picks
up a vacuum expectation value which depends on the coupling con-
stant of the theory (inversely). Therefore, when we perturb around
the true vacuum (by shifting the field variable by its vacuum expec-
tation value), the entire perturbation expansion has to be rearranged
which is nontrivial. On the other hand, the loop expansion is un-
affected by shifting of fields since the parameter of expansion is a
multiplicative factor in front of the total action and as a result the
loop expansion is quite useful. In addition the small value of ~ makes
it a legitimate expansion (perturbation) parameter.

15.3 Cut-off regularization

To get an idea of how divergences arise in a quantum field theory
at the loop level, let us calculate the simplest nontrivial graph in
the φ4 theory (15.1) which gives the one loop correction to the two
point function. Factoring out an overall momentum conserving delta
function (2π)4δ4(p1−p2) and identifying p1 = p2 = p we have (we will
always factor out the overall momentum conserving delta function
along with the factor of (2π)4)

p p

k

= I = − iλ
2

∫
d4k

(2π)4
i

k2 −M2
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= − iλ
2

∫
id4kE
(2π)4

i

−k2E −M2

= − iλ

2(2π)4

∫
d4kE

1

k2E +M2

= − iλ

2(2π)4

∫
dΩ

∞∫

0

k3EdkE
1

k2E +M2

= − iλ

2(2π)4
(2π2)

∞∫

0

1

2
dk2E

k2E
k2E +M2

= − iλ

32π2

∞∫

0

dy
y +M2 −M2

y +M2

= − iλ

32π2

∞∫

0

dy
(
1− M2

y +M2

)
. (15.8)

Here we have used the fact that the Feynman diagram in (15.8) has
an associated symmetry factor of 1

2 and have rotated the momentum
to Euclidean space by letting k0 → ik0E in the intermediate step to
facilitate the evaluation of the integral. Furthermore, we have used
the value of the angular integral in four dimensions which can be
easily determined as

∫
dΩ =

π∫

0

dθ1 sin
2 θ1

π∫

0

dθ2 sin θ2

2π∫

0

dθ3

=

π∫

0

dθ1
1

2
(1− cos 2θ1)

1∫

−1

d cos θ2 × (2π)

= 2π2. (15.9)

We see from (15.8) that this integral is divergent and, therefore,
we define (regularize) this integral by cutting off the momentum in-
tegration at some higher value Λ and then taking the limit Λ → ∞
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at the end of the calculation. (This is the reason for the name cut-off
regularization.) Since large values of momentum correspond to small
values of coordinate separation, such divergences are also known as
ultraviolet divergences. With this regularization, the two point func-
tion in (15.8) takes the form

I = lim
Λ→∞

− iλ

32π2




Λ2∫

0

dy −M2

Λ2∫

0

dy

y +M2




= lim
Λ→∞

− iλ

32π2

[
Λ2 −M2 ln

(
y +M2

) ∣∣∣∣
Λ2

0

]

= lim
Λ→∞

− iλ

32π2

[
Λ2 −M2 ln

(
Λ2 +M2

M2

)]

= lim
Λ→∞

− iλ

32π2

[
Λ2 −M2 ln

Λ2

M2
+O

(
1

Λ2

)]
. (15.10)

The result at the end should be rotated back to the Minkowski space.
However, since there is no momentum vector in the final result in
(15.10) (and m,Λ are scalar parameters), in this case this is also the
result in the Minkowski space.

We add here for completeness that the cut-off can also be imple-
mented through a weight factor in the following manner. We note
that we can write (15.8) in a regularized manner as

I = − iλ

32π2

∞∫

0

dy

(
1− M2

y +M2

)

= lim
Λ̃→∞

− iλ

32π2

∞∫

0

dy

(
1− M2

y +M2

)
e−

y

Λ̃2

= lim
Λ̃→∞

− iλ

32π2

[
Λ̃2 +M2

(
γ + ln

M2

Λ̃2
+O(

1

Λ̃2
)
)]

= lim
Λ̃→∞

− iλ

32π2

[
Λ̃2 +M2

(
γ − ln

Λ̃2

M2
+O(

1

Λ̃2
)
)]
, (15.11)
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where

γ = lim
n→∞

(
n∑

k=1

1

k
− lnn

)
= 0.577215665, (15.12)

denotes the Euler’s constant (also known as the Euler-Mascheroni
constant and sometimes denoted by C) and we have used the stan-
dard tables of integrals (see, for example, Gradshteyn and Ryzhik
3.352.4 and 8.214.1). The divergent structure of this result coincides
with that in (15.10) with the identification

Λ̃2 = Λ2 −M2γ. (15.13)

Furthermore, we also note here that the diagram in (15.8) can
be evaluated without rotating the momentum into Euclidean space
as follows

I = − iλ
2

∫
d4k

(2π)4
i

k2 −M2 + iǫ

=
λ

2(2π)4

∫
d3kdk0

1

(k0 − (Ek − iǫ))(k0 + Ek − iǫ)

=
λ

2(2π)4
(−2πi)

∫
d3k

1

2Ek
= − iλ

32π3

∫
d3k

1

Ek
, (15.14)

where we have identified (see, for example, (5.48)) Ek =
√
|k|2 +M2.

Since the integrand in (15.14) does not depend on the angular vari-
ables, the integration over the angles can be carried out, which gives
(4π) in three dimensions. Furthermore, defining y = |k|, the integral
takes the form

I = − iλ

32π3
(4π)

∞∫

0

dy
y2√

y2 +M2

= lim
Λ̄→∞

− iλ

8π2

Λ̄∫

0

dy
(√

y2 +M2 − M2

√
y2 +M2

)
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= lim
Λ̄→∞

− iλ

8π2
1

2

[
y
√
y2 +M2 −M2 ln

(
y +

√
y2 +M2

)]Λ̄
0

= lim
Λ̄→∞

− iλ

16π2

[
Λ̄
√

Λ̄2 +M2 −M2 ln
Λ̄ +
√
Λ̄2 +M2

M

]

= lim
Λ̄→∞

− iλ

32π2

[
2Λ̄2 +M2 −M2 ln

(4Λ̄2

M2

)
+O(

1

Λ̄2
)
]
. (15.15)

Here we have used the standard table of integrals in the intermediate
step (see, for example, Gradshteyn and Ryzhik, 2.271.3 and 2.271.4).
This result coincides with (15.10) if we identify

Λ̄2 =
1

2

(
Λ2 −M2(1− ln 2)

)
. (15.16)

This derivation makes it clear that the evaluation of the amplitude
is much easier in the Euclidean space.

The integral in (15.8) can also be evaluated in an alternative
manner which is sometimes useful and so let us discuss the alternate
method as well. We note that the integral in Euclidean space has
the form

I = − iλ

2(2π)4
× 2π2

∞∫

0

1

2
dk2E

k2E
k2E +M2

= − iλ

32π2

∞∫

0

dy
y

y +M2

= − iλ

32π2

∞∫∫

0

dydτ y e−τ(y+M
2)

= − iλ

32π2

∞∫

0

dτ
1

τ2
Γ(2) e−τM

2

= − iλ

32π2

∞∫

0

dτ

τ2
e−τM

2
. (15.17)
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Here Γ(2) denotes the gamma function and the parameter τ is known
as the Schwinger parameter (or the proper time parameter). We note
that the integrand in (15.17) is well behaved for large values of τ , but
is divergent at the lower limit τ = 0. Thus, the ultraviolet divergence
in (15.10) has been transformed into an infrared divergence in the
Schwinger parameter τ . This integral can be regularized by cutting
off the integral at some lower limit 1

Λ2 as

I = lim
Λ→∞

− iλ

32π2

∞∫

0

dτ

τ2
e−τM

2− 1
Λ2τ

= lim
Λ→∞

− iλ

32π2
× 2

(
1

Λ2M2

)− 1
2

K−1

(
2M

Λ

)

= lim
Λ→∞

− iλ

32π2
× (2ΛM)K1

(
2M

Λ

)

= lim
Λ→∞

− iλ

32π2
× (2ΛM)

[ (2M

Λ

)−1

+
M

Λ
ln
M

Λ
+ · · ·

]

= lim
Λ→∞

− iλ

32π2

[
Λ2 +M2 ln

M2

Λ2
+O

(
1

Λ2

)]

= lim
Λ→∞

− iλ

32π2

[
Λ2 −M2 ln

Λ2

M2
+O

(
1

Λ2

)]
, (15.18)

where Km(z) denotes the modified Bessel function of the second kind
of order m and we have used the standard tables of integral (see, for
example, Gradshteyn and Ryzhik 3.471.9) to evaluate the integral
over τ . Equation (15.18) can be compared with (15.10) and we see
that both ways of evaluating the integral lead to the same result.
We note that since the cutoff Λ has to be actually taken to infinity
in the final result, this graph is divergent. However, regularizing the
integral brings out the divergence structure of the Feynman graph.
For example, we note from (15.10) (or (15.18)) that the self-energy
diagram at one loop contains a term that diverges quadratically as
well as a term which is logarithmically divergent. It is also clear from
this simple calculation that the nature of the divergence depends on
the dimensionality of space-time (we are restricting ourselves to four
space-time dimensions, but quantum field theories can be defined in



July 13, 2020 8:54 book-9x6 11845-main page 629

15.3 Cut-off regularization 629

any number of space-time dimensions). Without going into details,
we note that the result in (15.18) can also be obtained by simply cut-
ting off the τ integral at the lower limit 1

Λ2 (without the regularizing
exponential factor).

Let us next look at another one loop graph, namely, the one loop
diagram for the vertex correction shown in Fig. 15.3. For simplicity
we would consider all the incoming momenta to vanish. This diagram
is also divergent (in four dimensions) and with the cut-off regular-
ization leads to (we assume p1 = p2 = p3 = p4 = 0 for simplicity
so that each graph contributes the same amount and also because
we are interested in looking at only the divergence structure of the
graph)

p1 p3

p4p2

p1 p4

p2p3

+

p1 p2

p3p4

+

Figure 15.3: One loop correction to the four point vertex function.

I =
3(−iλ)2

2

∫
d4k

(2π)4
i

k2 −M2

i

k2 −M2

=
3λ2

2(2π)4

∫
id4kE

( 1

−k2E −M2

)2

=
3iλ2

2(2π)4

∫
d4kE

1

(k2E +M2)2

=
3iλ2

2(2π)4
(2π2)

∞∫

0

k3E dkE
1

(k2E +M2)2

=
3iλ2

32π2

∞∫

0

dy
y

(y +M2)2

=
3iλ2

32π2

∞∫

0

dy
y +M2 −M2

(y +M2)2
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=
3iλ2

32π2

[
lim
Λ→∞

Λ2∫

0

dy

y +M2
−M2

∞∫

0

dy

(y +M2)2

]

=
3iλ2

32π2

[
lim
Λ→∞

ln (y +M2)

∣∣∣∣
Λ2

0

+
M2

y +M2

∣∣∣∣
∞

0

]

= lim
Λ→∞

3iλ2

32π2

[
ln

Λ2 +M2

M2
− 1
]

= lim
Λ→∞

3iλ2

32π2

[
ln

Λ2

M2
− 1 +O

(
1

Λ2

)]
. (15.19)

There are several things to note from this derivation. First we have
factored out an overall momentum conserving delta function along
with the factor of (2π)4. The second factor of (2π)4 that comes
from the second vertex has cancelled with the factor of 1

(2π)4
in the

integration over the momentum of one of the internal propagators.
Finally, each of these diagrams has an associated symmetry factor of
1
2 and we have used the value of the angular integral from (15.9) in
the intermediate step. Thus we see that this graph is also divergent
(in four dimensions), but the divergence in this case is logarithmic.
(This can also be seen from the fact that the integral in (15.19) is
given by − ∂

∂M2 of that in (15.8) up to a multiplicative factor.)
Let us note here that these divergences are there in the quantum

field theory besides the zero point energy or the ground state energy
divergence which, as we have seen earlier, can be removed by nor-
mal ordering the Hamiltonian of the theory. Normal odering is, of
course, equivalent to saying that since we only measure differences
in the energy levels, we are free to redefine the value of the ground
state energy to zero. However, the present divergences are nontrivial
and are present even after normal ordering of the theory. In fact,
any given quantum field theory, in general, is plagued with diver-
gences at every (loop) order in perturbation theory (unless we are
in lower dimensions). The divergence structure of any diagram can
be determined simply by counting the powers of momentum in the
numerator and in the denominator. Thus, for example, for the first
graph in (15.8) we have four powers of momentum in the numerator
coming from the momentum integration while there are two powers
of momentum in the denominator coming from the propagator. Con-
sequently, we see that there is a net 4− 2 = 2 powers of momentum
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in the numerator reflected in the fact that the highest degree of di-
vergence of the diagram is quadratic. Similarly, for the diagrams in
Fig. 15.3, we have four powers of momentum in the numerator com-
ing from the momentum integration while there are four powers of
momentum in the denominator coming from two propagators. As a
result, there is a net 4−4 = 0 power of momentum in the numerator
reflected in the logarithmic divergence of the diagram.

Renormalization is the process of redefining these infinities that
we encounter in perturbation theory. Very broadly it consists of
two essential parts. First we introduce a regularization procedure
(scheme) which gives a meaning to the divergent Feynman integrals
by isolating the divergent parts of the diagram. In the examples we
have studied in (15.10) and (15.19), the cutoff regularizes and defines
the integrals. But in this process the amplitude (and the theory) be-
comes cutoff dependent. The second part of renormalization consists
of removing the cutoff dependence (or regularization dependence) of
the theory which we will take up in the next chapter.

15.3.1 Calculation in the Yukawa theory. Let us note that any Feyn-
man diagram (amplitude), in general, depends analytically on the
external momenta. In the previous examples, particularly in the
second example (15.19), the lack of dependence on the external mo-
menta is simply due to our special choice of the external momenta
to be all vanishing. But let us examine the dependence of diagrams
on external momenta (and this will be important in studying renor-
malization) in another theory, namely, the theory with a Yukawa
coupling described by the Lagrangian density

L = iψ∂/ψ −mψψ +
1

2
∂µφ∂

µφ− M2

2
φ2 − gψψφ− λ

4!
φ4. (15.20)

This theory describes the interaction between a fermion and a scalar
field (as well as the self-interaction of the scalar field) and the Feyn-
man rules for this theory are given by

p = iGF (p) =
i

p2 −M2
,
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p = iSF (p) =
i

p/−m =
i(p/+m)

p2 −m2
,

p1

p2

p3

= −(2π)4igδ4(p1 + p2 + p3),

p1 p2

p3p4

=−(2π)4iλδ4(p1 + p2 + p3 + p4), (15.21)

where the arrows in the vertices denote the fact that momenta are
all incoming. (There should also be an identity matrix in the spinor
space or, equivalently, a delta function involving the spinor indices in
the cubic vertex which we are suppressing for simplicity.) The lowest
order (tree) graphs involving the fermions (with a scalar exchange)
in this theory gives rise to the Yukawa potential (as we have seen in
section 8.9) which is why the cubic coupling involving fermions (and
the scalar) is called the Yukawa coupling.

Before we proceed to calculate higher order diagrams in this the-
ory, let us note that at higher orders in perturbation theory, diagrams
necessarily involve more internal propagators. Therefore, it would be
useful to find a way of combining denominators and this is achieved
by Feynman’s formula as follows. Suppose we would like to write 1

AB
as a single factor, then we note that

1∫

0

dx

(xA+ (1− x)B)2
=

1∫

0

dx

(x(A−B) +B)2

= − 1

A−B
1

x(A−B) +B

∣∣∣
1

0

= − 1

A−B
[ 1
A
− 1

B

]

=
1

AB
. (15.22)
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Therefore, we see that we can combine two denominators in a simple
manner as

1

AB
=

1∫

0

dx

(xA+ (1− x)B)2
=

1∫

0

dx

(xB + (1− x)A)2

=

1∫∫

0

dx1dx2
δ(1 − x1 − x2)
(x1A+ x2B)2

. (15.23)

It is worth emphasizing here that this simple combination formula
holds if both the factors 1

A and 1
B have the same analyticity prop-

erty (namely, the iǫ term with the same sign). On the other hand,
when the two factors have opposite analytic behavior (iǫ terms with
opposite sign), then this formula needs to be generalized (which is
important in studying finite temperature field theories). In quantum
field theory at zero temperature, however, (15.23) holds and is quite
useful. Generalization of (15.23) to include more denominators is
straightforward and has the form

n∏

i=1

1

Ai
=

1∫

0

n∏

i=1

dxi
δ(1 − x1 − · · · − xn)

(
n∑
i=1

xiAi)n
, (15.24)

which we have already used in (13.121).
Equipped with the Feynman combination formula, let us next

calculate the two simplest nontrivial graphs involving loops in this
theory. The fermion self-energy at one loop has the form

p p

k

k + p

= (−ig)2
∫

d4k

(2π)4
i

k2 −M2

i

(k/+ p/)−m
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= g2
∫

d4k

(2π)4
1

k2 −M2

(k/ + p/) +m

(k + p)2 −m2

= g2
∫
id4kE
(2π)4

1

−k2E −M2

−(k/E + p/E) +m

− (kE + pE)
2 −m2

= − ig2

(2π)4

∫
d4kE

(k/E + p/E)−m
(k2E +M2)

(
(kE + pE)

2 +m2
) . (15.25)

Here we have rotated the momenta as well as the gamma matrices
to Euclidean space as γ0 → iγ0E so that

k/ = γ0k0 − γ · k→ −γ0Ek0E − γ · k = −k/E. (15.26)

Using the Feynman combination formula (15.23), the integral in
(15.25) can be written as (for simplicity we factor out the multi-

plicative factor − ig2

(2π)4
which we will put back at the end of the

calculation)

=

∫
d4kE

1∫

0

dx
(k/E + p/E)−m[

x
(
(kE + pE)2 +m2

)
+ (1− x)(k2E +M2)

]2

=

∫
d4kE

1∫

0

dx
(k/E + p/E)−m

(k2E + 2xkE · pE + xp2E + xm2 + (1− x)M2)2

=

1∫

0

dx

∫
d4kE

(k/E + p/E)−m(
(kE + xpE)2 + x(1− x)p2E + xm2 + (1− x)M2

)2

=

1∫

0

dx

∫
d4kE

k/E + (1− x)p/E −m
(k2E + x(1− x)p2E + xm2 + (1− x)M2)2

=

1∫

0

dx((1− x)p/E −m)

∞∫

0

(2π2)k3E dkE
1

(k2E +Q2)2
, (15.27)

where we have defined
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Q2 = x(1− x)p2E + xm2 + (1− x)M2. (15.28)

In (15.27) we have shifted the variable of integration kE → kE − xpE
in the intermediate step after which the term k/E in the numerator
vanishes because of anti-symmetry.

Furthermore, the kE integral can be carried out to give (we now

put back the overall multiplicative factor − ig2

(2π)4
)

= − ig2

16π2

1∫

0

dx ((1− x)p/E −m)

∞∫

0

dy
y

[y +Q2]2

= − ig2

16π2

1∫

0

dx ((1− x)p/E −m)

[
ln

(
Λ2 +Q2

Q2

)
− 1

]

= − ig2

16π2

1∫

0

dx ((1− x)p/E −m)

×
[
ln

Λ2 + x(1− x)p2E + xm2 + (1− x)M2

x(1− x)p2E + xm2 + (1− x)M2
− 1

]

=
ig2

16π2

1∫

0

dx ((1− x)p/+m)

×
[
ln

Λ2 − x(1− x)p2 + xm2 + (1− x)M2

−x(1− x)p2 + xm2 + (1− x)M2
− 1

]

= f(p,m,M,Λ, g), (15.29)

where it is understood that the limit Λ → ∞ is to be taken. We
also note here that we have used the integral from (15.19) in the
intermediate step and have rotated back to Minkowski space in the
final step.

Similarly the scalar self-energy graph is given by
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k

p

k + p

p

= −Tr
[
(−ig)2

∫
d4k

(2π)4
i

k/−m
i

(k/ + p/)−m

]

= −g2Tr
∫

d4k

(2π)4
(k/ +m)((k/ + p/) +m)

(k2 −m2) ((k + p)2 −m2)
. (15.30)

Here the overall negative sign reflects the fact that we are evaluating
a graph with a fermion loop. Furthermore, the trace is a consequence
of the fact that the Dirac matrix indices coming from the two fermion
propagators are being summed over (there are no free Dirac indices
in the diagram). Using the trace identities (in 4 dimensions)

Tr 1 = 4,

Tr A/ = 0,

Tr A/B/ = 4A · B, (15.31)

the self energy graph in (15.30) takes the form

= − g2

(2π)4

∫
d4k

4(k · (k + p) +m2)

(k2 −m2)((k + p)2 −m2)

= − 4g2

(2π)4

∫
id4kE

(−kE · (kE + pE) +m2)

(−k2E −m2)(−(kE + pE)2 −m2)

=
4ig2

(2π)4

∫
d4kE

(kE · (kE + pE)−m2)

(k2E +m2)((kE + pE)2 +m2)

=
4ig2

(2π)4

∫
d4kE

×
1∫

0

dx
(kE · (kE + pE)−m2)

(x((kE + pE)2 +m2) + (1− x)(k2E +m2))2
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=
4ig2

(2π)4

1∫

0

dx

∫
d4kE

(kE · (kE + pE)−m2)

((kE + xpE)2 + x(1− x)p2E +m2)2

=
4ig2

(2π)4

1∫

0

dx

∫
d4kE

(k2E − x(1− x)p2E −m2)

(k2E + x(1− x)p2E +m2)2

=
4ig2

(2π)4

1∫

0

dx 2π2
∞∫

0

k3E dkE

(
k2E −Q2

)

(k2E +Q2)2

=
4ig2π2

(2π)4

1∫

0

dx

∞∫

0

dy
y
(
y −Q2

)

(y +Q2)2

=
ig2

4π2

1∫

0

dx

∞∫

0

dy y

[
1

y +Q2
− 2Q2

(y +Q2)2

]

=
ig2

4π2

1∫

0

dx

∞∫

0

dy

[
1− Q2

y +Q2
− 2Q2

y +Q2
+

2Q4

(y +Q2)2

]

= lim
Λ→∞

ig2

4π2

1∫

0

dx
[ Λ2∫

0

dy − 3Q2

Λ2∫

0

dy

y +Q2
+ 2Q4

∞∫

0

dy

(y +Q2)2

]

= lim
Λ→∞

ig2

4π2

1∫

0

dx

[
Λ2 − 3Q2 ln

Λ2 +Q2

Q2
+ 2Q2

]

= lim
Λ→∞

ig2

4π2

1∫

0

dx

[
Λ2 − 3Q

2
ln

Λ2 +Q
2

Q
2 + 2Q

2

]

= f(p,m, g,Λ), (15.32)

where we have identified Q2 = x(1− x)p2E +m2 while Q
2
= −x(1 −

x)p2 +m2 represents the function rotated to Minkowski space.

These two simple calculations show that Feynman amplitudes are
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functions of external momenta. In fact, a Feynman amplitude with
n external lines is an analytic function of (n−1) external momentum
variables. This is because the overall momentum conservation makes
one of the momenta a dependent variable. In the examples worked
out above it is clear that one can Taylor expand the amplitudes
around zero momentum of the external lines. Thus, for example, for
the fermion self-energy in (15.29), we can write

=
ig2

16π2

1∫

0

dx ((1− x)p/+m)

×
[
ln

Λ2 − x(1− x)p2 + xm2 + (1− x)M2

−x(1− x)p2 + xm2 + (1− x)M2
− 1

]

=
ig2

16π2

1∫

0

dx

[
m

(
ln

Λ2 + xm2 + (1− x)M2

xm2 + (1− x)M2
− 1

)

+(1− x)p/
(
ln

Λ2 + xm2 + (1− x)M2

xm2 + (1− x)M2
− 1

)

+ finite terms as Λ→∞
]

=
ig2

16π2

1∫

0

dx

[
((1− x)p/+m) ln

Λ2

xm2 + (1− x)M2

+ finite terms as Λ→∞
]
. (15.33)

Similarly, for the scalar self-energy in (15.32) we can write

= lim
Λ→∞

ig2

4π2

1∫

0

dx
[
Λ2 − 3Q

2
ln

Λ2 +Q
2

Q
2 + 2Q

2
]

= lim
Λ→∞

ig2

4π2

1∫

0

dx

[
Λ2 − 3m2 ln

Λ2 +m2

m2
+ 2m2
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+ 3x(1 − x)p2 ln Λ2 +m2

m2
+ finite terms as Λ→∞

]

=
ig2

4π2

1∫

0

dx
[
Λ2 − 3m2 ln

Λ2

m2
+ 3x(1− x)p2 ln Λ2

m2

+ finite terms as Λ→∞
]
. (15.34)

Thus we see explicitly that any Feynman amplitude can be Taylor
expanded so that the divergent parts can be separated out as local
functions (independent of momenta). Let us note here that if the
theory is massless, then expanding around zero external momenta
would be disastrous. This is because of the infrared divergences
of the theory which can be seen in the above examples by setting
m = 0. To avoid this problem, in massless theories we Taylor expand
the amplitudes around a nonzero but finite value of the external
momentum.

15.4 Pauli-Villars regularization

Although regularizing a Feynman diagram by cutting off contribu-
tions from large values of momentum seems natural, it is clear that
such a regularization violates manifest Poincaré invariance of the
quantum theory. Furthermore, a cut-off can lead to violation of
gauge invariance in gauge theories by giving a mass to the gauge
boson. Similarly, a lattice regularization which regularizes a theory
by defining it on a discrete space-time lattice (we will not go into a
detailed discussion of lattice regularization), while quite useful, leads
to a lack of manifest rotational invariance (although in the contin-
uum limit this symmetry is recovered). Therefore, it is useful to find
a covariant regularization scheme which also respects gauge invari-
ance. The Pauli-Villars regularization provides such a regularization
scheme.

To discuss the Pauli-Villars regularization scheme, let us consider
QED (quantum electrodynamics) in the Feynman gauge (see (9.81)
and (9.126))

L = −1

4
FµνF

µν + iψD/ψ −mψψ − 1

2
(∂µA

µ)2 , (15.35)
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which leads to the Feynman rules

µ νp

= iGF ,µν(p) = −
iηµν
p2

,

p = iSF (p) =
i(p/+m)

p2 −m2
,

p

q
r µ

= −(2π)4ieγµ δ4(p+ q + r).

(15.36)

With these Feynman rules, we can now calculate various 1PI
amplitudes in QED. For example, in this theory the fermion self-
energy at one loop takes the form (as usual we factor out the overall
energy-momentum conserving delta function along with a factor of
(2π)4)

p p

k

k + p

= (−ie)2
∫

d4k

(2π)4
γµ

i(k/ + p/+m)

(k + p)2 −m2
γν
(
−i ηµν
k2 − µ2

)

= − e2

(2π)4

∫
d4k

−2(k/ + p/) + 4m

((k + p)2 −m2) (k2 − µ2)

= − e2

(2π)4

∫
id4kE

2(k/E + p/E) + 4m

((kE + pE)2 +m2) (k2E + µ2)

= − ie2

(2π)4

∫
dx

∫
d4kE

× 2(k/E + p/E) + 4m
(
(kE + xpE)

2 + x(1− x)p2E + xm2 + (1− x)µ2
)2
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= − ie2

(2π)4

∫
dxd4kE

2k/E + 2(1 − x)p/E + 4m

(k2E +Q2(m,µ))2

= − ie2

16π2

∫
dxdk2E

k2E (2(1− x)p/E + 4m)

(k2E +Q2(m,µ))2

= − ie
2

8π2

∫
dx ((1− x)p/E + 2m)

×
∞∫

0

dk2E

(
1

k2E +Q2(m,µ)
− Q2(m,µ)

(k2E +Q2(m,µ))2

)

= − ie
2

8π2

∫
dx((1− x)p/E + 2m)

( ∞∫

0

dk2E
k2E +Q2(m,µ)

− 1
)
,

(15.37)

where we have defined

Q2(m,µ) = x(1− x)p2E + xm2 + (1− x)µ2, (15.38)

and have introduced a mass µ for the photon (to regulate infrared
divergences) which can be taken to zero at the end of the calculations.
We have also used gamma matrix identities in (2.112) and (2.113) as
well as (15.9) for the angular integral. (The Dirac gamma matrices
have also been rotated to Euclidean space as discussed in (15.26).)

The momentum integral is, of course, divergent (logarithmically
by power counting) as is the case in the earlier calculation of the
fermion self-energy with the Yukawa coupling (see (15.27)). In the
Pauli-Villars regularization, we define the theory with a minimal cou-
pling of the photon to another fermion which we assume to be heavy
as well as introduce a second massive photon which couples to the
normal as well as the heavy fermions. Namely, let us add to the
Lagrangian density of QED (15.35) another term of the form (in the
Feynman gauge)

L′ = 1

4
F ′
µνF

′µν − Λ2

2
A′
µA

′µ − iψ′
D/ (A+A′)ψ′



July 13, 2020 8:54 book-9x6 11845-main page 642

642 15 Regularization of Feynman diagrams

+ Λψ
′
ψ′ − eψA/ ′ψ +

1

2
(∂µA′

µ)
2, (15.39)

where we assume that Λ ≫ m,µ and ψ′, A′
µ are fictitious heavy

fields introduced to regularize diagrams. (The covariant derivative
in (15.39) is defined with the gauge field combination Aµ+A′

µ.) We
note that the signs in the Lagrangian density for these fictitious fields
are opposite to that of the standard fields and hence they act as ghost
fields (obey opposite statistics) and subtract out contributions. The
idea is to take Λ→∞ at the end and in that limit the heavy fields do
not propagate and, therefore, decouple. However, these additional
interacting fields give an additional contribution to the fermion self-
energy (15.37) coming from the diagram where a heavy photon is
being exchanged. The contribution from the heavy photon to the
self-energy (in the Feynman gauge) would be exactly the same as
what we have already calculated in (15.37) except for an over all
sign (the gauge boson propagator has the opposite sign) and µ→ Λ.
Therefore, without doing any further calculation, we can write the
additional contribution to the fermion self-energy as

I ′ =
ie2

8π2

∫
dx ((1− x)p/E + 2m)




∞∫

0

dk2E
k2E +Q2(m,Λ)

− 1


 ,

(15.40)

so that the effective regularized fermion self-energy can be written
as

I(reg) = I + I ′

= − ie
2

8π2

∫
dx ((1− x)p/E + 2m) ln

Q2(m,Λ)

Q2(m,µ)
, (15.41)

which is finite for any given value of Λ. The final result can now be
rotated back to Minkowski space and has the form

I(reg) =
ie2

8π2

∫
dx ((1− x)p/− 2m) ln

Q
2
(m,Λ)

Q
2
(m,µ)

, (15.42)

where Q
2
(m,µ) = −x(1− x)p2 + xm2 + (1− x)µ2.
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We can also calculate the one loop photon self-energy in QED in
a similar manner. The Feynman rules (15.36) lead to

p p

k

k + p

= iΠµν(p)

= −(−ie)2 Tr

∫
d4k

(2π)4
γµ
i(k/ +m)

k2 −m2
γν

i(k/ + p/+m)

(k + p)2 −m2

= − 4e2

(2π)4

∫
d4k

kµ(k + p)ν + kν(k + p)µ − ηµνk · (k + p) +m2ηµν
(k2 −m2)((k + p)2 −m2)

= − 4e2

(2π)4

∫
d4k

∫
dx

×
[kµ(k + p)ν + kν(k + p)µ − ηµν(k · (k + p)−m2)

((k + xp)2 + x(1− x)p2 −m2)2

]

= − 4e2

(2π)4

∫
d4k

∫
dx

×
[2kµkν − 2x(1 − x)pµpν − ηµν(k2 − (x(1 − x)p2 +m2))

(k2 +Q
2
(m))2

]

= − 4e2

(2π)4

∫
dx

∫
d4k

×
[2x(1 − x)(ηµνp2 − pµpν) + 2kµkν − ηµν(k2 +Q

2
(m))

(k2 +Q
2
(m))2

]
,

(15.43)

where we have used the gamma matrix identities in (2.116) and
(2.117) and have defined

Q
2
(m) = x(1− x)p2 −m2. (15.44)
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The overall negative sign in (15.43) reflects the fact that we are
evaluating a fermion loop.

To evaluate the momentum integral, we can rotate (15.43) to
Euclidean space ((k0, p0) → i(k0E , p0E), (k

2, p2) → −(k2E, p2E), ηµν →
−δµν ,Π00 → (i)2ΠE

00,Π0i → (i)ΠE
0i) and we have

iΠE
µν = − 4ie2

(2π)4

∫
dx

∫
d4kE

×
[2x(1 − x)(δµνp2E − pµEpνE) + 2kµEkνE − δµν(k2E +Q2(m))

(k2E +Q2(m))2

]
,

(15.45)

where Q2(m) = x(1 − x)p2E +m2. We can now integrate each of the
terms in (15.45) individually. For terms involving kµEkνE we can use
symmetric integration (kµEkνE → 1

4δµνk
2
E) and in this way we have

∫
d4kE

2kµEkνE

(k2E +Q2(m))2
=

∫
d4kE

1
2 δµν k

2
E

(k2E +Q2(m))2

= π2
∫

dy
y2

(y +Q2(m))2
1

2
δµν

=
π2

2
δµν

∫
dy

(y +Q2(m))2 − 2(y +Q2(m))Q2(m) + (Q2(m))2

(y +Q2(m))2

=
π2

2
δµν

∫
dy

[
1− 2Q2(m)

y +Q2(m)
+

(Q2(m))2

(y +Q2(m))2

]
,

∫
d4kE

1

k2E +Q2(m)
(−δµν) = −π2 δµν

∫
dy

y

y +Q2(m)

= −π2 δµν
∫

dy

[
1− Q2(m)

y +Q2(m)

]
,

so that we have
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∫
d4kE

(
2kµEkνE

(k2E +Q2(m))2
− δµν
k2E +Q2(m)

)

= −π
2

2
δµν

∫
dy

[
1− (Q2(m))2

(y +Q2(m))2

]
. (15.46)

Here we have used (15.9) in the intermediate steps. Putting this back
into (15.45), we obtain for the self-energy of the photon (in Euclidean
space),

iΠE
µν = − ie

2

4π2

∫
dx

∞∫

0

dy
[2x(1− x)

(
δµνp

2
E − pµEpνE

)
y

(y +Q2(m))2

+ δµν

(
−1

2
+

(Q2(m))2

2(y +Q2(m))2

)]

= − ie
2

4π2

∫
dx

∞∫

0

dy
[
2x(1− x)

(
δµνp

2
E − pµEpνE

)

×
(

1

y +Q2(m)
− Q2(m)

(y +Q2(m))2

)

+ δµν

(
−1

2
+

(Q2(m))2

2(y +Q2(m))2

)]

= − ie
2

4π2

∫
dx
[
2x(1− x)(δµνp2E − pµEpνE)

(∞∫

0

dy

y +Q2(m)
− 1
)

+
1

2
δµν

(
−

∞∫

0

dy +Q2(m)
)]
. (15.47)

This integral, as we see, is quadratically divergent. However,
recalling that the photon has coupling to fictitious heavy fermions,
we will have another contribution coming from the heavy fermion
loop with exactly the same contribution except for an over all sign
(the heavy fermion has an opposite statistics and, therefore, there is
no negative sign for the loop) andm→ Λ. As a result, the regularized
photon self-energy will have the form
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iΠE
µν(pE,m)− iΠE

µν(pE,Λ)

= − ie
2

4π2

∫
dx

[
2x(1 − x)

(
δµνp

2
E − pµEpνE

)
ln
Q2(Λ)

Q2(m)

−1

2
δµν
(
Q2(Λ)−Q2(m)

)]
. (15.48)

This shows that the diagram is finite for any given value of Λ. How-
ever, this has the unpleasant feature that the photon self-energy has
developed a mass term (term proportional to δµν , see, for example,
section 14.1) which would violate (photon) gauge invariance. Such a
term can be cancelled by adding another set of heavy fermion fields.
Let us assume that we have two sets of heavy ghost fermions with
masses Λ1,Λ2 and charges

√
c1e,
√
c2e respectively. Then the regu-

larized photon amplitude with these two sets of heavy fermions will
have the form

iΠE(reg)
µν (pE) = iΠE

µν(pE,m)− ic1ΠE
µν(pE,Λ1)− ic2ΠE

µν(pE,Λ2)

= − ie
2

4π2

∫
dx
[
2x(1− x)

(
δµνp

2
E − pµEpνE

)

×
( ∞∫

0

dy

(
1

y +Q2(m)
− c1
y +Q2(Λ1)

− c2
y +Q2(Λ2)

)

− (1− c1 − c2)
)

− 1

2
δµν

(
(1− c1 − c2)

( ∞∫

0

dy
)

−
(
Q2(m)− c1Q2(Λ1)− c2Q2(Λ2)

))]

= − ie
2

4π2

∫
dx
[
2x(1− x)

(
δµνp

2
E − pµEpνE

)

×
( ∞∫

0

dy

(
1

y +Q2(m)
− c1
y +Q2(Λ1)

− c2
y +Q2(Λ2)

)
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− (1− c1 − c2)
)

− 1

2
δµν

(
(1− c1 − c2)

( ∞∫

0

dy
)

− (1− c1 − c2)x(1− x)p2E − (m2 − c1Λ2
1 − c2Λ2

2)
)]
. (15.49)

It is clear, therefore, that if the parameters satisfy

c1 + c2 = 1, c1Λ
2
1 + c2Λ

2
2 = m2, (15.50)

then, the quadratic divergences as well as the logarithmic divergences
in (15.49) would cancel leading to

iΠE(reg)
µν =− ie

2

2π2
(
δµνp

2
E − pµEpνE

) ∫
dx x(1− x)

×
[
c1 lnQ

2(Λ1) + c2 lnQ
2(Λ2)− lnQ2(m)

]
, (15.51)

which represents a gauge invariant photon self-energy (it is manifestly
transverse). Rotating this back to Minkowski space we obtain

iΠ(reg)
µν = − ie

2

2π2
(
ηµνp

2 − pµpν
) ∫

dx x(1− x)

×
[
c1 lnQ

2
(Λ1) + c2 lnQ

2
(Λ2)− lnQ

2
(m)

]
. (15.52)

We note here that even though we are working in the Feynman gauge,
since the diagram for the photon self-energy in (15.43) does not in-
volve the photon propagator, the result (15.52) holds for any covari-
ant gauge with an arbitrary value of the gauge fixing parameter ξ.

In general, Pauli-Villars regularization involves introducing, in
a gauge invariant manner, a set of heavy fields with masses Λi and
charges (

√
cie) with i = 1, 2, · · · , n depending on the nature of the

divergence in the diagram such that the regularized amplitude
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I(reg) = I(p,m)−
n∑

i=1

ciIi(p,Λi), (15.53)

with the conditions on the parameters given by

∑

i

ci = 1,
∑

i

ciΛ
2
i = m2, · · · , (15.54)

will be finite and gauge invariant.

15.5 Dimensional regularization

From the analysis of the divergence structure of amplitudes in the
last two sections it is clear that the divergences are functions of the
dimension of space time. For example, the integral

∫
d4k

(k2 −m2) ((k + p)2 −M2)
, (15.55)

is logarithmically divergent in four dimensions. However, in less
than four dimensions it is finite. Thus we see that a method of
regularizing Feynman integrals can very well be to analytically con-
tinue the integral into n dimensions where it is well defined (well
behaved). This procedure is known as dimensional regularization.
Furthermore, since gauge invariance is independent of the number of
space time dimensions, it is by construction a gauge invariant regu-
larization scheme. In fact, it is quite useful in studying non-Abelian
gauge theories for which the Pauli-Villars regularization does not
work. It is worth pointing out here that the Pauli-Villars regular-
ization is sufficient to regularize all the Feynman amplitudes in an
Abelian gauge theory in a gauge invariant way. In non-Abelian the-
ories, however, there are graphs of the form shown in Fig. 15.4 which
cannot be regularized by the Pauli-Villars method. (Namely, while
a mass term for the fermions is gauge invariant, a mass term for the
non-Abelian gauge fields breaks gauge invariance which is why it fails
in non-Abelian theories.) We should mention here that dimensional
regularization has its own problems which we will discuss at the end
of this section, but it is worth pointing out here that manipulations
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Figure 15.4: A loop graph contributing to the gluon self-energy.

with dimensional regularization are extremely simple which is why
it is quite useful.

In dimensional regularization we analytically continue the theory
to n dimensions. For example, if we are looking at the φ4 theory
described by the Lagrangian density

L =
1

2
∂µφ∂

µφ− M2

2
φ2 − λ

4!
φ4, (15.56)

we can carry out the (canonical) dimensional analysis in n dimensions
to determine (remember that ~ = c = 1)

[φ] =
n− 2

2
,

[M ] = 1,

[λ] = 4− n. (15.57)

Therefore, the coupling constant for the quartic interaction in (15.56)
carries a dimension (away from four dimensions) and introducing an
arbitrary mass scale µ we can then write the Lagrangian density
(15.56) for the theory in n dimensions as

L =
1

2
∂µφ∂

µφ− M2

2
φ2 − λµ4−n

4!
φ4, (15.58)
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so that the coupling constant λ is rendered dimensionless. The Feyn-
man rules for the theory (15.58) are given by

p =
i

p2 −M2
,

p1 p2

p3p4

= −(2π)niλµ4−nδn(p1 + p2 + p3 + p4).

(15.59)

We need to be careful about manipulating tensors in n dimen-
sions. For example, since each vector index takes n values, it follows
that in n dimensions we have

ηµµ = δµµ = n. (15.60)

Furthermore, to calculate amplitudes in n dimensions, we need to
evaluate the basic integral

I =

∫
dnk

(2π)n
1

(k2 + 2k · p−M2)α

=
i

(2π)n

∫
dnkE

(−1)α
(k2E + 2kE · pE +M2)α

=
i(−1)α
(2π)n

∫
dnkE

1

((kE + pE)2 − p2E +M2)α

=
i(−1)α
(2π)n

∫
dnkE

1

(k2E +Q2)α
, (15.61)

where we have rotated to Euclidean space, shifted the variable of
integration and have defined Q2 =M2 − p2E.

To evaluate this integral, let us note that the integrand is spheri-
cally symmetric (independent of angular coordinates) and, therefore,
we can separate out the angular part of the integral
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dnkE = kn−1
E dkEdΩ,

where, in n dimensions, we can write

dΩ = dθ1 sin
n−2 θ1dθ2 sin

n−3 θ2 . . . dθn−1, n ≥ 2. (15.62)

The integral over the angles
∫
dΩ can be evaluated from the simple

Gaussian integral as follows. Let us consider the basic n dimensional
Gaussian integral whose value is given by

∫
dnkE e

− k2E
2 = (2π)

n
2 . (15.63)

On the other hand, we can evaluate the integral in (15.63) in spherical
coordinates to obtain

(2π)
n
2 =

∫
dnkE e

− k2E
2

=

∫
dΩ

∞∫

0

dkE k
n−1
E e−

k2E
2

=

∫
dΩ

∞∫

0

1

2
dk2E (k

2
E)

n
2
−1 e−

k2E
2

=

∫
dΩ 2

n
2
−1

∞∫

0

dy y
n
2
−1 e−y

= 2
n
2
−1 Γ

(n
2

)∫
dΩ, (15.64)

where we have defined y =
k2E
2 in the intermediate step and have used

the integral representation of the gamma function. This determines
the value of the angular integral to be

∫
dΩ =

(2π)
n
2

2
n
2
−1Γ

(
n
2

) =
2π

n
2

Γ
(
n
2

) . (15.65)
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Let us compare this with known results in lower dimensions that we
are familiar with. We see that

n = 2 :

∫
dΩ =

∫
dθ = 2π,

n = 3 :

∫
dΩ =

∫
dθ1 sin θ1dθ2 = 4π,

n = 4 :

∫
dΩ =

∫
dθ1 sin

2 θ1dθ2 sin θ2dθ3 = 2π2, (15.66)

which agree with what we already know from explicitly doing these
integrals.

Thus, for the basic integral (15.61) we have

I =

∫
dnk

(2π)n
1

(k2 + 2k · p−M2)α

=
i(−1)α
(2π)n

∫
dΩ

∞∫

0

dkE k
n−1
E

1

(k2E +Q2)α

=
i(−1)α
(2π)n

2π
n
2

Γ
(
n
2

)
∞∫

0

dkE k
n−1
E

1

(k2E +Q2)α

=
i(−1)α
(2π)n

2π
n
2

Γ
(
n
2

)
∞∫

0

d

(
kE
Q

)(
kE
Q

)n−1 Qn

Q2α

1
(
1 +

k2E
Q2

)α

=
i(−1)α
(2π)n

π
n
2

Γ
(
n
2

) 1

(Q2)α−
n
2

× 2

∞∫

0

dt tn−1(1 + t2)−α. (15.67)

Let us recall that the beta function is defined as

B(p, q) =
Γ(p)Γ(q)

Γ(p+ q)
= 2

∞∫

0

dt t2p−1
(
1 + t2

)−p−q
. (15.68)

Therefore, we see that with the identification
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p =
n

2
, q = α− p = α− n

2
, (15.69)

the integral (15.67) can be written as

I =
i(−1)α
(2π)n

π
n
2

Γ
(
n
2

) 1

(Q2)α−
n
2

Γ
(
n
2

)
Γ
(
α− n

2

)

Γ(α)

=
iπ

n
2

(2π)n
(−1)α
Γ (α)

Γ
(
α− n

2

)

(Q2)α−
n
2

. (15.70)

Rotating back to Minkowski space, we see that this gives us our basic
integral as

I =

∫
dnk

(2π)n
1

(k2 + 2k · p−M2)α

=
iπ

n
2

(2π)n
(−1)α
Γ(α)

Γ
(
α− n

2

)

(p2 +M2)α−
n
2

. (15.71)

This basic integral generates all other integrals that we need for
evaluating amplitudes in n dimensions and, in fact, any other formula
can be obtained from (15.71) by differentiation. For example, using
(15.71) we note that we can write (this result can also be obtained
by shifting the variable of integration)

Iµ =

∫
dnk

(2π)n
kµ

(k2 + 2k · p−M2)α

= − 1

2(α− 1)

∂

∂pµ

∫
dnk

(2π)n
1

(k2 + 2k · p−M2)α−1

= − 1

2(α− 1)

∂

∂pµ

[
iπ

n
2

(2π)n
(−1)α−1

Γ(α− 1)

Γ
(
α− 1− n

2

)

(p2 +M2)α−1−n
2

]

= − iπ
n
2

(2π)n
(−1)α−1

2(α− 1)Γ(α − 1)

(
−2
(
α− 1− n

2

)
pµ
)

(p2 +M2)α−
n
2

× Γ
(
α− 1− n

2

)

=
iπ

n
2

(2π)n
(−1)α−1

Γ(α)

Γ
(
α− n

2

)

(p2 +M2)α−
n
2

pµ. (15.72)
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Similarly we can obtain

Iµν =

∫
dnk

(2π)n
kµkν

(k2 + 2k · p−M2)α

=
iπ

n
2

(2π)n
(−1)α
Γ(α)

1

(p2 +M2)α−
n
2

×
[
pµpνΓ

(
α− n

2

)
− 1

2
ηµν

(
p2 +M2

)
Γ
(
α− 1− n

2

)]
, (15.73)

and so on.

With these basic integration formulae, let us now calculate var-
ious amplitudes in the φ4 theory (15.58) at one loop. First of all,
the one loop scalar self-energy takes the form (see(15.59) and also
(15.8))

p p

k

= − iλµ
4−n

2

∫
dnk

(2π)n
i

k2 −M2

=
λµ4−n

2

iπ
n
2

(2π)n
(−1)
Γ(1)

Γ
(
1− n

2

)

(M2)1−
n
2

= − iλµ
4−n

2

π
n
2

(2π)n
Γ
(
1− n

2

)

(M2)1−
n
2

. (15.74)

Let us next set n = 4 − ǫ, i.e., we are analytically continuing away
from four dimensions (to a lower dimension where the integral is well
defined). At the end of our calculations we should, of course, take
the limit n→ 4 which translates to ǫ→ 0. With this, the amplitude
(15.74) becomes
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p p

k

= − iλµ
ǫ

2

π
n
2

(2π)n
Γ
(
1− 2 + ǫ

2

)

(M2)1−2+ ǫ
2

= − iλµ
ǫ

2

π
n
2

(2π)n
Γ
(
−1 + ǫ

2

)

(M2)−1+ ǫ
2

. (15.75)

Let us next work out some of the identities involving the gamma
functions that will be useful to us. In the limit ǫ→ 0, we have

Γ
(
3− n

2

)
= Γ

(
1 +

ǫ

2

)
≃ 1− ǫ

2
γ,

Γ
(
2− n

2

)
= Γ

( ǫ
2

)
=

2

ǫ
Γ
(
1 +

ǫ

2

)

≃ 2

ǫ

(
1− ǫ

2
γ)
)
=

2

ǫ
− γ,

Γ
(
1− n

2

)
= Γ

(
−1 + ǫ

2

)
=

Γ
(
ǫ
2

)

−1 + ǫ
2

≃ −
(
1 +

ǫ

2

)(2

ǫ
− γ
)
≃ −2

ǫ
+ (γ − 1), (15.76)

where γ denotes the Euler’s constant defined in (15.12). Similarly,
we have

π
n
2

(2π)n
=

1

(4π)
n
2

=
1

(4π)2−
ǫ
2

≃ 1

16π2

(
1 +

ǫ

2
ln 4π

)
. (15.77)

Using (15.76) as well as (15.77), the scalar self-energy (15.75)
takes the form
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p p

k

= − iλµ
ǫ

2

π
n
2

(2π)n
M2 M−ǫ Γ

(
−1 + ǫ

2

)

= − iλ
2

π
n
2

(2π)n
M2 Γ

(
−1 + ǫ

2

)(M2

µ2

)− ǫ
2

≃ − iλ
2

M2

16π2

(
1 +

ǫ

2
ln 4π

)(
−2

ǫ
+ (γ − 1)

)(
1− ǫ

2
ln
M2

µ2

)

= − iλ
2

M2

16π2

(
−2

ǫ
+ (γ − 1)− ln 4π

)(
1− ǫ

2
ln
M2

µ2

)

≃ − iλM
2

32π2

(
−2

ǫ
+ ln

M2

µ2
+ (γ − 1)− ln 4π

)

= − iλM
2

32π2

(
−2

ǫ
+ ln

M2

4πµ2
+ (γ − 1)

)
. (15.78)

We note here that for M2 = 0, this graph would be regularized to
zero in dimensional regularization which is the type of argument used
in (13.122).

Similarly, we can calculate the one loop correction to the vertex
function shown in Fig. 15.3 and, for simplicity, we will set all the
external momenta to vanish as we had done earlier in (15.19). In
this case, the amplitude in n dimensions takes the form

=
3

2
(−iλµǫ)2

∫
dnk

(2π)n

(
i

k2 −M2

)2

=
3λ2µ2ǫ

2

∫
dnk

(2π)n
1

(k2 −M2)2

=
3λ2µ2ǫ

2

i

(4π)
n
2

(−1)2
Γ(2)

Γ
(
2− n

2

)

(M2)2−
n
2
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≃ 3iλ2µǫ

2

1

16π2

(
1 +

ǫ

2
ln 4π

)(2

ǫ
− γ
)(

M2

µ2

)− ǫ
2

≃ 3iλ2µǫ

32π2

(
2

ǫ
− γ + ln 4π

)(
1− ǫ

2
ln
M2

µ2

)

≃ 3iλ2µǫ

32π2

(
2

ǫ
− ln

M2

µ2
− γ + ln 4π

)

=
3iλ2µǫ

32π2

(
2

ǫ
− ln

M2

4πµ2
− γ
)
, (15.79)

where we have used (15.76) and (15.77). We note that these ampli-
tudes are well behaved (regularized) for any finite value of ǫ. How-
ever, as we take the limit ǫ → 0 (to go to four dimensions), the
amplitudes diverge.

15.5.1 Calculations in QED. Let us next calculate one loop ampli-
tudes in QED described by the Lagrangian density in the Feynman
gauge (see (15.35))

L = −1

4
FµνF

µν + iψD/ψ −mψψ − 1

2
(∂µA

µ)2 . (15.80)

In n dimensions, the canonical dimensions of various fields can be
easily determined to be (we are assuming n = 4− ǫ)

[Aµ] =
n− 2

2
= 1− ǫ

2
,

[ψ] =
[
ψ
]
=
n− 1

2
=

3

2
− ǫ

2
,

[e] =
4− n
2

=
ǫ

2
. (15.81)

As a result, to make the coupling constant dimensionless, we let

e→ e µ
ǫ
2 , (15.82)
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where µ is an arbitrary mass scale so that the covariant derivative in
the theory is understood to have the form

Dµψ =
(
∂µ + ieµ

ǫ
2 Aµ

)
ψ. (15.83)

As a result, the Feynman rules of the theory in n = 4− ǫ dimensions
are given by

µ νp

= iGF ,µν(p) = −
iηµν
p2

,

p = iSF (p) =
i(p/+m)

p2 −m2
, (15.84)

p

q
r µ

= −(2π)nieµ ǫ
2 γµ δn(p + q + r).

With these Feynman rules, we can calculate the fermion self-
energy at one loop which gives (see also (15.37) and the discussion
following that equation)

p p

k

k + p

=
(
−ieµ ǫ

2

)2 ∫ dnk

(2π)n
γµ
i ((k/ + p/) +m)

(k + p)2 −m2
γν
(
− iηµν
k2

)

= −e2µǫ
∫

dnk

(2π)n
γµ ((k/ + p/) +m) γµ
k2 ((k + p)2 −m2)

. (15.85)
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We note here that if we use the algebra of the gamma matrices (1.79)
in n dimensions as well as (15.60) we obtain

γµγ
µ = n,

γµk/γ
µ = (2− n)k/. (15.86)

Using this, the one loop fermion self energy in (15.85) takes the form

= −e2µǫ
∫

dnk

(2π)n
(2− n)(k/ + p/) + nm

k2 ((k + p)2 −m2)
(15.87)

= −e2µǫ
∫

dx
dnk

(2π)n
(2− n)(k/+ p/) + nm

((k + xp)2 + x(1− x)p2 − xm2)2

= −e2µǫ
∫

dx
dnk

(2π)n
(2− n)(k/+ (1− x)p/) + nm

(k2 −Q2)2

= −e2µǫ
∫

dx
dnk

(2π)n
(2− n)(1− x)p/+ nm

(k2 −Q2)2
(15.88)

= −e2µǫ
∫

dx ((2− n)(1− x)p/+ nm)
i

(4π)
n
2

(−1)2
Γ(2)

Γ
(
2− n

2

)

(Q2)2−
n
2

≃ ie2

8π2

∫
dx
(
(1− x)p/− 2(1 +

ǫ

4
)m
)(

1− ǫ

2

)(
1 +

ǫ

2
ln 4π

)

×
(
2

ǫ
− γ
)(

1− ǫ

2
ln
Q2

µ2

)

≃ ie2

8π2

∫
dx
(
(1− x)p/− 2(1 +

ǫ

4
)m
)(

1− ǫ

2

)(2
ǫ
− γ + ln 4π

)

×
(
1− ǫ

2
ln
Q2

µ2

)

≃ ie2

8π2

∫
dx
[
((1− x)p/− 2m)

(2
ǫ
− ln

Q2

µ2
− γ − 1 + ln 4π

)
−m

]

=
ie2

8π2

∫
dx
[
((1− x)p/− 2m)

(
2

ǫ
− ln

Q2

4πµ2
− γ − 1

)
−m

]
,

(15.89)
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where we have defined Q2 = −x(1−x)p2+xm2 and have used (15.76)
as well as (15.77). This can be compared with (15.42).

Similarly the photon self energy at one loop can also be calculated
to have the form (the overall negative sign is because of the fermion
loop)

p p

k

k + p

= iΠµν(p)

= −
(
−ieµ ǫ

2

)2 ∫ dnk

(2π)n
Tr γµ

i(k/ +m)

k2 −m2
γν

i(k/ + p/+m)

(k + p)2 −m2

= −e2µǫ
∫

dnk

(2π)n
Tr γµ(k/ +m)γν(k/ + p/+m)

(k2 −m2) ((k + p)2 −m2)
. (15.90)

Using the n-dimensional identities (see (2.116) and (2.117)),

Tr 1 = n,

Tr A/ = 0,

Tr A/B/ = nA · B,
Tr A/B/C/ = 0,

Tr γµγνγλγρ = n (ηµνηλρ − ηµληνρ + ηµρηνλ) , (15.91)

the photon self-energy (15.90) becomes (we factor out (−e2µǫ) tem-
porarily for simplicity and will restore this factor later)

=

∫
dnk

(2π)n
n(kµ(k + p)ν − ηµνk · (k + p) + kν(k + p)µ +m2ηµν)

(k2 −m2)((k + p)2 −m2)

= n

∫
dx

dnk

(2π)n
kµ(k + p)ν + kν(k + p)µ − ηµν(k · (k + p)−m2)

((k + xp)2 + x(1− x)p2 −m2)2
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= n

∫
dx

dnk

(2π)n

×2kµkν − 2x(1 − x)pµpν − ηµν(k2 − x(1− x)p2 −m2)

(k2 −Q2)2

= n

∫
dx

dnk

(2π)n

×ηµν(x(1− x)p
2 +m2)− 2x(1 − x)pµpν + 2kµkν − ηµνk2

(k2 −Q2)2
,

(15.92)

where we have defined Q2 = −x(1− x)p2 +m2.
The integral in (15.92) contains three different kinds of terms

which can be integrated using the standard formulae in (15.71)-
(15.73). Let us look at the terms without any k in the numerator
and this takes the form (we now put back the factor (−e2µǫ))

= −ne2µǫ
∫

dx
dnk

(2π)n
ηµν(x(1− x)p2 +m2)− 2x(1 − x)pµpν

(k2 −Q2)2

= −ne2µǫ
∫

dx
(
ηµν

(
x(1− x)p2 +m2

)
− 2x(1− x)pµpν

)

× i

(4π)
n
2

(−1)2
Γ(2)

Γ
(
2− n

2

)

(Q2)2−
n
2

≃ − ie
2

4π2

∫
dx

(
ηµν(x(1− x)p2 +m2)− 2x(1 − x)pµpν

)

×
(
1− ǫ

4

)(
1 +

ǫ

2
ln 4π

)(2

ǫ
− γ
)(

1− ǫ

2
ln
Q2

µ2

)

≃ − ie
2

4π2

∫
dx
(
ηµν

(
x(1− x)p2 +m2

)
− 2x(1− x)pµpν

)

×
(2
ǫ
− γ − 1

2
+ ln 4π

)(
1− ǫ

2
ln
Q2

µ2

)

≃ − ie
2

4π2

∫
dx
[(2
ǫ
− ln

Q2

4πµ2
− γ − 1

2

)

×
(
ηµν

(
x(1− x)p2 +m2

)
− 2x(1 − x)pµpν

) ]
, (15.93)
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where we have used (15.76) as well as (15.77). Let us next look at
the terms with kµkν in the numerator which leads to

= −ne2µǫ
∫

dx
dnk

(2π)n
2kµkν

(k2 −Q2)2

= −2ne2µǫ
∫

dx
1

2
ηµν

i

(4π)
n
2

(−1)2−1

Γ(2)

Γ
(
1− n

2

)

(Q2)1−
n
2

≃ ie2ηµν
4π2

∫
dxQ2

(
1− ǫ

4

)(
1 +

ǫ

2
ln 4π

)

×
(
−2

ǫ
+ (γ − 1)

)(
1− ǫ

2
ln
Q2

µ2

)

≃ ie2

4π2
ηµν

∫
dx Q2

(
−2

ǫ
+ γ − 1

2
− ln 4π

)(
1− ǫ

2
ln
Q2

µ2

)

≃ ie2

4π2
ηµν

∫
dx Q2

(
−2

ǫ
+ ln

Q2

µ2
+ γ − 1

2
− ln 4π

)

=
ie2

4π2
ηµν

∫
dx (−x(1− x)p2 +m2)

×
(
−2

ǫ
+ ln

Q2

4πµ2
+ γ − 1

2

)
. (15.94)

Similarly, the term with k2 in the numerator leads to

= −ne2µǫ
∫

dx
dnk

(2π)n
−ηµνk2

(k2 −Q2)2

= ne2µǫ ηµν

∫
dx

n

2

i

(4π)
n
2

(−1)2−1

Γ(2)

Γ
(
1− n

2

)

(Q2)1−
n
2

≃ − ie
2

4π2
ηµν

∫
dx Q2

(
1− ǫ

4

)(
2− ǫ

2

)(
1 +

ǫ

2
ln 4π

)

×
(
−2

ǫ
+ γ − 1

)(
1− ǫ

2
ln
Q2

µ2

)
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≃ − ie
2

4π2
ηµν

∫
dx Q2 (2 + ǫ (−1 + ln 4π))

×
(
−2

ǫ
+ ln

Q2

µ2
+ γ − 1

)

≃ − ie
2

4π2
ηµν

∫
dx Q2

(
−4

ǫ
+ 2− 2 ln 4π + 2 ln

Q2

µ2
+ 2γ − 2

)

= − ie
2

4π2
ηµν

∫
dx
(
−x(1− x)p2 +m2

)

×
(
−4

ǫ
+ 2 ln

Q2

4πµ2
+ 2γ

)
. (15.95)

Adding the contributions from (15.93)-(15.95), the photon self energy
in (15.92) takes the final form

= − ie
2

2π2
(ηµνp

2 − pµpν)

×
∫

dxx(1− x)
(
2

ǫ
− ln

Q2

4πµ2
− γ − 1

2

)
. (15.96)

This shows that the photon self energy graph is completely trans-
verse which is consistent with gauge invariance (see also (15.52)).
The photon does not acquire a mass term and we note here that
even though we have chosen to work with the Feynman gauge, since
the photon self-energy does not involve the photon propagator, this
result holds in any covariant gauge with the gauge fixing term ξ ar-
bitrary. Since there is no longitudinal term in the photon self-energy,
the gauge fixing Lagrangian density does not receive any quantum
correction which can also be seen from the BRST identities for QED.

Let us next calculate the one loop amplitude corresponding to
vertex correction (charge renormalization). For simplicity we will
put the momentum of the external photon equal to zero.
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µ

q = 0

p

k + p

k

p

k + p

=(−ieµ ǫ
2 )3
∫

dnk

(2π)n
γλ

i(k/ + p/+m)

(k + p)2 −m2
γµ
i(k/ + p/+m)γρ

(k + p)2 −m2

(
− iηλρ
k2

)

= −e3µ 3ǫ
2

∫
dnk

(2π)n
γλ(k/ + p/+m)γµ(k/+ p/+m)γλ

k2 ((k + p)2 −m2)2
. (15.97)

Using the n-dimensional identities (see also (2.114))

γλA/γµA/γλ = (2− n)(2AµA/− γµA2), (15.98)

as well as (15.86) we have

γλ(k/ + p/+m)γµ(k/ + p/+m)γλ

= γλ(k/ + p/)γµ(k/+ p/)γλ +mγλ(γµ(k/ + p/) + (k/ + p/)γµ)γλ

+m2γλγµγλ

= (2− n)(2(k/ + p/)(k + p)µ − (k + p)2γµ) + 2nm(k + p)µ

+ (2− n)m2γµ

= −(2− n)γµ((k + p)2 −m2)

+ 2((2 − n)(k/ + p/) + nm)(k + p)µ. (15.99)

Therefore, we can write the amplitude (15.97) as
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= −e3µ 3ǫ
2

∫
dnk

(2π)n

×−(2− n)γ
µ((k + p)2 −m2) + 2((2 − n)(k/+ p/) + nm)(k + p)µ

k2 ((k + p)2 −m2)2

= −e3µ 3ǫ
2

∫
dnk

(2π)n

[ −(2− n)γµ
k2((k + p)2 −m2)

+
2
(
(2− n)(k/ + p/) + nm

)
(k + p)µ

k2((k + p)2 −m2)2
. (15.100)

Let us next use (15.23) as well as the identity

1

AB2
= − ∂

∂B

1

AB
= − ∂

∂B

∫
dx

1

((1− x)A+ xB)2

=

∫
dx

2x

((1− x)A+ xB)3
, (15.101)

to combine the denominators in (15.100) which leads to

1

k2((k + p)2 −m2)
=

∫
dx

1
(
(k + xp)2 −Q2

)2 ,

1

k2((k + p)2 −m2)2
=

∫
dx

2x
(
(k + xp)2 −Q2

)3 , (15.102)

where we have defined Q2 = −x(1 − x)p2 + xm2. Using this in
(15.100) and shifting the variable of integration, we obtain for the
vertex correction
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µ

q = 0

p

k + p

k

p

k + p

= −e3µ 3ǫ
2

∫
dx
[ ∫ dnk

(2π)n
−(2− n)γµ
(k2 −Q2)2

×
∫

dnk

(2π)n
4x
(
(2− n)k/kµ + (1− x)

(
(2 − n)(1− x)p/+ nm

)
pµ

(k2 −Q2)3

]

= −e3µ 3ǫ
2

∫
dx
[
− (2− n)γµ i

(4π)
n
2

(−1)2
Γ(2)

Γ
(
2− n

2

)

(Q2)2−
n
2

+4x(2− n)γµ i

(4π)
n
2

(−1)3
Γ(3)

(
−1

2

)
Γ
(
2− n

2

)

(Q2)2−
n
2

+4x(1− x)
(
(2− n)(1− x)p/+ nm

)
pµ

i

(4π)
n
2

(−1)3
Γ(3)

Γ
(
3− n

2

)

(Q2)3−
n
2

]

= −ie3µ 3ǫ
2

∫
dx

Γ
(
2− n

2

)

(4π)
n
2

[
− (2− n)(1− x)γµ

(Q2)2−
n
2

−(4− n)x(1− x)
(
(2− n)(1− x)p/+ nm

)
pµ

(Q2)3−
n
2

]
(15.103)

=
ie3µ

ǫ
2

16π2

∫
dx
[
(1− x)γµ

(
1 +

ǫ

2
ln 4π

)(2

ǫ
− γ
)
(−2 + ǫ)

×
(
1− ǫ

2
ln
Q2

µ2

)

+
x(1− x)(−2(1 − x)p/+ 4m)pµ

−x(1− x)p2 + xm2
ǫ

(
2

ǫ
− γ
)]
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= − ie
3µ

ǫ
2

8π2

∫
dx(1− x)

[
γµ
(
2

ǫ
− ln

Q2

4πµ2
− γ − 1

)

+
2x
(
(1− x)p/− 2m

)
pµ

−x(1− x)p2 + xm2

]
. (15.104)

It is worth noting from this derivation that at every step if we
compare (15.87), (15.88) and (15.89) with (15.100), (15.103) and
(15.104) respectively, we see that the fermion self-energy and the
vertex function are related as (see also (9.110) and recall that the
coupling constant in the present case is eµ

ǫ
2 )

∂

∂pµ p k + p p

k

= − 1

eµ
ǫ
2 p p

,

k

k + p k + p

q = 0

(15.105)

which we recognize as the Ward-Takahashi identity discussed earlier
in section 9.7. (Note that the divergent parts as well as the finite
parts satisfy the identity which demonstrates that dimensional reg-
ularization preserves gauge invariance.) The power of dimensional
regularization is quite obvious from these calculations. It is gauge
invariant and extremely simple to manipulate with. However, it has
its own drawbacks. It is not naively applicable if the calculation in-
volves quantities that typically exist only in four dimensions. For
example, we know that

γ5 = iγ0γ1γ2γ3 = − i

4!
ǫµνλργ

µγνγλγρ, (15.106)

is defined only in four dimensions (both γ5 and the Levi-Civita tensor
ǫµνλρ are manifestly four dimensional quantities). Analytic contin-
uation of these to other dimensions is nontrivial and needs to be
done carefully. Hence if the theory or the physical quantity of in-
terest involves such objects, naive dimensional regularization leads
to incorrect answers. Such quantities often occur in physics like in
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the chiral anomaly which is related to the life time of the π meson
decaying through

π0 → 2γ. (15.107)

There are several ways to address this issue of the γ5 matrix. We will
discuss this further in section 16.6 where we discuss chiral anomaly.

In addition to the regularization methods that we have discussed
in this chapter, there exist several other important regularization
schemes, for example, the higher derivative method, the point split-
ting method, the ζ-function regularization etc. The lattice regular-
ization is also quite useful. However, we will not go into the details
of these other methods here. We simply note here that we select
a particular regularization scheme depending on the theory (or the
problem) that we are analyzing.
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Chapter 16

Renormalization theory

16.1 Superficial degree of divergence

In the last chapter, we have seen that loop diagrams in various the-
ories become divergent and need to be regularized. Furthermore, we
have also seen that since Feynman amplitudes are analytic functions
of external momenta, we can expand them around some reference mo-
mentum value (in massive theories conventionally chosen to be zero)
so that the regularized divergent parts can be isolated as local terms.
The next step in understanding the process of renormalization is to
devise a method for determining which Feynman diagrams in a the-
ory will be divergent as well as the nature of the divergence (without
actually evaluating the integrals) and this is achieved through the
notion of the superficial degree of divergence of a graph. To define
this let us start with the Lagrangian density for a given theory

L = L0 +
∑

i

Li, (16.1)

where L0 denotes the sum of the free Lagrangian densities for all
the field variables in the theory and each Li, representing some in-
teraction, is a monomial in the basic field variables and derivatives.
In units of ~ = c = 1 which we have been using, the action for the
theory (16.1) is dimensionless. As a result, the Lagrangian density
must have canonical dimension 4 in these units (since we are in four
space time dimensions, in n dimensions it should be n). In our units
(~ = c = 1), it is easy to check that

[M ] = [L]−1 = 1. (16.2)

669
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Let us note from the form of the free Lagrangian density for a
real scalar field

L(φ)0 =
1

2
∂µφ∂

µφ− M2

2
φ2, (16.3)

that since

[∂µ] = [L]−1 = 1, (16.4)

and
[
L(φ)0

]
= 4, (16.5)

we have

[φ] = 1. (16.6)

Namely, the canonical dimension of a scalar field (in our units and in
four dimensions) is 1. (The mass term also has the correct dimension
with this assignment.) Similarly the free fermion Lagrangian density

L(ψ)0 = iψ∂/ψ −mψψ, (16.7)

leads to

[ψ] = [ψ] =
3

2
. (16.8)

In fact, we can show that boson fields, in general, have canonical
dimension 1 with the exception of the metric tensor in gravitation
(even gravitation can be included in this category depending on what
we consider as the basic field variable) while that of the fermion fields
is 3

2 in four space time dimensions.
Let us further introduce the notations fi, bi and di to denote re-

spectively the number of fermionic fields, bosonic fields and deriva-
tives at an interaction vertex following from the interaction La-
grangian density Li. Thus, for example, for the Yukawa interaction

LY = gψψφ, (16.9)
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we have

f = 2, b = 1, d = 0. (16.10)

On the other hand, the φ4 interaction

LI =
λ

4!
φ4, (16.11)

leads to

f = 0, b = 4, d = 0. (16.12)

Similarly, for an interaction of the form

LI = hψγµψ∂
µφ, or, κψσµνψFµν , (16.13)

we have

f = 2, b = 1, d = 1, (16.14)

and so on.

With these notations we are now ready to introduce the notion
of the superficial degree of divergence, D, of a Feynman graph. This
is defined to be the difference between the power of momenta in the
numerator arising from the loop integrations as well as derivative
couplings and the power of momenta in the denominator arising from
the propagators. For example, we can determine easily the superficial
degree of divergence of the following Feynman graphs as
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D = 4− 2 = 2,

D = 4− 2× 2 = 0,

D = 4− 2− 1 = 1,

D = 4− 2× 1 = 2,

D = 8− 3× 2 = 2,

D = 4− 2− 2× 1 = 0,

D = 8− 5× 2 = −2. (16.15)

If D = 0 for a diagram, we say that the diagram is superficially loga-
rithmically divergent. Similarly, diagrams withD = 1 or 2 are known
respectively to have superficial linear or quadratic divergences. If
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D < 0 for a graph, then the Feynman diagram is said to be su-
perficially convergent. The meaning of the adjective “superficial”
becomes clear once we look at the last graph in (16.15). Although
this graph is superficially convergent, it is actually divergent since it
contains a subgraph which is divergent. However, as we will see it is
the notion of superficial degree of divergence which is useful in the
study of renormalization theory.

Rather than calculating the superficial degree of divergence for
each graph, let us develop a general formula for the superficial degree
of divergence of any connected Feynman graph. Let us consider a
Feynman diagram with

B = number of external bosons lines,

IB = number of internal boson lines,

F = number of external fermion lines,

IF = number of internal fermion lines,

ni = number of vertices of the ith type from Li. (16.16)

There exist topological relations between these numbers. Since a
vertex of Li has bi boson lines attached to it and since each of these
lines can become either an external boson line or an internal boson
line we must have

B + 2IB =
∑

i

nibi. (16.17)

The factor 2IB reflects the fact that it takes two boson lines at two
different vertices to join and form a propagator (internal boson line).
Similarly, we have

F + 2IF =
∑

i

nifi. (16.18)

The superficial degree of divergence is easily seen to be given by

D =
∑

i

nidi + 2IB + 3IF − 4
∑

i

ni + 4. (16.19)
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The first term in (16.19) simply says that each derivative at a ver-
tex gives rise to a momentum in the numerator and if there are ni
vertices of the ith type with di derivatives in a graph, this would
lead to a power of momentum in the numerator nidi (which must
be summed over all possible types of vertices). With each internal
boson line is associated a momentum integration and a propaga-
tor. Thus each internal boson line effectively leads to two powers of
momentum in the numerator. Similarly each internal fermion line
effectively adds three powers of the momentum in the numerator.
At each vertex, however, energy-momentum has to be conserved and
since a four dimensional delta function (expressing conservation of
energy-momentum) has dimension −4, each vertex takes away four
powers of momentum except for an overall delta function which is
necessary (and remains) for expressing the overall energy-momentum
conservation in the amplitude. The last two terms reflect this.

Using (16.17) and (16.18) and eliminating IB and IF from (16.19)
we obtain

D =
∑

i

nidi +
∑

i

nibi −B +
3

2

∑

i

nifi −
3

2
F − 4

∑

i

ni + 4

= 4−B − 3

2
F +

∑

i

ni

(
di + bi +

3

2
fi − 4

)

= 4−B − 3

2
F +

∑

i

niδi, (16.20)

where we have defined

δi = di + bi +
3

2
fi − 4. (16.21)

This is known as the index of divergence of the interaction La-
grangian density Li and can also be expressed as

δi = dimLi − 4, (16.22)
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where dimLi is calculated only from the dimensions of the field vari-
ables and derivatives and not from any dimensionful parameters. In
all theories we consider, the interaction Lagrangian density has di-
mension 4 and hence

δi = 0. (16.23)

In such cases (16.20) reduces to

D = 4−B − 3

2
F. (16.24)

Namely, in such cases the superficial degree of divergence is com-
pletely determined by the number of external lines in the graph. Let
us note here that the superficial degree of divergence is a function of
the number of space-time dimensions (we are working in four dimen-
sions).

We can check the relation (16.24) against our explicit power
counting calculations in (16.15),

D = 4− 2− 0 = 2,

D = 4− 4− 0 = 0,

D = 4− 0− 3

2
× 2 = 1,

D = 4− 2− 0 = 2,
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D = 4− 2− 0 = 2,

D = 4− 1− 3

2
× 2 = 0,

D = 4− 6− 0 = −2, (16.25)

and they agree completely.

From the form of the formula for the superficial degree of di-
vergence in (16.24), it is clear that only a few classes of graphs in
a theory would have non-negative superficial degree of divergence.
Thus for example, if we are considering the φ4 theory, then only the
following 1PI functions would be superficially divergent.

B D = 4−B
0 4
1 3
2 2
3 1
4 0

The zero point function contributes only to the zero point energy
which can be eliminated by normal ordering the theory. The one
point function is in principle divergent. However, such graphs do not
exist in the φ4 theory since the theory has the discrete symmetry

φ→ −φ, (16.26)
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and the one point function violates this symmetry. Similarly, al-
though the three point function can be superficially divergent it does
not exist because of this discrete symmetry. Thus, only two classes
of graphs are superficially divergent, namely the 2-point and the 4-
point functions. In the last chapter we have explicitly calculated the
two point as well as the four point functions at one loop in the φ4

theory where we have seen that these graphs are indeed divergent.

We have to develop a systematic way of making these graphs
finite and regularization independent. Any higher point 1PI graph
can, of course, contain these graphs as subgraphs and even though
these graphs are superficially convergent, they will, in fact, be di-
vergent. However, corresponding to each such graph we can define
a skeleton graph. Thus for example, in the φ4 theory, the graph for
the six point function in Fig. 16.1

Figure 16.1: A superficially convergent graph with a divergent sub-
graph.

has the skeleton graph shown in Fig. 16.2.

Figure 16.2: The skeleton graph associated with Fig. 16.1.

Namely, the skeleton graph of a superficially convergent graph is a
graph where no divergent subgraph can be found (divergent sub-
graphs shrunk to a point). The skeleton graph of a superficially
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convergent graph is, therefore, by definition convergent (and free of
regularization). The full graph can be obtained from the skeleton
graph by making insertion of the two point and the four point func-
tions at appropriate places. And if we have a method of making these
graphs, namely, Γ(2), and Γ(4), finite and regularization independent
through some renormalization procedure, then the same procedure
would also make all the n point functions finite and regularization
independent.

Let us next look at QED described by the Lagrangian density

L = −1

4
FµνF

µν + iψD/ψ −mψψ − 1

2ξ
(∂µA

µ)2 ,

Dµψ = (∂µ + ieAµ)ψ. (16.27)

The Feynman rules for the theory (in the Feynman gauge with ξ = 1)
are

µ νp

= iGF ,µν(p) = −
iηµν
p2

,

p = iSF (p) =
i(p/+m)

p2 −m2
,

p

q
r µ

= −(2π)4ieγµ δ4(p+ q + r).

(16.28)

Let us now analyze the divergence structure of graphs in this theory
(see (16.24))
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B F D = 4−B − 3
2F

0 0 4
1 0 3
2 0 2
3 0 1
4 0 0
0 1 5

2
0 2 1
1 2 0

.

The zero point graphs are neglected because they can be taken care
of by normal ordering. The 1 point boson graphs do not exist be-
cause they violate Lorentz invariance as well as gauge invariance.
Similarly the 3 point boson graphs also do not exist. (Vanishing of
photon graphs with an odd number of photons is a consequence of
the symmetry of charge conjugation C, also known as the Furry’s the-
orem (see (11.188)).) The four photon graph, in this analysis, would
appear to be superficially divergent, but it is actually finite because
of gauge invariance. In fact, in gauge theories the actual degree of
divergence may be softer than the naive power counting because of
constraints coming from gauge invariance. Fermion graphs with only
an even number of fermion lines can be nonzero because of Lorentz in-
variance (as well as fermion number conservation). Therefore, there
are only three possible superficially divergent graphs, namely, the
fermion and the photon self-energy as well as the fermion interaction
vertex with the photon, and if we can somehow make these finite in a
regularization independent manner, the theory will be well defined.

16.2 A brief history of renormalization

Dyson laid the foundations for the systematic study of renormaliza-
tion in two papers in 1949 where he studied the renormalization of
QED. He basically used the Schwinger-Dyson equations (to be dis-
cussed in the next section) and showed that most of the divergences
can be absorbed into a redefinition of parameters of the theory. The
class of graphs which he could not incorporate into his study are
known as overlapping divergent graphs of the type shown in Fig. 16.3.
Salam showed how the overlapping divergences can be handled in any
theory.
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Figure 16.3: The overlapping divergent graph in the fermion self-
energy at two loops.

In QED things were a bit simpler because of the Ward-Takahashi
identities (which relate various amplitudes, see for example, section
9.7) and renormalization of QED was thought to be straightforward.
However, Yang and Mills noticed that at the 14th order (in the cou-
pling constant), the photon self-energy graph shown in Fig. 16.4 does
lead to overlapping divergence and needed further prescription to
handle this graph as Ward-Takahashi identities do not restrict the
photon self-energy. (It was believed earlier that the photon self en-
ergy cannot have overlapping divergences.) Yang and Mills solved the
problem of the photon self-energy and together with Salam’s work
as well as the subsequent work of Weinberg, the question of over-
lapping divergence was considered to be solved. (This is within the
framework of integral equations for Green’s functions and skeleton
expansions.)

Figure 16.4: An overlapping divergent graph in the photon self-
energy at the 14th order.

There are mainly two equivalent renormalization methods known
as the multiplicative renormalization and the BPHZ renormalization.
In multiplicative renormalization, we calculate 1PI Feynman ampli-
tudes in perturbation theory (as we have done in the last chapter)
until we encounter a divergent graph. The amplitude is then regu-
larized with a momentum cut off (or dimensional regularization or
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any other regularization). The regularized amplitude is then Tay-
lor expanded about zero external momenta (for massive theories) so
as to separate out the local divergent parts. We then add counter
terms (new terms) to the Lagrangian density to exactly cancel these
divergences so that, at that order, the amplitudes are finite (and reg-
ularization independent). We continue calculating with this modified
Lagrangian density and add more counter terms whenever faced with
new divergences. This procedure renders the theory finite.

Let us consider a specific theory to see how this procedure works.
We have seen that in the φ4 theory only the two point and the four
point functions are divergent. Thus we add counter terms to cancel
these divergences. For example, at one loop we obtain the counter
terms from calculating Γ(2) and Γ(4) as shown in Fig. 16.5 so that
the divergent contributions from the one loop graph and the counter
terms cancel and render the amplitude finite as shown in Fig. 16.6.
The counter terms are clearly of one loop order (this is counted by
the power of ~ in the coefficient which we have set to unity, but
should be understood).

Figure 16.5: One loop counter terms for the two point and the four
point functions in the φ4 theory.

Including these one loop counter terms, at two loops the self energy
graphs would, therefore, have the form shown in Fig. 16.7. These
would be divergent and hence we have to add two loop counter terms
for the two point function to cancel the new divergences at this order.
Similarly the four point function would also need counter terms at
the two loop level. However, no other 1PI graph would be divergent
at this order. As an example, let us look at the 6 point function at
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+ = finite

+ = finite

Figure 16.6: The sum of the graphs and the counter terms make the
amplitudes finite.

+ + +

Figure 16.7: Two loop self-energy graphs including the one loop
counter terms in the φ4 theory.

two loops in Fig. 16.1 whose superficial degree of divergence is −2
but which is divergent because of a divergent subgraph. However,
with the modified Lagrangian density (i.e., with one loop counter
terms) there exist another two loop graph in this theory shown in
Fig. 16.8 (this is of two loop order because the counter term is of one
loop order, namely, in terms of powers of ~).

Figure 16.8: Two loop 6-point function graph with the one loop
vertex counter term in the φ4 theory.

It is clear that since the counter term cancels the divergence of the
one loop four point function, the sum of the two graphs in Fig. 16.1
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and Fig. 16.8 is convergent. The point which this analysis brings
out is that the only counter terms we really need to make a the-
ory finite are for the graphs whose superficial degree of divergence
is non-negative (this is why the concept of superficial divergence is
important within the context of renormalization). The renormaliza-
tion procedure works because the structure of the counter terms is
the same as the terms in the original Lagrangian density and hence
the divergence analysis remains the same even after adding counter
terms. Furthermore, since the counter terms have the same form
as the terms in the original Lagrangian density, they can be simply
absorbed into a redefinition of the original parameters in the theory.

For example, in the φ4 theory we have (C.T. stands for counter
terms)

L =
1

2
∂µφ∂

µφ− M2

2
φ2 − λ

4!
φ4 + C.T.

=
1

2
∂µφ∂

µφ− M2

2
φ2 − λ

4!
φ4

+
A

2
∂µφ∂

µφ− B

2
φ2 − C

4!
φ4. (16.29)

The constants A, B and C receive contributions from various loops
and are regularization dependent. We can now combine the counter
terms with the original terms in the Lagrangian density as

L =
1

2
(1 +A)∂µφ∂

µφ− 1

2

(
M2 +B

)
φ2 − 1

4!
(λ+ C)φ4, (16.30)

and define

φ0 = (1 +A)
1
2φ = Z

1
2φ,

M2
0 =

(
M2 +B

)
(1 +A)−1

=
(
M2 +B

)
Z−1 =M2ZMZ

−1,

λ0 = (λ+ C)(1 +A)−2 = (λ+ C)Z−2 = λZ1Z
−2. (16.31)

(The mass renormalization takes this form naturally only if the regu-
larization procedure does not introduce any mass parameter.) With
this redefinition, therefore, the Lagrangian density becomes
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L =
1

2
(1 +A)∂µφ∂

µφ− 1

2

(
M2 +B

)
φ2 − 1

4!
(λ+ C)φ4

=
1

2
∂µφ0∂

µφ0 −
M2

0

2
φ20 −

λ0
4!
φ40. (16.32)

We see that this Lagrangian density in (16.32) has the same form
as the one we started out with. However, our new field variable as
well as the parameters M0, λ0 have become regularization depen-
dent. These are known as the bare field and the bare parameters
of the theory. (Sometimes they are also referred to as the unrenor-
malized field and the unrenormalized parameters of the theory and
are denoted respectively by φu,Mu, λu. We will use these notations
interchangeably.) On the other hand, the renormalized fields and
parameters are finite. Furthermore, if we calculate with the bare
Lagrangian density and bare parameters, then the amplitudes will
be finite (when expressed) in terms of the renormalized variables.
Let us also note here that the renormalized parameters we are talk-
ing about are not the conventional renormalized parameters since
our graphs are expanded around zero external momenta. However,
these renormalized parameters are related to the usual renormalized
parameters through renormalization group equations which we will
discuss later.

Since we have already calculated the one loop amplitudes in the
scalar theory, let us indicate the one loop renormalization of the φ4

theory. The only divergences in one loop come from Γ(2),Γ(4) which
in the cut-off regularization have the forms (see (15.10) and (15.19))

= − iλ

32π2

[
Λ2 −M2 ln

Λ2 +M2

M2

]
,

=
3iλ2

32π2

[
ln

Λ2 +M2

M2
− 1

]
. (16.33)

Thus, we see that to one loop the parameters of the counter terms
in (16.29) are
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A = 0,

B = − λ

32π2

[
Λ2 −M2 ln

Λ2 +M2

M2

]
,

C =
3λ2

32π2

[
ln

Λ2 +M2

M2

]
, (16.34)

which lead to the one loop definition of the bare fields and parameters
as

φ0 = (1 +A)
1
2φ = Z

1
2φ = φ,

M2
0 =

(
M2 +B

)
(1 +A)−1

=

[
M2

(
1 +

λ

32π2
ln

Λ2 +M2

M2

)
− λΛ2

32π2

]
,

λ0 = (λ+ C)(1 +A)−2 = λZ1

= λ

[
1 +

3λ

32π2
ln

Λ2 +M2

M2

]
. (16.35)

On the other hand, we have also seen that in the dimensional
regularization, we can write

L =
1

2
∂µφ∂

µφ− M2

2
φ2 − µǫ λ

4!
φ4 +

A

2
∂µφ∂

µφ− B

2
φ2 − µǫC

4!
φ4

=
1

2
(1 +A)∂µφ∂

µφ− 1

2

(
M2 +B

)
φ2 − µǫ (λ+ C)

4!
φ4

=
1

2
∂µφ0∂

µφ0 −
M2

0

2
φ20 −

λ0
4!
φ40, (16.36)

with (see (15.78) and (15.79))

A = 0, B =
λM2

32π2
2

ǫ
, C =

3λ2

32π2
2

ǫ
, (16.37)

so that we have



July 13, 2020 8:54 book-9x6 11845-main page 686

686 16 Renormalization theory

Z = 1, ZM =

(
1 +

λ

32π2
2

ǫ

)
, Z1 =

(
1 +

3λ

32π2
2

ǫ

)
, (16.38)

and in this case, we have defined

λ0 = µǫλZ1Z
−2. (16.39)

Our calculations so far have been at the one loop. However, at n-
loops, the divergence structure and, therefore, the counter terms in
the dimensional regularization, in general, have coefficients of the
form

m=n∑

m=−∞

am
ǫm

, (16.40)

where am represents constants. At higher loops, we calculate am-
plitudes using the counter terms already present at lower orders
(namely, we also include diagrams coming from counter terms at
lower order).

Similarly, in QED in the covariant gauge in the dimensional reg-
ularization we can write the Lagrangian density of QED in the co-
variant gauge with counter terms as

L = −1

4
FµνF

µν + iψ∂/ψ −mψψ − eµ ǫ
2ψA/ψ − 1

2ξ
(∂µA

µ)2

− A

4
FµνF

µν + iBψ∂/ψ − Cψψ − µ ǫ
2DψA/ψ

= −1

4
(1 +A)FµνF

µν + i(1 +B)ψ∂/ψ − (m+ C)ψψ

− µ
ǫ
2 (e+D)ψA/ψ − 1

2ξ
(∂µA

µ)2

= −1

4
F (0)
µν F

µν(0) + iψ
(0)
∂/ψ(0) −m0ψ

(0)
ψ(0)

− e0ψ
(0)
A/(0)ψ(0) − 1

2ξ0

(
∂µA

(0)µ
)2
, (16.41)
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where the bare fields and the bare parameters are defined as (we have
used here the fact that the longitudinal part of the photon two point
function has no divergence which we have seen explicitly in (15.96)
and which also follows from the Ward-Takahashi identities)

A(0)
µ = (1 +A)

1
2Aµ = Z

1
2
3 Aµ,

ψ(0) = (1 +B)
1
2ψ = Z

1
2
2 ψ,

m0 = (m+ C)(1 +B)−1 = (m+ C)Z−1
2 = mZmZ

−1
2 ,

e0 = µ
ǫ
2 (e+D)(1 +B)−1(1 +A)−

1
2

= µ
ǫ
2 (e+D)Z−1

2 Z
− 1

2
3 = µ

ǫ
2 eZ1Z

−1
2 Z

− 1
2

3 ,

ξ0 = ξ(1 +A) = ξZ3. (16.42)

We have explicitly determined at one loop that (see (15.89), (15.96)
and (15.104))

A = − e2

12π2
2

ǫ
, Z3 =

(
1− e2

12π2
2

ǫ

)
,

B = − e2

16π2
2

ǫ
, Z2 =

(
1− e2

16π2
2

ǫ

)
,

C = −e
2m

4π2
2

ǫ
, Zm =

(
1− e2

4π2
2

ǫ

)
,

D = − e3

16π2
2

ǫ
, Z1 =

(
1− e2

16π2
2

ǫ

)
. (16.43)

The Ward identities of the theory imply that Z1 = Z2 which is
explicitly seen at one loop (see section 9.7 as well as the discussion

after (15.104)). This, in turn, implies that e0 = eµ
ǫ
2Z

− 1
2

3 . This is
interesting because it says that the renormalization of charge depends
only on the photon wave function renormalization. As a result, the
charge (coupling) of any fermion is renormalized exactly in the same
manner. This is commonly known as the universality of charge which
is a consequence of the Ward-Takahashi identity of the theory.

The theories which have the property that all the divergences
can be absorbed into a redefinition of the parameters of the theory
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are known as renormalizable theories. It is clear that only theories
whose index of divergence δi ≤ 0 would be renormalizable. This is
because since

D = 4−B − 3

2
F +

∑

i

niδi, (16.44)

if δi > 0 then when we go to higher and higher orders of inter-
action, we generate divergent graphs with more and more external
lines. That would require adding counter terms to the Lagrangian
density which cannot be absorbed into a redefinition of the existing
parameters of the theory.

Motivated by the notion of counter terms, Bogoliubov and Para-
siuk developed a recursive subtraction scheme to renormalize a the-
ory. However, one of their intermediate theorems was not true which
was corrected by Hepp. Hence the corrected method came to be
known as the BPH method. Subsequently, Zimmermann provided
a solution to their equation thereby extending it to what is known
as the BPHZ method which represents the second renormalization
method. The BPHZ method generalizes quite nicely to non-Abelian
gauge theories and, therefore, we will discuss this in detail in section
16.4. Here we simply summarize the method briefly.

The BPHZ method corresponds to defining forests associated
with each Feynman graph in the following manner. Corresponding to
each Feynman graph, if there are renormalization parts in the graph
(subgraphs with superficial degree of divergence non-negative), then
we draw boxes around the renormalization parts in various possible
ways such that no two boxes ever overlap. A particular laying down
of boxes is called a forest F . The elements or boxes in a forest F are
denoted by γ. Associated with each graph there is a complete set of
forests, Φ, corresponding to all possible ways of laying down boxes
around renormalization parts. A forest may be empty and it is all
right to draw a box around the entire graph provided the graph is
a renormalization part. As an example let us look at the complete
set of forests shown in Fig. 16.9 for the two loop graph of Γ(4) in
the φ4 theory. It should be emphasized that the boxes contain only
the renormalization parts and not any propagator external to the
renormalization part. Furthermore, the graphs are considered func-
tions of the internal loop momenta as well as the external momenta.
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However, the loop momenta are not integrated yet (namely, we are
working with the integrand of the amplitude).

Figure 16.9: Forest diagrams associated with the simple two loop
vertex correction diagram in the φ4 theory.

We now define a Taylor operator tγ which acts on a boxed sub-
graph γ and replaces it by its Taylor expansion in the external mo-
mentum variables about zero four-momentum out to order D(γ)
which denotes the superficial degree of divergence of γ. For example,
if γ is a Γ(4), then D(γ) = 0 and tγ simply evaluates the graph γ at
zero external momentum. If γ denotes the two point function Γ(2),
then (D(γ) = 2 and k denotes the generic internal momentum)

tγΓ(2)(k, p) = Γ(2)(k, 0) +
1

2!
pµpν

∂2Γ(2)(k, p)

∂pµ∂pν

∣∣∣∣
p=0

. (16.45)

Here we have neglected the linear term in the Taylor expansion since
it would vanish upon integration because of antisymmetry. For a
convergent graph H, we have tγH = 0. With the notion of the
Taylor operator, we can obtain a renormalized Feynman integrand
R(G) for the graph G given by the expression

R(G) = (1− tG)
∑

F ∈Φ

∏

γ ∈F
(−tγ) I(G), (16.46)

where I(G) represents the integrand of the graph G and Φ represents
the complete set of disjoint and nested forests associated with the
graph (these concepts will be discussed in more detail in section
16.4). We should only remember that when nested boxes exist then
the tγ operation should be carried from inside out. Then the assertion
is that the renormalized Feynman graph is convergent. Note that
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the BPHZ method subtracts out the divergent parts in the integrand
itself so that the renormalized integral is finite. We would see in
detail how this works in section 16.4.

Weinberg’s theorem. The integral of a Feynman graphG is absolutely
convergent if the superficial degree of divergence DH is negative for
every subgraph H of G including the case when H = G.

This theorem is extremely important in the study of renormalization.

16.3 Schwinger-Dyson equation

Let us consider the φ3 theory described by the Lagrangian density

L =
1

2
∂µφ∂

µφ− m2

2
φ2 − g

3!
φ3. (16.47)

The Euler-Lagrange equation for the theory is given by

−δS
δφ

= F [φ] =
(
∂µ∂

µ +m2
)
φ+

g

2
φ2 = 0. (16.48)

This describes the dynamics of the system at the tree level. However,
when we include quantum corrections, this equation modifies and the
modified equation can be obtained from the generating functional for
the theory as follows. We recall that the generating functional for
the theory in the presence of an external source is defined as (see
(12.121))

Z[J ] = eiW [J ] = N

∫
Dφ ei(S[φ]+

∫
Jφ). (16.49)

We note that since the generating functional does not depend on the
field variable (we are integrating over all field configurations), under
an arbitrary field redefinition φ → φ + δφ inside the path integral,
the generating functional would be stationary leading to

δZ = 0 = N

∫
Dφ (F [φ]− J) ei(S[φ]+

∫
Jφ), (16.50)
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where the Euler-Lagrange operator F is defined in (16.48). Working
out in detail, (16.50) leads to

eiW [J ]
(
F
[
− i δ

δJ

]
− J

)
eiW [J ] = 0,

or, F
[δW
δJ
− i δ

δJ

]
− J = 0,

or, F
[
φc − i

δ

δJ

]
− J = 0. (16.51)

Here φc denotes the classical field which is defined in (13.78).

For the φ3 theory described by (16.47), this can be written ex-
plicitly as

(
∂µ∂

µ +m2
)
φc +

g

2

(
φc − i

δ

δJ

)(
φc − i

δ

δJ

)
− J = 0,

or,
(
∂µ∂

µ +m2
)
φc +

g

2
φ2c − i

ig

2

δφc
δJ
− J = 0,

or,
(
∂µ∂

µ +m2
)
φc +

g

2
φ2c +

ig

2

(
δ2Γ

δφ2c

)−1

+
δΓ

δφc
= 0, (16.52)

where Γ[φc] corresponds to the effective action defined in (13.80). If
we now take the functional derivative of (16.52) with respect to φc
and set φc = 0, we obtain

(∂µ∂
µ +m2)1+

δ2Γ

δφ2c

∣∣∣∣ = −
ig

2

δ

δφc

(
δ2Γ

δφ2c

)−1 ∣∣∣∣

or, Σ =
ig

2

(
δ2Γ

δφ2c

)−1(
δ3Γ

δφ3c

)(
δ2Γ

δφ2c

)−1 ∣∣∣∣, (16.53)

where the restriction “|” stands for setting φc = 0 and Σ denotes
the complete self-energy the φ field (the self-energy is defined to be
the complete two point function minus the tree level contribution
(which is the first term in (16.53) on the left hand side)). Equation
(16.53) can be represented graphically as in Fig. 16.10 where the



July 13, 2020 8:54 book-9x6 11845-main page 692

692 16 Renormalization theory

line with the blob on the left-hand side represents the complete self-
energy while the lines with blobs as well as the vertex with a blob on
the right-hand side denote the full propagators and the full vertex
of the theory including quantum corrections to all orders. (We are
using a very compact notation where integrations over intermediate
coordinates/momenta are suppressed.)

= ,

Figure 16.10: Schwinger-Dyson equation for the two point function.

Similarly, by taking the second functional derivative of (16.52)
with respect to φc and setting φc = 0, we obtain

δ3Γ

δφ3c

∣∣∣∣ = −g − ig
(
δ2Γ

δφ2c

)−1(
δ3Γ

δφ3c

)(
δ2Γ

δφ2c

)−1(
δ3Γ

δφ3c

)(
δ2Γ

δφ2c

)−1 ∣∣∣∣

+
ig

2

(
δ2Γ

δφ2c

)−1(
δ4Γ

δφ4c

)(
δ2Γ

δφ2c

)−1 ∣∣∣∣, (16.54)

which can be represented graphically as in Fig. 16.11.

= + +

Figure 16.11: Schwinger-Dyson equation for the three point function.

The equations in (16.53) and (16.54) are integral equations (they are
written in a compact notation here) for the two point and the three
point functions. Such equations (and for the higher point functions)
are known as the Schwinger-Dyson equations.
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16.4 BPHZ renormalization

We have seen in detail how multiplicative renormalization works. To
see in some detail how the BPHZ method works, let us consider the
φ3 theory in six dimensions described by the Lagrangian density

L =
1

2
∂µφ∂

µφ− M2

2
φ2 − g

3!
φ3. (16.55)

This is a simple quantum field theory that is quite helpful in un-
derstanding various features of renormalization. Furthermore, since
we are interested in the ultraviolet behavior of the theory, let us set
M = 0 for simplicity.

In six dimensions, the counting of the canonical dimension gives

[φ] = 2. (16.56)

Thus, for this theory, the superficial degree of divergence for any
graph is given by

B D = 6− 2B

0 6
1 4
2 2
3 0

and we see that the 0-point, the 1-point, the 2-point and the 3-
point amplitudes are superficially divergent. (Note that unlike the φ4

theory, here the Lagrangian density is not invariant under φ→ −φ.)
Although the zero point amplitude is divergent, we can remove this
divergence by simply normal ordering the theory. Furthermore, in
dimensional regularization which we will be using, the one point
amplitude vanishes (in the massless theory) as can be seen easily
from
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p

k

∼
∫

dnk

(2π)n
1

k2
= lim

M→0

∫
dnk

(2π)n
1

k2 −M2

∼ lim
M→0

(
M2
)n

2
−1 → 0, (16.57)

when n→ 6. Therefore, only the 2-point and the 3-point amplitudes
are divergent which can be made finite with conventional counter
terms. Thus, this theory should be renormalizable.

In order to see how renormalization works in some detail and,
in particular, how the overlapping divergences are handled, let us
calculate some amplitudes beyond the simple one loop. Using di-
mensional regularization we analytically continue to n dimensions
and define ǫ = 6 − n. In this case, the naive dimensional analysis
gives

[φ] =
(n − 2)

2
, [g] = n− 3(n − 2)

2
=

(6− n)
2

=
ǫ

2
, (16.58)

so that we can introduce, as before, an arbitrary mass scale to make
the coupling constant dimensionless, namely,

g → gµ
ǫ
2 . (16.59)

In this case, the one loop self-energy can be evaluated as

p p

k

k + p

=
1

2

(
− igµ ǫ

2
)2
∫

dnk

(2π)n
(i)2

k2(k + p)2

=
g2µǫ

2

∫
dx

∫
dnk

(2π)n
1

((k + xp)2 + x(1− x)p2)2
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=
g2µǫ

2

∫
dx

(−1)2
Γ(2)

iπ
n
2

(2π)n
Γ
(
2− n

2

)

(−x(1− x)p2)2−n
2

=
ig2µǫ

2

1

(4π)
n
2

∫
dx

Γ
(
−1 + ǫ

2

)

(−x(1− x)p2)2−n
2

=
ig2µǫ

2

1

(4π)
n
2

Γ
(
−1 + ǫ

2

)

(−p2)2−n
2

∫
dx

1

(x(1− x))2−n
2

. (16.60)

This form is quite suitable to carry out two loop calculations which
we will do shortly. However, to understand the structure of the self
energy at one loop, let us simplify this.

As we have discussed earlier (see (15.76)),

2− n

2
= 2− 6− ǫ

2
= 2− 3 +

ǫ

2
= −1 + ǫ

2
,

Γ
(
−1 + ǫ

2

)
≃
(
−2

ǫ
+ (γ − 1)

)
,

1

(4π)
n
2

≃ 1

(4π)3

(
1 +

ǫ

2
ln 4π

)
,

1

(4π)
n
2

Γ
(
−1 + ǫ

2

)
≃ 1

(4π)3

(
1 +

ǫ

2
ln 4π

)(
−2

ǫ
+ (γ − 1)

)

≃ 1

(4π)3

(
−2

ǫ
+ (γ − 1)− ln 4π

)
,

∫ 1

0
dx

1

(x(1− x))2−n
2

=

∫ 1

0
dx (x(1− x))1− ǫ

2

≃
∫ 1

0
dx x(1− x)

(
1− ǫ

2
lnx(1− x)

)

=

∫ 1

0
dx x(1− x) (1− ǫ lnx)

=
1

6

(
1 +

5ǫ

6

)
. (16.61)
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Using these, we obtain the one loop self energy of the theory in
(16.60) to be

p p

k

k + p

≃ − ig2µǫ

2(4π)3
p2

6

(
1 +

5ǫ

6

)(
− 2

ǫ
+ (γ − 1)− ln 4π

)(
1− ǫ

2
ln(−p2)

)

≃ ig2p2

12(4π)3

(2
ǫ
− ln

(−p2)
µ2

−
(
γ − 1− 5

3

)
+ ln 4π

)

≃ ig2p2

12(4π)3

(2
ǫ
− ln

(−p2)
4πµ2

−
(
γ − 8

3

))
. (16.62)

This leads to the one loop counter term

= − ig2p2

12(4π)3
2

ǫ
. (16.63)

Similarly, we can calculate the three point amplitude at one loop
as (there is a second graph with p1 ↔ p2 which contributes to the
amplitude, but since the BPHZ method subtracts out divergences in
every graph, we will concentrate on graphs)

p

p2

p1

k

k + p

k + p+ p1

=
(
−igµ ǫ

2

)3 ∫ dnk

(2π)n
(i)3

k2(k + p)2 (k + p+ p1)
2

= g3µ
3ǫ
2 2!

∫
dnk

(2π)n
dx1dx2dx3
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× δ (1− x1 − x2 − x3)(
x1k2 + x2 (k + p+ p1)

2 + x3(k + p)2
)3 . (16.64)

Here we have used the generalized Feynman combination formula

p∏

i=1

1

(Ai)ni
=

Γ(
∑

i ni)∏
i Γ(ni)

∫
dx1 · · · dxp δ(1− x1 − · · · − xp)

×

(∏p
i=1 x

ni−1
i

)

(
∑

i xiAi)
n1+···+np . (16.65)

Let us next simplify the denominator of the integrand as

x1k
2 + x2 (k + p+ p1)

2 + x3(k + p)2

= (x1 + x2 + x3) k
2 + 2k · (x3p+ x2(p+ p1))

+ x3p
2 + x2 (p+ p1)

2

= k2 + 2k · ((1− x1)p + x2p1) + (1− x1)p2

+ x2p
2
1 + 2x2p · p1

= (k + (1− x1)p+ x2p1)
2 − (1− x1)2p2 − x22p21

− 2x2(1− x1)p · p1 + (1− x1)p2 + x2p
2
1 + 2x2p · p1

= (k + (1− x1)p+ x2p1)
2 + x1(1− x1)p2 + x2(1− x2)p21

+ 2x1x2p · p1

= (k + (1− x1)p+ x2p1)
2 + x1(1− x1)Q2, (16.66)

where we have identified

x1(1− x1)Q2 = x1 (1− x1) p2 + x2(1− x2)p21
+ 2x1x2p · p1, (16.67)
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where we have used the constraint from the delta function in the
intermediate steps. Therefore, by shifting the variable of integration
we obtain the value of the integral in (16.64) to be

p

p2

p1

k

k + p

k + p+ p1

= 2g3µ
3ǫ
2

∫ 1

0
dx1

∫ 1−x1

0
dx2

dnk

(2π)n
1

(k2 + x1(1− x1)Q2)3

= 2g3µ
3ǫ
2

∫ 1

0
dx1

∫ 1−x1

0
dx2

i(−1)3
Γ(3)(4π)

n
2

Γ
(
3− n

2

)

(−x1(1− x1)Q2)3−
n
2

= − ig
3µ

3ǫ
2

(4π)
n
2

∫ 1

0
dx1

∫ 1−x1

0
dx2

Γ
(
3− n

2

)

(−x1(1− x1)Q2)3−
n
2

(16.68)

≃ − ig
3µ

ǫ
2

(4π)3

∫ 1

0
dx1

∫ 1−x1

0
dx2

(
2

ǫ
− γ
)

×
(
1− ǫ

2
ln

(−x1(1− x1)Q2)

4πµ2

)

≃ − ig
3µ

ǫ
2

(4π)3

∫ 1

0
dx1

∫ 1−x1

0
dx2

(
2

ǫ
− ln

(−x1(1− x1)Q2)

4πµ2
− γ
)
.

(16.69)

In this derivation we have used the fact that because of the δ function
involving the Feynman parameters, we have x3 = 1− x1 − x2 and

x3 = 1 ⇒ x1 = x2 = 0,

x3 = 0 ⇒ x2 = 1− x1, (16.70)

so that

∫
dx1dx2dx3 δ(1− x1 − x2 − x3) =

∫ 1

0
dx1

∫ 1−x1

0
dx2. (16.71)
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Furthermore, defining a new variable (this would be quite useful for
the calculation of the two loop self-energy which we will do shortly)

x2 = (1− x1)u, (16.72)

we can rewrite (16.69) as

= − ig
3µ

ǫ
2

(4π)3

∫ 1

0
dx1

∫ 1

0
du (1−x1)

(
2

ǫ
− ln

(−x1(1− x1)Q2)

4πµ2
− γ
)
,

(16.73)

where in the new variables

x1(1− x1)Q2 = x1(1− x1)(p+ up1)
2 + u(1− u)p21. (16.74)

Equation (16.69) leads to the one loop counter term (the factor of 1
2

arises from doing the integrals over x1, x2)

=
ig3µ

ǫ
2

2(4π)3
2

ǫ
. (16.75)

We calculate next the self-energy at two loops. Let us first look
at the graphs with non-overlapping divergence of the form shown in
Fig. 16.12 (there would also be diagrams with a one loop self-energy
and counter term insertion on the other internal line)

=
(
−igµ ǫ

2

)2 ∫ dnk

(2π)n
i

k2
(
iΠ(1)(k2)

) i

k2
i

(k + p)2

+
(
−igµ ǫ

2

)2 ∫ dnk

(2π)n
i

k2
(−ig2k2)
12(4π)3

2

ǫ

i

k2
i

(k + p)2
, (16.76)

where we have used the form of the one loop counter term in (16.63).
Let us look at the two integrals in (16.76) separately. Using the form
of the one loop self-energy in (16.60), the first integral in (16.76) has
the form
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p p

k
k

k + p

+
p p

k

k + p

Figure 16.12: Non-overlapping two loop self-energy diagrams in the
φ3 theory.

I1 = ig2µǫ
∫

dnk

(2π)n

∫
dx

1

k2
ig2µǫ

2(4π)
n
2

Γ
(
−1 + ǫ

2

)

(−x(1− x)k2)2−n
2

1

k2

× 1

(k + p)2

= −
(
g2µǫ

)2

2(4π)
n
2

∫
dx

Γ
(
−1 + ǫ

2

)

(x(1− x))2−n
2

∫
dnk

(2π)n
(−1)n2−2

(k2)4−
n
2 (k + p)2

≃ −
(
g2µǫ

)2

2(4π)
n
2

Γ
(
−1 + ǫ

2

) 1

6

(
1 +

5ǫ

6

)

×
∫

dnk

(2π)n
dy

Γ
(
5− n

2

)

Γ
(
4− n

2

)
Γ(1)

(−1)n2 −2(1− y)3−n
2

((k + yp)2 + y(1− y)p2)5−n
2

= −
(
g2µǫ

)2

12(4π)
n
2

Γ
(
−1 + ǫ

2

)(
1 +

5ǫ

6

)
Γ
(
5− n

2

)

Γ
(
4− n

2

)

×
∫

dy
i(−1)5−n

2

(4π)
n
2

Γ
(
5− n

2 − n
2

)

Γ
(
5− n

2

) (−1)n2−2(1− y)3−n
2

(−y(1− y)p2)5−n

≃ i
(
g2µǫ

)2

12(4π)n
Γ
(
−1 + ǫ

2

)

Γ
(
4− n

2

) Γ(5− n)
(
1 +

5ǫ

6

)
(−p2)n−5

×
∫

dy
(1− y)3−n

2

(y(1− y))5−n
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≃ − i(g
2)2p2

12(4π)6
(1 + ǫ ln 4π)

(
− 2

ǫ
+ γ − 1

)(
− 1

ǫ
+ γ − 1

)

×
(
1 +

ǫγ

2

)(
1 +

5ǫ

6

)(
1− ǫ ln (−p2)

µ2

)1
6

(
1 +

5ǫ

4

)

≃ − ig4p2

72(4π)6

( 2

ǫ2
− 3

ǫ
(γ − 1) +

γ

ǫ

)(
1 + ǫ ln 4π

)(
1 +

5ǫ

6

)

×
[
1− ǫ ln (−p2)

µ2
+

5ǫ

4

]
+ finite

≃ − ig4p2

72(4π)6

(
1 +

5ǫ

6

)[ 2
ǫ2
− 2

ǫ
ln

(−p2)
4πµ2

+
5

2ǫ
− 1

ǫ
(2γ − 3)

+ finite
]

= − ig4p2

72(4π)6

[ 2
ǫ2
− 2

ǫ
ln

(−p2)
4πµ2

+
5

2ǫ
− 1

ǫ
(2γ − 3)

+
5

3ǫ
+ finite

]

=
ig4p2

72(4π)6

[
− 2

ǫ2
− 2

ǫ

(
− ln

(−p2)
4πµ2

+
43

12
− γ
)
+ finite

]
. (16.77)

Here we have used (16.65) as well as (15.76) and (16.61) in the inter-
mediate steps. (The y integration is related to the appropriate beta

function, see (16.86).) We note here that the 1
ǫ ln

(−p2)
4πµ2

terms in the
above expression are potentially dangerous because if such divergent
terms are present, they will require non-local counter terms to cancel
them (which is not desirable).

Next, let us look at the second integral in (16.76) which leads to

I2 =
(
−igµ ǫ

2

)2 ∫ dnk

(2π)n
i

k2
(−ig2k2)
12(4π)3

2

ǫ

i

k2
i

(k + p)2

=
g4µǫ

12(4π)3
2

ǫ

∫
dnk

(2π)n
1

k2(k + p)2

=
g4µǫ

12(4π)3
2

ǫ

∫
dnk

(2π)n
dx

1

((k + xp)2 + x(1− x)p2)2
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=
g4µǫ

12(4π)3
2

ǫ

∫
dx

iπ
n
2

(2π)n
Γ
(
2− n

2

)

(−x(1− x)p2)2−n
2

≃ − g4p2

12(4π)3
2

ǫ

iπ
n
2

(2π)n
Γ
(
−1 + ǫ

2

)

×
(
1− ǫ

2
ln

(−p2)
µ2

)∫
dx x(1− x)

(
1− ǫ

2
lnx(1− x)

)

≃ − g4p2

12(4π)3
2

ǫ

i

(4π)3

(
− 2

ǫ
+ (γ − 1)− ln 4π

)

× 1

6

(
1− ǫ

2
ln

(−p2)
µ2

+
5ǫ

6

)

≃ − ig4p2

72(4π)6
2

ǫ

[
− 2

ǫ
+ ln

(−p2)
4πµ2

− 5

3
+ (γ − 1) +O(ǫ)

]

=
ig4p2

72(4π)6

[ 4
ǫ2
− 2

ǫ

(
ln

(−p2)
4πµ2

− 8

3
+ γ
)
+ finite

]
. (16.78)

As a result, adding (16.77) and (16.78), the sum of the two graphs
in (16.76) takes the form

I1 + I2 =
ig4p2

72(4π)6

[
− 2

ǫ2
− 2

ǫ

(
− ln

(−p2)
4πµ2

+
43

12
− γ
)

+
4

ǫ2
− 2

ǫ

(
ln

(−p2)
4πµ2

− 8

3
+ γ
)
+ finite

]

=
ig4p2

72(4π)6

[ 2
ǫ2
− 11

6ǫ
+ finite

]
. (16.79)

We see that the potentially dangerous non-local divergences have
cancelled in the non-overlapping divergent graphs and the remaining
divergences can be cancelled by local counter terms.

Let us next look at the overlapping divergent graph in the self
energy at two loops which, upon using the form of the one loop vertex
function in (16.68) (with x2 expressed in terms of u as in (16.72)),
takes the form
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p p

kℓ

ℓ+ p
k + p

=
(−igµ ǫ

2 )

2

∫
dnℓ

(2π)n
dx1du

i

ℓ2
i

(ℓ+ p)2

(
− ig3µ

3ǫ
2

(4π)
n
2

)

× (1− x1)Γ
(
3− n

2

)
(
− x1(1− x1)Q2

)3−n
2

=
g4µ2ǫ(−1)n2 −3

2(4π)
n
2

Γ
(
3− n

2

)∫ dnℓ

(2π)n
dx1du

x
n
2
−3

1 (1− x1)
n
2
−2

ℓ2(ℓ+ p)2(Q2)3−
n
2

,

(16.80)

where Q2 is defined in (16.74) (with appropriate momenta). Using
(16.65) to combine denominators, we can write (16.80) as

=
g4µ2ǫ(−1)n2 −3

2(4π)
n
2

Γ
(
3− n

2

) ∫ dnℓ

(2π)n
dx1dux

n
2
−3

1 (1− x1)
n
2
−2

× Γ
(
5− n

2

)

Γ
(
3− n

2

)
∫

dy1dy2dy3
y
2−n

2
1 δ(1 − y1 − y2 − y3)(

D2
)5−n

2

=
g4µ2ǫ(−1)n2 −3

2(4π)
n
2

Γ
(
5− n

2

) ∫
dx1dux

n
2
−3

1 (1− x1)
n
2
−2

×
∫

dnℓ

(2π)n

∫
dy1dy2dy3

y
2−n

2
1 δ(1 − y1 − y2 − y3)(

D2
)5−n

2

, (16.81)

where we have identified
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D2 = y1Q
2 + y2(ℓ+ p)2 + y3ℓ

2

= y1
(
(ℓ+ up)2 +

u(1− u)
x1

p2
)
+ y2(ℓ+ p)2 + (1− y1 − y2)ℓ2

=
(
ℓ+ (uy1 + y2)p

)2

+
(
y1(1− y1)u2 + y2(1− y2)− 2uy1y2 +

y1u(1− u)
x1

)
p2.

(16.82)

The divergence of the two loop integral in (16.81) would ap-
pear naively to be contained in the ℓ integral which can only have a
one loop divergence structure (note that the singular multiplicative
gamma function coming from the one loop vertex has been cancelled
by those coming from the Feynman combination formula). However,
this is not right and, in fact, the divergence of the subdiagram (one
loop vertex) has been transformed to the Feynman parametric inte-
grals. This is a special feature of overlapping divergent graphs and
to appreciate this, let us evaluate the integral in (16.81) in some
detail. First we note that we can shift the variable of integration
ℓ → ℓ − (uy1 + y2)p. Next, we can do the integration over y3 using
the delta function in (16.81). Finally, we can redefine the variable y2
(as we have already done in (16.72)) as

y2 = (1− y1)v, (16.83)

so that the (shifted) denominator in (16.82) has the form

D2 = ℓ2 +
(
(1− y1)(y1(u− v)2 + v(1 − v)) + y1u(1− u)

x1

)
p2

= ℓ2 + d(x1, u, y1, v)p
2. (16.84)

Substituting this into (16.81) and carrying out the ℓ integral we ob-
tain
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=
g4µ2ǫ(−1)n2 −3

2(4π)
n
2

Γ
(
5− n

2

) ∫
dx1dux

n
2
−3

1 (1− x1)
n
2
−2

×
∫

dy1dv (1− y1)y
2−n

2
1

i(−1)5−n
2

(4π)
n
2 Γ
(
5− n

2

) Γ(5− n)
(−dp2)5−n

= − ig4p2

2(4π)6

((−p2)
4πµ2

)−ǫ
Γ(−1 + ǫ)

×
∫

dx1dudy1dv x
2−n

2
1 (1− x1)

n
2
−2y

2−n
2

1 (1− y1)(x1d)1−ǫ,
(16.85)

where d is defined in (16.84). The one loop pole structure is manifest
in the overall multiplicative gamma function. To see the divergence
structure from the parametric integration, let us look at only the
leading order term in (x1d)

1−ǫ. Using the standard results

∫ 1

0
dt tα−1(1− t)β−1 =

Γ(α)Γ(β)

Γ(α+ β)
= B(α, β),

∫ 1

0
duu(1− u) = 1

6
,

∫∫ 1

0
dudv (u− v)2 = 1

6
, (16.86)

the leading term in the parametric integration in (16.85) gives

∫
dx1dudy1dv x

2−n
2

1 (1− x1)
n
2
−2y

2−n
2

1 (1− y1)(x1d)

=

∫
dx1dy1dudv x

2−n
2

1 (1− x1)
n
2
−2y

2−n
2

1 (1− y1)

×
(
x1(1− y1)(y1(u− v)2 + v(1 − v)) + y1u(1− u)

)

=
1

6

∫
dx1dy1 x

2−n
2

1 (1− x1)
n
2
−2y

2−n
2

1 (1− y1)

×
(
x1(y1 + 1)(1 − y1) + y1

)
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=
1

6

(Γ(2)
Γ(4)

+
Γ(2)Γ( ǫ2 )

Γ(3)
+

Γ(2)Γ( ǫ2 )

Γ(3)

)

≃ 1

6

(2
ǫ
− γ +

1

6

)
. (16.87)

This demonstrates how the subdivergence is hidden in the paramet-
ric integration. The parametric integration in (16.85) can be evalu-
ated exactly using Gegenbauer polynomials and the only modifica-
tion from the leading order result in (16.87) is that the finite constant
inside the parenthesis changes from −γ + 1

6 to 4. Thus, substituting
this result into (16.85) gives the value of the overlapping self-energy
diagram to be

= − ig4p2

2(4π)6
(
− 1

ǫ
+ γ − 1

)(
1− ǫ ln (−p2)

4πµ2
)1
6

(2
ǫ
+ 4 +O(ǫ)

)

=
ig4p2

12(4π)6

( 2

ǫ2
+

2

ǫ

(
− ln

(−p2)
4πµ2

− γ + 3
)
+ finite

)
. (16.88)

We see again that the dangerous nonlocal divergent terms of the form
1
ǫ ln

(−p2)
4πµ2

are present in this diagram.
On the other hand, with the one loop counter term for the three

point function (see (16.75)), we also have a contribution from the
graph

p p

k

k + p

=
(−igµ ǫ

2 )

2

∫
dnk

(2π)n
i

k2
ig3µ

ǫ
2

2(4π)3
2

ǫ

i

(k + p)2

= − g4µǫ

4(4π)3
2

ǫ

∫
dnk

(2π)n
dx

1

((k + xp)2 + x(1− x)p2)2

= − g4µǫ

4(4π)3
2

ǫ

∫
dx

i

(4π)
n
2

(−1)2
Γ(2)

Γ
(
2− n

2

)

(−x(1− x)p2)2−n
2
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= − ig
4µǫ(−p2)n2−2

4(4π)3(4π)
n
2

2

ǫ
Γ
(
−1 + ǫ

2

)∫
dx
(
x(1− x)

)n
2
−2

=
ig4p2

4(4π)6
2

ǫ

(
(−p2)
4πµ2

)− ǫ
2

Γ
(
−1 + ǫ

2

)
(
Γ
(
n
2 − 1

))2

Γ(n− 2)

≃ ig4p2

4(4π)6
2

ǫ

(
1− ǫ

2
ln

(−p2)
4πµ2

)(
−2

ǫ
+ (γ − 1)

)
1

6

(
1 +

5ǫ

6

)

=
ig4p2

24(4π)6

(
− 4

ǫ2
+

2

ǫ

(
ln

(−p2)
4πµ2

+ γ − 8

3

))
+ finite. (16.89)

Here we have used (16.86) in the intermediate step. Similarly, the
graph with the counter term at the left vertex also contributes an
equal amount

p p

k

k + p

=
ig4p2

24(4π)6

(
− 4

ǫ2
+

2

ǫ

(
ln

(−p2)
4πµ2

+ γ − 8

3

))
+ finite, (16.90)

so that the sum of the three graphs in Fig. 16.13 gives

+ +

Figure 16.13: Overlapping two loop self-energy diagrams in the φ3

theory.
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=
ig4p2

12(4π)6

[
2

ǫ2
+

2

ǫ

(
− ln

(−p2)
4πµ2

− γ + 3

)

− 4

ǫ2
+

2

ǫ

(
ln

(−p2)
4πµ2

+ γ − 8

3

)
+ finite

]

=
ig4p2

12(4π)6

(
− 2

ǫ2
+

2

3ǫ
+ finite

)
. (16.91)

We see that all the potentially dangerous nonlocal divergent terms
have disappeared from the self-energy and the remaining divergences
can be removed by adding a local two loop counter term.

BPHZ is a renormalization procedure where divergences are sub-
tracted in the graph itself so that it works with any regularization.
Consider an arbitrary Feynman graph G. It may contain one par-
ticle irreducible subgraphs that are superficially divergent. An 1PI
subgraph γ is called proper if it is different from the graph G itself
and it is called a renormalization part if

D(γ) ≥ 0, (16.92)

namely, if it is superficially divergent. A couple of examples of proper
subgraphs which correspond to renormalization parts are shown in
Fig. 16.14.

γ
γ

Figure 16.14: Examples of proper renormalization parts in the two
loop self-energy graph in the φ3 theory.

Given a Feynman graph G let us draw boxes around all renormal-
ization parts (including the graph G if it is superficially divergent)
in all possible ways. Thus, for example, for the three loop self energy
graph in the φ3 theory, Fig. 16.15 shows examples of different ways
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Figure 16.15: Examples of forests in the three loop self-energy graph
in the φ3 theory.

of drawing boxes around the renormalization parts. Two renormal-
ization parts γ1 and γ2 are called disjoint if

γ1 ∩ γ2 = 0, (16.93)

while γ1 and γ2 are called nested if one is contained inside the other,
namely, if

γ1 ⊂ γ2, or γ2 ⊂ γ1. (16.94)

Finally, two renormalization parts γ1 and γ2 are called overlapping if
they share lines and vertices, namely, if none of the following holds,

γ1 ∩ γ2 = 0, γ1 ⊂ γ2, γ2 ⊂ γ1. (16.95)
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A set of such laying down of boxes around renormalization parts is
called a forest. A forest is called empty if there is no box around any
subdiagram. A forest is called normal if there is no box around the
complete graph G. On the other hand, a forest is called full if there
is a box around G.

Let D denote the set of laying down of boxes which contain only
disjoint renormalization parts. Furthermore, let us add to the set D
the graph with no boxes. Thus, for the two loop self-energy graph
in the φ3 theory, the complete set of laying down of boxes (forests)
containing disjoint renormalization parts is shown in Fig. 16.16. Sim-
ilarly, let N denote the set of laying down of boxes (forests) contain-
ing only nested renormalization parts. Figure 16.17 shows the nested
forests in the two loop self-energy graph in the φ3 theory. Further-
more, we define O to denote the set of laying down of boxes (forests)
containing overlapping renormalization parts, for example, shown in
Fig. 16.18 for the two loop self-energy graph in the φ3 theory. The
reason why we draw boxes around renormalization parts is because
these sub-diagrams are superficially divergent and to make the full
diagram finite, we must subtract out the divergences from each of
these sub-diagrams.

Figure 16.16: The complete set of disjoint forests for the two loop
self-energy graph in the φ3 theory.

In the conventional BPHZ method, we introduce an operator tγ

(the Taylor operator or the Taylor expansion operator) for any graph
γ such that acting on the integrand of the graph, it Taylor expands
it in the external momenta (external to the graph) up to terms of
order D(γ). Thus, (in the self-energy diagram the linear term in the
Taylor expansion has been set to zero because of anti-symmetry)



July 13, 2020 8:54 book-9x6 11845-main page 711

16.4 BPHZ renormalization 711

Figure 16.17: The complete set of nested forests for the two loop
self-energy graph in the φ3 theory.

Figure 16.18: The complete set of overlapping forests for the two
loop self-energy graph in the φ3 theory.

γ :
p p

k

k + p

=

∫
dnk

(2π)n
I(k, p),

D(γ) = 6− 4 = 2,

tγI(k, p) = I(k, 0) +
1

2!
pµpν

∂2

∂pµ∂pν
I(k, p)

∣∣∣∣
p=0

.

γ :
p

p2

p1

k

k + p

k + p+ p1 =

∫
dnk

(2π)n
I (k, p, p1) ,
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D(γ) = 6− 6 = 0,

tγI (k, p, p1) = I(k, 0, 0). (16.96)

In other words, acting on a graph, the Taylor operator simply sep-
arates out the potentially divergent terms in the integrand so that
the finite part of the graph can be identified with the integrand

(1− tγ) IG = IG = finite. (16.97)

Note that, by definition,

tγIG = 0, if D(γ) < 0. (16.98)

This is the conventional tγ operator in the BPHZ prescription
and it is clear that using this operation, we are simply able to throw
away potentially divergent parts inside the integral. Therefore, it
never uses any particular regularization and is, in fact, compatible
with any regularization. In particular, in the case of dimensional
regularization, a graph (integral) at n-loops, has the general form

FG =

∞∑

m=−n
amǫ

m. (16.99)

In such a case, the tγ operation is defined to be (it separates out the
pole terms)

tGFG =

−1∑

m=−n
amǫ

m, (16.100)

so that the finite part of the graph can be identified with

(
1− tG

)
FG =

∞∑

m=0

amǫ
m = FG = finite. (16.101)

Once again, this makes it clear that for a superficially convergent
graph (with no pole term)
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tGFG = 0. (16.102)

Given a renormalization part γ in a Feynman diagram, if the
integral has the form

Iγ =
∞∑

m=−n
amǫ

m, (16.103)

then as we have seen the Taylor operation is defined such that

tγIγ =

−1∑

m=−n
amǫ

m = divergent parts,

(1− tγ) Iγ =

∞∑

m=0

amǫ
m = finite parts. (16.104)

Thus, the effect of the term (−tγIγ) can be thought of as that of
adding counter terms which subtract the divergence. However, since
in this method we do not explicitly use counter terms, this method
is correspondingly more general.

Let us consider an arbitrary Feynman diagram G with proper
renormalization parts γ1, γ2, . . . , γs as subdiagrams. Then, let us
define

RGIG =
s∏

i=1

(1− tγi) IG. (16.105)

This, of course, makes all the subdiagrams (proper renormalization
parts) in G finite. However, the graph G itself may be superficially
divergent in which case, one needs a final subtraction to render the
diagram finite. Thus, one defines

RGIG =
(
1− tG

)
RGIG =

(
1− tG

) s∏

i=1

(1− tγi) IG. (16.106)
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We note that if G is not superficially divergent, then, by definition

tGRGIG = 0, (16.107)

and

RGIG = RGIG, (16.108)

but this is not true otherwise.
In any case, from the definition of RGIG in (16.106), we see that

all the superficially divergent subdiagrams as well as the full diagram
have been made finite by the subtractions (counter terms) so that
the superficial degree of divergence of every subdiagram as well as
the full diagram is negative and, by Weinberg’s theorem, the graph
would now be finite. Thus, graph by graph this procedure can be
applied and every graph can be made finite. The only understanding
here is that for nested diagrams, the subtraction must be carried out
from inside out. For disjoint or overlapping divergences, the order of
the subtraction is irrelevant.

Although this method of making a Feynman diagram finite is ab-
solutely correct, this does not address the issue of locality of counter
terms since we are subtracting out overlapping divergences which,
as we have seen, can lead to non-local counter terms. The proof
of renormalization by local counter terms, of course, requires that
the overlapping divergences be taken care of by lower order counter
terms. This is seen through Bogoliubov’s R-operator which defines

RGIG =
(
1− tG

)
RGIG

=
(
1− tG

)∑

Φi

∏

γk∈Φi

(
−tγkRγk

)
IG, (16.109)

where Φi denotes the complete set of disjoint proper renormalization
parts (subgraphs) of G (Φi may be empty and when Φi is empty
there is no Taylor operation and the effect of RG acting on IG is to
give IG back). Here Rγk is the operator (16.105) associated with the
superficially divergent renormalization part γk. That this is true will
be seen shortly through examples. Equation (16.109) is a recursion
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relation which does not involve nested or overlapping divergences
and where at every order the operator RG is determined by the lower
order operators Rγk . This is the BPH formula.

Zimmermann’s solution of the BPH recursion relation (16.109)
is obtained as follows. Instead of the set of disjoint proper renor-
malization parts (subgraphs) of a Feynman graph G, let us look at
the complete set of subgraphs that include only disjoint and nested
proper renormalization parts. Thus, for example, Fig. 16.19 defines

Φ0 = {0} Φ1 = {γ1} Φ2 = {γ2}

γ1 γ2

Φ3 = {γ3} Φ4 = {γ4} Φ5 = {γ1, γ2}

γ3 γ4 γ1 γ2

Φ6 = {γ1, γ3} Φ7 = {γ2, γ4}

γ3
γ1

γ2

γ4

Figure 16.19: The complete set of disjoint and nested proper renor-
malization parts for the three loop self-energy graph in the φ3 theory.

all the disjoint and nested proper renormalization parts of the three
loop self-energy diagram. With this, we can now write

RGIG =
(
1− tG

)
RGIG

=
(
1− tG

)∑

Φi

∏

γk∈Φi
(−tγk) IG, (16.110)

where Φi is the complete set of proper renormalization parts that
are non-overlapping. The BPH recursion relation (16.109) as well as
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Zimmermann’s solution (16.110) seems quite different from the orig-
inal relation (16.106). However, let us next show through examples
that they are both, in fact, equivalent.

Before we proceed to see this, let us look at some simple examples
just to get acquainted with the notions of the BPH procedure. The
set of disjoint proper renormalization parts for the two loop vertex
correction is shown in Fig. 16.20.

γ

Figure 16.20: The complete set of disjoint proper renormalization
parts of the two loop 3 point function graph in the φ3 theory.

Therefore, from the BPH formula (16.109), we have

RGIG = IG + IG/γ
(
−tγRγIγ

)
= IG + IG/γ (−tγIγ) , (16.111)

where IG/γ is the part of the diagram which does not contain the sub-

diagram Iγ . Here we have used the fact that, by definition, RγIγ = Iγ
because there is no superficially divergent proper subdiagram of γ,
in fact, there is no subdiagram in this case. Using the relation

IG = IG/γIγ , (16.112)

we can write (16.111) also as

RGIG = IG + (−tγIG) = (1− tγ) IG,

RGIG =
(
1− tG

)
RGIG =

(
1− tG

)
(1− tγ) IG. (16.113)

This is exactly the original formula (16.106) and, in fact, this is how
we are supposed to renormalize the theory.

Let us next look at the two loop self-energy graphs shown in
Fig. 16.21 containing only proper disjoint renormalization parts. Here
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γ1 γ2

Figure 16.21: The complete set of disjoint proper renormalization
parts of the two loop self-energy graph in the φ3 theory.

we have overlapping divergences and following BPH (see (16.109)) we
can write

RGIG = IG + IG/γ1
(
−tγ1Rγ1Iγ1

)
+ IG/γ2

(
−tγ2Rγ2Iγ2

)

= IG + IG/γ1 (−tγ1Iγ1) + IG/γ2 (−tγ2Iγ2)

= IG + (−tγ1IG) + (−tγ2IG)
= (1− tγ1 − tγ2) IG, (16.114)

so that

RGIG =
(
1− tG

)
(1− tγ1 − tγ2) IG. (16.115)

This does not exactly coincide with the original formula (16.106)

RGIG =
(
1− tG

)
(1− tγ1) (1− tγ2) IG. (16.116)

The difference between the two is given by

(
1− tG

)
tγ1tγ2IG, (16.117)

which we recognize to correspond to the counter term associated with
the overlapping divergence if it did not vanish. It is such terms that
complicate the proof of renormalizability.

To understand such a term further, let us recall some of the
calculations we had done earlier. At one loop we had found that
(see (16.75), tγ which is supposed to isolate pole terms in ǫ, sets the
factor of µ

ǫ
2 = 1 in the graph at one loop)
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=
ig3

2(4π)3
2

ǫ
= (−tγ2Iγ2) , (16.118)

so that

tγ1tγ2 = −tγ1

= − ig3

2(4π)3
2

ǫ
tγ1

1

2

(
−igµ ǫ

2

)∫ dnk

(2π)n
(i)2

k2(k + p)2

=
g4

4(4π)3
2

ǫ

i

(4π)3
(−p2)

6

(
−2

ǫ

)

=
ig4p2

12(4π)6
2

ǫ2
, (16.119)

where we have used the fact that n = 6 − ǫ and that tγ1 acts on
the integral as well as on µ

ǫ
2 to isolate only pole terms. If we recall

our calculation for the two-loop overlapping divergence (see(16.88)),
then, the 1

ǫ2 term precisely has the same coefficient and it follows,
therefore, that

(
1− tG

)
tγ1tγ2IG = 0. (16.120)

Physically, this is the statement that we do not need subtractions
associated with overlapping divergences.

In general, there is a theorem that says that if γ1 and γ2 denote
two proper renormalization parts of G that are overlapping, then we
can always find a renormalization part γ12 which contains both γ1
and γ2 and for which

(1− tγ12) tγ1tγ2IG = 0. (16.121)
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This result is very important, physically because it says that we do
not need to subtract overlapping divergences, but more importantly,
we note that using this, we can now write

RGIG =
(
1− tG

)
RGIG =

(
1− tG

) s∏

i=1

(1− tγi) IG, (16.122)

involving subtractions of only non-overlapping proper renormaliza-
tion parts, namely, γi’s are only disjoint or nested proper renormal-
ization parts. The product of the factors in (16.122) can also be
written as

∏

i

(1− tγi) ≡
∑

Φi

∏

γk∈Φi
(−tγk) , (16.123)

where Φi’s define forests containing only disjoint or nested proper
renormalization parts. This makes the connection between (16.106)
and Zimmermann’s solution (16.110) explicit.

To make contact with the formula of BPH, it is best to study an
example. Let us recall that the three loop diagram has eight forests
consisting of disjoint and nested proper renormalization parts which
are shown in Fig. 16.19. Thus, writing out explicitly the Zimmer-
mann solution we obtain

RGIG =
(
1− tG

) [
IG + IG/γ1 (−tγ1Iγ1) + IG/γ2 (−tγ2Iγ2)

+ IG/γ3 (−tγ3Iγ3) + IG/γ4 (−tγ4Iγ4)

+ IG/{γ1,γ2} (−tγ1Iγ1) (−tγ2Iγ2)

+ IG/γ3
(
−tγ3

(
Iγ3/γ1 (−tγ1Iγ1)

))

+ IG/γ4
(
−tγ4

(
Iγ4/γ2 (−tγ2Iγ2)

))]
. (16.124)

Let us next recall that since γ1 and γ2 do not contain any proper
renormalization parts, we can write

Rγ1Iγ1 = Iγ1 ,

Rγ2Iγ2 = Iγ2 . (16.125)
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Using this, we can rewrite (16.124) as

RGIG = (1− tG)
[
IG + IG/γ1(−tγ1Rγ1Iγ1) + IG/γ2(−tγ2Rγ2Iγ2)

+ IG/γ3
(
(−tγ3)

(
Iγ3 + Iγ3/γ1

(
−tγ1Rγ1Iγ1

)))

+ IG/{γ1,γ2}
(
−tγ1Rγ1Iγ1

) (
−tγ2Rγ2Iγ2

)

+ IG/γ4
(
(−tγ4)

(
Iγ4 + Iγ4/γ2

(
−tγ2Rγ2Iγ2

)))]

=
(
1− tG

) [
IG + IG/γ1

(
−tγ1Rγ1Iγ1

)
+ IG/γ2

(
−tγ2Rγ2Iγ2

)

+ IG/γ3 (−tγ3)Rγ3Iγ3 + IG/{γ1,γ2}(−tγ1Rγ1Iγ1)(−tγ2Rγ2Iγ2)

+ IG/γ4 (−tγ4)Rγ4Iγ4
]

=
(
1− tG

) (
1− tγ1Rγ1 − tγ2Rγ2 − tγ3Rγ3 − tγ4Rγ4

+ (tγ1Rγ1)(t
γ2Rγ2)

)
IG

=
(
1− tG

)∑

Φi

∏

γk∈Φi

(
−tγkRγk

)
IG, (16.126)

where Φi is the complete set of proper renormalization parts con-
sisting of only disjoint graphs. This is, of course, the BPH formula
(16.109). This analysis, therefore, shows how the BPH formula leads
to Zimmermann’s solution and how, through Weinberg’s theorem, it
is equivalent to making any Feynman graph finite by local subtrac-
tions (counter terms).

So far, we have talked about theories where the index of diver-
gence of interactions in four dimensions (recall that D = 4 − B −
3
2F +

∑
i niδi, see (16.20) and (16.21))

δi = di + bi +
3

2
fi − 4, (16.127)

vanishes so that the superficial degree of divergence of any graph is
completely determined by the number of external lines in the Feyn-
man diagram. In this case, as we have seen the theory can be renor-
malized by adding a finite number of local counter terms which sim-
ply redefine the fields and the parameters of the original theory. Such
theories are known as renormalizable theories. On the other hand, if
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δi > 0, (16.128)

then, it is clear that the superficial degree of divergence of a graph
would increase with increasing number of interaction vertices. We
would have divergence structures with more and more numbers of
external lines. Of course, in this case, we can also remove the di-
vergences by adding local counter terms. However, the number of
such counter terms we need will be infinite and we cannot sim-
ply absorb them into a redefinition of the finite number of existing
parameters and fields of the theory. Such theories are called non-
renormalizable theories. In contrast, if the index of divergence were
negative, namely,

δi < 0, (16.129)

not only would we have a finite number of types of graphs that can
be divergent, but more importantly only a finite number of graphs
(and that too only at low orders in perturbation theory since increas-
ing the number of interaction vertices reduces the superficial degree
of divergence) will be divergent. Such theories are conventionally
known as super-renormalizable theories.

16.5 Renormalization of gauge theories

The analysis in this chapter demonstrates renormalizability of stan-
dard field theories involving scalar and fermion fields. However, some
subtleties arise in the case of gauge theories. Let us discuss this
briefly with the example of the pure non-Abelian Yang-Mills theory.
The total Lagrangian density with the gauge fixing and the ghost
Lagrangian densities has the form (see (13.12))

L = −1

4
F a
µνF

µν a +
ξ

2
F aF a + (∂µF

a)Aµ,a + ∂µcaDµc
a

=
1

2
∂µA

a
ν (∂

µAν,a − ∂νAµ,a) + gfabcAbµA
c
ν∂

µAν,a

− g2

4
fabcfapqAbµA

c
νA

µ,pAν,q +
ξ

2
F aF a + (∂µF a)A a

µ

+ ∂µc
a∂µca − gfabc(∂µca)Abµcc. (16.130)
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Naive power counting shows that the only graphs that are superfi-
cially divergent are the two point, the three point and the four point
amplitudes involving gauge fields as well as the two point function
for the ghosts and the three point ghost interaction vertex function.
Let us note here (as we have seen explicitly in the case of QED) that
the true degree of divergence in a gauge amplitude is generally lower
than its superficial degree of divergence because of gauge invariance.
Like QED, here also we can check that only the transverse part of
the gauge self-energy diverges (we have seen this explicitly in the
calculation of the photon self-energy) so that the longitudinal part
is not renormalized (namely, we do not need counter terms for the
gauge fixing terms). As a result, we can add counter terms to write

L = −(1 +A)

2
∂µA

a
ν(∂

µAν,a − ∂νAµ,a)+(1+B)gfabcAbµA
c
ν∂

µAν,a

− g2

4
(1 + C)fabcfapqAbµA

c
νA

µ,pAν,q +
ξ

2
F aF a + (∂µF a)A a

µ

+ (1 +D)∂µc
a∂µca − (1 +E)gfabc(∂µca)Abµc

c

= −Z3

2
∂µA

a
ν (∂

µAν,a − ∂νAµ,a) + Z1gf
abcAbµA

c
ν∂

µAν,a

− Z4
g2

4
fabcfapqAbµA

c
νA

µ,pAν,q +
ξ

2
F aF a + (∂µF a)A a

µ

+ Z̃3∂µc
a∂µca − Z̃1gf

abc∂µcaAbµc
c, (16.131)

where we have identified

Z3 = 1 +A, Z1 = 1 +B, Z4 = 1 + C,

Z̃3 = 1 +D, Z̃1 = 1 + E. (16.132)

It is worth emphasizing here again that we have not added any
counter term for the gauge fixing terms because, as we have seen
explicitly in the calculation in QED, the longitudinal part of the
photon self-energy is not renormalized by quantum corrections. This
is, in fact, a general feature of gauge theories following from the
BRST invariance (Ward identities/Slavnov-Taylor identities) of the
theory (see (13.91)).
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With these counter terms, of course, all the divergences can be
taken care of. But the main question is whether renormalization
would preserve the gauge invariance – actually the BRST invariance
– present in the original theory. Namely, if we redefine the fields and
parameters as

Aa(u)µ = Z
1
2
3 A

a
µ,

ca(u) = Z̃
1
2
3 c

a,

ca(u) = Z̃
1
2
3 c

a,

g(u) = Z1Z
− 3

2
3 g,

g
(u)2

1 = Z4Z
−2
3 g2,

g
(u)
2 = Z̃1Z

− 1
2

3 Z̃−1
3 g,

F a(u) = Z
− 1

2
3 F a,

ξ(u) = Z3ξ, (16.133)

naively we would expect that the BRST invariance (or even the gauge
invariance in the gauge unfixed theory) would require the different
(bare) unrenormalized couplings to be the same, namely,

g(u) = g
(u)
1 = g

(u)
2 . (16.134)

This would, in turn, require that the corresponding counter terms
have to be related. But the real question is how can the renormal-
ization process guarantee this.

The Slavnov-Taylor identities following from the BRST invari-
ance (see, for example, (13.91)) lead to relations between various
amplitudes and we can show from these that they lead to relations
among renormalization constants of the form (analogous to the rela-
tion Z1 = Z2 in QED following from the Ward-Takahashi identity)

Z1

Z3
=
Z̃1

Z̃3

=
Z4

Z1
. (16.135)
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Therefore, if we choose a regularization scheme which respects the
BRST symmetry, the counterterms will satisfy (16.135) and remove
all the divergences from the theory. In this case, therefore, we will
have

(
g(u)

)2
= Z2

1Z
−3
3 g2,

(
g
(u)
1

)2
= Z4Z

−2
3 g2 = Z2

1Z
−3
3 g2,

(
g
(u)
2

)2
= Z̃2

1Z
−1
3 Z̃−2

3 g2 = Z2
1Z

−3
3 g2, (16.136)

which would lead to
(
g(u)

)2
=
(
g
(u)
1

)2
=
(
g
(u)
2

)2
. (16.137)

This is, of course, the same relation as in (16.134) and with this
identification we can write (16.131) as

L = −1

4
F a(u)
µν Fµν a(u) +

ξ(u)

2
F a(u)F a(u) + (∂µF

a(u))Aµ,a(u)

+ ∂µca(u)Dµc
a(u), (16.138)

where the covariant derivative is defined with g(u). The BRST invari-
ance of this Lagrangian density is now manifest (with unrenormalized
fields and parameters).

As we have seen, dimensional regularization is one of the reg-
ularization schemes (and it is quite simple) which respects gauge
invariance and BRST symmetry and, consequently, in studying non-
Abelian gauge theories, it is natural to discuss renormalizability using
dimensional regularization. Let us note here that the BRST symme-
try is quite fundamental in the study of gauge theories (as we have
tried to emphasize in chapter 13). It is essential in identifying the
physical states of the theory, in establishing unitarity as well as in
showing the gauge independence of the physical matrix elements. It
is for these reasons that in the case of gauge theories, the choice of a
regularization which preserves this symmetry is quite crucial. Oth-
erwise, the regularization scheme may introduce unwanted spurious
effects into the theory.
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16.6 Anomalous Ward identity

Let us next consider a non-Abelian gauge theory (belonging to the
group SU(n)) interacting with massless fermions (quarks) in the fun-
damental representation. It is described by the Lagrangian density
(see (12.47))

L = −1

4
F a
µνF

µν a + iψkγ
µ(Dµψ)k, (16.139)

where a = 1, 2, · · · , n2 − 1 and k = 1, 2, · · · , n. We note that this
theory is invariant under the infinitesimal local (SU(n)) gauge trans-
formations

δAaµ = (Dµǫ)
a(x),

δψk = −iǫa(x) (T aψ)k ,

δψk = iǫa(x)
(
ψT a

)
k
, (16.140)

where the matrices T a represent the generators of the group in the
fundamental representation and we have set the coupling constant
g = 1 for simplicity. The theory is also invariant under the infinites-
imal global U(1) transformations

δψk = −iλγ5ψk,

δψk = −iλψkγ5. (16.141)

Here λ is the space-time independent real infinitesimal parameter of
transformation and (16.141) describes the chiral symmetry transfor-
mations under which the massless (fermion) theory is invariant. As
is the case with every continuous symmetry, the invariance of the
theory leads to a conserved current. In this theory, therefore, there
are two conserved currents (one vector and the other axial vector),

Jµa = ψkγ
µ(T aψ)k, (DµJ

µ)a = 0,

Jµ5 = ψkγ5γ
µψk, ∂µJ

µ
5 = 0. (16.142)
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We note here that the vector current in (16.142) transforms covari-
antly under a gauge transformation and, therefore, is covariantly
conserved. This (covariant) conservation follows naturally from the
dynamical equation for the gauge field,

(DµF
µν)a = Jν a. (16.143)

We can write down in a straightforward manner the Ward identities
associated with these conserved currents which simply reflect the
conservation of currents.

Let us note that, if the fermions are massive, namely, if there is
a term in the Lagrangian density of the form

Lm = −mψkψk, (16.144)

then, this would not be invariant under the chiral symmetry transfor-
mations (16.141). Nonetheless, we can define the axial vector current
as in (16.142) which, however, will not be conserved, rather it would
satisfy the equation

∂µJ
µ
5 = −δLm = −2imψkγ5ψk, (16.145)

where the variation of the Lagrangian density in (16.145) is without
the parameter of chiral transformation. We can also derive identities
from this relation that would relate various matrix elements of the
theory (also known as broken axial vector Ward identities). However,
when we calculate matrix elements regularized in a gauge invariant
way at loop order, we find that the axial vector Ward identities are
violated (both in the massive as well as massless cases). When classi-
cal identities involving a current do not hold quantum mechanically,
we say that the current is anomalous or that the conservation law
has anomalies. There are various ways to see and understand this
phenomenon in quantum field theories. Let us discuss this in the sim-
ple model of two dimensional massless QED known as the Schwinger
model.
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The Schwinger model is described by the 1 + 1 dimensional La-
grangian density

L = −1

4
FµνF

µν + iψγµ (∂µ + ieAµ)ψ, µ, ν = 0, 1. (16.146)

This model can be exactly solved and has been studied from various
points of view. Let us note that in 1+1 dimensions, a massless pho-
ton does not have any true dynamical degrees of freedom since there
cannot be any transverse polarization. Secondly, the electromagnetic
coupling (electric charge) in the Schwinger model carries dimensions
unlike the four dimensional QED where the electric charge is dimen-
sionless. This is easily seen from the fact that in 1 + 1 dimensions
the Lagrangian density has canonical dimension 2 and, therefore, we
have

[Aµ] = 0, [ψ] = [ψ] =
1

2
, [e] = 1. (16.147)

Furthermore, by naive power counting we see that only the photon
two point function is superficially logarithmically divergent. On the
other hand, as we have noted earlier, gauge invariance reduces the
superficial degree of divergence and if treated in a gauge invariant
manner even this amplitude is finite.

Let us note that in two dimensions we can choose the two Dirac
matrices as

γ0 = (γ0)† = σ1 =

(
0 1

1 0

)
,

γ1 = −(γ1)† = −iσ2 =
(

0 −1
1 0

)
, (16.148)

so that we have

γ5 = γ†5 = γ0γ1 = σ3 =

(
1 0

0 −1

)
. (16.149)
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Furthermore, note that in addition to the diagonal metric tensor
ηµν = (+,−), in two dimensions we have a second rank anti-symmetric
tensor (Levi-Civita tensor) given by

ǫµν = −ǫνµ, with ǫ01 = 1. (16.150)

There are various simple identities in 1 + 1 dimensions involving the
Dirac matrices, but the ones that are directly of interest to us are

γ5γ
µ = ǫµνγν , γµγν = ηµν + γ5ǫ

µν . (16.151)

As a result of these identities, in 1+1 dimensions the vector and the
axial vector currents are related as

Jµ5 = ψγ5γ
µψ = ǫµνψγνψ = ǫµνJν , (16.152)

and at the classical (tree) level both these currents are conserved
(recall that the fermions are massless in the Schwinger model and
the gauge group in the present case is U(1))

∂µJ
µ = 0, ∂µJ

µ
5 = 0. (16.153)

Let us now calculate the one loop amplitude involving a photon
and an axial vector current as shown in Fig. 16.22 and this is given
by (incorporating a factor of e into the currents)

Iµν5 (p) = −e2
∫

d2k

(2π)2
Tr γ5γ

µk/γν(k/ + p/)

k2(k + p)2
. (16.154)

Here we have used the propagators for the fermions following from
(15.36) in the limit m = 0. Furthermore, we note that the ampli-
tude in (16.154) corresponds to the Fourier transform of the matrix
element
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k

k + p

p

γ5γ
µ γν

Figure 16.22: The one loop amplitude with an axial vector current
and a photon.

〈0|T
(
Jµ5 (x)A

ν(0)
)
|0〉. (16.155)

We can evaluate the integral in (16.154) using dimensional reg-
ularization which we know would preserve gauge invariance. Thus,
generalizing the integral to n = 2− ǫ dimensions would lead to

Iµν5 (p) = −e2
∫

dnk

(2π)n
kλ(k + p)ρ
k2(k + p)2

= −e2
∫

dnk

(2π)n
dx

kλ(k + p)ρ(
(k + xp)2 + x(1− x)p2

)2

= −e2
∫

dx
dnk

(2π)n
kλkρ − x(1− x)pλpρ
(k2 + x(1− x)p2)2

= −e2
∫

dx
iπ

n
2

(2π)n

[
− Γ(1− n

2 )

Γ(2)

1

2

ηλρ

(−x(1− x)p2)1−n
2

− Γ(2− n
2 )

Γ(2)

x(1− x)pλpρ
(−x(1− x)p2)2−n

2

]
. (16.156)

where we have taken out the multiplicative factor Tr(γ5γ
µγλγνγρ)

(to be restored shortly) and we have used the basic formulae of di-
mensional regularization in (15.71) and (15.73). Furthermore, since
γ5 is a two dimensional quantity we have not yet evaluated the trace
over the Dirac matrices. We note from (16.156) that the second term
inside the bracket is finite (n = 2−ǫ) and hence for this term the trace
over the Dirac matrices can be carried out in two dimensions (because
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any difference in the trace from extending to n dimensions would be
proportional to ǫ and hence would vanish in the limit ǫ → 0). On
the other hand, the first term is divergent and we have to be careful
in evaluating the trace. However, we note that the trace in the first
term has the form

Tr (γ5γ
µγλγνγρ)ηλρ = Tr (γ5γ

µγλγνγλ)

= (2− n)Tr (γ5γµγν), (16.157)

where we have used the gamma matrix identity in n dimension in
(15.86). It is clear now that the factor (2 − n) = ǫ makes even the
first term finite and, in fact, using this relation, (16.156) takes the
form (we now restore the multiplicative factor)

Iµν5 (p) = − ie2

(4π)
n
2

∫
dx
[
− 1

2

Tr(γ5γ
µγν)ǫΓ( ǫ2 )

(−x(1− x)p2) ǫ2

− Tr(γ5γ
µγλγνγρ)x(1− x)pλpρ

(−x(1− x)p2)1+ ǫ
2

]
. (16.158)

Since each of the terms is now completely finite, the trace over the
Dirac matrices can be carried out in two dimensions using the identi-
ties (16.151) and the final result is obtained to be (the x integration
is trivial)

Iµν5 (p) = − ie
2

2π

(
ηλρǫνµ + ηµλǫνρ + ηνρǫµλ

)pλpρ
p2

. (16.159)

The result in (16.159) is quite interesting for it leads to

pµI
µν
5 (p) = − ie

2

2π

(
ηλρǫνµ + ηµλǫνρ + ηνρǫµλ

)pµpλpρ
p2

= − ie
2

π
ǫνµpµ. (16.160)

Recalling that this amplitude is the Fourier transform of the matrix
element in (16.155), this leads to the operator relation
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∂µJ
µ
5 (x) =

e2

π
ǫµν∂

µAν =
e2

2π
ǫµνF

µν . (16.161)

This shows that although the axial vector current is divergence free
(conserved) at the tree level, quantum corrections have made the con-
servation law anomalous and the anomaly in the divergence of the
current is given by (16.161). The origin of this result can be traced
to the fact that the dimensional regularization which we have used in
our calculation violates chiral symmetry although it preserves gauge
invariance. In fact, it is possible to show that there is no regulariza-
tion which will simultaneously preserve gauge invariance and chiral
invariance. As a result, one of the two currents (or a linear combina-
tion of them) would always become anomalous because of quantum
corrections. However, since gauge invariance is so vital to the phys-
ical theory, we always choose a regularization scheme which would
preserve gauge invariance in the quantum theory so that the chi-
ral current becomes anomalous. In some gauge theories, the particle
multiplets are carefully chosen such that the anomalous contributions
coming from various multiplets cancel completely making the gauge
current anomaly free. This is very important in building models of
particle interactions.

γ5γ
µ

γν

γλ

Figure 16.23: The triangle diagram in four dimensional QED con-
tributing to the anomaly.

Although our discussion here has been within the context of the
two dimensional QED (Schwinger model), the same behavior is ob-
tained in any dimension. For example, in the four dimensional QED
a graph of the form shown in Fig. 16.23 leads to an anomaly in the
chiral current. An explicit evaluation of this diagram (that we do
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not go into) using dimensional regularization leads to an anomaly
in the axial vector current of the form (remember that electrons are
massive unlike the fermions in the Schwinger model)

∂µJ
µ
5 = −2imψγ5ψ +

e2

16π2
ǫµνλρFµνFλρ

= −2imψγ5ψ +
e2

8π2
Fµν F̃

µν , (16.162)

where the dual field strength tensor is defined as

F̃µν =
1

2
ǫµνλρF

λρ, (16.163)

and the second term in (16.162) corresponds to the chiral anomaly in
four dimensional QED. We note here that, in this case, it is possible
to define a modified axial vector current as

J̃µ5 = Jµ5 −
e2

8π2
ǫµνλρAνFλρ, (16.164)

which would satisfy a nonanomalous divergence. However, as is clear
from its structure, such a current is not gauge invariant (although
the associated charge is gauge invariant). We note from (16.161) that
a similar statement can be made in the case of the Schwinger model
as well.

As we have discussed in the last chapter, anomalies have observ-
able effect. For example, the correct pion life time can be calculated
only if the chiral anomaly is taken into account. Furthermore, if we
have a theory where there are both vector and axial vector gauge cou-
plings of the fermions, the model becomes inconsistent (and can not
be renormalized) unless the anomaly is cancelled. In grand unified
theories where we treat both quarks and leptons as massless, they
have precisely this kind of coupling. Therefore, a consistent grand
unified theory cannot be constructed unless we can cancel out the
chiral anomaly and this leads to the study of groups and represen-
tations which are anomaly free. In string theories, similar anomaly
free considerations fix the gauge group uniquely to be SO(32) or
E(8) × E(8). However, these topics are beyond the scope of these
lectures.
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Chapter 17

Renormalization group and equation

17.1 Gell-Mann-Low equation

In the early 1950s, Gell-Mann and Low were interested in studying
how the electric force and the potential behave at extremely short
distances. We have seen earlier at the end of section 8.10 that the
Yukawa potential can be related to the Born amplitude for the scat-
tering of two electrons exchanging a (pseudo) scalar meson. In the
same manner, the Coulomb potential can also be obtained from the
Born amplitude for the scattering of two electrons exchanging a pho-
ton, namely,

−→ V (r) =
αp

r
, (17.1)

where in CGS units α2
p =

e2p
~c ≃ 1

137 and αp, ep denote the fine struc-
ture constant and the physical electric charge of the fermion respec-
tively. (Physical electric charge is determined from the scattering of
on-shell electrons.) It is clear from (17.1) that at the lowest order
the potential is independent of the mass of the fermion and it scales
with distance as 1

r . We can, of course, calculate quantum corrections
to this potential and if we add the one loop correction to the po-
tential (for short distances) shown in Fig. 17.1, then the potential is
obtained to have the form

V (r) =
αp

r

[
1 +

2αp

3π
ln

1

rme
+ · · ·

]
. (17.2)

735
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Figure 17.1: The one loop correction to the electromagnetic poten-
tial.

It is clear that the one loop corrected potential has a very different
character from the lowest order potential. For example, we see from
(17.2) that the potential no longer scales as 1

r and furthermore, it
depends on the mass of the electron in such a way that we cannot
take the limit me → 0. In fact, in this limit, the potential diverges
which is surprising because there is no infrared divergence in the
theory and it is not clear what gives rise to such a behavior of the
potential.

To understand the origin of this behavior, we note that the one
loop potential calculated with a cut off Λ leads to the form (together
with the lowest order term)

V (r) =
α

r

[
1− 2α

3π
ln

√
1 + r2Λ2

1 + r2m2
e

+ · · ·
]
, (17.3)

where α denotes the renormalized fine structure constant of the the-
ory and we note from this result that the potential is well behaved
in the limit me → 0. Furthermore, V (r) → 1

r as r → 0 (at ex-
tremely short distances) as naive scaling would imply. When r is
large, namely r≫ 1

me
≫ 1

Λ , it also behaves as

V (r)→ α

r

(
1− 2α

3π
ln

Λ

me

)
=
αp

r
, (17.4)

where we have identified

αp = α

(
1− 2α

3π
ln

Λ

me

)
. (17.5)

To see that this is indeed the correct physical fine structure constant,
we note that this relation can be inverted to express the renormalized
parameter in terms of the physical parameter as
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α = αp

(
1 +

2αp

3π
ln

Λ

me
+ · · ·

)
. (17.6)

Expressing the potential (17.3) in terms of this (physical) parameter,
in the limit Λ→∞, rme ≪ 1 we obtain

V (r) ≃
αp

(
1 +

2αp

3π ln Λ
me

)

r

[
1− 2αp

3π
ln

√
1 + r2Λ2

1 + r2m2
e

+ · · ·
]

=
αp

r

[
1 +

2αp

3π

(
ln

Λ

me
− ln

√
1 + r2Λ2

1 + r2m2
e

)
+ · · ·

]

=
αp

r

[
1 +

2αp

3π
ln

(
Λ√

1 + r2Λ2

√
1 + r2m2

e

me

)
+ · · ·

]

≃ αp

r

[
1 +

2αp

3π
ln

1

rme
+ · · ·

]
. (17.7)

This expression coincides with (17.2) and also shows that the physical
fine structure constant can be identified with

αp = rV (r)

∣∣∣∣
r= 1

me

. (17.8)

Furthermore, this derivation clarifies that the singularity in the po-
tential at me → 0 arises purely because of the renormalization of
charge at large distances. We also see that the naive scaling of the
potential breaks down and mass dependence comes in due to renor-
malization effects.

Let us next ask what would happen if we define the electric charge
at some arbitrary (intermediate) distance R and not as in (17.8). For
example, if we define

αR = RV (R), (17.9)

then, on dimensional grounds we see that the potential can be ex-
pressed as
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V (r) =
1

r
F
(
αR,

r

R
, Rme

)
, (17.10)

where F is a dimensionless function (function of the independent
dimensionless variables αR,

r
R , Rme). (We note that rme = Rme× r

R
so that it is not an independent quantity.) This function should
not be singular as me → 0 which implies that for r, R ≪ 1

me
, the

dependence of the potential on me can be neglected, which can be
seen from (17.3) as follows. We note that

αR = RV (R) = α

[
1− 2α

3π
ln

√
1 +R2Λ2

1 +R2m2
e

+ · · ·
]
. (17.11)

Inverting this relation we obtain

α = αR

[
1 +

2αR
3π

ln

√
1 +R2Λ2

1 +R2m2
e

+ · · ·
]
. (17.12)

Putting this back into the potential (17.3) leads, in the limit Λ→∞
and rme, Rme ≪ 1 (the second of these limits corresponds to me →
0), to

V (r) =
αR
r

(
1 +

2αR
3π

ln

√
1 +R2Λ2

1 +R2m2
e

+ · · ·
)

×
(
1− 2αR

3π
ln

√
1 + r2Λ2

1 + r2m2
e

+ · · ·
)

=
αR
r

(
1 +

2αR
3π

ln

√
1 +R2Λ2

1 + r2Λ2

√
1 + r2m2

e

1 +R2m2
e

+ · · ·
)

≃ αR
r

(
1 +

2αR
3π

ln
R

r
+ · · ·

)
, (17.13)

which is well behaved as we have already mentioned.

Let us also note that if we define the electric charge (fine structure
constant) as
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αr = rV (r), (17.14)

then we see from (17.12) that we can identify

α =αR

[
1 +

2αR
3π

ln

√
1 +R2Λ2

1 +R2m2
e

+ · · ·
]

= αr

[
1 +

2αr
3π

ln

√
1 + r2Λ2

1 + r2m2
e

+ · · ·
]
, (17.15)

which, in the limit Λ→∞ and r,R≪ 1
me

, leads to the relation

αr =αR

(
1 +

2αR
3π

(
ln

√
1 +R2Λ2

1 +R2m2
e

− ln

√
1 + r2Λ2

1 + r2m2
e

)
+ · · ·

)

= αR

(
1 +

2αR
3π

ln
R

r
+ · · ·

)
, (17.16)

and this is compatible with (17.13) (see also the definition (17.14))

V (r) =
αr
r
. (17.17)

From this analysis we see that in the limit of me → 0 we can, in
general, write (see (17.10))

V (r) =
1

r
F
(
αR,

r

R

)
=
αr
r
,

αr = F
(
αR,

r

R

)
. (17.18)

This shows that the charge (fine structure constant) changes (runs)
with distance and from the second of the relations in (17.18) (see
also (17.16)) we see that the equation governing this change is given
by
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r
dαr
dr

= −β(αr), (17.19)

where

β(αr) = −
∂F (αr, x)

∂x

∣∣∣∣
x=1

, (17.20)

and this is known as the Gell-Mann-Low equation. We see from this
discussion that through proper renormalization the dependence of
the potential on the electron mass me disappears. Gell-Mann-Low
equation basically relates the electric charge at one distance (scale)
to another (namely, the electric charge at small distances can be
obtained from its value at large distances and vice versa through the
Gell-Mann-Low equation) and viewed in this manner, we note that
αp and me arise only as initial conditions in this evolution, namely,

α|r= 1
me

= αp. (17.21)

We see explicitly from (17.16) (keeping to the leading order) that, in
the present case,

r
dαr
dr

= −2α2
R

3π
= −2α2

r

3π
. (17.22)

There are two possibilities for the solution of the equation (17.18)

αr = F
(
αR,

r

R

)
. (17.23)

1. As R→ 0, αR does not exist and consequently, the bare charge
becomes infinity. In this case, the theory develops ghosts and
other problems.

2. As R → 0, αR does have a limit which is nonzero and is inde-
pendent of the value 1

137 which arises only as an initial condi-
tion. In this case, for example, if we let r, R → 0 with r

R = x
fixed, then (17.18) leads to (α0 = αr=0)
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α0 = F (α0, x) . (17.24)

This is known as a fixed point of the evolution equation (17.19)
(also where the beta function vanishes). In QED, for example,
as r,R → 0, α0 →/ 0 which is obvious from (17.16) (remember
that r

R is fixed as the limit is taken) and, therefore, it corre-
sponds to the second possibility.

It is important to note that in a quantum field theory scale in-
variance is broken by the masses of particles. However, the effects of
masses are negligible at high energies if we renormalize the theory in
an appropriate way. The only remaining breaking of scale invariance
is due to renormalization itself. We can keep track of this by using a
running coupling constant. We will discuss these ideas in more detail
in section 17.5.

17.2 Renormalization group

We see from our discussion of QED in the last section that there is
an arbitrariness in defining the renormalized parameters of the the-
ory. There are two possible sources for this arbitrariness. First, the
renormalization prescription makes a difference in the sense that how
much of the finite part we subtract out along with the divergent parts
changes the renormalized parameters of the theory. For example,
in dimensional regularization, the MS scheme (minimal subtraction)
corresponds to subtracting out only the pole parts (in ǫ) of an ampli-
tude. On the other hand, in the MS scheme we not only subtract out
the pole parts (in ǫ) of an amplitude, but some constants as well, such
as the Euler’s constant etc. The renormalized parameters, there-
fore, are different in the two renormalization schemes even though
the regularization is the same (dimensional regularization). Even
within a given regularization, a particular renormalization scheme
may be preferrable if it makes the higher order contributions in per-
turbation theory smaller. The second source of arbitrariness in the
renormalized parameters arises from the fact that any renormaliza-
tion prescription introduces a mass scale (or a length scale). Even in
dimensional regularization, we saw that the coupling constants are
defined with an arbitrary mass scale µ. This introduces an additional
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arbitrariness into the renormalized parameters depending on the ar-
bitrariness in the mass scale used. (In the example of QED that we
discussed in the last section, we defined the charge at some length
scale which illustrates the source of arbitrariness of the second kind.)

Let us consider a renormalizable theory, say the φ4 theory in 4-
dimensions and let us assume that (in this chapter we will use the
terms unrenormalized fields and unrenormalized parameters denoted
by a subscript“u” for the bare fields and bare parameters, see the
discussion after (16.32))

φu = Z
1
2φ,

m2
u = ZmZ

−1m2,

λu = Z1Z
−2λ, (17.25)

define a set of renormalized field and parameters, φ,m, λ (with Z =
Z(µ) and so on). On the other hand, a different renormalization
scale prescription would lead to

φu = Z ′ 1
2φ′,

m2
u = Z ′

mZ
′ −1m′ 2,

λu = Z ′
1Z

′ −2λ′, (17.26)

where we are denoting Z ′ = Z(µ′) and so on. Namely, we are using
the same regularization but different µ scales and the assumption
here is that the unrenormalized field and the unrenormalized param-
eters are independent of the renormalization prescription.

Calculations with either of these sets of parameters will lead to
finite quantities. If we are calculating physical quantities such as
the scattering amplitudes, they should not only be finite, they must
also have the same value independent of which set of parameters
are used to calculate them. Namely, we must have (S and S′ denote
representative S-matrix elements calculated in the two prescriptions)

S′ (p, λ′,m′, µ′
)
= S(p, λ,m, µ), (17.27)
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so that if we expand the S matrix elements in a perturbation series

S(p, λ,m, µ) =
∑

n

anλ
n,

S′ (p, λ′,m′, µ′
)
=
∑

n

a′nλ
′n, (17.28)

the coefficients of expansion in each of the two series will be renor-
malization prescription dependent in such a way that the two series
would have exactly the same value. If we can calculate the exact
series, we can check this. However, in perturbation theory, we can
only calculate up to a given order, say the nth order. In such a case,
all we can say and check is that

S′ (p, λ′,m′, µ′
)
− S(p, λ,m, µ) = O

(
λn+1

)
. (17.29)

In a theory, such as QED where α ≃ 1
137 the higher order corrections

become negligible very quickly. On the other hand, in a theory like
QCD (where the value of the coupling constant is not small), the
residual terms can be non-negligible.

Let us next show that this arbitrariness in the renormalized pa-
rameters can be thought of as due to a finite renormalization. We
can invert the relations in (17.25) and (17.26) so that we can write
the renormalized fields in the two prescriptions as

φ = Z− 1
2 (µ)φu, φ′ = Z− 1

2

(
µ′
)
φu, (17.30)

which leads to a relation between the two

φ′ = z
(
µ′, µ

)
φ. (17.31)

Here we have identified

z
(
µ′, µ

)
=

(
Z(µ′)
Z(µ)

)− 1
2

. (17.32)

Similarly, from (17.25) and (17.26) we can also write

m2 = Z−1
m (µ)Z(µ)m2

u, m′ 2 = Z−1
m (µ′)Z(µ′)m2

u, (17.33)
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which implies that

m′ 2 = zm(µ
′, µ)m2, (17.34)

with

zm(µ
′, µ) =

(
Zm(µ

′)
Zm(µ)

)−1(Z(µ′)
Z(µ)

)
. (17.35)

Finally, (17.25) and (17.26) also imply

λ = Z−1
1 (µ)Z2(µ)λu, λ′ = Z−1

1 (µ′)Z2(µ′)λu, (17.36)

which leads to the relation

λ′ = zλ(µ
′, µ)λ, (17.37)

with

zλ(µ
′, µ) =

(
Z1(µ

′)
Z1(µ)

)−1(Z(µ′)
Z(µ)

)2

. (17.38)

Since (Z,Zm, Z1) and (Z ′, Z ′
m, Z

′
1) differ only in finite parts (the di-

vergent parts are the same since the “µ” dependence comes only
in the finite parts), it follows that (z, zm, zλ) are completely finite.
Thus, parameters corresponding to two distinct renormalization pre-
scriptions are related to each other by a finite renormalization (which
can also be thought of as a finite transformation much like the sym-
metry transformations we have talked about in earlier chapters).

Let us next show that these finite renormalizations (finite trans-
formations) define a group. In fact, from the definitions in (17.32),
(17.35) and (17.38) we note that
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z
(
µ′′, µ′

)
z
(
µ′, µ

)
=

(
Z(µ′′)
Z(µ′)

)− 1
2
(
Z(µ′)
Z(µ)

)− 1
2

=

(
Z(µ′′)
Z(µ)

)− 1
2

= z
(
µ′′, µ

)
,

zm
(
µ′′, µ′

)
zm
(
µ′, µ

)
=

(
Zm(µ

′′)
Zm(µ′)

)−1(Z(µ′′)
Z(µ′)

)

×
(
Zm(µ

′)
Zm(µ)

)−1(Z(µ′)
Z(µ)

)

=

(
Zm(µ

′′)
Zm(µ)

)−1(Z(µ′′)
Z(µ)

)
= zm

(
µ′′, µ

)
,

zλ
(
µ′′, µ′

)
zλ
(
µ′, µ

)
=

(
Z1(µ

′′)
Z1(µ′)

)−1 Z2(µ′′)
Z2(µ′)

×
(
Z1(µ

′)
Z1(µ)

)−1 Z2(µ′)
Z2(µ)

=

(
Z1(µ

′′)
Z1(µ)

)−1 Z2(µ′′)
Z2(µ)

= zλ
(
µ′′, µ

)
. (17.39)

Namely, two successive finite renormalizations lead to an equivalent
single finite renormalization. These transformations further satisfy

z(µ, µ) = 1 = zm(µ, µ) = zλ(µ, µ),

z(µ, µ′) = z−1(µ′, µ),

zm(µ, µ
′) = z−1

m (µ′, µ),

zλ(µ, µ
′) = z−1

λ (µ′, µ). (17.40)

The set of finite renormalizations, therefore, define an Abelian group
known as the renormalization group and all physical quantities must
be invariant under the renormalization group transformations since
physical quantities cannot depend on the arbitrary scale introduced
to carry out perturbation calculations in a theory.
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17.3 Renormalization group equation

To understand the consequences of the renormalization group of
transformations described in the last section, let us next look at the
Green’s functions of the scalar field theory. The connected renormal-
ized Green’s functions of the theory are defined as

G(n) (x1, . . . , xn) = 〈T (φ (x1) . . . φ (xn))〉c
= Z−n

2 〈T (φu (x1) . . . φu (xn))〉c
= Z−n

2G(n)
u (x1 . . . xn) . (17.41)

Such a relation between the renormalized and the unrenormalized
Green’s functions of the theory holds true in momentum space as
well, namely,

G(n) (p1, . . . , pn) = Z−n
2G(n)

u (p1, p2, . . . pn) , (17.42)

where only (n−1) of the external momenta are independent (because
of overall energy-momentum conservation). The 1PI vertex functions
are obtained from the connected Green’s functions by removing the
external legs or the external propagators (the two point function and
the propagator scale as Z and Z−1 respectively) so that we have

Γ(n) (p1, . . . , pn) = Z
n
2 Γ(n)

u (p1, . . . , pn) . (17.43)

Written out explicitly, this has the form

Γ(n) (p,m(µ), λ(µ), µ) = Z
n
2 (µ)Γ(n)

u (p,mu, λu) , (17.44)

which implies that the renormalized 1PI functions in two renormal-
ization prescriptions are related as

Γ(n)
(
p,m(µ′), λ(µ′), µ′

)
= Z

n
2 (µ′) Γ(n)

u (p,mu, λu)

= z−
n
2 (µ′, µ)Γ(n) (p,m(µ), λ(µ), µ) , (17.45)
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which follows from the definition of z(µ′, µ) in (17.32). Here we have
used p to denote collectively all the independent external momenta
of the 1PI vertex function. Thus, we see that a change in the renor-
malization scale µ → µ′ gives rise to a finite multiplicative renor-
malization or a finite group of transformations acting on the vertex
functions of the theory. As we have noted this defines the Abelian
group of transformations known as the renormalization group.

In dimensional regularization, the couplings are defined with an
arbitrary mass scale. Let us define the renormalized quartic coupling
in the scalar field theory as

µǫλ, (17.46)

while the unrenormalized coupling can be defined as (in discussions
in the last chapter we had used µ0 = 1)

µǫ0λu. (17.47)

Both λu and λ are dimensionless and are related as (compare with
(16.39))

µǫλ = Z−1
1 (µ)Z2(µ)µǫ0λu = µǫ0 Z

−1
λ (µ)λu,

or, λu =

(
µ

µ0

)ǫ
Zλ(µ)λ, (17.48)

where we have identified Zλ = Z1Z
−2. Here µ0 is assumed to be fixed

and µ is the variable renormalization scale. Since λu is µ-independent
(independent of the renormalization prescription), it follows that (see
also (17.19))

µ
dλu
dµ

= 0. (17.49)

From (17.48) we see that this implies

µ
dλ

dµ
= β(λ), (17.50)

where we can identify (see (17.48))
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β(λ) = −
(
ǫ+

µ

Zλ

dZλ
dµ

)
λ, (17.51)

and the derivative on the right-hand side should be thought of as
∂Zλ
∂µ with λu,mu held fixed. Similarly, from

m2 = Z−1
m (µ)Z(µ)m2

u = Z
−1
m (µ)m2

u, (17.52)

we obtain

µ
dm

dµ
= −mγm, (17.53)

where

γm =
µ

2Zm

dZm
dµ

=
µ

2

d lnZm
dµ

. (17.54)

Both β and γm are finite functions of µ as ǫ→ 0 since the divergences
in the numerator and denominator cancel out. They are, in general,
functions of λ,m, µ. However, in the MS (MS) scheme, their depen-
dencies are of the form (the µ dependence comes in only through the
coupling)

β = β(λ), γm = γm(λ). (17.55)

This is because in these schemes the renormalization constants can
be expressed in perturbative series of the forms

Zλ = 1 +
a

ǫ
λ2 +

(
b

ǫ2
+
c

ǫ

)
λ4 + · · · ,

Zm = 1 +
q

ǫ
λ2 +

(
s

ǫ2
+
t

ǫ

)
λ4 + · · · , (17.56)

where the constants a, b, c, q, s, t, . . . are independent of µ be-
cause the pole terms (in ǫ) are independent of µ as there are no
overlapping divergences in a renormalizable theory. By dimensional
reasoning then they cannot depend on m either. We note that this is
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a consequence of the fact that dimensional regularization is a mass
independent regularization. As a result, the equation for the coupling
constant (17.50) decouples from the mass equation (17.53) and can
be solved independently which we will analyze in the next section.

Let us next look at the 1PI amplitudes (17.44)

Γ(n)
u (p,mu, λu) = Z−n

2 (µ) Γ(n) (p,m(µ), λ(µ), µ) , (17.57)

which leads to the relation (since the unrenormalized quantities are
independent of the renormalization prescription)

µ
dΓ

(n)
u

dµ
(p,mu, λu) = 0,

or, µ
d

dµ

[
Z−n

2 (µ) Γ(n) (p,m(µ), λ(µ), µ)
]
= 0,

or,

(
µ
∂

∂µ
+ µ

∂λ(µ)

∂µ

∂

∂λ(µ)
+ µ

∂m(µ)

∂µ

∂

∂m
− nγ

)
Γ(n) = 0,

or,

(
µ
∂

∂µ
+ β(λ)

∂

∂λ
−mγm

∂

∂m
− nγ

)
Γ(n) = 0, (17.58)

where we have defined (the derivatives are taken with λu,mu fixed,
see also (17.50) and (17.53))

β(λ) = µ
∂λ

∂µ
,

γm = − µ
m

∂m

∂µ
,

γ =
µ

2Z

∂Z

∂µ
=
µ

2

∂ lnZ

∂µ
. (17.59)

We can also argue in the same way (as we have done for β and γm)
that γ is also finite and is a function of λ alone (in the MS/MS
scheme), namely,

γ = γ(λ). (17.60)

Equation (17.58) is known as the renormalization group equation for
the 1PI vertex functions and expresses how amplitudes change when
the renormalization scale is changed.
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17.4 Solving the renormalization group equation

As we have seen, the renormalization group equation (17.58) de-
scribes how renormalized amplitudes (1PI vertex functions) change
as the renormalization scale is changed

(
µ
∂

∂µ
+ β(λ)

∂

∂λ
−mγm

∂

∂m
− nγ

)
Γ(n) (pi,m, λ, µ) = 0,

(17.61)

where pi denotes the independent external momenta and as we have
seen in (17.59) (the derivatives are taken with λu,mu fixed)

β(λ) = µ
∂λ

∂µ
,

γm = − µ
m

∂m

∂µ
,

γ =
µ

2Z

∂Z

∂µ
. (17.62)

For simplicity, let us set m = 0 in which case, the equation takes the
form

(
µ
∂

∂µ
+ β(λ)

∂

∂λ
− nγ

)
Γ(n) (pi, λ, µ) = 0. (17.63)

Let us note from our earlier discussions (see (16.24)) that the n-
point 1PI amplitude Γ(n) in the φ4 theory in four dimensions has the
canonical dimension (the 4 simply represents the fact that the vertex
is defined without the energy-momentum conserving delta function)

[
Γ(n)

]
= 4− n. (17.64)

Consequently, if we define the Mandelstam variable associated with
the n-point function as

s = p21 + p22 + · · ·+ p2n, (17.65)
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then, scaling all momenta by a factor of
√
s, we can write

Γ(n) (pi, λ, µ) = s
4−n
2 f (n)

(
s

µ2
, λ,

pi · pj
s

)
, (17.66)

where we have used the fact that the n-point vertex function of a
scalar field theory is Lorentz invariant and, consequently, f (n) is a
dimensionless function of independent dimensionless variables which
are Lorentz invariant.

Let us relate the renormalization scale µ to a new dimensionless
variable t as (this has the advantage that for fixed s, a change in t
can be thought of as changing µ or for a fixed µ, it can be thought
of as scaling the momentum)

µ =
√
set, or, t = −1

2
ln

s

µ2
, (17.67)

so that for a fixed s, changing the renormalization scale merely cor-
responds to changing t. It follows now that

µ
∂

∂µ
= µ

∂t

∂µ

∂

∂t
=

∂

∂t
, (17.68)

(where from (17.67) we have used ∂t
∂µ = −1

2
∂
∂µ ln

s
µ2

= 1
µ) so that the

renormalization group equation (17.63) can be written as

(
∂

∂t
+ β(λ)

∂

∂λ
− nγ

)
Γ(n) = 0, (17.69)

and (see (17.66))

Γ(n) = s
4−n
2 f (n)

(
t, λ,

pi · pj
s

)
. (17.70)

Solving the renormalization group equation (17.69) now becomes
straightforward from the observation that a linear first order differ-
ential equation of the form

∂ρ(x, t)

∂t
+ v(x)

∂ρ(x, t)

∂x
= L(x)ρ(x, t), (17.71)
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is of hydrodynamic type and is best solved by the method of charac-
teristics. The characteristics, in this case, are defined by the equation

dx(x, t)

dt
= v(x), (17.72)

with the boundary condition

x(x, 0) = x. (17.73)

Using (17.72), we note that the differential equation (17.71) can be
written as

dρ(x)

dt
= L(x)ρ(x), (17.74)

which can be integrated to give

ρ (x(x, t)) = ρ (x(x, t = 0)) e
∫ t
0
dt′L(x(x,t′)). (17.75)

Translating t by −t, we then obtain

ρ (x(x, 0)) = ρ (x(x,−t)) e
∫ 0
−t dt

′L(x(x,t′)),

or, ρ(x) = ρ (x(x,−t)) e
∫ 0
−t dt

′L(x(x,t′)), (17.76)

where we have used (17.73). Therefore, we see that solving the equa-
tion (17.71) clearly depends on determining its characteristics x(x, t).

We can, of course, directly identify the quantities in the renor-
malization group equation (17.69) with the hydrodynamic problem
(17.71) as

t↔ t,

λ↔ x,

β(λ)↔ v(x),

Γ(n) ↔ ρ,

nγ ↔ L, (17.77)
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so that the solution of the renormalization group equation (17.69)
requires solving the characteristic equation

dλ

dt
= β(λ), (17.78)

and once we know the solution to this equation, we can obtain

Γ(n) = s
4−n
2 f (n)(λ(λ,−t), pi · pj

s
)en

∫ 0
−t dt

′γ(λ(λ,t′)). (17.79)

Note that if we scale all momenta (keeping µ fixed) as

pi → αpi, s→ α2s, (17.80)

so that (remember that −t = 1
2 ln

s
µ2
)

t→ t− lnα, (17.81)

then, for large α (large momentum), the leading behavior of the
amplitude is given by

Γ(n) →
(
α2s
) 4−n

2 f (n)(λ(λ,−t+ lnα),
pi · pj
s

)

× en
∫ lnα
−t+lnα dt′γ(λ(λ,t′−lnα))

→ α4−n(lnα)a
(
· · ·
)

= (α)D(Γ
(n))(lnα)a

(
· · ·
)
, (17.82)

where D
(
Γ(n)

)
represents the superficial degree of divergence of the

n-point function and ‘a’ is a constant which can be determined from
the explicit form of the amplitude. This is known as Weinberg’s the-
orem (the same theorem which also made its appearance in renor-
malization theory).

Let us next note that if λ∗ is a fixed point of the coupling constant
evolution equation (17.78), namely, if
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β (λ∗) = 0, (17.83)

then, at the fixed point,

λ = λ∗ = constant. (17.84)

Near the fixed point, the n-point amplitude (17.79) behaves as

Γ(n) = s
4−n
2 f (n)

(
λ∗,

pi · pj
s

)
entγ(λ∗)

= s
4−n
2 e

−n
2
γ(λ∗) ln s

µ2 f (n)
(
λ∗,

pi · pj
s

)

= s
4−n
2

(
s

µ2

)−n
2
γ(λ∗)

f (n)
(
λ∗,

pi · pj
s

)
. (17.85)

As a result, near the fixed point of the renormalization group equa-
tion, the n-point amplitude will scale, under a scaling pi → αpi
(17.80), as

Γ(n) ≃ α4−n(1+γ(λ∗)) Γ(n). (17.86)

We note that this is almost like the naive canonical scaling behavior of
the amplitude except for an extra anomalous scale dimension γ(λ∗)
for the scalar fields (recall (16.24)). If the fixed point of the beta
function happens to be at the origin, namely, if

λ∗ = 0, (17.87)

then

γ(λ∗) = 0, (17.88)

which follows from the fact that in perturbation theory γ(λ) is a
power series in λ. In such a case the amplitudes will have almost
naive scaling behavior at very high energies (“almost” because f (n)

also depends on t through the explicit dependence on s
µ2

which we

have not displayed).
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It is clear, therefore, that the solution of the coupling constant
equation is quite crucial in understanding the behavior of the renor-
malized amplitudes at high energy as well as under a change of the
renormalization scale. We note that

dλ

dt
= β

(
λ
)
, (17.89)

implies that (recall that λ(λ, t = 0) = λ)

∫ λ

λ

dλ′

β (λ′)
=

∫ t

0
dt′ = t. (17.90)

Before solving this equation explicitly, let us analyze the qualitative
behavior of the solution. In perturbation theory the beta function
has the form of a power series in the coupling constant

β(λ) = β0λ
n +O

(
λn+1

)
. (17.91)

Therefore, the first thing we notice is that

λ = 0, (17.92)

is a fixed point of the beta function.
If there are no other fixed points of β(λ) and it is positive (namely

if β0 > 0 and λ restricted to the positive half line), this leads to the
behavior of the β function as shown in Fig. 17.2. In this case, the

function dλ
dt is monotonically increasing for positive t and we say that

the origin in the coupling constant space is an infrared fixed point
(µ→ 0). Qualitatively, the behavior of the coupling constant is given
by

λ(t)→
{
∞, t→∞,
0, t→ −∞.

(17.93)

On the other hand, if β(λ) is negative (β < 0, and λ > 0), the
behavior of β(λ) is shown in Fig. 17.3 and in this case, qualitatively
we have
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λ

β(λ)

Figure 17.2: The graph showing that the origin in the coupling con-
stant space is an infrared fixed point of the β function.

λ

β(λ)

Figure 17.3: The graph showing that the origin in the coupling con-
stant space is an ultraviolet fixed point of the β function.

λ(t)→
{

0, t→∞,
∞, t→ −∞,

(17.94)

and we say that the origin in the coupling constant space is an ul-
traviolet fixed point (µ→∞).

Let us next analyze the behavior of the solutions in some detail.
Let us assume that the beta function has a nontrivial fixed point at
λ∗ on the positive axis, then expanding around this fixed point, we
have two distinct cases to consider (when λ∗ = 0, we recover the two
cases we have discussed earlier), namely,
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1. β(λ) = β0 (λ− λ∗) +O
(
(λ− λ∗)2

)
, (17.95)

2. β(λ) = β0 (λ− λ∗)r +O
(
(λ− λ∗)r+1

)
, r > 1. (17.96)

In the first case (17.90) leads to

t =

∫ λ

λ

dλ′

β(λ′)
=

∫ λ

λ

dλ′

β0 (λ′ − λ∗)
=

1

β0
ln
λ− λ∗
λ− λ∗

,

or, λ− λ∗ = (λ− λ∗) eβ0t, (17.97)

which implies that

1. if β0 < 0, then as

t→∞, λ→ λ∗. (17.98)

2. if β0 > 0, then as

t→ −∞, λ→ λ∗. (17.99)

The limits t → ∞ (t → −∞) are known respectively as the ultravi-
olet (infrared) limits and fixed points which arise in these limits are
correspondingly known as ultraviolet (infrared) fixed points (note
from (17.67) that when t → ∞, µ → ∞ and when t → −∞, µ → 0
for fixed s). In the diagram Fig. 17.4 (which shows the behavior of
a general β function), the arrows indicate the direction in which λ
moves as t→∞ (if we start near the fixed point).

In the second case (see (17.96)), (17.90) leads to
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β(λ)

λ∗

λ

β(λ)

λ

λ∗

Figure 17.4: Ultraviolet and infrared fixed points of the β function.
The graph on the left shows an ultraviolet fixed point at λ∗ while
the one on the right corresponds to a nontrivial infrared fixed point.

t =

∫ λ

λ

dλ′

β(λ′)
=

∫ λ

λ

dλ′

β0 (λ′ − λ∗)r

= − 1

(r − 1)β0

[
1

(
λ− λ∗

)r−1 −
1

(λ− λ∗)r−1

]
,

or,
1

(
λ− λ∗

)r−1 =
1

(λ− λ∗)r−1 − (r − 1)β0t

or,
(
λ− λ∗

)r−1
=

1
1

(λ−λ∗)r−1 − (r − 1)β0t
. (17.100)

Both in QED and QCD, the beta function has the form (namely,
the series starts at the cubic order in the coupling)

β(g) = β0g
3 +O

(
g5
)
, (17.101)

where β0 is a constant calculable in perturbation theory. The dif-
ference between the two theories is that for QED β0 > 0 (see, for
example, (17.22)), while for QCD, β0 < 0. Thus, in both cases,
g = 0 is the only fixed point – for QED it is the infrared fixed point
while for QCD it is the ultraviolet fixed point. So (setting g∗ = 0,
identifying r = 3, the coupling with electric charge g = e and recall-
ing β0 > 0), for QED we have from (17.100)



July 13, 2020 8:54 book-9x6 11845-main page 759

17.4 Solving the renormalization group equation 759

e2(t) =
1

1
e2
− 2β0t

. (17.102)

We see that, as t→ −∞, the charge vanishes so that the fixed point
is infrared. As t increases, we see that the coupling grows and, in
particular, diverges when

t→ 1

2β0e2
, (17.103)

and perturbation theory breaks down. Such a pole in the evolution
of the coupling constant at a particular momentum scale is called
the Landau pole.

For QCD, on the other hand, (g∗ = 0, r = 3, β0 < 0) we have from
(17.100)

g2(t) =
1

1
g2

+ 2|β0|t
. (17.104)

As t→∞, the coupling becomes weaker and weaker and ultimately
vanishes (ultraviolet fixed point). At large momentum scales, the
theory behaves like a free theory and such theories are called asymp-
totically free theories. In such theories, as we have seen, at large
momenta almost naive scaling sets in (see discussion after (17.88)).

Let us now illustrate how the β function is calculated in the
context of the φ4 theory in four dimensions which we have studied
in some detail. Let us recall that with the MS (minimal subtraction)
scheme at one loop we have (see (17.46)-(17.48) as well as (16.38))

λu =

(
µ

µ0

)ǫ
λ

(
1 +

3λ

16π2ǫ

)
. (17.105)

Since the unrenormalized (bare) coupling does not depend on the
renormalization scale, it follows that

µ
∂λu
∂µ

= 0,

or,

(
µ

µ0

)ǫ(
ǫλ

(
1 +

3λ

16π2ǫ

)
+ µ

∂λ

∂µ

(
1 +

3λ

8π2ǫ

))
= 0. (17.106)
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This leads to (keeping terms to one loop order)

µ
∂λ

∂µ
= lim

ǫ→0
−ǫλ

(
1 +

3λ

16π2ǫ

)(
1 +

3λ

8π2ǫ

)−1

= lim
ǫ→0
−ǫλ

(
1 +

3λ

16π2ǫ

)(
1− 3λ

8π2ǫ
+O(λ2)

)

= lim
ǫ→0
−ǫλ

(
1 +

3λ

16π2ǫ
− 3λ

8π2ǫ
+O(λ2)

)

=
3λ2

16π2
, (17.107)

which is finite as discussed earlier. Therefore, at one loop order in
the φ4 theory in four dimensions we obtain (λ∗ = 0, r = 2, β0 = 3

16π2 )

β(λ) = µ
∂λ

∂µ
=

3λ2

16π2
, (17.108)

so that we have

∫ λ(µ)

λ(µ)

dλ

λ2
=

3

16π2

∫ µ

µ

dµ

µ
=

3

16π2
ln
µ

µ
,

or, − 1

λ(µ)
+

1

λ(µ)
=

3

16π2
ln
µ

µ
,

or,
1

λ(µ)
=

1

λ(µ)
− 3

16π2
ln
µ

µ
,

or, λ(µ) =
1

1
λ(µ) − 3

16π2 ln µ
µ

. (17.109)

This is precisely the same behavior as we find in QED (see (17.102)).
(In fact, only theories involving non-Abelian gauge interactions may
be asymptotically free, all other theories have the same character as
QED.)

Finally, we note that unlike the general renormalized amplitudes,
physical quantities of the theory denoted by P (such as the physical
masses of particles etc) satisfy the renormalization group equation
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µ
dP

dµ
=

(
µ
∂

∂µ
+ β(λ)

∂

∂λ

)
P = 0, (17.110)

which simply emphasizes the fact that they are invariant under a
change of the renormalization scale (they are observable quantities
independent of any artifacts of calculation).

17.5 Callan-Symanzik equation

Let us consider the φ4 theory in four dimensions described by the
Lagrangian density

L = Linv + Lm, (17.111)

where we have identified

Linv =
1

2
∂µφ∂

µφ− λ

4!
φ4,

Lm = −m
2

2
φ2. (17.112)

The rationale for dividing the Lagrangian density in this way will
become clear shortly. We note that under a scale transformation the
coordinates transform as

xµ → eαxµ, (17.113)

where α denotes the finite global parameter of scale transformation.
For an infinitesimal scale transformation (α = ǫ = infinitesimal),
therefore, we have

δxµ = ǫxµ. (17.114)

Under the scale transformation (17.113), the scalar field transforms
as

φ(x)→ eαdφ (eαx) , (17.115)

which has the infinitesimal form
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φ(x)→ (1 + ǫd)φ(x+ ǫx),

or, δφ = ǫ (d+ xµ∂µ)φ(x). (17.116)

Here d represents the scale dimension of the field which coincides
with the canonical dimension at the tree level. As we have discussed
earlier, for a scalar field in four dimensions d = 1 at the tree level,
but we have also seen that the scaling dimension of a field is different
in different dimensions.

Under an infinitesimal scale transformation, we note from (17.112)
that (here we will use d = 1 in (17.116) for the scalar theory in four
dimensions)

δLinv = ∂µφ∂
µδφ− λ

3!
φ3δφ

= ∂µφ∂
µ (ǫ (1 + xν∂ν)φ)−

λ

3!
φ3ǫ (1 + xν∂ν)φ

= ǫ
[
∂µφ∂

µφ+ ∂µφ∂µφ+ xν∂µφ∂
µ∂νφ−

λ

3!
φ4 − λ

3!
xνφ3∂νφ

]

= ǫ

[
4

(
1

2
∂µφ∂

µφ− λ

4!
φ4
)
+ xν∂ν

(
1

2
∂µφ∂

µφ− λ

4!
φ4
)]

= ǫ (4Linv + xµ∂µLinv)

= ǫ∂µ (x
µLinv) . (17.117)

Therefore, the corresponding action would be invariant under the
infinitesimal scale transformations (17.116) (which is the reason for
the subscript in the Lagrangian density). The Nöther current for
scale transformations can be constructed as (see (6.13) and T µνimp cor-
responds to the improved energy-momentum tensor of the theory)

Sµ = xνT
µν
imp, (17.118)

and the conservation of this current leads to

∂µS
µ = T µimpµ + xν∂µT

µν
imp = T µimpµ = 0, (17.119)

where we have used the fact that the improved energy-momentum
tensor is divergence free. Namely, the conservation of the scale cur-
rent requires that the energy-momentum tensor be traceless. (When
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m = 0, this can be checked explicitly to hold using the equations of
motion.) For completeness, we note here that the improved energy-
momentum tensor differs from the conventional T µν by total diver-
gence terms and has the explicit form

T µνimp = T µν +
1

6

(
ηµν�− ∂µ∂ν

)
φ2. (17.120)

This improved tensor is important in studying quantum field theories
in a curved (gravitational) background.

On the other hand, under the infinitesimal scale transformation
in (17.116), the mass term in the Lagrangian density (17.112) behaves
as

δLm = −m2φδφ

= −m2φǫ (1 + xµ∂µ)φ

= −ǫ
(
m2φ2 +m2xµφ∂µφ

)
= −ǫ

(
m2φ2 +

m2

2
xµ∂µ

(
φ2
))

= −ǫ
(
m2φ2 + ∂µ

(
m2

2
xµφ2

)
− 2m2φ2

)

= −ǫ∂µ
(
m2

2
xµφ2

)
+ ǫm2φ2

= ǫ
(
∂µ(x

µLm) +m2φ2
)
. (17.121)

The total divergence term vanishes upon integration in the action.
However, there is a second term that does not vanish. This shows
that the mass term breaks the invariance under scale transforma-
tions (which is the reason for the particular decomposition of the
Lagrangian density in (17.112)). In fact, any term in the Lagrangian
density with a dimensional coupling will break scale invariance. As
a result, the scale current will not be conserved in the full theory,
rather the divergence of the scale current will satisfy a relation of the
type (this can be checked easily from the definition (17.120) using
the equations of motion)

∂µS
µ = T µimpµ = ∆, ∆ = m2φ2. (17.122)
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This is analogous to the case of fermion masses breaking the chiral
invariance of the theory leading to an identity (in the conservation
equation for the axial current) of the form (see (16.145))

∂µJ
µ
5 = −2imψγ5ψ. (17.123)

Correspondingly, the Ward identity for the scale current, in this
case, would have the form

∂µ〈T (Sµ(x)φ (x1) . . . φ (xn))〉 = 〈T (∆(x)φ (x1) . . . φ (xn))〉

+ δ
(
x0 − x01

)
〈T
(
[S0(x), φ (x1)] . . . φ (xn)

)
〉+ · · ·

+ · · ·+ δ
(
x0 − x0n

)
〈T
(
φ (x1) . . . [S

0, φ (xn)]
)
〉. (17.124)

When integrated over x, the left-hand side in (17.124) vanishes and
the integrated Ward identity takes the form

i〈T (δφ(x1) · · · φ(xn))〉+ · · ·+ i〈T (φ(x1) · · · δφ(xn))〉

= −
∫

d4x 〈T (∆(x)φ(x1 · · ·φ(xn))〉, (17.125)

where we have used the fact that the integral of S0(x) over all space
corresponds to the charge associated with the scale current and gen-
erates infinitesimal scale transformations of the scalar fields through

commutators (see, for example, (13.37)). If G(n)(pi) and G
(n)
∆ (p, pi)

denote the connected Green’s functions respectively for n scalar fields
and n scalar fields as well as a ∆ composite operator, then using the
definitions (we are not writing explicitly a subscript “c” to denote it
is a connected Green’s function, but this is to be understood)

(2π)4δ4
(∑

i

pi
)
G(n)(pi) =

∫ n∏

i=1

d4xi e
ipi·xi 〈T

(∏

i

φ(xi)
)
〉,

(2π)4δ4
(∑

i

pi
)
G

(n)
∆ (0, pi) =

∫
d4x

n∏

i=1

d4xi e
ipi·xi

× 〈T
(
∆(x)

∏

i

φ(xi)
)
〉, (17.126)
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as well as (17.116), we can write (17.125) in the momentum space to
have the form

(
n(d− 4) + 4−

n−1∑

i=1

pµi
∂

∂pµi

)
G(n)(pi) = iG

(n)
∆ (0, pi). (17.127)

Note here that here the factor “4” arises from the overall energy-
momentum conserving delta function (in simplifying the action of
the differential operator on the delta function, we have used identities
such as x∂xδ(x) = −δ(x)) and the factor (n(d − 4) + 4) denotes the
naive canonical dimension of the n-point Green’s function (with d
denoting the dimension of the scalar field).

We are, however, interested in the 1PI vertex functions. Let
Γ(n) (pi) denote the 1PI vertex function with n scalar fields and

Γ
(n)
∆ (p, pi) denote the 1PI vertex with a ∆ insertion (which is de-

fined in (17.122) and we are suppressing the dependence on other
variables for simplicity). Then, we can obtain from (17.127) the
identity satisfied by the n-point 1PI vertex functions which takes the
form

(
n−1∑

i=1

pµi
∂

∂pµi
+ nd− 4

)
Γ(n) (pi) = −iΓ(n)

∆ (0, pi) . (17.128)

This relation is quite easy to understand. In fact, the 1PI ver-
tex functions are obtained from the connected Green’s functions
by removing external lines (propagators). The canonical dimen-
sion of the propagator, in this case (with d denoting the dimension
of the scalar field), is given by (2d − 4) so that the naive canoni-
cal dimension of the n-point 1PI vertex function is obtained to be
(n(d − 4) + 4 − n(2d − 4) = 4 − nd which is reflected in (17.128).
Since at the tree level (where d = 1) the n-point vertex function has
a canonical dimension of (4− n) we can write

Γ(n) (pi, λ) = m4−nf (n)
(pi
m
,λ
)
, (17.129)

where f (n) is a dimensionless function (of dimensionless variables).
This leads to
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m
∂Γ(n)(pi, λ)

∂m
=

(
4− n−

∑

i

pµi
∂

∂pµi

)
Γ(n)(pi, λ), (17.130)

which leads to

∑

i

pµi
∂Γ(n)

∂pµi
=

(
4− n−m ∂

∂m

)
Γ(n). (17.131)

Using this in (17.128) we obtain

(
∑

i

pµi
∂

∂pµi
+ nd− 4

)
Γ(n)

=

(
4− n−m ∂

∂m
+ nd− 4

)
Γ(n)

= −
(
m

∂

∂m
+ n(1− d)

)
Γ(n)

= −iΓ(n)
∆ (0, pi, λ), (17.132)

which can also be written as

(
m

∂

∂m
+ n(1− d)

)
Γ(n)(pi, λ) = iΓ

(n)
∆ (0, pi, λ). (17.133)

In the deep Euclidean region where s → ∞ (recall (17.66) and
note that a vertex with a ∆ insertion (17.122) has two extra scalar
fields)

Γ(n) → s
4−n
2 ,

Γ
(n)
∆ → s

2−n
2 , (17.134)

so that the leading behavior of the relation (17.133) has the form

(
m

∂

∂m
+ n(1− d)

)
Γ(n) = 0. (17.135)
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We note that if d = 1 as in the tree level, this relation would imply
m ∂
∂mΓ(n) = 0. However, as we have seen through explicitly calcu-

lations, this is not true for the renormalized amplitudes since they
depend on mass through logarithm terms (see, for example, (15.10)
or (15.19)). Therefore, there must be some violation of the naive
scale Ward identity (17.133).

To understand this question better, let us note that we can relate
the renormalized vertex functions to the unrenormalized ones as

Γ(n) (pi) = Z
n
2 Γ(n)

u (pi) ,

Γ
(n)
∆ (p, pi) = Z∆Z

n
2 Γ

(n)
∆u (p, pi) ,

mu
∂Γ

(n)
u

∂mu
= iΓ

(n)
∆u (p, pi) , (17.136)

where Z∆ represents the renormalization of the composite operator
(17.122) (related to mass renormalization). Thus, we have

iΓ
(n)
∆ (0, pi) = iZ∆Z

n
2 Γ

(n)
∆u (0, pi) = Z∆Z

n
2mu

∂Γ
(n)
u

∂mu

= Z∆Z
n
2mu

∂

∂mu

(
Z−n

2 Γ(n)
)

= Z∆mu
∂Γ(n)

∂mu
− nZ∆mu

2Z

∂Z

∂mu
Γ(n)

= Z∆mu

[(
∂m

∂mu

∂

∂m
+

∂λ

∂mu

∂

∂λ

)
− n

2

(
∂ lnZ

∂mu

)]
Γ(n),

(17.137)

which can be written as

(
m

∂

∂m
+ β(λ)

∂

∂λ
− nγ

)
Γ(n) = iΓ

(n)
∆ , (17.138)

with
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β(λ) = Z∆mu
∂λ

∂mu
,

m = Z∆mu
∂m

∂mu
,

γ =
Z∆mu

2

∂ lnZ

∂mu
. (17.139)

When β(λ) = 0, (17.138) reduces to the earlier equation (17.133)
with the identification

γ = −(1− d), or, d = 1 + γ. (17.140)

However, in general, this shows that there is a violation of the naive
scale Ward identity in a renormalized theory. This equation is known
as the Callan-Symanzik equation. It simply reflects the fact that
there is an anomaly in the scale Ward identity due to renormalization.
Renormalization introduces a mass scale and thereby violates scale
invariance. It is impossible to find any regularization which will
respect scale invariance which is the essence of the Callan-Symanzik
equation.
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Chapter 18

Nielsen identities and gauge

independence of physical parameters

18.1 The problem

As we have seen, if we have an interacting gauge theory - Abelian or
non-Abelian- we have to choose a gauge (see, for example, (12.180)-
(12.186)). This gauge fixing Lagrangian introduces an arbitrary real
parameter ξ, the gauge fixing parameter, and also adds fictitious
ghost fields to the action. As a result, the tree level action of the
theory becomes gauge dependent, both in the sense that it depends
on the arbitrary gauge fixing parameter ξ and also on the choice
of gauge fixing (namely, covariant, Coulomb, axial etc.). The effec-
tive action, including the radiative corrections, also becomes gauge
dependent. Inspite of this, as we have seen in (13.72) and (13.73),
because of the BRST symmetry present in the complete theory, the
contribution of these additional terms cancel out in the physical S-
matrix elements and the vacuum expectation value of the effective
action becomes ξ independent. This argument also would lead to the
conclusion that the physical matrix elements will be independent of
the gauge choice (covariant, Coulomb, axial etc.) since the gauge
fixing and the ghost actions compensate each other in a way that
their sum vanishes in any physical matrix element. (We would like
to emphasize here that there can be two kinds of gauge dependence
in the theory, one a dependence on the gauge fixing parameter in a
particular choice of gauge and the second, a dependence on the choice
of different classes of gauge. Any study of gauge independence has
to address both these issues.)

This raises two important questions. First, these are, of course,

771
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formal arguments. Under what conditions should these arguments
hold and when they may be violated. The other question is what
can we say about unphysical matrix elements. This second question
is important because there are various quantities of interest that
are extracted from some such matrix elements. For example, let us
recall that the minimum of the scalar potential allows us to study
the question of whether a symmetry is spontaneously broken and
the second derivative of the potential at the minimum determines the
mass of the scalar particles (see section 7.5). Therefore, the questions
of spontaneous symmetry breaking and restoration are controlled
by the effective scalar field potential in the theory. On the other
hand, the effective potential is an off-shell amplitude and, therefore,
is not physical (it is the effective action at zero momentum and,
consequently, not on-shell). As a result, it is not a priori gauge
independent and it is not obvious that the minimum of this potential
which determines spontaneous symmetry breaking would be gauge
independent. Similarly, the question of gauge independence of the
physical masses of particles, which are obtained from the second
derivative of the effective potential at the minimum, needs to be
demonstrated. In the following, we will discuss these two questions
separately which would lead to the Nielsen identities. Afterwards, we
will discuss the question of gauge independence of the physical mass
of a fermion in a gauge theory through the use of Nielsen identities.

18.2 Questions associated with the effective potential

Nielsen identities are, in general, relations which allow us to study
the question of gauge dependence/independence of various quantities
and they can be derived using the BRST symmetry present in a gauge
theory. In this section, we will discuss the issues raised regarding the
gauge independence of physical parameters derived from the effective
potential (which is gauge dependent) and, in the next section, we will
discuss the gauge dependence/independence of the fermion mass in
a gauge theory.

Let us consider the Abelian Higgs model described in section
14.2. This model shows spontaneous symmetry breaking and the
tree level Lagrangian density L is given in (14.30). (Here we con-
sider the Lagrangian density before the symmetry breaking analysis
and shifting because we are interested in analyzing questions about
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symmetry breaking and restoration when radiative corrections are
included.) If we choose the ’t Hooft gauge (Rξ gauge), the gauge
fixing Lagrangian density (see (14.42) and (14.44)) has the form (re-
member that M = ev)

LGF =
ξ

2
F 2 + ∂µFAµ + ξevFχ

=
ξ

2

(
F − 1

ξ
(∂µAµ − ξevχ)

)2

− 1

2ξ
(∂µAµ − ξevχ)2, (18.1)

where ξ is the gauge fixing parameter, F the auxiliary field and v is
a parameter which, for simplicity of calculations, can be identified
with the vacuum expectation value of the scalar (Higgs) field σ (when
there is symmetry breaking). (We have ignored a total divergence
term in the second line of (18.1).) The second form (line) in (18.1)
will be useful later in our discussion. The gauge fixing induces a
ghost Lagrangian density (see (14.45))

Lghost = ∂µc∂µc− ξe2vσcc. (18.2)

The total Lagrangian density is given by

LTOT = Linv + LGF + Lghost, STOT =

∫
d4xLTOT, (18.3)

from which we can obtain the tree level potential by setting the
derivative terms in the Lagrangian density to zero.

The total Lagrangian density (18.3), after gauge fixing and ghost
terms are added, is invariant under the BRST transformations (see
(14.47) and remember that this theory is before symmetry breaking
analysis and shifting of fields)

δAµ = ω∂µc,

δσ = ωeχc,

δχ = −ωeσc,
δc = 0,

δc = −ωF,
δF = 0. (18.4)
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The generating functional for Green’s functions is defined by

Z[J ] = eiW [J ] = N

∫
Dφ eiS[φ,J ], (18.5)

where we have denoted all fields and sources generically by φ and J
respectively and

S[φ, J ] = STOT[φ] + Ssource[φ, J ]. (18.6)

Since sources do not carry ξ dependence, let us note from (18.1) and
(18.2) that,

∂S[φ, J ]

∂ξ
=
∂STOT[φ]

∂ξ
=

∫
d4x

∂LTOT[φ, J ]

∂ξ

=

∫
d4x

(
1

2
F 2 + evFχ− e2vσcc

)

= −
∫

d4x δ

[
c

(
1

2
F + evχ

)]
, (18.7)

where δ denotes the BRST variation with the fermionic parameter ω
taken out.

Since all fields are integrated over, if we translate the field vari-
ables by their BRST transformations in (18.5), the path integral and,
therefore, the generating functionals, W and Z, should not change
and this is what leads to identities between various matrix elements.
(Another way of saying this is to note that the generating functionals
depend only on the sources and not on fields which are integrated
and, therefore, do not change.) As we have seen in (13.82), in de-
riving Slavnov-Taylor (Ward-Takahashi) identities, we not only add
sources for the basic fields of the theory, but we also add sources for
the composite BRST variations of fields which simplifies the deriva-
tion. In studying dependence/independence on the gauge fixing pa-
rameter we add one more source, keeping in mind the observation in
(18.7), as we explain below. Let us choose the Lagrangian density



July 13, 2020 8:54 book-9x6 11845-main page 775

18.2 Questions associated with the effective potential 775

for the sources in (18.6) to be of the form

Lsource = JµAµ + JF +Kσ + Lχ+ i(ηc− cη)

+Mδσ +Nδχ+H

[
c

(
1

2
F + evχ

)]

= JµAµ + JF +Kσ + Lχ+ i(ηc− cη)

+M(eχc) +N(−eσc) +H

[
c

(
1

2
F + evχ

)]
. (18.8)

Here δ, in the (M,N) terms, stands for the BRST variation with-
out the fermionic parameter ω. We recognize that the source terms
(Jµ, J,K,L, η, η) represent the usual sources for the basic fields in
the theory while the terms (M,N) denote additional sources intro-
duced to give the composite BRST variations of the (σ, χ) fields
(which are needed to derive the Slavnov-Taylor identities). Finally,
the source H is introduced to study the question of gauge parameter
dependence/independence of the effective theory (see (18.7)) and, as
we will see below, leads to Nielsen identities. Note that the sources
η, η,M,N and H are all fermionic (one should be careful about their
commutation properties).

With these sources, let us go back to (18.5) and make a BRST
transformation of the fields inside the path integral. The generating
functional does not depend on the fields so that the change should
be zero on the left hand side. The path integral measure is invariant
under a BRST transformation. STOT is BRST invariant and since the
BRST transformation is nilpotent (with auxiliary fields), the source
terms involving (M,N) are invariant as well. Therefore, we have
(with the fermionic parameter of transformation taken out)

δS[φ, J ] = δSsource

=

∫
d4x
[
JµδAµ + JδF +Kδσ + Lδχ+ i(ηδc− δcη)

+Hδ
[
c
(1
2
F + evχ

)]]

=

∫
d4x
[
Jµ∂µc+K(eχc) + L(−eσc) + iFη
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+H
∂L[φ, J ]
∂ξ

]
, (18.9)

where we have used (18.7) (as well as the fact that the source H is
fermionic which gives rise to a negative sign in taking out the BRST
parameter). Therefore, it follows from (18.5) and (18.9) that if we
do a BRST translation on the fields under the path integral it would
lead to

δZ[J ] = 0 = iδW [J ] eiW [J ] = iN

∫
Dφ δS[φ, J ] eiS[φ,J ]

= iN

∫
Dφ

∫
d4x
[
Jµ∂µc+K(eχc) + L(−eσc)

+ iFη +H
∂L[φ, J ]
∂ξ

]
eiS[φ,J ]. (18.10)

Rearranging this, we obtain (see, for example, (13.78) and (13.84))

N

∫
Dφ
∫

d4xH(x)
∂L[φ, J ](x)

∂ξ
eiS[φ,J ]

= −
∫

d4x
[
− iJµ∂µ

δW

δη
+K

δW

δM
+ L

δW

δN
+ i

δW

δJ
η
]
, (18.11)

where we have suppressed the coordinate dependence of various quan-
tities for simplicity. We have also used the standard identifications
(see, for example, (13.84))

δW

δJµ
= 〈Aµ〉J = A(c)

µ ,
δW

δJ
= 〈F 〉J = F (c),

δW

δK
= 〈σ〉J = σ(c),

δW

δL
= 〈χ〉J = χ(c),

δW

δη
= i〈c〉J = ic(c),

δW

δη
= i〈c〉J = ic(c),

δW

δM
= 〈(eχc)〉J , δW

δN
= 〈(−eσc)〉J ,

δW

δH
=

〈
c

(
1

2
F + evχ

)〉
. (18.12)
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Now differentiating (18.11) with respect to H(x) and integrating
over x, we obtain

∂W [J ]

∂ξ
= −

∫
d4xd4y

[
− iJµ(y)∂yµ

δ2W

δH(x)δη(y)

+K(y)
δ2W

δH(x)δM(y)
+ L(y)

δ2W

δH(x)δN(y)

+ i
δ2W

δH(x)δJ(y)
η(y)

]
, (18.13)

where we have assumed that the sources are linearly independent.
This is the master equation for studying the gauge parameter depen-
dence of various connected Green’s functions which can be obtained
by taking various derivatives with respect to sources and setting the
sources to zero. (These identities, as well as the ones in terms of
the effective action, are known as Nielsen identies. Such relations
are very useful in studying various questions of gauge parameter de-
pendence associated with the effective potential, as we will discuss
shortly.) We can now do a Legendre transformation with respect to
the standard sources (Jµ, J,K,L, η, η) andW would then lead to the
effective action Γ which depends on the classical fields (see (13.80),
(13.89)) as well as the sources for the composite variations (M,N)
and H. This would allow us to write (18.13) in terms of the effective
action of the theory and it takes the form

∂Γ

∂ξ
=

∫
d4xd4y

[ δΓ

δAµ(y)
∂yµ

δc(y)

δH(x)

+
δΓ

δσ(y)

δ2Γ

δH(x)δM(y)
+

δΓ

δχ(y)

δ2Γ

δH(x)δN(y)

− δF (y)

δH(x)

δΓ

δc(y)

]
. (18.14)

Here we have used the following standard relations (see, for example,
(13.90)) where the fields are the classical fields although we do not
put the superscript (c) for simplicity
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δΓ

δAµ
= −Jµ, δΓ

δF
= −J,

δΓ

δσ
= −K, δΓ

δχ
= −L,

δΓ

δc
= iη,

δΓ

δc
= iη,

δΓ

δM
=
δW

δM
,

δΓ

δN
=
δW

δN
,

δΓ

δH
=
δW

δH
. (18.15)

Armed with these identities, (18.13) and (18.14), we are ready to
study the gauge dependence/independence of various quantities as-
sociated with the effective potential. In this section, we will con-
centrate on the issue of gauge parameter independence in various
quantities of physical interest following from the effective potential
(which itself depends on ξ). In the next section, we will study the
question of gauge parameter and gauge choice independence of the
fermion mass (when it should hold and when it may be violated).

Let us recall that when all the classical fields are set to constant
values (derivative terms set to zero), the effective action yields the
negative of the effective potential (including radiative corrections)
with an infinite space-time volume factored out. (Incidentally, set-
ting the fields to constant values is also equivalent to setting the
corresponding sources to zero since the vacuum expectation value of
a field, the classical field, in this case can not have space-time co-
ordinate dependence.) In particular, if all classical fields except σ
are set to zero (and σ is a constant), this would lead to the effective
potential for the scalar field σ. We choose σ not to be zero because
that is the field which has a nonzero vacuum expectation value when
there is symmetry breaking (this has been our choice, see (14.28))
and we are interested in studying questions of symmetry breaking
and restoration in this system. With these brief comments, let us
note that if we take a derivative of (18.13) with respect to the source
K(y) (for the sigma field) and set all the sources for the basic fields
to zero, we obtain (see, for example, (18.12))
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∂σ

∂ξ
= −

∫
d4x

δ2W

δH(x)δM(y)
= −

∫
d4x

δ2W

δH(x)δM(0)

≡ C(σ, ξ). (18.16)

Here we have used the fact that the two point Green’s function inside
the integral is translationally invariant (it is a function of x − y)
and correspondingly translated the coordinates (σ on the left hand
side has no coordinate dependence since all the sources of the basic
fields are set to zero). Furthermore, we have identified the integral
in (18.16) with a constant function C(σ, ξ) assuming that all other
classical fields except σ are set to zero. Equation (18.16) says that the
classical field σ, in general, becomes dependent on the gauge fixing
parameter ξ when radiative corrections are included unless C(σ, ξ)
vanishes (which we will see is not the case). This is in contrast to the
tree level result where σ is independent of the gauge fixing parameter
ξ.

Let us next note that, when the constant classical fields other
than σ are set to zero, the first term on the right hand side (under the
integral) in (18.14) vanishes because of Lorentz invariance which does
not allow a one point function for the photon (a photon disappearing
into vacuum). (This also follows from (18.15) since, at a minimum
(or extremum), the sources for the basic fields vanish.) Similarly, the
last term also vanishes since a ghost can not disappear into vacuum
(which will violate ghost number conservation). Of the two remaining
terms, if we look at the source terms in (18.8), it is clear that we can,
in principle, have a two point function involving H and M , but not
one involving H and N . As a result, when all the classical fields are
set to zero except σ, (18.14) leads to

−
(∫

d4x

)
∂Veff
∂ξ

=

∫
d4xd4y

(
−∂Veff

∂σ

)
δ2Γ

δH(x)δM(0)
,

or,
∂Veff
∂ξ

=

∫
d4x

δ2Γ

δH(x)δM(0)

∂Veff
∂σ

= −C(σ, ξ)
∂Veff
∂σ

, (18.17)



July 13, 2020 8:54 book-9x6 11845-main page 780

780 18 Nielsen identities

where we have used the time translation invariance of the 2-point
1PI function as well as the definition of C(σ, ξ) in (18.16) (see also
(18.15))

∫
d4x

δ2Γ

δH(x)δM(0)
=

∫
d4x

δ2W

δH(x)δM(0)
= −C(σ, ξ). (18.18)

Note that the infinite space-time volume factor has cancelled from
both sides in (18.17) since the right hand side has no y dependence
in the integrand (see the first line of the equation). Equation (18.17)
defines the Nielsen identity for the effective potential of the theory.

Equation (18.17) shows that the effective potential including ra-
diative corrections is, in general, dependent on the gauge fixing pa-
rameter ξ. However, it also shows that the right hand side of (18.17)
vanishes at an extremum of the potential where ∂Veff

∂σ = 0 so that

∂Veff
∂ξ

∣∣∣∣
extremum

= 0. (18.19)

This shows that, even though the effective potential is gauge pa-
rameter dependent, the value of the potential at the extremum is
independent of ξ. This is very important because the value of the
potential at the minimum gives the ground state energy of a system
which is physical and, therefore, should not depend on the gauge fix-
ing parameter. Furthermore, in theories where the system starts out
in a false vacuum and eventually decays to the lower energy true vac-
uum, the decay rate (which is physical) is proportional to the barrier
height which, we see, is independent of the gauge fixing parameter.
Let us also note from the identification in (18.16) that we can rewrite
(18.17) as

∂Veff(σ, ξ)

∂ξ
+
∂σ

∂ξ

∂Veff(σ, ξ)

∂σ
= 0,

or,
dVeff(σ, ξ)

dξ
= 0. (18.20)

In other words, the effective potential has two kinds of ξ dependence
- one explicit and the other an implicit dependence through σ - such
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that the total derivative with respect to ξ vanishes (the two contri-
butions cancel each other). This implies that the effective potential
is gauge parameter independent along the characteristics defined by
(18.16) (see also (17.71)-(17.72)) even if we are not at an extremum.

Equation (18.14) is the master (Nielsen) identity from which we
can study various questions associated with gauge parameter depen-
dence of various quantities derived from the effecting potential by
taking derivatives with respect to appropriate fields. For example, let
us consider the question of gauge parameter independence of (scalar
field) masses. First of all, we note that there are two kinds of masses
in a theory. For example, if we consider the Higgs (σ) mass, there
is a mass parameter in the theory given by the second derivative of

the potential with respect to the field, ∂2Veff
∂σ2

(with all fields set to
zero), which does not have to be gauge parameter independent, in
general. Then, there is the physical mass of the Higgs which is given
by the pole of the propagator and, being a physical mass, it should
be gauge parameter independent. Taking two derivatives of (18.14)
with respect to σ, we obtain

∂

∂ξ

δ2Γ

δσ(x)δσ(y)

∣∣∣∣ =
∫

d4ωd4z

[
δ2Γ

δσ(x)δσ(z)

δ3Γ

δσ(y)δH(ω)δM(z)

+
δ2Γ

δσ(y)δσ(z)

δ3Γ

δσ(x)δH(ω)M(z)

+
δ3Γ

δσ(x)δσ(y)δσ(z)

δ2Γ

δH(ω)δM(z)

]∣∣∣∣ . (18.21)

Here the restriction refers to being at the minimum and since the
1-point function of the Higgs field vanishes at the minimum, we have
neglected such terms (namely, there is no 4-point function involving
the sources H,M and the σ fields). Defining the Higgs two point
function as

δ2Γ

δσ(x)δσ(y)

∣∣∣∣ = G−1(x− y;σ), (18.22)

we note that, in the momentum space this has the form

G−1(p2;σ) = (p2 −m2
P), (18.23)
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wheremP denotes the physical mass (pole of the propagator G(p2;σ)).
Going over to the momentum space and using the fact that the two
point function vanishes at the pole, (18.21) leads to

∂G−1(p2;σ)

∂ξ
= −C(σ, ξ)

∂G−1(p2;σ)

∂σ
,

or,
∂m2

P

∂ξ
= −C(σ, ξ)

∂m2
P

∂σ
,

or,
dm2

P

dξ
= 0, (18.24)

where we have used (18.16) (see also (18.20)). This demonstrates
that the physical mass of the Higgs is independent of the gauge fix-
ing parameter which is reassuring since it comes from the Einstein’s
relation which corresponds to one of the Casimir relations of the
Poincaré algebra (see (4.80) and (4.96)).

As we have said earlier, the mass parameter of the theory, which
is given by the second derivative of the effective potential, depends
on the gauge fixing parameter, in general. On the other hand, it is
known that a spontaneously broken symmetry is restored when the
vacuum expectation value of the Higgs field vanishes which happens if
the mass parameter of the theory vanishes (see, for example, (14.28)
in the limit m = 0). Therefore, the natural question that arises is
whether a quantity which depends on the gauge fixing parameter
can characterize a physical phenomenon like phase transition (the
system goes from a symmetry broken phase to a symmetric phase).
To understand this issue, let us take the second derivative of (18.17)
with respect to σ at the minimum

[
∂

∂ξ

∂2Veff
∂σ2

+C(σ, ξ)
∂

∂σ

∂2Veff
∂σ2

+ 2
∂C

∂σ

∂2Veff
∂σ2

]

min

= 0, (18.25)

where we have neglected the second derivative term of C(σ, ξ) since,
at the minimum, the potential is stationary (first derivative van-
ishes). Equation (18.25) does not have a gauge parameter indepen-
dent structure, in general (namely, the mass parameter depends on
the gauge fixing parameter). However, we note that, when the mass
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parameter vanishes, the last term in (18.25) also vanishes and the
equation becomes

[
∂

∂ξ

∂2Veff
∂σ2

+ C(σ, ξ)
∂

∂σ

∂2Veff
∂σ2

]

min

= 0,

or,
d

dξ

∂2Veff
∂σ2

∣∣∣∣
min

= 0, (18.26)

which is gauge parameter independent much like (18.20) and (18.24).
This shows that, even though the mass parameter is gauge parame-
ter dependent in general, we can still calculate a symmetry restora-
tion temperature (critical temperature) by analyzing when (at what
temperature) the mass parameter vanishes. The question of gauge
parameter independence of other quantities can be analyzed along
these lines.

The Nielsen identities that we derive from (18.13) or (18.14) are
very useful in analyzing the question of gauge fixing parameter de-
pendence/independence of various quantities. However, these are
only formal identities and whether they indeed are valid in a given
theory depends on whether there are divergences present in the am-
plitudes (involved in the identities). In a renormalizable theory where
the ultraviolet divergences are taken care of by the process of renor-
malization (discussed in chapter 16), one would expect the identities
to be valid. However, if there are infrared divergences (or mass shell
singularities) present in a theory, they may be violated. Therefore,
it is prudent to check computationally whether the Nielsen identi-
ties are indeed valid in a given theory. In this section, we will give
an example of how the identities are checked in the simple Higgs
model where there is no infrared divergence. In the next section we
will discuss a different model (QED in two dimensions) where in-
frared divergences and mass shell singularities do lead to a violation
of the Nielsen identities resulting in gauge (gauge parameter as well
as gauge choice) dependence of the fermion mass.

Let us consider the master identity for the effective potential
(18.17) (see also (18.18))

∂Veff
∂ξ

+ C
∂Veff
∂σ

= 0, C(σ, ξ) = −
∫

d4x
δ2Γ

δH(x)δM(0)
. (18.27)
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This identity can be verified order by order in perturbation theory.
To do that, let us make a loop expansion of various quantities in
(18.27) (remember that ~ = 1)

Veff = V (0) + V (1) + · · · , C = C(0) + C(1) + · · · , (18.28)

where the superscript denotes the loop order of the contribution to
the quantity. With this expansion, (18.27) at the tree level (zero
loop) takes the form

∂V (0)

∂ξ
+C(0) ∂V

(0)

∂σ
= 0. (18.29)

However, we note from the Lagrangian density at the tree level that
there is no mixing between H(x) and M(y) at this order so that

C(0) = 0, (18.30)

and (18.29) reduces to

∂V (0)

∂ξ
= 0. (18.31)

Since effective potential is obtained by setting all the fields to zero
except for the Higgs field which is set to a constant, σ = σ(c) ≡ σc
(see, for example, (18.12)), the tree level potential can be read out
from (14.30) (see also (18.3) and note that the contributions from
LGF and Lghost vanish when all fields are set to zero except σ = σc)
and takes the form

V (0) = −m
2

2
σ2c +

λ

16
σ4c . (18.32)

There is no ξ dependence potential at the tree level and, therefore,
the Nielsen identity, (18.31), holds at this order.

At one loop order, the identity (18.27) takes the form
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∂V (1)

∂ξ
+C(0) ∂V

(1)

∂σc
+ C(1) ∂V

(0)

∂σc

=
∂V (1)

∂ξ
+ C(1)∂V

(0)

∂σc
= 0, (18.33)

where we have used (18.30) as well as the fact that σ = σc at the
minimum. From (18.32) we obtain

∂V (0)

∂σc
= σc

(
−m2 +

λ

4
σ2c

)
, (18.34)

and we need to calculate V (1) and C(1) to test the validity of the
Nielsen identity (18.33) at the one loop order.

In order to calculate the one loop contribution to the effective
potential, we need the quadratic Lagrangian density (in the quantum
fields) after the shift

σ → σ + σc, (18.35)

with all other fields shifted from their vanishing classical value at the
minimum and this leads to (see (18.1)-(18.3))

LQ =
1

2
Aµ

(
ηµν(�+ e2σ2c )−

(
1− 1

ξ

)
∂µ∂ν

)
Aν

+
1

2
σ

(
−�+

(
m2 − 3λσ2c

4

))
σ

+
1

2
χ

(
−�+

(
m2 − λσ2c

4
− ξe2σ2c

))
χ

+
ξ

2
F 2 + c

(
−�− ξe2σ2c

)
c. (18.36)

In obtaining this quadratic Lagrangian density we have identified, for
simplicity, the parameter v in the gauge fixing term with the constant
classical field v = σc although this is not necessary. Furthermore, we
have redefined the auxiliary field, F → F + 1

ξ (∂
µAµ − ξeσcχ) in the

path integral (see the second line in (18.1)) in order to diagonalize
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the quadratic Lagrangian. The effective potential, at one loop, is
obtained by using the quadratic action in (18.36) in the path integral
and integrating out all the quantum fields. A (diagonal) quadratic
action, when integrated in the path integral, gives a determinant
of the quadratic operator raised to a power (−1

2 for every bosonic
degree and 1

2 for every fermionic degree) and the logarithm of this
leads to the one loop effective potential1

V (1) = − i
2
Ω−1 Tr

[
lnG−1 µν + lnG−1

σ + lnG−1
χ

+ lnG−1
F − 2 lnS−1

]
, (18.37)

where Ω = (
∫
d4x) represents the infinite space-time volume factor.

(There is a space-time volume factor that arises in taking the trace,
see for example, (18.17), and Ω−1 cancels this. Furthermore note
that a determinant gives rise to an effective action with a factor of
i, namely, (detO)n = exp(nTr lnO) = eiΓ and when fields are set to
constants, Γ =

∫
d4x(T − V (1)) = −ΩV (1). This explains the factor

of i as well as the factor of Ω−1 in (18.37).) Here Gµν , Gσ , Gχ, GF
and S represent respectively the Green’s functions for the Aµ, σ, χ, F
and the ghost fields. (The inverses are the corresponding two point
functions.) We also note that each of the bosonic fields contribute a
factor of −1

2 as they should while the two ghost degrees of freedom,
being anti-commuting fields, contribute a factor of 1

2 each. It follows
from (18.37) that

∂V (1)

∂ξ
= − i

2
Ω−1Tr

[
Gµν

∂G−1 νµ

∂ξ
+Gσ

∂G−1
σ

∂ξ
+Gχ

∂G−1
χ

∂ξ

+GF
∂G−1

F

∂ξ
− 2S

∂S−1

∂ξ

]
, (18.38)

which we need to verify (18.33).
The two point functions and the Green’s functions can be read

out from the quadratic Lagrangian density in (18.36) and, in mo-
mentum space, they take the forms

1See, for example, chapter 6 in A. Das, Finite temperature field theory (World
Scientific, Singapore, 1997).
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G−1µν(p) = (−p2 + e2σ2c )η
µν +

(
1− 1

ξ

)
pµpν ,

Gµν(p) =
1

−p2 + e2σ2c

(
ηµν + (ξ − 1)

pµpν
p2 − ξe2σ2c

)
,

G−1
σ (p) = p2 +

(
m2 − 3λσ2c

4

)
,

Gσ(p) =
1

p2 +
(
m2 − 3λσ2c

4

) ,

G−1
χ (p) = p2 +

(
m2 −

(
λ

4
+ ξe2

)
σ2c

)
,

Gχ(p) =
1

p2 +
(
m2 − (λ4 + ξe2)σ2c

) ,

G−1
F (p) = ξ,

GF (p) =
1

ξ
,

S−1(p) = p2 − ξe2σ2c ,

S(p) =
1

p2 − ξe2σ2c
. (18.39)

We note from (18.39) that G−1
σ (p) is gauge parameter independent

and, as a result, equations (18.38)-(18.39) lead to

∂V (1)

∂ξ
= − i

2

∫
d4p

(2π)4

[
1

ξ2(−p2 + e2σ2c )

(
p2 + (ξ − 1)

(p2)2

p2 − ξe2σ2c

)

− e2σ2c
p2 +

(
m2 − (λ4 + ξe2)σ2c

) + 1

ξ
+

2e2σ2c
p2 − ξe2σ2c

]

= − i
2

∫
d4p

(2π)4

[
−1

ξ
− e2σ2c
p2 − ξe2σ2c

− e2σ2c
p2 +

(
m2 − (λ4 + ξe2)σ2c

) + 1

ξ
+

2e2σ2c
p2 − ξe2σ2c

]
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= − i
2

∫
d4p

(2π)4
e2σ2c (m

2 − λσ2c
4 )

(p2 − ξe2σ2c )(p2 +m2 − (λ4 + ξe2)σ2c )
.

(18.40)

Here the space-time volume factor has cancelled in going from coordi-
nate space to momentum space (namely,

∫
d4x 〈x|p〉〈p|x〉 =

∫
d4x =

Ω with 〈x|p〉 = eipx).
To verify (18.33), we need to calculate C(1) which is given in

terms of the two point function involving the sources H and M (see
(18.27)). Note that, under the shift F → F + 1

ξ (∂
µAµ − ξeσcχ), the

relevant source terms in (18.8) become

M(eχc) +
1

2
H(c(F +

1

ξ
∂µAµ + eσcχ)), (18.41)

so that, at one loop the two point function involvingH andM (which
would lead to C(1), see (18.27)) would involve a loop with a propa-
gating χ and a ghost particle, as shown in Fig. 18.1. The interaction
vertices in Fig. 18.1 can be read out from the source Lagrangian
density in (18.41) and the Green’s functions Gχ and S are given in
(18.39) so that the one loop amplitude is obtained to be (remember
that the two point function is (−i) times the two point amplitude)

H M
c

χ

Figure 18.1: Feynman diagram at one loop contributing to the mixing
of H and M .

C(1) = (−i)(ie)
(
ieσc
2

)∫
d4p

(2π)4
(iGχ(p))(iS(−p))

= − i
2

∫
d4p

(2π)4
e2σc

(p2 − ξe2σ2c )(p2 +m2 − (λ4 + ξe2)σ2c )
. (18.42)

Together with (18.34) this leads to
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C(1)∂V
(0)

∂σc
=
i

2

∫
d4p

(2π)4
e2σ2c (m

2 − λ
4σ

2
c )

(p2 − ξe2σ2c )(p2 +m2 − (λ4 + ξe2)σ2c )
.

(18.43)

It follows now from (18.40) and (18.43) that

∂V (1)

∂ξ
+C(1) ∂V

(0)

∂σc
= 0, (18.44)

verifying the Nielsen identity (18.33) at one loop.

In a renormalizable massive theory, without any infrared diver-
gences or mass shell singularities, the Nielsen identities are expected
to hold since the renormalization procedure takes care of the ultra-
violet divergences. Therefore, in such theories physical quantities
can be shown to be independent of the gauge fixing parameter using
Nielsen identities. In the next section, we will discuss how one goes
about showing the gauge independence (covariant gauge, Coulomb
gauge, axial gauge) as well as gauge fixing parameter independence
of physical quantities. In particular, with the example of the physical
fermion mass, we will show how this may be violated when infrared
divergences and mass shell singularities are present in the theory.

18.3 Gauge independence of the fermion mass

In the last section, we noted that the effective potential in a gauge
theory is dependent on the gauge parameter (ξ) in a covariant gauge
beyond the tree level. In spite of that, we showed, using Nielsen
identities, that various physical quantities derived from the effective
potential are independent of the gauge fixing parameter ξ in this
gauge. However, gauge independence means much more than this
gauge fixing parameter independence. A physical quantity must,
of course, be independent of the gauge fixing parameter within a
certain class of gauge (say, covariant or axial or Coulomb), but must
also have the same value across all possible gauge classes. Namely,
a physical quantity must have complete gauge independence in both
the senses of the term. In this section, we will describe how this
question can be discussed using Nielsen identities with the example of
the physical mass of the fermion in a gauge theory when all radiative
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corrections to all loops are taken into account. We do this in D
space-time dimensions (for reasons that would become clear later)
and in several steps in the following.

18.3.1 Fermion mass. First, we note that the mass of a particle is
given by one of the two quadratic Casimir relations of the Poincaré
group (see, for example, (4.80) as well as (4.96))

PµPµ = m2
1, m ≥ 0, (18.45)

which leads to the Einstein relation p2 = pµpµ = m2 acting on a
single particle state. However, calculating the mass from this oper-
ator relation in an interacting field theory is quite tedious. Instead
we follow a different path. We note that any relativistic dynamical
equation must encode the Casimir relation (18.45) in some form (as
we have seen in chapter 1 as well as in chapters 5–9). Therefore,
the mass can also be determined from the zeros of the two point
function with all the radiative corrections included (or the complete
quadratic operator acting on the single particle wave function). In
general, when radiative corrections are included, the fermion two
point function has the form

S−1(p,m) = p/−m− Σ(p,m), (18.46)

where Σ(p,m) denotes the self-energy of the fermion incorporating
the radiative corrections and is a matrix in the Dirac space so that the
mass of the particle can be determined from the dynamical (Dirac)
equation

S−1u(p)
∣∣ = (p/−m−Σ(p,m))u(p)

∣∣ = (p/−M)u(p)
∣∣ = 0, (18.47)

where the restriction implies p2 =M2 with M denoting the physical
mass of the particle after all the radiative corrections are included.
The restriction arises because we have a set of homogeneous equa-
tions and a nontrivial solution can be obtained only if the determi-
nant of the coefficient matrix vanishes (see, for example, (2.10)),
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detS−1(p,m) = 0, (18.48)

which leads to the Einstein’s relation, p2 = M2, and the restriction.
Alternatively, the physical mass of the particle can be identified with
the pole of the propagator (which is the inverse of the two point
function up to a factor of i together with the Feynman prescription).
We have already seen this in a free Dirac theory (see, for example,
(8.56)). In an interacting theory, on the other hand, the propagator,
in general, has a pole structure coming from the one particle inter-
mediate states as well as a branch cut arising from the multi-particle
intermediate states and the pole of the propagator corresponds to the
physical mass of the particle including radiative corrections. The two
ways of determining the mass are equivalent (zeros of S−1 correspond
to poles of S).

In an interacting gauge theory of fermions, the radiative correc-
tions involve gauge boson propagators (see, for example, the fermion
self-energy diagram in (15.37)) whose forms are gauge dependent
and, correspondingly, the self-energy of the fermion becomes gauge
dependent. For example, let us choose the covariant gauge fixing of
the form

LGF = − 1

2ξ
(∂µAµ)

2, (18.49)

which, as we have seen in (18.39) (with σc = 0), leads to the photon
Green’s function of the form

Gµν(p) = −
1

p2

(
ηµν + (ξ − 1)

pµpν
p2

)
= Gµν(−p). (18.50)

We know that the complete basis of Dirac matrices in four space-time
dimensions (see, for example, (A.23) restricted to four space-time
dimensions) is given by

1, γµγν (µ<ν), γµγνγλ(µ<ν<λ), γµγνγλγρ(µ<ν<λ<ρ)

∼ 1, γµ, γ[µγν], γ[µγνγλ], γ[µγνγλγρ], (18.51)
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where the square bracket denotes antisymmetrization in the indices.
In the covariant gauge (18.49), the self-energy can be expanded in
the basis (18.51) as

Σc(p,m) = Am+Bp/, (18.52)

where A and B are dimensionless functions of (p2,m). This simple
form of the self-energy, in the covariant gauge, follows from the fact
that we have only one nontrivial vector pµ available to contract with
the basis matrices in (18.51) to obtain a Lorentz scalar structure.
(Actually, there are also the (pseudoscalar) matrix γ5 ∼ γ0γ1γ2γ3

which corresponds to the last term in (18.51) and γ5γ
µ which cor-

responds to the fourth term, but these structures violate parity in-
variance of QED.) Calculationally, one can determine the pole mass
in the covariant gauge by requiring (see (18.47), the subscript c is to
emphasize the mass in the covariant gauge)

Mc = m+ u(p)Σc(p,m)u(p)
∣∣, (18.53)

which allows us to calculate the pole mass order by order in pertur-
bation theory. Note that (18.53) follows from (18.47) simply because

u(p)p/u(p)
∣∣ = p2

Mc

∣∣ =Mc, (18.54)

where we have used the Gordon decomposition for a Dirac spinor of
mass M , namely,

u(p′)γµu(p) = u(p′)

(
(p′ + p)µ

2M
+ iσµν

(p′ − p)ν
2M

)
u(p), (18.55)

and the normalization of the spinors.

The calculational method described above (for example, (18.53))
works well in the covariant gauge simply because it captures the van-
ishing determinant condition (18.48) as well as because of the sim-
plicity of (18.52) and the Gordon decomposition (18.55). However,
let us note, in general, that
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u(p)S−1u(p)
∣∣ = 0 does not imply S−1u(p)

∣∣ = 0, (18.56)

although the converse is always true. Furthermore, the Gordon
decomposition, (18.55) is more complicated when there are other
Lorentz structures present in addition to pµ. For example, in a gen-
eralized noncovariant gauge such as the axial gauge or the Coulomb
gauge, we have a constant (fixed) vector nµ with a gauge fixing La-
grangian for the gauge boson of the form

LGF = − 1

2ξ
(∂L ·A)2, (18.57)

where ∂L denotes the longitudinal component of the derivative along
a fixed direction nµ (n2 6= 0) and has the explicit form (n2 < 0 cor-
responds to a generalized axial gaue while n2 > 0 corresponds to a
generalized temporal gauge, we can also take n2 → 0 in a limiting
manner for a generalized light-cone gauge, but this has some sub-
tleties which is why we avoid this in this discussion and restrict to
n2 6= 0 for simplicity)

∂µL =
n · ∂
n2

nµ. (18.58)

We note here that conventionally the axial gauge is chosen with a
gauge fixing Lagrangian density (see, for example, (13.117))

L(conv.)GF = − 1

2ξ
(n · A)2. (18.59)

However, here we have generalized this slightly to bring the gauge
fixing to be at par with the covariant gauge fixing (as far as the num-
ber of derivatives is concerned) so that we can have an interpolating
gauge fixing for later use. Besides, the photon Green’s functions with
the two gauge fixings ((18.57) and (18.59)) can be worked out and
have the forms (see also (13.118))
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Gµν =
[ 1

p2

(
− ηµν +

nµpν + nνpµ
(n · p) − n2pµpν

(n · p)2
)

− ξ (n
2)2pµpν
(n · p)4

]
,

G(conv.)
µν =

[ 1

p2

(
− ηµν +

nµpν + nνpµ
(n · p) − n2pµpν

(n · p)2
)

− ξ pµpν
(n · p)2

]
, (18.60)

which shows that the two Green’s functions differ only in the last
term. In the conventional gauge fixing, it is not homogeneous in nµ

(the numerator and the denominator do not have the same number of
nµ) while the generalized gauge fixing leads to a homogeneous form
which is very helpful in actual calculations.

We see that, in either case, the photon Green’s functions involve
a second Lorentz structure nµ in addition to the conventional mo-
mentum pµ. As a result, the expansion of the self-energy in the Dirac
basis (see (18.53)) now has a more general form

Σnc(p,m, n) = Am+Bp/+ Cp/L +
mD

p2L
(p/Lp/− p/p/L), (18.61)

where A,B,C and D are, in general, dimensionless, scalar functions
of (p2, p2L, n

2,m) and

pµL =
(n · p)
n2

nµ, p2L =
(n · p)2
n2

, p/L =
(n · p)(n · γ)

n2
. (18.62)

Namely, there are more structures now to contract with the Dirac
matrices. The charge conjugation symmetry present in the theory
(QED), however, leads toD = 0 which nonetheless leaves us with one
extra term in (18.61) (compared to (18.53)). Similarly, the Gordon
decomposition, (18.55), also modifies, in such a case, leading to

u(p)γµu(p)
∣∣
p2=M̃2 = (1− a)p

µ

M̃
+ aM̃

pµL
p2L
, (18.63)
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where a is an arbitrary constant parameter. As a result of all these
modifications, it is now known that2 M̃ coincides with the pole
mass of the propagator, Mp, only up to one loop. At two loops

and onwards, not only do they disagree, but M̃ becomes gauge pa-
rameter (ξ) dependent. This is a reflection of the fact that when
more Lorentz structures are present, u(p)S−1u(p)

∣∣ = 0 no longer
implies S−1u(p)

∣∣ = 0 (see (18.56)) because it no longer coincides
with (18.48). Therefore, we have to determine the physical mass by
analyzing the pole of the propagator.

18.3.2 Pole of the fermion Green’s function. Let us discuss how the
pole of the fermion Green’s function can be studied when there is
an additional tensor structure (nµ) present in the theory (recall that
the propagator is i times the Green’s function). Let us note, from
(18.46) and (18.61) (with D = 0) that, in this case, the fermion two
point function to all orders in the perturbation theory, has the form
(A,B,C are, in general, scalar functions of (p2, p2L, n

2,m))

S−1(p) = p/−m− Σ(p) = (1−B)p/− Cp/L −m(1 +A)1

= A− B1,

S−1(−p) = −(1−B)p/+ Cp/L −m(1 +A)1

= −(A+ B1), (18.64)

where we have identified

A = (1−B)p/− Cp/L, B = m(1 +A). (18.65)

We note that A represents a nontrivial matrix and 1 is the iden-

tity matrix both in the 2[
D
2
] × 2[

D
2
] Dirac space (see discussion after

(A.22)), where [D2 ] denotes the integer part of the ratio while B is
a scalar. Recalling the properties of the Dirac matrices in D space-
time dimensions, (A.20)-(A.22), as well as the definitions in (18.62),
we can show that

2See, A. Das, R. R. Francisco and J. Frenkel, Physical Review D 88, 085012
(2013).
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A2 = (1−B)2p/2 + C2p/2L − (1−B)C(p/p/L + p/Lp/)

=
(
(1−B)2p2 + (C2 − 2(1 −B)C)p2L

)
1, (18.66)

where we have used p · pL = p2L (see (18.62)). We also note that
(A−B1) and (A+B1) commute (just like (p/−m) and (p/+m) do in
a free Dirac theory). As a result, it follows now, from (18.64)-(18.66),
that the fermion Green’s function can be written as the ratio

S(p) =
1

A− B1 =
(A+ B1)

(A+ B1)(A− B1) =
A+ B1
A2 − B21

=
N
D1 , (18.67)

where (see (18.64))

N = A+ B1 = −S−1(−p),

D = (1−B)2p2 + (C2 − 2(1 −B)C)p2L −m2(1 +A)2,

D1 = −S−1(−p)S−1(p) = −S−1(p)S−1(−p)

= −
(
C(S−1(p))TC−1

)
S−1(p)

= −S−1(p)C(S−1(p))TC−1, (18.68)

where C denotes the charge conjugation matrix discussed at length in
section 11.2.2 for four dimensions and in appendix A for D dimen-
sions. (We only point out here that, in those discussions, C defined
the charge conjugation operator while C denoted the charge conjuga-
tion matrix. Here we are already using C as the expansion coefficient
in the self-energy, say in (18.61) and the following, so that we use
C in order not to create any confusion.) As a result, we can write
the denominator of the propagator also as a matrix trace (remember
that we are discussing the theory in D dimensions),

D = − 1

2[
D
2
]
Tr
(
S−1(−p)S−1(p)

)

= − 1

2[
D
2
]
Tr
(
S−1(p)C(S−1(p))TC−1

)
, (18.69)
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(where we have used the cyclicity of trace in the last step) and the
poles of the propagator can be obtained from the zeros of D (the
denominator) which, in turn, involves studying only the zeros of a
quadratic product of two point functions (see (18.69)). This can be
carried out order by order in perturbation theory. (Note that, in
the free theory (or at the tree level), the zero of the denominator
directly leads to the Casimir relation, p2 −m2 = 0.) We will study
the gauge independence of the fermion mass by analyzing the gauge
independence of these zeros through Nielsen identities.

18.3.3 Interpolating gauge. To study the complete gauge indepen-
dence of the physical mass of the fermion we use the following strat-
egy. We choose a general gauge fixing condition containing various
parameters such that for different values of these parameters the
gauge fixing condition coincides with that for the covariant gauge or
the axial gauge or the Coulomb gauge. Then we derive the Nielsen
identity for the gauge parameter variation of the denominator of the
propagator D given in (18.69) from the gauge parameter variation of
the fermion two point function and study its behavior at its zeros.
In this subsection, we introduce the interpolating gauge between the
different classes of gauges which we will use to derive the Nielsen
identities.

Let us consider a linear differential operator of the form (see also
(18.58))

Λµ(∂) = α∂µ + β∂µL, ∂µL =
n · ∂
n2

nµ, n2 6= 0, (18.70)

where α, β as well as nµ are constant parameters. With this operator,
we can choose a gauge fixing Lagrangian density of the form

LGF = −1

2
(Λµ(∂)Aµ)

2 = −1

2

(
(α∂µ + β∂µL)Aµ

)2
. (18.71)

It is clear that this gauge fixing Lagrangian density has three gauge
fixing parameters (in contrast to the conventional ones which depend
only on one) and we denote them collectively by

φ(a) = (α, β, nµ), (18.72)
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for later use. Furthermore, it is clear from the form of the gauge
fixing Lagrangian density in (18.71) that we can make the following
identifications

β = 0, α2 =
1

ξ
, covariant gauges,

α = 0, β2 =
1

ξ
, generalized axial gauges,

β = −α, n2 > 0, α2 =
1

ξ
, generalized Coulomb gauges.

(18.73)

As a result, the gauge fixing Lagrangian density (18.71) allows us
to interpolate between different classes of gauges by simply changing
the gauge fixing parameters.

For the purpose of BRST invariance of the system, we write the
gauge fixing Lagrangian density (18.71) in terms of auxiliary fields
as (see also (13.10))

LGF =
1

2
F 2 + (Λµ(∂)F )Aµ, (18.74)

and the ghost Lagrangian density induced by such a gauge fixing is
given by (compare with (12.168))

Lghost = (Λµ(∂)c) ∂µc. (18.75)

Therefore, the total Lagrangian density for QED in this interpolating
gauge is given by

L = Linv + LGF + Lghost, (18.76)

with (see (9.81))

Linv = −1

4
FµνFµν + iψD/ψ −mψψ, (18.77)
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where Dµ defines the Abelian covariant derivative defined in (9.82).
The total Lagrangian density in (18.76) can be checked to be in-
variant under the BRST transformations (see also (18.4) as well as
(9.81) and remember the ghost hermiticity condition for the anti-
commuting ghost c† = c given in (13.34))

δAµ = ω∂µc,

δψ = −ieωψc,

δψ = −ieωψc,
δc = 0,

δc = −ωF,
δF = 0, (18.78)

where ω denotes the constant Grassmann (fermionic) BRST trans-
formation parameter (ω† = −ω, c† = c, c† = −c). In this interpolat-
ing gauge, the photon Green’s function has the form (compare with
(18.50) as well as (18.60) for β = 0, α2 = 1

ξ and α = 0, β2 = 1
ξ

respectively)

Gµν(p) =

[
1

p2

(
−ηµν +

Λµ(p)pν + Λν(p)pµ
Λ(p) · p − (Λ(p))2pµpν

(Λ(p) · p)2
)

− pµpν
(Λ(p) · p)2

]
, (18.79)

where Λµ(p) = αpµ + βpµL and pµL is defined in (18.62).

In the next subsection, we derive the necessary Nielsen identity to
study the gauge dependence/independence of the poles of the fermion
Green’s function.

18.3.4 Nielsen identity for QED. The generating functional, for QED,
in this interpolating gauge is given by

Z = eiW = N

∫
Dφ eiS = N

∫
Dφ ei

∫
dDxL, (18.80)
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where L is given in (18.76) and Dφ denotes generically the functional
integration over all the basic fields in the theory. In order to derive
Green’s functions, we need to add sources for the basic fields of the
theory to the action and are given by

S1 =

∫
dDxL1,

L1 = JµAµ + JF + i(χψ − ψχ) + i(ηc− cη). (18.81)

As we have seen in section 13.4 as well as in the previous section
18.2, to derive Slavnov-Taylor identities, we need also to add sources
for composite variations under BRST transformation which follow
from (18.78) to have the form

S2 =

∫
dDxL2,

L2 = ie(Mcψ − ψcM), (18.82)

involving the composite variations δψ and δψ (with the fermionic
parameter taken out and also remember that ψ, c are anti-commuting
with the ghost hermiticity condition c† = c). Here the sources M,M
are bosonic (with spinor indices).

Finally, we also need sources with terms whose variations would
lead to the gauge parameter dependence of the effective action (see
section 18.2). The gauge parameter dependence is in LGF and Lghost
given in (18.74) and (18.75) respectively. There are three gauge
parameters (α, β, nµ). Correspondingly, there would be three source
terms involving the sources (see also (18.72)),

H(a) = (H(α),H(β),H(n)µ). (18.83)

The gauge parameter variations in LGF and Lghost in (18.74)-(18.75)
lead to
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∂L
∂φ(a)

=
∂LGF

∂φ(a)
+
∂Lghost
∂φ(a)

=

(
∂Λµ(∂)

∂φ(a)
F

)
Aµ +

(
∂Λµ(∂)

∂φ(a)
c

)
∂µc

= −
(
∂Λµ(∂)

∂φ(a)
δc

)
Aµ −

(
∂Λµ(∂)

∂φ(a)
c

)
δAµ

= −δ
[(

∂Λµ(∂)

∂φ(a)
c

)
Aµ

]
, (18.84)

where δ denotes the BRST variation without the fermionic parame-
ter of transformation (and we have used the fact that the operator
Λµ(∂) does not change under BRST transformations). The change
of Λµ(∂) with gauge fixing parameters can be easily calculated so
that the additional source terms in the action are determined to be
(see (18.72), compare also with (18.7) and (18.8))

S3 =

∫
dDxL3,

L3 = H(a)
∂L
∂φ(a)

= H(a)

(
∂Λµ(∂)

∂φ(a)
c

)
Aµ

= H(α)(∂
µc)Aµ +H(β)(∂

µ
Lc)Aµ + βH(n)µ(N

µνc)Aν , (18.85)

where

Nµν =
∂∂νL
∂nµ

=
(n · ∂)
n2

(
ηµν +

∂µnν

n · ∂ −
2nµnν

n2

)
. (18.86)

We would like to emphasize here that the sources H(a) are fermionic
in nature and the sign change in (18.85) compared with (18.84) can
be understood by keeping in mind the fact that taking the BRST
parameter out through H(a) would lead to a negative sign (H(a) carry
a ghost quantum number, but no spinor index).

With these, we can write the total action for the theory as
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STOT = S + S1 + S2 + S3

=

∫
dDx (L+ L1 + L2 + L3) =

∫
dDxLTOT. (18.87)

This leads to the generating functionals for the theory as

Z[J ] = eiW [J ]

= N

∫
Dφ eiSTOT[φ,J ] = N

∫
Dφ ei

∫
dDxLTOT[φ,J ], (18.88)

where we have denoted all fields and sources generically by φ and J
respectively. Since the generating functionals do not depend on the
fields (fields are being integrated), under a BRST redefinition of the
fields (see (18.78))

φ→ φ+ δφ, (18.89)

the generating functionals will not change, leading to

δZ[J ] = 0 = iN

∫
Dφ (δSTOT[φ, J ]) e

iSTOT . (18.90)

Several comments are in order here. Since the BRST transforma-
tion parameter is nilpotent, only linear variations arise in (18.90).
L is invariant under BRST transformations so that the only non-
trivial terms would come from the source terms. Recalling that the
BRST transformations are nilpotent, we note that the source terms
involving M and M will give vanishing contribution (as they are
multiplied by BRST variation terms). The variation of the term in-
volving the sources H(a) will lead to the change in the Lagrangian
density LTOT with respect to the gauge fixing parameters (after the
anti-commuting parameter has been taken out of the expression, see
(18.85)). As a result, we have (with the BRST parameter taken out)
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δSTOT =

∫
dDx

(
H(a)

∂LTOT

∂φ(a)
+ Jµ∂µc− χ(ecψ) − (eψc)χ+ iFη

)

=

∫
dDx

(
H(a)

∂LTOT

∂φ(a)
− iJµ∂µ

∂LTOT

∂η

+iχ
∂LTOT

∂M
− i∂LTOT

∂M
χ− i∂LTOT

∂J
η

)
. (18.91)

Substituting (18.91) into (18.90) (see also (18.12)), we obtain

N

∫
dDxH(a)

∂LTOT

∂φ(a)

= i

∫
dDx

(
Jµ∂µ

δW

δη
− χδW

δM
+
δW

δM
χ− δW

δJ

)
, (18.92)

where, as in (18.12), we have identified (recall (13.78) which says
δW
δJ(x) = 〈

δSTOT
δJ(x) 〉J)

δW

δJ(x)
= 〈F (x)〉J , δW

δη(x)
= i〈c(x)〉J ,

δW

δM(x)
= 〈(iec(x)ψ(x))〉, δW

δM(x)
= 〈(−ieψ(x)c(x))〉. (18.93)

Taking the derivative of (18.92) with respect to H(a)(x) and inte-

grating over the space-time volume
∫
dDx, we obtain

∂W

∂φ(a)
= i

∫
dDxdDy

(
Jµ(y)∂(y)µ

δ2W

δH(a)(x)δη(y)

+ χ(y)
δ2W

δM (y)δH(a)(x)
+

δ2W

δH(a)(x)δM(y)
χ(y)

− δ2W

δH(a)(x)δJ(y)
η(y)

)
. (18.94)

This is the master Nielsen identity which, through successive differ-
entiation with respect to sources, leads to the Nielsen identities for
connected Green’s functions.
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To obtain the gauge dependence of 1PI connected n-point func-
tions, we define (as in (13.80)) the Legendre transform of W with
respect to the sources for the basic fields of the theory (the fields in
(18.95) are the classical fields)

Γ =W −
∫

dDx
(
JµAµ + JF + i(χψ − ψχ) + i(ηc− cη)

)
,

(18.95)

which leads to

δΓ

δAµ(x)
= −Jµ(x), δΓ

δF (x)
= −F (x),

δΓ

δψα(x)
= iχα(x),

δΓ

δψα(x)
= iχα(x),

δΓ

δc(x)
= iη(x),

δΓ

δc(x)
= iη(x). (18.96)

In terms of the classical fields, (18.94) takes the form

∂Γ

∂φ(a)
=

∫
dDz dDw

(
δΓ

δψγ(w)

δ2Γ

δMγ(w)δH(a)(z)

+
δ2Γ

δH(a)(z)δMγ(w)

δΓ

δψγ(w)

)
. (18.97)

Here we have assumed that the classical fields are linearly indepen-
dent. This is the master Nielsen identity for the 1PI connected n-
point functions and by taking appropriate derivatives with respect to
(classical) fields, we can obtain the necessary identity for the gauge
parameter variation of a particular n-point function. For example,
by taking the second derivative δ2

δψβ(y)δψα(x)
of (18.97) and setting all

the classical fields to zero, we obtain the gauge parameter variation
of the fermion two point function
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∂S−1
αβ (x− y)
∂φ(a)

=

∫
dDzdDw

(
δ2Γ

δψγ(w)δψα(x)

δ3Γ

δMγ(w)δH(a)(z)δψβ(y)

+
δ3Γ

δψα(x)δH(a)(z)δMγ(w)

δ2Γ

δψβ(y)δψγ(w)

)

=

∫
dDzdDw

(
S−1
αγ (x− w)

δ3Γ

δM γ(w)δH(a)(z)δψβ(y)

+
δ3Γ

δψα(x)δH(a)(z)δMγ(w)
S−1
γβ (w − y)

)

=

∫
dDzdDw

(
F (a)
αγ (x, z, w)S

−1
γβ (w − y)

+S−1
αγ (x− w)G

(a)
γβ (w, z, y)

)
, (18.98)

where we have defined

F (a)
αγ (x, z, w) =

δ3Γ

δψα(x)δH(a)(z)δMγ (w)
,

G(a)γβ (w, z, y) =
δ3Γ

δMγ(w)δH(a)(z)δψβ(y)
, (18.99)

with all the classical fields set to zero. In momentum space, identity
(18.98) can be written as

∂S−1
αβ (p)

∂φ(a)
= F (a)

αγ (−p, 0, p)S−1
γβ (p) + S−1

αγ (p)G(a)γβ (−p, 0, p).

(18.100)

This is the Nielsen identity for checking the gauge dependence of
the fermion two point function (in momentum space) which we will
use, in the next subsection, to study the gauge dependence of the
pole of the fermion Green’s function.
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18.3.5 Gauge dependence of the pole of the propagator. Let us recall
that the denominator of the fermion Green’s function is given in
terms of the fermion two point function as (see (18.68) and (18.69))

D1 = −
(
C(S−1(p))TC−1

)
S−1(p),

= −S−1(p)
(
C(S−1(p))T C−1

)
(18.101)

D = − 1

2[
D
2
]
Tr
(
S−1(p)C(S−1(p))T C−1

)
. (18.102)

Using (18.100) we now obtain from (18.102)

∂D
∂φ(a)

= − 1

2[
D
2
]
Tr

(
∂S−1(p)

∂φ(a)
C(S−1(p))T C−1

+S−1(p)C
(
∂S−1(p)

∂φ(a)

)T
C−1

)

= − 1

2[
D
2
]
Tr
(
(F (a)S−1(p) + S−1(p)G(a))C(S−1(p))T C−1

+S−1(p)C((S−1(p))T (F (a))T + (G(a))T (S−1(p))T )C−1
)

= − 1

2[
D
2
]
Tr
(
F (a)S−1(p)C(S−1(p))T C−1

+ G(a)C(S−1(p))T C−1S−1(p)

+ S−1(p)C(S−1(p))T C−1C(F (a))TC−1

+C(G(a))T C−1C(S−1(p))T C−1S−1(p)
)

=
1

2[
D
2
]
Tr
(
F (a)D1+ G(a)D1

+D1C(F (a))TC−1 + C(G(a))T C−1D1
)

=
D

2[
D
2
]−1

Tr
(
F (a) + G(a)

)
, (18.103)

where, in addition to the identity (18.101), we have used the cyclicity
of trace as well as the fact that TrMT = TrM for any matrix M .



July 13, 2020 8:54 book-9x6 11845-main page 807

18.3 Gauge independence of the fermion mass 807

Equation (18.103) describes the gauge parameter variation of the
denominator of the Green’s function (propagator) and can be checked
order by order in perturbation theory. The poles of the Green’s
function occur where the denominator vanishes. On the other hand,
we see from (18.103) that the right hand side of the equation is
proportional to a factor of D and, therefore, would appear to vanish
at the pole of the Green’s function,

∂D
∂φ(a)

∣∣∣
D=0

= 0. (18.104)

Correspondingly, we would expect that the poles of the Green’s func-
tion are independent of gauge fixing parameters. Furthermore, since
different classes of gauges correspond to different values of these
gauge fixing parameters (see (18.73)), this would also imply that
the pole locations are the same in different classes of gauges. Note
that, near the pole, the denominator behaves as

D p2→M2
p−−−−−→ Z(p2 −M2

p ), (18.105)

where Mp is the pole mass (physical mass) and Z is a constant re-
lated to the wave function renormalization of the fermion. Equation
(18.105) together with (18.104) imply that

∂Mp

∂φ(a)
= 0. (18.106)

Namely, the physical fermion mass is gauge independent in the com-
plete sense of the word when the theory is well behaved and there
are no infrared divergences or mass singularities. However, we have
to remember that the right hand side of (18.103) involves a factor of
Tr (F + G) in addition to the factor of D (recall from (18.99) that F
and G correspond to 3-point vertex functions). As long as this addi-
tional factor is well behaved, the right hand side of (18.103) would
vanish at the poles of the Green’s function. This will happen in a
renormalizable theory (where ultraviolet divergences are taken care
of by the process of renormalization) if there are no infrared diver-
gences or mass shell singularities. On the other hand, if there are
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infrared divergences or mass shell singularities present in the theory,
such a conclusion will not hold and the mass of the fermion may no
longer be gauge dependent. Infrared divergences are known to be
severe in lower dimensions and we will describe briefly, in the next
subsection, how the fermion mass may become gauge dependent in
such a case.

18.3.6 Infrared divergence and gauge dependence of fermion mass. In
this subsection, we will describe how mass can become gauge de-
pendent when infrared divergences and mass shell singularities are
present. To start with, let us discuss the fermion mass in the Schwinger
model which describes massless QED in 1+1 dimensions. The gauge
invariant Lagrangian density has the form

Linv = −1

4
FµνFµν + iψD/ψ, (18.107)

whereDµ denotes the gauge covariant derivative (andm = 0, fermion
is massless to begin with). In D = 2 + 2ǫ dimensions, the canonical
dimension of various fields and parameters are given by (see (15.81)
where we have used D = n = 4− ǫ)

[Aµ] =
D − 2

2
=

2 + 2ǫ− 2

2
= ǫ,

[ψ] = [ψ] =
D − 1

2
=

2 + 2ǫ− 1

2
=

1

2
+ ǫ,

[e] =
4−D

2
=

4− 2− 2ǫ

2
= 1− ǫ. (18.108)

It is worth pointing out here that we choose a dimension D slightly
larger than 2 as opposed to chapter 15 where we chose D to be
slightly smaller than 4 because there we wanted to regularize the ul-
traviolet divergences while here we are concentrating on the infrared
behaviour. We note from (18.108) that in 1 + 1 dimensions the elec-
tromagnetic coupling has the dimension of a mass (in D dimesnions,

it has the dimensions [m]2−
D
2 where m is an arbitrary mass parame-

ter) and, in dimensional regularization, we can keep this dimension,
in the limit ǫ→ 0, if we define
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e→ eµ−ǫ, (18.109)

with [e] = 1 and µ is the arbitrary mass scale introduced in dimen-
sional regularization (see, for example, (15.82)).

In the covariant gauge in QED, we introduce the gauge fixing
Lagrangian density (see (12.165))

LGF = − 1

2ξ
(∂µAµ)

2, (18.110)

where ξ is the gauge fixing parameter. This gauge fixing induces
a ghost Lagrangian density, Lghost, (see (12.168)) where the ghosts
are free. As a result, they are not relevant in the calculation of
the fermion self-energy which is why we neglect them. The fermion
propagator (with m = 0) and the interaction vertex can be read out
from (15.84) (with µ

ǫ
2 → µ−ǫ). With these, the one loop fermion self-

energy can be calculated and has the value (see also (15.85)-(15.87)
with m = 0, n = D and µǫ → µ−2ǫ)

p pk + p

k

= e2µ−2ǫ

∫
dDk

(2π)D
γµS(k + p)γνGµν(k)

= −e2µ−2ǫ

∫
dDk

(2π)D
γµ(k/ + p/)γν

k2(k + p)2

(
ηµν + (ξ − 1)

kµkν
k2

)

= −e2µ−2ǫ

∫
dDk

(2π)D
1

k2(k + p)2

×
[
(2−D)(k/+ p/)− (ξ − 1)

(
p/+

p2k/

k2

)]
, (18.111)

where we have used the Dirac algebra in D dimensions and set to
zero a term that vanishes by anti-symmetry. Let us next note that,
under k ↔ −(k + p), we obtain
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∫
dDk

(2π)D
k/

k2(k + p)2
= −

∫
dDk

(2π)D
(k/ + p/)

k2(k + p)2

= −p/
2

∫
dDk

(2π)D
1

k2(k + p)2
, (18.112)

so that the self-energy in (18.111) takes the form

−iΣ(p) = −e2µ−2ǫ

∫
dDk

(2π)D

[
((1− D

2 )− (ξ − 1))p/

k2(k + p)2

−(ξ − 1)p2
k/

(k2)2(k + p)2

]
. (18.113)

We can combine the denominators and use the values of the D-
dimensional integrals from (15.71) and (15.72) to obtain, for D =
2 + 2ǫ,

∫
dDk

(2π)D
1

k2(k + p)2
=

i

(4π)
D
2

Γ(2− D
2 )

(−p2)2−D
2

(Γ(D2 − 1))2

Γ(D − 2)

D=2+2ǫ−−−−−→ − i

2πp2

(
1

ǫ
+ ln

(−p2)
4π

+ γ

)

∫
dDk

(2π)D
kµ

(k2)2(k + p)2
=

ipµ

(4π)
D
2

Γ(3− D
2 )

(−p2)3−D
2

(Γ(D2 − 1))2

Γ(D − 2)

D=2+2ǫ−−−−−→ ipµ
2π(p2)2

(
1

ǫ
+ ln

(−p2)
4π

+ (γ − 1)

)
, (18.114)

where γ denotes Euler’s constant. Using these results in (18.113), we
obtain the self-energy to be

−iΣ(p) = ie2µ−2ǫp/

2πp2

[
(−ǫ− (ξ − 1))

(
1

ǫ
+ ln

(−p2)
4π

+ γ

)

+(ξ − 1)

(
1

ǫ
+ ln

(−p2)
4π

+ (γ − 1)

)]

=
ie2µ−2ǫp/

2πp2
(−1− (ξ − 1)) = − iξe

2

2π

p/

p2
. (18.115)
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Here we have set ǫ = 0 in the last step since the quantity multiplying
this is finite (has no 1

ǫ term). There are a couple of things to note
from this result. This is consistent with the representation (18.52)

with A = 0 and B = ξe2

2πp2
. The self-energy manifestly depends on

the gauge fixing parameter ξ and that it diverges as p2 → 0. We can
now define the Green’s function for the fermion at one loop which is
given by (see, for example, (18.46) with m = 0)

S(p) =
1

p/− Σ(p)
=

1

p/− ξe2p/
2πp2

=
p/

p2 − ξe2

2π

, (18.116)

which shows that the Green’s function (propagator) has a pole with
a pole mass given by

(m(c)
p )2 =

ξe2

2π
, (18.117)

and it is gauge parameter dependent.
Let us next carry out the fermion pole mass calculation (up to

one loop) in the Schwinger model in an inhomogeneous non-covariant
gauge (see (18.70) with α = 0) given by the gauge fixing Lagrangian
density (18.71) with

Λµ(∂) = β
n · ∂
n2

nµ, n2 6= 0. (18.118)

There are two main reasons for doing this, namely, it would explain
how calculations in non-covariant gauges are carried out and it will
also clarify how the pole mass is determined when an extra structure
is present. There is, of course, also the curiousity to know whether
such a calculation would result in a mass of the form given in (18.117).

We note that nµ denotes a fixed direction in space-time and, in
two dimensions, the vector perpendicular to it is given by nµT = ǫµνnν
(n · nT = 0, n2T = −n2) where ǫµν is the Levi-Civita tensor in two
dimensions. The two vectors, (nµ, nµT ), can be taken to define a set
of complete basis vectors in the two dimensional space-time and any
two dimensional vector can be expanded in this basis as

Aµ =
1

n2
((n ·A)nµ − (nT ·A)nµT ), (18.119)
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where the relative negative sign between the two terms arises due to
the fact that n2T = −n2. For example, any momentum vector can be
decomposed as

kµ =
1

n2
((n · k)nµ − (nT · k)nµT ) =

1

n2
(ωkn

µ − k′nµT ), (18.120)

where we have identified ωk = n · k, k′ = nT · k. As a result, we note
that k2 = 1

n2 (ω
2
k − (k′)2). The two dimensional Dirac matrices can

also be decomposed in this basis as

γµ =
1

n2
((n · γ)nµ − (nT · γ)nµT )

= (nµ + γ5n
µ
T )

(n · γ)
n2

, n2 6= 0, (18.121)

where we have used the two dimensional gamma matrix identity
γ5γ

µ = ǫµνγν . As a result of (18.121), we can write

k/ = kµγ
µ = (ωk + γ5k

′)
n · γ
n2

, (18.122)

which is useful in the calculations below.
The photon Green’s function, in this inhomogeneous gauge, is

already derived in (18.60) (see the first relation with the identification
ξ = 1

β2 as given in (18.73)). It follows from this structure that

nµGµν(k)n
ν = − 1

β2
(n2)2

(n · k)2 = − 1

β2
(n2)2

ω2
k

,

nµGµν(k)n
ν
T = − 1

β2
(n2)2

(n · k)2
nT · k
n · k = − 1

β2
(n2)2

ω2
k

k′

ωk

= nµTGµν(p)n
ν ,

nµTGµν(p)n
ν
T =

(n2)2

(n · k)2 −
1

β2
(n2)2

(n · k)2
(nT · k)2
(n · k)2

=
(n2)2

ω2
k

(
1− 1

β2
(k′)2

ω2
k

)
. (18.123)
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Using all the identities (18.119)-(18.123), the fermion self-energy in
the Schwinger model (see the graph in (18.111)) can be calculated in
the inhomogeneous non-covariant gauge described by (18.118). We
note that if we change the variable of integration from kµ to (ωk, k

′),
the measure changes as

∫
d2k →

∫
dωkdk

′ 1

|n2| = sgn(n2)

∫
dωkdk

′ 1

n2
, (18.124)

so that the fermion self-energy takes the form

−iΣ(p) = −e
2(n · γ) sgn(n2)

(2π)2

∫
dωkdk

′ 1

n2

× 1

ω2
k

ωk + ωp + γ5(k
′ + p′)

1
n2 ((ωk + ωp)2 − (k′ + p′)2) + iǫ

×
[
1− 1

β2

(
1 +

(k′)2

ω2
k

− 2γ5
k′

ωk

)]

= −e
2(n · γ) sgn(n2)

(2π)2

∫
dωkdk

′

× 1

ω2
k

ωk + ωp + γ5(k
′ + p′)

((ωk + ωp)2 − (k′ + p′)2) + iǫ sgn(n2)

×
[
1− 1

β2

(
1 +

(k′)2

ω2
k

− 2γ5
k′

ωk

)]
. (18.125)

Here we have put back the Feynman prescription in the fermion
propagator.

The k′ integral can be carried out using the method of residues
and then the ωk integration is easily done since it involves only the
delta function or derivatives of the delta function and the final result,
for the self-energy, has the form (see (18.62) for the definitions of pL
and p/L)

Σ(p) = − e
2

2π

p/L
p2L

+
e2

3πβ2p2L

(
p/− p2

2p2L
p/L

)

=
e2

3πβ2p2L
p/− e2

2πp2L

(
1 +

p2

3β2p2L

)
p/L. (18.126)
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This can be compared with the general form of the self-energy (in a
non-covariant gauge) in the presence of an additional structure nµ

given in (18.61) and it follows that, in the case of the Schwinger
model, we have (we had already pointed out in the paragraph fol-
lowing (18.62) that the coefficient D vanishes by charge conjugation
symmetry, this result demonstrates that)

A = 0, B =
e2

3πβp2L
, C = − e2

2πp2L

(
1 +

p2

3β2p2L

)
,D = 0. (18.127)

The fermion two point function, at one loop, is given by

S−1(p) = p/− Σ(p) = (1−B)p/− Cp/L, (18.128)

which leads to the one loop fermion Green’s function

S(p) =
(1−B)p/− Cp/L

(1−B)2p2 + (C2 − 2(1 −B)C)p2L
. (18.129)

The pole of the Green’s function will occur at the zeros of the de-
nominator which leads to

p2 = −(C2 − 2(1−B)C)p2L
(1−B)2

, (18.130)

and this shows that a pole mass, in general, can not be defined in a
non-covariant gauge (unless the pL dependence on the right hand side
of (18.130) drops out). However, in the present case, let us note that
both B and C are of order e2 so that we can restrict (18.130) to linear
terms in these parameters for one loop results which determines the
pole mass up to one loop, namely,

(m(nc)
p )2 ≃ −(1− 2B)−1(−2Cp2L)

∣∣
p2=(m

(nc)
p )2

≃ −(1 + 2B)(−2Cp2L)
∣∣
p2=(m

(nc)
p )2

≃ 2Cp2L
∣∣
p2=(m

(nc)
p )2

= −e
2

π
− e2

π

(m
(nc)
p )2

3β2p2L
. (18.131)
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The second term on the right hand side of (18.131) seems trouble-
some since it involves the longitudinal momentum pL. However, note
that since this term is already of one loop order (∼ e2), the only

way this term can contribute at one loop is if m
(nc)
p has a tree level

contribution which is not there (the Schwinger model has massless
fermions at the tree level) and, therefore, the second term can be
neglected in the perturbative region e2 ≪ p2L (this term is at least of
two loop order) and, up to one loop, the pole mass in the generalized
non-covariant gauge is determined to be

(m(nc)
p )2 = −e

2

π
. (18.132)

There are several things to note from the pole mass in the gener-
alized non-covariant gauge in (18.132). First of all, it is independent
of the gauge fixing parameters β and nµ which may suggest that it
is gauge independent. However, that is incorrect because it does not
coincide with the covariant gauge calculation of the pole mass given
in (18.117), which depends on the gauge fixing parameter ξ, unless
ξ = −2. Therefore, the fermion mass in the Schwinger model is gauge
dependent. Moreover, note from (18.132) that the pole mass in the
generalized non-covariant gauge is, in fact, imaginary and is, con-
sequently, unphysical. The reason behind all of this lies in the fact
that, in 1 + 1 dimensions, the Coulomb potential is logarithmically
divergent (at large distances) leading to a confinement of massless
charged fermions. (Another way of saying this is that for D ≤ 3, the
infrared divergence and mass singularities are severe.) There do not
exist asymptotic free fermion states in the theory. This violation of
gauge invariance in the pole mass of the Schwinger model can also
be seen by examining the Nielsen identity (18.104) where the ver-
tices F ,G become infared singular or develop mass singularities at
the pole disallowing a Taylor expansion.

Without going into technical details, we conclude this chapter by
making a few comments on the one loop fermion mass in the massive
Schwinger model in 1 + 1 dimensions. As we know, the massive
Schwinger model is more singular than the Schwinger model. For
example, the leading divergence in the one loop fermion self-energy
in the massive Schwinger model in the covariant gauge is given by3

3See, A. Das, J. Frenkel and C. Schubert, Physics Letters B 720, 414 (2013).
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Σ
(1)
L (p) =

e2

4π
(1 + ξ)

m

m2 − p2
1

ǫ
. (18.133)

The leading divergence, not only has an infrared divergence as ǫ→ 0,
it also has a mass shell singularity as p2 → m2. It is also dependent
on the gauge fixing parameter ξ (and vanishes only for ξ = −1 at
one loop). Of course, as m → 0, this term vanishes so that the
Schwinger model does not have such a term. (We can sum up all
the loop corrections to the fermion self-energy in this model in an
approximation known as the rainbow approximation and the leading
divergences cancel. However, that does not say anything about the
subleading divergences which are harder to calculate.) As a result,
it is impossible to extract a finite correction to the pole mass at one
loop in the covariant gauge. On the other hand, we can carry out a
calculation similar to the one presented above ((18.118)-(18.132)) in
the generalized non-covariant gauge at one loop. The self-energy is
well behaved and leads to a pole mass

(m(nc)
p )2 = m2 − e2

π
, (18.134)

which is gauge parameter independent and reduces to (18.132) when
m = 0. However, for reasons alluded to earlier, it can not be thought
of as gauge independent (physical).
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Chapter 19

Basics of global supersymmetry

Supersymmetry is a beautiful symmetry which has come to play a
fundamental role in many areas of physics such as particle physics,
nuclear physics, condensed matter physics, supergravity and super-
string theories. While conventional symmetries, as we have already
seen, transform bosons into bosons and fermions into fermions, super-
symmetry transforms bosons into fermions and vice versa (recall, for
example, the BRST symmetry discussed in section 13.1, in particu-
lar, see equations (13.4) and (13.13)). In this sense it can be thought
of as the ultimate form of unification of particles. While there is no
direct experimental evidence for supersymmetry yet, the powerful
techniques of supersymmetry have already been used to derive sev-
eral important results in various areas of physics. In this chapter, we
will systematically study the basic ideas behind supersymmetry and
the structures underlying simple supersymmetric theories restricting
ourselves only to global (and not local) supersymmetry.

19.1 Graded Lie algebras

We have seen in chapters 4 and 12 that conventional continuous sym-
metries are described by infinitesimal transformations generated by
generators of Lie algebras. The generators satisfy a system of closed
algebraic commutation relations. Furthermore, in chapter 11, we
briefly mentioned (see the end of section 11.4) that CPT invariance
leads to the spin-statistics theorem which says that (under certain
conditions) bosonic fields (operators) satisfy commutation relations
while fermionic fields (operators) satisfy anti-commutation relations.
With that in mind, we can think of an infinitesimal conventional

819
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continuous symmetry as being generated by bosonic generators of a
Lie algebra which satisfy commutation relations.

On the other hand, the underlying symmetry algebra, in the
case of supersymmetry, is a graded Lie algebra whose generators are
both bosonic and fermionic. As a consequence, some of the defin-
ing algebraic relations of the graded Lie algebra involve commuta-
tion relations while some others involve anti-commutation relations.
(As a side remark, we note here that the relevant algebraic rela-
tion for two operators A and B is given by AB − (−1)g(A)g(B)BA =
−(−1)g(A)g(B)(BA−(−1)g(A)g(B)AB) where g(O) denotes the Grass-
mann parity of the operator O and takes values g(O) = 0, 1, it is 0 for
a bosonic operator while it has the value 1 for a fermionic operator.)
For example, the general structure of such a graded Lie algebra will
have the form

[B1, B2] = B1B2 −B2B1 = −[B2, B1] = B3,

[B1, F2] = B1F2 − F2B1 = −[F2, B1] = F3,

[F1, F2]+ = F1F2 + F2F1 = [F2, F1]+ = B4. (19.1)

Such an algebra is known as a Z2 graded Lie algebra which is what
we will be concerned with in our discussions in this chapter. (Bosonic
operators are known as the even elements of the algebra while the
fermionic operators are called the odd elements of the algebra.) In
fact, we have already seen such algebraic structures when we dis-
cussed the BRST symmetry in chapter 13. We had noted that, after
gauge fixing and the introduction of the ghost Lagrangian density,
the theory develops the BRST symmetry generated by the fermionic
charge QBRST as well as the ghost (scaling) symmetry generated
by the bosonic charge Qc and they satisfy the graded algebra (see
(13.38))

[Qc, Qc] = 0,

[Qc, QBRST] = iQBRST = −[QBRST, Qc],

[QBRST, QBRST]+ = 0. (19.2)

In a similar manner, let us note that a time translation invariant
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(bosonic) quantum mechanical theory is described by the symmetry
algebra

[H,H] = 0, (19.3)

whereH denotes the Hamiltonian of the system (and which generates
infinitesimal time translation). A simple grading can be introduced
into this algebra if we have a (complex) fermionic symmetry gen-
erator Q (supersymmetry generator or supersymmetry charge) such
that

[H,H] = 0,

[Q,H] = 0 = [Q†,H],

[Q,Q†]+ = H, Q2 = (Q†)2 = 0. (19.4)

Here the second relation simply reflects the fact that, since Q and Q†

correspond to conserved generators of a fermionic symmetry (super-
symmetry) in the system, they must commute with the Hamiltonian
of the system. Supersymmetric quantum mechanics provides a real-
ization of the graded algebra (19.4) and contains both bosonic and
fermionic variables in the theory. We will study such a theory and
its properties in the next section. Here we only note a very impor-
tant property of such a theory which follows from the algebra (19.4).
Namely, in any given state |Ψ〉, in such a theory, we have

〈Ψ|QQ† +Q†Q|Ψ〉 = 〈Ψ|H|Ψ〉,

or, 〈Ψ|H|Ψ〉 = |Q|Ψ〉|2 + |Q†|Ψ〉|2 ≥ 0, (19.5)

so that all the energy eigenstates of such a theory have positive energy
except for the ground (vacuum) state which has vanishing energy if

Q|Ψ0〉 = 0 = Q†|Ψ0〉, (19.6)

namely, only if supersymmetry is unbroken. (We note here that,
since Q is a complex operator and the graded Lie algebra in (19.4)
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is invariant under a phase transformation of the fermionic operators,
we can trivially enlarge the algebra by adding a bosonic generator
generating the phase transformation. However, we do not go into this
for simplicity as well as for keeping our focus on essential concepts.)

The algebra (19.5) can, in general, be given a 2 × 2 matrix rep-
resentation in the following way,

Q =

(
0 A†

0 0

)
, Q† =

(
0 0

A 0

)
,

H = QQ† +Q†Q =

(
H− 0

0 H+

)
=

(
A†A 0

0 AA†

)
. (19.7)

Furthermore, the energy eigenstates have the forms

|Ψn〉 =
(
ψn

ψ̃n

)
, (19.8)

with the ground state given by

|Ψ0〉 =
(
ψ0

0

)
, Aψ0 = 0. (19.9)

The pair of Hamiltonians, H±, are known as supersymmetric partner
Hamiltonians which are almost isospectral. Namely, they share all
the energy levels except for the ground state of H−.

When we go beyond nonrelativistic quantum mechanics to rel-
ativistic quantum field theories, as we have seen in chapter 4, the
underlying symmetry algebra is the Poincaré algebra given by (see
(4.38) with Pµ → iPµ and Mµν → iMµν)

[Pµ, Pν ] = 0,

[Pµ,Mνλ] = i(ηµνPλ − ηµλPν), (19.10)

[Mµν ,Mλρ] = −i(ηµλMνρ + ηνρMµλ − ηµρMνλ − ηνλMµρ).
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We can grade this bosonic algebra by introducing some fermionic
generators. The basic fermions, as we have learned in chapter 4,
are the two component Weyl spinors (belonging to the (0, 12) or the
(12 , 0) representations of the Lorentz algebra) or the four component
Majorana spinors (which are self charge conjugate and, therefore,
effectively have two independent components). Let us assume that
Qα, α = 1, 2, 3, 4 is a conserved fermionic generator which is a Majo-
rana spinor. The bosonic algebra (19.10) can be graded in a simple
manner with Qα by adding to (19.10) the algebraic relations

[Pµ, Qα] = 0,

[Mµν , Qα] = −
1

2
(σµν)αβ Qβ,

[
Qα, Qβ

]
+
= (γµ)αβ Pµ, (19.11)

where σµν is defined in (2.98) in terms of the Dirac matrices γµ. Here
the first relation reflects the fact that Qα’s are conserved generators
and, therefore, space-time coordinate independent (which is why they
commute with the generators of translation). The second relation
signifies that, since Qα represents a Majorana spinor, under a Lorentz
transformation, it transforms as a spinor. The third relation follows
from the (super) Jacobi identity and can be compared with the last
relation in (19.4). (In general, the last relation in (19.11) can be
written as [Qα, Qβ ]+ = (γµC)αβPµ = (γµC)βαPµ where C denotes
the charge conjugation matrix and reduces to the last relation above
for Majorana spinors with ηQ = −1.) We note here that, unlike the
case of supersymmetric quantum mechanics (19.4), here the spinor

Q is a Majorana spinor satisfying Q = ηQCQ
T
which does not allow

a constant phase transformation. However, a chiral transformation
of the form

Q→ e−iθγ5Q, Q→ Qe−iθγ5 , (19.12)

is compatible with the Majorana condition. Furthermore, this chi-
ral transformation is an invariance of the supersymmetry algebra
in (19.10) and (19.11). In particular, we note that, under a chiral
transformation given in (19.12),
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[Qα, Qβ ]+ → [(e−iθγ5Q)α, (Qe
−iθγ5)β]+

= (e−iθγ5)αγ [Qγ , Qδ]+(e
−iθγ5)δβ

= (e−iθγ5)αγ(γ
µ)γδ(e

−iθγ5)δβPµ

= (γµ)αβPµ = [Qα, Qβ]+, (19.13)

where we have used the fact that γ5 anticommutes with γµ. There-
fore, we can include the (infinitesimal) generator of the chiral trans-
formation, R, and enlarge the graded algebra by adding the commu-
tation relations

[Q,R] = −iγ5Q, [Q,R] = −iQγ5, [R,R] = 0. (19.14)

However, we do not go into these technical details in this discussion.
Furthermore, all of this discussion can be easily carried out in the
Weyl basis of spinors labelled by the dotted and the undotted indices
corresponding to the two irreducible two dimensional representations
of the Lorentz group corresponding to the (0, 12) and (12 , 0) represen-
tations (see, for example, section 4.2 and, in particular, equations
(4.58) and (4.59)). This is easily done by recalling from (A.13) and
(A.15) that a Majorana spinor Q can be written as the sum QL+Q

c
L

or as QR +QcR. The dotted and undotted spinor basis is very useful
in constructing supersymmetric theories in the superspace which is
an enlarged space-time which includes Grassmann (fermionic) coor-
dinates as well and we will discuss this at the end of this chapter.
However, our basic discussions will be restricted to component field
theories on usual space-time except in the last section of this chapter
19.4.

So far, we have considered only a single fermionic Majorana
spinor generator Qα and the corresponding graded Lie algebra is
known as a simple supersymmetry algebra. However, if there is an
internal symmetry, generated by the bosonic generator T a (as in the
case of Yang-Mills theories), and the fermionic charges belong to a
representation of the symmetry algebra as Qiα, i = 1, 2, · · · , N , the
corresponding graded Lie algebra is known as an N -extended super-
symmetry algebra where (19.11) now enlarges to
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[T a, T b] = ifabcT c,

[Pµ, T
a] = 0 = [Mµν , T

a],

[Pµ, Q
i
α] = 0,

[Mµν , Q
i
α] = −

1

2
(σµν)αβQ

i
β,

[Qiα, T
a] = −(ta)ijQjα − i(t̃a)ij(γ5)αβQjβ,

[Qiα, Q
j
β ]+ = δij(γ

µ)αβPµ + δαβU
ij + (γ5)αβV

ij , (19.15)

where ta and t̃a, in the fifth line, are Hermitian matrices in the rep-
resentations of the fermion under the symmetry group correspond-
ing to scale and chiral transformations of a Majorana spinor. The
first relation in (19.15) simply describes the Lie algebra of the in-
ternal symmetry group with fabc denoting the structure constants
of the group. The two relations in the second line reflect the fact
that, since T a’s generate internal symmetries, they must commute
with the generators of space-time symmetries Pµ,Mµν . The third
relation (line) expresses the fact that since Qiα is conserved (it is a
constant independent of space-time coordinates), it must commute
with translations. The fourth relation shows that Qiα behaves like a
spinor under a Lorentz transformation. The last relation in (19.15)
implies that, in an extended supersymmetry algebra, the anticom-
mutation relation for the fermionic charges can, in principle, involve
new bosonic charges U ij , V ij . The graded algebra in (19.15) is known
as the N -extended super Poincaré algebra. Super Jacobi identities,
on the other hand, require that these new generators U ij , V ij have
to commute with all the generators of the algebra, namely,

[U ij, anything] = 0 = [V ij , anything]. (19.16)

Such generators are known as central charges and, when present in a
graded Lie algebra (or theory), they lead to interesting and powerful
bounds on the spectrum of states.

19.1.1 Representations. In section 4.3, we have seen that the Poincaré
algebra has two quadratic Casimir operators, namely, P 2 = PµP

µ

and W 2 = WµW
µ where the Pauli-Lubanski operator is defined by
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(see (4.82)), W µ = 1
2ǫ
µνλρPνMλρ. The representations of the al-

gebra, for a massive particle of mass m and spin s, are labelled
by (m, s) where the eigenvalues of the Casimir operators are given
by (see (4.96) and (4.105)) p2 = m2, w2 = −m2s(s + 1). For a
massless particle, on the other hand, the representations are labelled
by the momentum (which for motion along the z-axis has the form
pµ = (p, 0, 0, p), p > 0) and the helicity of the particle. However,
since the commutator of Qiα with Mµν gives back Qiα (see (19.15))
while Qiα commutes with Pµ, it will commute with P 2 but will nei-
ther commute with Wµ nor with W 2. In fact, let us note that the
Dirac matrices satisfy the identity (see, for example, (19.113) with
λ↔ ρ)

ǫµνλργ5γλ = i(ηµνγρ − ηµργν − ηνργµ + γµγργν), (19.17)

which leads to

ǫµνλργ5σλρ = −2iσµν ,

or, ǫµνλρσλρ = −2iγ5σµν . (19.18)

Using (19.15) and (19.18) we obtain

[Qiα,Wµ] =
1

2
ǫµνλρP

ν [Qiα,M
λρ]

=
1

4
P νǫµνλρ(σ

λρ)αβQ
i
β = − i

2
P ν(γ5σµν)

i
αβ . (19.19)

As a result, although P 2 continues to be a Casimir operator, W 2

will no longer be a Casimir operator of the graded Poincaré algebra.
This implies, for example, that for a massive representation, the
representations are no longer characterized by a unique mass and a
unique spin. Rather, for the same mass, a representation can contain
different spins (or helicities).

We note that we can construct a second Casimir operator of the
graded Poincaré algebra in the following way. Using (19.15) and
(19.18) (as well as the gamma matrix algebra), it is easy to show
that
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[Qiα, Q
j
γ5γµQ

j ] = −2(γ5(ηµν + iσµν)Q
i)αP

ν . (19.20)

Therefore, it is clear that if we define

Bµ =Wµ −
1

4
Q
i
γ5γµQ

i,

Cµν = BµPν −BνPµ = −Cνµ, (19.21)

then, we would have

[Qiα, Bµ] =
1

2
(γ5Q

i)αPµ, (19.22)

leading to

[Qiα, Cµν ] =
1

2
(γ5Q

i)α(PµPν − PνPµ) = 0. (19.23)

Therefore, C2 = CµνC
µν is the second Casimir operator of the super

Poincaré algebra ([Qiα, C
2] = 0) and is the analog of W 2. We can

study the representations of the algebra with the help of these two
Casimir operators. However, for the purposes of our discussion, it
is sufficient only to recognize that the representation will contain
different spins (or helicities) with the same mass.

Note that, since Qiα is a fermionic operator, acting on a bosonic
state it will take it to a fermionic state and vice versa,

Qiα|Bj
1〉 = |F ij1 〉, Qiα|F j2 〉 = |Bij

2 〉. (19.24)

Therefore, a representation will contain both bosonic and fermionic
states. Under a symmetry transformation involving the fermionic
generators Qiα, these states will get mixed up which is why super-
symmetry is sometimes also called the ultimate unifying symmetry.
(To contrast, recall that a representation of a Lie algebra contains
either bosonic or fermionic states.) The construction of the actual
spectrum of states can actually be carried out much along the lines
of chapter 4 by the method of induced representations. For exam-
ple, suppose we have a massless one particle state with motion along
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the z-axis which can be written as the vector (p, 0, 0, p), p > 0. It is
clear, therefore, that the angular momentum operator J3 measures
the helicity of the state. We recall that the 12 component of Mµν is
related to J3 as

M12 = ǫ k
12 Jk = −J3, (19.25)

and note from (2.99) that

σ12 =

(
σ3 0

0 σ3

)
. (19.26)

From equation (19.15), these relations lead to

[Qiα,M12] = [Qiα,−J3] =
1

2

(
σ3 0

0 σ3

)

αβ

Qiβ, (19.27)

which implies that Qi1 and Qi2 satisfy the commutation relations

[Qi1, J3] = −
1

2
Qi1, [Qi2, J3] =

1

2
Qi2. (19.28)

Therefore, we can think of Qi1 and Qi2 as the helicity raising and
lowering operator respectively. Namely, acting on a state of helicity
λ, we have (from (19.28))

J3Q
j
1|λ, i〉 = Qj1(J3 +

1

2
)|λ, i〉 = (λ+

1

2
)Qj1|λ, i〉,

J3Q
j
2|λ, i〉 = Qj2(J3 −

1

2
)|λ, i〉 = (λ− 1

2
)Qj2|λ, i〉, (19.29)

so that we can identify Qj1|λ, i〉 ∼ |λ+ 1
2 , ij〉 and Q

j
2|λ, i〉 ∼ |λ− 1

2 , ij〉.
We see that Qi1 and Qi2 raise or lower the helicity of a state by 1

2 ,
namely, they take a bosonic state to a fermionic state and vice versa

(see (19.24)).
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Specifically, let us consider N -extended supersymmetry so that
i = 1, 2, · · · , N , and a maximum helicity state |λmax〉 which we as-
sume to be a singlet state under the action of the internal sym-
metry group SO(N) (being the maximum helicity state, it satisfies
Qi1|λmax〉 = 0). Then, Qi2|λmax〉 ∼ |λmax − 1

2 , i〉 and the multiplicity
of such states will be NC1 = N . Similarly, applying the helicity low-
ering operator twice, we obtain Qi2Q

j
2|λmax〉 ∼ |λmax− 1, ij〉 and the

multiplicity of such states will be NC2 = N(N−1)
2 . (The states will

be antisymmetric in the internal ij indices.) This series of states will
terminate when we have applied all the N helicity lowering opera-
tors (recall that Qi1 and Qi2 are nilpotent fermionic operators) and
the lowest helicity state in the series would be a singlet state with a
helicity λmin = λmax − N

2 . This is represented in the table below in
(19.30).

state helicity multiplicity

|λmax〉 λmax 1

Qi2|λmax〉 λmax − 1
2

NC1

Qi2Q
j
2|λmax〉 λmax − 1 NC2

...
...

...

Qi12 · · ·Q
iN−2

2 |λmax〉 λmax − N−2
2

NCN−2 =
NC2

Qi12 · · ·Q
iN−1

2 |λmax〉 λmax − N−1
2

NCN−1 =
NC1

Qi12 · · ·QiN2 |λmax〉 λmax − N
2 1

(19.30)

If λmin = −λmax (equivalently, λmax = N
4 since everytime Qi2 is ap-

plied, it lowers helicity by 1
2), then such a representation is known

as a CPT self-conjugate representation (remember from chapter 11
that the helicity changes sign under the combined operation of CPT )
and a meaningful quantum field theory can be realized with such a
representation. On the other hand, if the representation is not CPT
self-conjugate, one can add to these states the CPT conjugate states
by starting from the state with helicity −λmax and building up higher
helicity states by applying the raising operators Qi1 which can then
be used to define a meaningful quantum field theory. For exam-
ple, with λmax = 1 and N = 4, we will have a CPT self-conjugate
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representation which corresponds to the SO(4) extended supersym-
metric Yang-Mills multiplet. This is the largest supersymmetric mat-
ter multiplet that we can have. On the other hand, with λmax = 2
and N = 8, the CPT self-conjugate representation corresponds to
the SO(8) extended supergravity multiplet. This is the largest su-
persymmetric multiplet that we can have with gravity. Finally, we
note that if we have simple supersymmetry (N = 1), then the super-
symmetric multiplet will simply consist of states (λ, λ − 1

2 ). Equiv-
alently, such theories would consist of particles (fields) with spins
(s, s − 1

2 ). For example, (12 , 0), (1,
1
2), (

3
2 , 1) and (2, 32 ) correspond

to multiplets with simple supersymmetry and, as is clear from the
multiplet structure, they involve bosons and fermions which trans-
form into each other under a supersymmetry transformation leading
to the ultimate form of unification.

We conclude this section by noting that the representations for
massive particles can also be constructed by the method of induced
representations discussed in chapter 4 by working in the rest frame
of the particles and they lead to the conclusion that the supersym-
metric multiplets contain states of same mass (remember that P 2 is
a Casimir operator) with adjacent spins as discussed above.

In what follows, we will describe various examples of (globally)
supersymmetric theories and their properties. The simplest super-
symmetric theory to consider is supersymmetric quantum mechanics
which can be thought of as a nonrelativistic 0 + 1 dimensional field
theory. After describing this theory and its properties in some detail,
we will move on to relativistic field theories.

19.2 Supersymmetric quantum mechanics

The Lagrangian for supersymmetric quantum mechanics consists of
two (Hermitian) bosonic field variables x(t) and F (t) as well as the
fermionic fields ψ(t) and ψ̄(t) = ψ†(t). The fields, in general, can
have an internal symmetry index i which we ignore for simplicity.
The Lagrangian for the theory has the form

L =
1

2
(ẋ2 + F 2) +

i

2
(ψ̄ψ̇ − ˙̄ψψ)

+ FW (x)− 1

2
(ψ̄ψ − ψψ̄)W ′(x), (19.31)
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where W ′(x) = ∂W (x)
∂x , and leads to the action

S =

∫
dt L. (19.32)

The Lagrangian in (19.31) is manifestly Hermitian and the function
W (x) is known as the superpotential which is related to the potential
V (x) as

W (x) =
∂V (x)

∂x
= V ′(x), (19.33)

and it is the superpotential that plays a fundamental role in su-
persymmetric theories. For example, if W (x) = x, it follows that
the potential V (x) = 1

2x
2 which is the harmonic oscillator potential

(with m = 1 = ω) and, in this case, the Lagrangian describes the
supersymmetric harmonic oscillator. The field F has no dynamics
and, therefore, is known as an auxiliary field which can be eliminated
through its equation of motion F = −W (x) leading to

L =
1

2
(ẋ2 −W 2(x)) +

i

2
(ψ̄ψ̇ − ˙̄ψψ)− 1

2
(ψ̄ψ − ψψ̄)W ′(x). (19.34)

We will comment more on the Lagrangian (19.34) later, but for the
moment, let us only point out that auxiliary fields are pervasive in
supersymmetric theories and are very important.

Classically, ψ, ψ̄ are anti-commuting Grassmann variables and
satisfy

ψψ̄ + ψ̄ψ = 0, ψ2 = 0 = ψ̄2. (19.35)

To quantize the theory, we note that the nontrivial canonical conju-
gate momenta follow from (19.31) (or (19.34)) to be (remember our
convention of left derivatives for fermions)

p =
∂L

∂ẋ
= ẋ, Π =

∂L

∂ ˙̄ψ
= − i

2
ψ, Π̄ =

∂L

∂ψ̇
= − i

2
ψ̄. (19.36)
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We see that the fermion momenta are constrained. Following the
Dirac method for constrained systems discussed in chapter 10 (see,
in particular, section 10.5), the nontrivial equal time canonical (anti)
commutation relations, which are obtained from the Dirac brackets,
follow to be (~ = 1)

[x, p] = i, [ψ, ψ̄]+ = 1. (19.37)

The classical Lagrangian (19.34) leads to the equations of motion

ẍ+W (x)W ′(x) +
1

2
(ψ̄ψ − ψψ̄)W ′′(x) = 0,

iψ̇ −W ′(x)ψ = 0 = i ˙̄ψ +W ′(x)ψ̄, (19.38)

which we record here for later use. We can check that the Lagrangian
(19.34) changes by a total derivative under the global fermionic trans-
formations

δx =
1√
2
ψ̄ǫ, δψ = − ǫ√

2
(iẋ+W (x)) , δψ̄ = 0, (19.39)

where ǫ is a constant anti-commuting parameter of transformation
(since ǫ2 = 0 it is redundant to say infinitesimal transformation here).
In fact, we note that

δL = ẋδẋ−W (x)W ′(x)δx +
i

2
ψ̄δψ̇ − i

2
˙̄ψδψ − 1

2
ψ̄δψW ′(x)

+
1

2
δψψ̄W ′(x)− 1

2
(ψ̄ψ − ψψ̄)W ′′(x)δx. (19.40)

Here we have used the fact that δψ̄ = 0 from (19.39). Furthermore,
since δx gives a factor of ψ̄ and ψ̄2 = 0, the last term in (19.40)
vanishes classically. The rest of the terms rearrange to give (without
the use of equations of motion)

δL =
1

2
√
2
(ẋ ˙̄ψǫ+ ẍψ̄ǫ) +

i

2
√
2
(W (x) ˙̄ψǫ+ Ẇ (x)ψ̄ǫ)

=
1

2
√
2

d

dt

(
(ẋ+ iW (x))ψ̄ǫ

)
=

dK̄

dt
. (19.41)
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As a result, the action is invariant and (19.39) defines a fermionic
symmetry of the system described by (19.34). The conserved charge
associated with this global fermionic symmetry can be calculated us-
ing the Nöther’s procedure described in section 6.1 (see in particular,
(6.13)). We note that, under the transformations (19.39), we have
(we use left derivatives for fermions)

δx
∂L

∂ẋ
+ δψ

∂L

∂ψ̇
+ δψ̄

∂L

∂ ˙̄ψ
=

3

2
√
2
ẋψ̄ǫ− i

2
√
2
W (x)ψ̄ǫ, (19.42)

so that, using (19.41), we obtain

δx
∂L

∂ẋ
+ δψ

∂L

∂ψ̇
+ δψ̄

∂L

∂ ˙̄ψ
− K̄

=
1√
2
(ẋ− iW (x))ψ̄ǫ = Q̄ǫ, (19.43)

where the supersymmetry charge Q̄ has the form (in momentum
space)

Q̄ =
1√
2
(ẋ− iW (x))ψ̄ =

1√
2
(p− iW (x))ψ̄. (19.44)

This charge is conserved when we use the equations of motion (19.38),
namely,

dQ̄

dt
=

1√
2

(
(ẍ− iW ′(x)ẋ)ψ̄ + (ẋ− iW (x)) ˙̄ψ

)

=
1√
2

(
(ẍ− iW ′(x)ẋ)ψ̄ + (ẋ− iW (x))(iW ′(x)ψ̄)

)

=
1√
2

(
ẍ+W (x)W ′(x)

)
ψ̄ = 0, (19.45)

when we use the bosonic equations of motion in (19.38) (as well as
the nilpotency of the fermionic variables (19.35)). It can be easily
checked now, using the (anti-) commutation relations in (19.37) that
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the transformations (19.39) are obtained by taking the commutator
of −iǫQ̄ with the respective variables.

There is also a second fermionic symmetry associated with the
system (19.34). It can be checked that the action associated with
the system is invariant under the transformations

δ̄x =
1√
2
ǭψ, δ̄ψ = 0, δ̄ψ̄ =

ǭ√
2
(iẋ−W (x)), (19.46)

where ǭ is a constant fermionic parameter of transformation and
which are the the Hermitian conjugates of those in (19.39). The
corresponding supersymmetry charge can be constructed following
the steps described above and has the form

Q =
1√
2
(ẋ+ iW (x))ψ =

1√
2
(p+ iW (x))ψ. (19.47)

It can be again checked as in (19.45) that this charge is also conserved
when equations of motion (19.38) are used (on-shell) and generates
the transformations in (19.45) through the commutator of iǭQ with
the respective variables. (The relative sign between −iǫQ̄ and iǭQ
follow from the fact that −iǫQ̄ + iǭQ must be anti-Hermitian in
order that the group of transformations is unitary.) We can easily
calculate the anti-commutation relation (using the basic quantization
conditions in (19.37) as well as (19.44) and (19.47))

[Q, Q̄]+ =
1

2
[(p+ iW )ψ, (p − iW )ψ̄]+

=
1

2
[(p+ iW ), (p − iW )]+[ψ, ψ̄]+

+
1

2
[(p+ iW ), (p − iW )][ψ, ψ̄]

=
1

2

(
(p2 +W 2) +W ′(ψ̄ψ − ψψ̄)

)
= H, (19.48)

where H denotes the Hamiltonian for the system in (19.34) and we
have used the fact that (p ± iW ) commute with ψ, ψ̄. This is, of
course, the supersymmetry algebra given in (19.4). However, the
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supersymmetric charges, unfortunately, are not nilpotent as can be
seen from the second variations of the supersymmetry transforma-
tions in (19.39) and (19.46), namely, (the indices 1(2) refer to the
indices of the two parameters, ǫ1, ǫ2 of the transformations)

δ2δ1x = 0, δ2δ1ψ̄ = 0, δ2δ1ψ = −ǫ2ǫ1
2

(i ˙̄ψ +W ′ψ̄),

δ̄2δ̄1x = 0, δ̄2δ̄1ψ = 0, δ̄2δ̄1ψ̄ =
ǭ1ǭ2
2

(iψ̇ −W ′ψ). (19.49)

However, we note that if we use the equations of motion given in
(19.38), both these transformations become nilpotent. Namely, both
the supersymmetry transformations in (19.39) and (19.46) are nilpo-
tent on-shell (when equations of motion are used). Similarly, we note
that

[δ̄2, δ1]x =
1√
2

(
δ̄2(ψ̄ǫ1)− δ1(ǭ2ψ)

)

=
1

2
(ǭ2(iẋ−W (x))ǫ1 − ǭ2(−iẋ−W (x))ǫ1)

= ǭ2ǫ1 (iẋ),

[δ̄2, δ1]ψ =

(
− i√

2
δ̄2(iẋ+W (x))− δ1(0)

)

=
1

2
ǭ2ǫ1 (iψ̇ +W ′(x)ψ),

[δ̄2, δ1]ψ̄ = δ̄2(0)−
1√
2
ǭ2δ1(iẋ−W (x))

=
1

2
ǭ2ǫ1 (i

˙̄ψ −W ′(x)ψ̄). (19.50)

This shows that, while the supersymmetry algebra (19.4) closes on
the variable x, it does not seem to hold for the fermionic variables
ψ or ψ̄. On the other hand, if we use the equations of motion (for
the fermionic variables) (19.38) in (19.50), it closes on the fermionic
variables as well.

This is reminiscent of our discussion within the context of BRST
symmetry where we had seen that, without auxiliary fields, the
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BRST transformations are nilpotent only on-shell (see, for exam-
ple, (13.6)). In fact, if we consider the Lagrangian (19.31) for the
same system with the auxiliary field, then it is easy to check that the
following global fermionic transformations

δx =
1√
2
ψ̄ǫ, δψ =

ǫ√
2
(−iẋ+ F ),

δψ̄ = 0, δF =
i√
2

˙̄ψǫ, (19.51)

define a symmetry of the system where ǫ is the constant fermionic
parameter of transformation. Explicitly, from (19.31) and (19.51) we
have

δL = ẋδẋ+ FδF +
i

2
(ψ̄δψ̇ − ˙̄ψδψ) + δFW (x) + FδW (x)

− 1

2
(ψ̄δψ − δψψ̄)W ′(x)− 1

2
(ψ̄ψ − ψψ̄)W ′′(x)δx, (19.52)

where, as before, we have used the fact that δψ̄ = 0. Furthermore,
as in (19.40), the last term vanishes in the classical Lagrangian since
ψ̄2 = 0. Putting in the transformations (19.42) and rearranging
terms, this leads to a total derivative (without the use of equations
of motion)

δL =
1

2
√
2

d

dt

(
(ẋ+ iF + 2iW (x))ψ̄ǫ

)
=

dK̄

dt
, (19.53)

which reduces to (19.41) if we use the equation of motion F = −W (x)
to eliminate the auxiliary field. This shows that the action obtained
from the Lagrangian with the auxiliary fields, (19.31), is invariant
under the fermionic transformations given in (19.50). As in (19.42)
and (19.43), we can now construct the supersymmetry charge and it
has the form

Q̄ =
1

2
√
2
(3ẋ+ iF )ψ̄ − 1

2
√
2
(ẋ+ iF + 2iW (x))ψ̄

=
1√
2
(ẋ− iW (x))ψ̄, (19.54)
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which coincides with (19.44) and, therefore, is conserved on-shell as
we have seen in (19.45). On-shell, where F = −W (x) (namely, if we
use the auxiliary field equation), this charge can also be written as

Q̄ =
1√
2
(ẋ+ iF ). (19.55)

The system (19.31) can also be checked to be invariant under the
second set of supersymmetry transformation (which are the Hermi-
tian conjugates of (19.50))

δ̄x =
1√
2
ǭψ, δ̄ψ = 0,

δ̄ψ̄ =
ǭ√
2
(iẋ+ F ), δ̄F = − i√

2
ǭψ̇. (19.56)

Furthermore, both sets of these transformations, (19.51) and (19.56),
are easily seen to be nilpotent off-shell (without using the equations
of motion as also is the case with BRST transformations). Further-
more, with these transformations, it is straightforward to see that
the supersymmetry algebra closes for all the variables (see, for ex-
ample, (19.50) for comparison) without the use of the equations of
motion (off-shell). For example, note that

[δ̄2, δ1]ψ =
1√
2
δ̄2(−iẋ+ F )ǫ1 − δ1 (0)

=
1

2
(−iǭ2ψ̇ − iǭ2ψ̇)ǫ1 = ǭ2ǫ1 (iψ̇),

[δ̄2, δ1]F =
i√
2
δ̄2(ψ̄ǫ1) +

i√
2
δ1(ǭ2ψ̇)

=
i

2
ǭ2(iẍ+ Ḟ )ǫ1 +

i

2
ǭ2(−iẍ+ Ḟ )ǫ1

= ǭ2ǫ1 (iḞ ). (19.57)

This brings out the importance of auxiliary fields in supersymmetric
theories.
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We end this section by briefly describing a different way of looking
at the supersymmetric system described by the Hamiltonian (19.48)
which brings out some interesting features of the theory. Let us note
that the fermionic quantization conditions in (19.37) can be realized
by identifying the fermionic variables with the 2× 2 matrices

ψ = σ+ =

(
0 1

0 0

)
, ψ̄ = σ− =

(
0 0

1 0

)
, (19.58)

which naturally satisfy ψ̄ = ψ† as well as

ψ2 = σ2+ = 0, ψ̄2 = 0, [ψ, ψ̄]+ = [σ+, σ−]+ = 1. (19.59)

Furthermore, with this realization, we can calculate

[ψ̄, ψ] = [σ−, σ+] = −σ3, (19.60)

so that the Hamiltonian for the system (19.48) can be written in the
2× 2 matrix form as (see also (19.7))

H =
1

2

(
(p2 +W 2)−W ′σ3

)
=

(
H− 0

0 H+

)
, (19.61)

where

H− =
1

2
(p2 +W 2 −W ′)=

1

2
(p+ iW )(p − iW )= A†A,

H+ =
1

2
(p2 +W 2 +W ′)=

1

2
(p− iW )(p + iW )= AA†. (19.62)

We can think of

A =
1√
2
(p− iW (x)) = − i√

2

(
d

dx
+W (x)

)
,

A† =
1√
2
(p+ iW (x)) = − i√

2

(
d

dx
−W (x)

)
, (19.63)
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as the annihilation (lowering) and creation (raising) operators for
the system in analogy with the harmonic oscillator system, up to a
phase, to which our system reduces when W (x) = x (remember our
choice of m = ω = ~ = 1 for the harmonic oscillator). Similarly, the
supersymmetry charges in (19.47) and (19.44) take the 2× 2 matrix
forms (see (19.58) and (19.63))

Q =
1√
2
(p+ iW (x))σ+ =

(
0 A†

0 0

)
,

Q̄ =
1√
2
(p− iW (x))σ− =

(
0 0

A 0

)
, (19.64)

which naturally satisfies the supersymmetry algebra in (19.48) (see
also (19.7)).

As discussed in (19.7)-(19.9), the pair of Hamiltonians, H± in
(19.61) or (19.62) are known as supersymmetric partner Hamiltoni-
ans. They are almost isospectral in the sense that they share all
the energy eigenvalues except for the ground state of H− which van-
ishes. Explicitly, the eigenstates of H− (up to normalization) have
the forms (just like the harmonic oscillator)

ψn(x) = (A†)nψ0(x), H−ψn(x) = A†Aψn(x) = Enψn(x),

Aψ0(x) = 0 = E0, En > 0, n = 0, 1, 2, · · · , (19.65)

while the eigenstates of H+ (up to normalization) can be easily
checked to have the forms

ψ̃n(x) = Aψn(x), H+ψ̃n(x) = AA†(Aψn(x))

= A(A†Aψn(x)) = Enψ̃n(x),

ψ̃0(x) = Aψ0(x) = 0. (19.66)

As a result, the eigenstates of the matrix H in (19.60) can be written
as (n = 0, 1, 2, · · · )

|Ψn〉 =
(
ψn(x)

ψ̃n(x)

)
, H|Ψn〉 = En|Ψn〉, E0 = 0. (19.67)
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Note also, from (19.64)-(19.66), that

Q̄

(
ψn(x)

0

)
=

(
0

Aψn(x)

)
=

(
0

ψ̃n(x)

)
,

Q

(
0

ψ̃n(x)

)
=

(
A†ψ̃n(x)

0

)
=

(
A†Aψn(x)

0

)

= En

(
ψn(x)

0

)
, (19.68)

so that these two component wavefunctions transform into each other
(up to a normalization) under the two supersymmetry transforma-
tions which clarifies why ψn(x), ψ̃n(x) are called supersymmetric
partner states. We end this section by noting that although the
system is formally supersymmetric for any monomial superpotential
W (x) ∼ xn, unbroken supersymmetry requires that a normalizable
ground state exists. The ground state has to satisfy (see (19.67) and
(19.68)) Q̄|Ψ0〉 = 0 which leads to (see also (19.65))

Aψ0(x) = −
i√
2

(
d

dx
+W (x)

)
ψ0(x) = 0, (19.69)

where we have used (19.63). This first order differential equation can
be integrated to give

ψ0(x) ∼ e−
∫ x
−∞ dx′W (x′), (19.70)

which is normalizable only for odd monomials

W (x) ∼ x2n+1. (19.71)

Without going into details, we simply note here that even monomials
in the superpotential break supersymmetry because of the presence
of instantons in the theory and, as a result, a normalizable ground
state does not exist in such cases.
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19.3 Supersymmetric field theories

In this section, we will describe some of the relativistic field theo-
ries that are invariant under global supersymmetric transformations.
As we have described towards the end of section 19.1, theories with
N = 1 supersymmetry consist of particle multiplets (fields) of same
mass (P 2 is a Casimir operator, see section 19.1) with adjacent spins
(helicities) (s, s− 1

2). Thus the simplest supersymmetric field theory
that we can think of consists of particles with spins (12 , 0) which is
commonly known as the scalar multiplet. It may consist of two spin
zero particles A,B and a Majorana spinor ψ. Here A is a scalar field
while B represents a pseudoscalar field. Alternatively, one can define
a complex scalar field from A,B as (see (7.2)) φ = 1√

2
(A+ iB) and

choose a two component Weyl spinor (instead of a Majorana spinor)
as its supersymmetric partner. One can also have a supersymmetric
theory with particles of spins (1, 12 ) which is conventionally known as
a vector multiplet. It consists of a real spin 1 gauge field and a Majo-
rana spinor. Furthermore, one can couple the system with multiplets
(1, 12 ) and (12 , 0) which can give rise to a supersymmetric Higgs the-
ory. In this section, we will describe theories with these three super-
symmetric multiplets in some detail. Going beyond spin 1, we note
that a field theory of spin 3

2 , known as the Rarita-Schwinger theory,
is meaningful only for the free massless case when the theory has a
fermionic gauge invariance. This gauge invariance, however, breaks
when a mass term or any conventional interactions is included and
the theory becomes inconsistent in that the theory develops acausal
propagation and ghosts appear. On the other hand, these difficulties
disappear if one considers a supersymmetric theory consisting of the
multiplet (2, 32) which is known as supergravity theory and which
is a fully interacting theory. The fermionic gauge invariance of the
free, massless Rarita-Schwinger (spin 3

2) theory gets elevated to a
local supersymmetry providing us with the simplest gauged super-
symmetric theory (supergravity) which is fully consistent. However,
this introduces gravitation (spin 2 fields) which is beyond the scope
of this chapter (we are only considering global supersymmetry and
not local supersymmetry) and the book.

19.3.1 Wess-Zumino theory. The Wess-Zumino theory is the simplest
of the supersymmetric theories with the spin content (12 , 0). We will
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describe the theory in detail with the field content (A,B,ψ) where, as
we have mentioned earlier, A is a scalar field, B is a pseudoscalar field
and ψ is a Majorana fermion (see section 11.2.3 as well as appendix
A). The Lagrangian density of the theory (in 4-dimensions) has the
form

L =
1

2
∂µA∂

µA+
1

2
∂µB∂

µB − m2

2
(A2 +B2) +

i

2
ψ̄∂/ψ − m

2
ψ̄ψ

− gψ̄(A− iγ5B)ψ − gmA(A2 +B2)− g2

2
(A2 +B2)2, (19.72)

where m denotes the common mass of all the particles (remember
that all the particles in a supersymmetric multiplet have the same
mass) and g is the Yukawa coupling constant assumed to be posi-
tive. We note here that the Yukawa coupling (g) and the quartic
self-coupling (g2) are related as a result of supersymmetry (in gen-
eral, they can be independent). Because of the Yukawa coupling
in (19.72), sometimes this theory is also called the supersymmet-
ric Yukawa theory. This Lagrangian density can also be written in
terms of superpotentials much in the line of (19.34). The important
thing to remember, however, is that, in the present case, we have two
spin zero fields - A which is a scalar and B which is a pseudoscalar.
Correspondingly, there will be two superpotentials, one scalar and
the other pseudoscalar. Denoting them as WA(A,B) and WB(A,B)
respectively, we can check that with

WA = (mA+ g(A2 −B2)), WB = (mB + 2gAB), (19.73)

we can write the Lagrangian density in (19.72) also as

L =
1

2
∂µA∂

µA+
1

2
∂µB∂

µB +
i

2
ψ̄∂/ψ − 1

2
(W 2

A +W 2
B)

− 1

2
ψ̄

(
∂WA

∂A
+ iγ5

∂WA

∂B

)
ψ. (19.74)

This can be compared with (19.34) and this form of the Lagrangian
density will also be good to remember when we introduce the auxil-
iary fields. (Note that ∂WA

∂B = −∂WB
∂A so that the last term can also be
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written differently. However, the form in (19.74) is more in keeping
with (19.34).)

Before proceeding, let us record some properties of Majorana
fermions for later use. The Majorana fermions satisfy the simple
relations (which follow from charge conjugation and the definition of
Majorana fermions)

ψ̄γµψ = −ψ̄γµψ = 0, ψ̄σµνψ = −ψ̄σµνψ = 0. (19.75)

As a result, the Fierz transformations of (2.137), take the forms
(we are now using anti-commuting fields which introduce an overall
negative sign as has been pointed out earlier in chapter 2)

ǭψψ̄ψ = −1

4

[
ǭψψ̄ψ + ǭγ5ψψ̄γ5ψ − ǭγ5γµψψ̄γ5γµψ

]
,

(19.76)

ǭγ5ψψ̄γ5ψ = −1

4

[
ǭψψ̄ψ + ǭγ5ψψ̄γ5ψ + ǭγ5γ

µψψ̄γ5γµψ
]
,

where ǫ is an arbitrary Majorana spinor. As a result, we see that the
sum of the two terms in (19.76) vanishes, namely,

[
ǭψψ̄ψ + ǭγ5ψψ̄γ5ψ

]
= −1

2

[
ǭψψ̄ψ + ǭγ5ψψ̄γ5ψ

]
= 0. (19.77)

The Lagrangian density in (19.72) changes by a total divergence
under the global supersymmetry transformations

δA =
1√
2
ǭψ =

1√
2
ψ̄ǫ,

δB =
i√
2
ǭγ5ψ =

i√
2
ψ̄γ5ǫ, (19.78)

δψ = − 1√
2

(
i∂/(A+ iγ5B) +m(A+ iγ5B) + g(A + iγ5B)2

)
ǫ,

δψ̄ =
1√
2
ǭ
(
i(A+ iγ5B)

←−
∂/ −m(A+ iγ5B)− g(A+ iγ5B)2

)
,
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where ǫ is a constant Majorana spinor parameter of the supersym-
metry transformations. The change in the Lagrangian density can
be calculated in the following way. First, we note that the Majorana
properties of the fermions lead to

i

2
δ(ψ̄∂/ψ) = iδψ̄ ∂/ψ − i

2
∂µ
(
δψ̄ γµψ

)
, (19.79)

so that, using the Majorana properties of the fermions, the change
in the Lagrangian density (19.72) can be written as

δL = ∂µδA∂
µA+ ∂µδB∂

µB −m2(AδA +BδB)

+ iδψ̄ ∂/ψ − i

2
∂µ(δψ̄ γ

µψ)−mδψ̄ ψ − 2gδψ̄ (A− iγ5B)ψ

− gψ̄(δA − iγ5δB)ψ − gm((3A2 +B2)δA+ 2ABδB). (19.80)

First, we note that the last but one term in (19.80) takes the explicit
form

−gδAψ̄ψ + igδBψ̄γ5ψ = − g√
2
ǭψψ̄ψ − g√

2
ǭγ5ψψ̄γ5ψ

= − g√
2
(ǭψψ̄ψ + ǭγ5ψψ̄γ5ψ) = 0, (19.81)

which follows from (19.77). Many of the terms in the variation in
(19.80) cancel and the ones which do not cancel rearrange into a total
divergence of the form (remember that ǫ is constant)

δL =
ǭ√
2
∂µ

[
(∂µ(A+ iγ5B))ψ − 1

2
(A+ iγ5B)

←−
∂/ γµψ

− im
2
(A+ iγ5B)γµψ − ig

2
(A+ iγ5B)2γµψ

]

= ∂µ(ǭK
µ), (19.82)

where
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Kµ =
1√
2
(∂µ(A+ iγ5B))ψ − 1

2
√
2
(A+ iγ5B)

←−
∂/ γµψ

− im

2
√
2
(A+ iγ5B)γµψ − ig

2
√
2
(A+ iγ5B)2γµψ. (19.83)

It has to be emphasized here that the divergence in (19.82) is ob-
tained without the use of equations of motion (as required for a
symmetry of the action).

On the other hand, from (19.72) and (19.78), we have (remember
that fermion derivatives are left derivatives)

δA
∂L
∂∂µA

+ δB
∂L
∂∂µB

+ δψ̄
∂L
∂∂µψ̄

+ δψ
∂L
∂∂µψ

=
1√
2
ǭψ(∂µA) +

i√
2
ǭγ5ψ(∂

µB) + 0 +
i

2
ψ̄γµδψ

=
1√
2
ǭ(∂µ(A+ iγ5)B)ψ − i

2
δψ̄γµψ

=
1√
2
ǭ(∂µ(A+ iγ5B))ψ +

1

2
√
2
ǭ(A+ iγ5B)

←−
∂/ γµψ

+
im

2
√
2
ǭ(A+ iγ5B)γµψ +

ig

2
√
2
ǭ(A+ iγ5B)2γµψ, (19.84)

so that the supersymmetry current is obtained from (19.83) and
(19.84) and is given by

δA
∂L
∂∂µA

+ δB
∂L
∂∂µB

+ δψ̄
∂L
∂∂µψ̄

+ δψ
∂L
∂∂µψ

− ǭKµ

=
ǭ√
2

[
(A+ iγ5B)

←−
∂/ γµψ + im(A+ iγ5B)γµψ

+ ig(A + iγ5B)2γµψ
]
= ǭJµsusy, (19.85)

where the supersymmetry current is explicitly given by

Jµsusy =
1√
2

[
(A+ iγ5B)

←−
∂/ γµ + im(A+ iγ5B)γµ

+ ig(A + iγ5B)2γµ
]
ψ. (19.86)
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Incidentally the right hand side of (19.85) or (19.86) shows that we
can identify (see the last relation in (19.78))

ǭJµsusy = −iδψ̄γµψ. (19.87)

The dynamical equations following from the Lagrangian density in
(19.72) are given by

i∂/ψ −mψ − 2g(A − iγ5B)ψ = 0, (19.88)

∂µ∂
µA+m2A+ gm(3A2 +B2) + 2g2A(A2 +B2) + gψ̄ψ = 0,

∂µ∂
µB +m2B + 2gmAB + 2g2B(A2 +B2)− igψ̄γ5ψ = 0.

Using the equations of motion in (19.88), it is straightforward to
check that the supersymmetry current in (19.86) is conserved (namely,
it is conserved on-shell),

∂µJ
µ
susy = 0. (19.89)

The conserved charge Q of supersymmetry (following from (19.86))
and its adjoint Q̄ can be shown not to yield the closed supersymme-
try algebra (19.11). The simplest way to check this is to calculate
the second variation of the field operators as in (19.50). (Note that,
unlike in section 19.2, here Q and Q̄ are related because they are
Majorana spinors.) Thus, we have

[δ2, δ1]A = δ2(δ1A)− δ1(δ2A) =
1√
2
δ2(ǭ1ψ)−

1√
2
δ1(ǭ2ψ)

=
ǭ1
2
(−i∂/(A+ iγ5B)−m(A+ iγ5B)

−g(A+ iγ5B)2
)
ǫ2

− ǭ2
2
(−i∂/(A+ iγ5B)−m(A+ iγ5B)

−g(A+ iγ5B)2
)
ǫ1

= ǭ2γ
µǫ1(i∂µA), (19.90)
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where we have used the Majorana properties of the fermions ǫ1, ǫ2 to
write the first term in the reversed order (order of the second term).
Here, of course, the supersymmetry algebra (19.11) closes (see also
(19.50) for the second variation of x). Similarly, it can also be checked
that the algebra closes on the pseudoscalar field B, namely,

[δ2, δ1]B = ǭ2γ
µǫ1(i∂µB). (19.91)

However, the situation is different for the fermion fields ψ and ψ̄ (as
also is the case in (19.50)). We do it in some detail to bring out some
technical points needed for this calculation.

[δ2, δ1]ψ = δ2(δ1ψ)− δ1(δ2ψ)

=
1√
2
δ2
(
− i∂/(A+ iγ5B)−m(A+ iγ5B)

− g(A + iγ5B)2
)
ǫ1

− 1√
2
δ1
(
− i∂/(A + iγ5B)−m(A+ iγ5B)

− g(A+ iγ5B)2
)
ǫ2

=
[
− i

2
((ǭ2∂µψ)γ

µǫ1 − (ǭ2γ5∂µψ)γ
µγ5ǫ1)

− m

2
((ǭ2ψ)ǫ1 − (ǭ2γ5ψ)γ5ǫ1)

− g ((ǭ2ψ)(A + iγ5B)ǫ1 − (ǭ2γ5ψ)(A+ iγ5B)γ5ǫ1)
]

− (ǫ1 ↔ ǫ2). (19.92)

To bring the terms in (19.92) into the form ǭ2γ
µǫ1, we need to

do a Fierz transformation. From (2.137), we obtain (identify N =
O1,M = O2, ψ3 = ǫ2, ψ4 = ψ,ψ2 = ǫ1 and ignore the presence of ψ̄1

which is there on both the sides unchanged)

ǭ2O1ψO2ǫ1

= −1

4
[ǭ2ǫ1O2O1ψ + ǭ2γ5ǫ1O2γ5O1ψ + ǭ2γ

νǫ1O2γνO1ψ
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− ǭ2γ5γνǫ1O2γ5γνψ + ǭ2σ
νλǫ1O2σνλO1ψ

]
,

ǭ2γ5O1ψO2γ5ǫ1

= −1

4

[
ǭ2ǫ1O2γ

2
5O1ψ + ǭ2γ5ǫ1O2γ

3
5O1ψ + ǭ2γ

νǫ1O2γ5γνγ5O1ψ

− ǭ2γ5γνǫ1O2γ
2
5γνγ5O1ψ + ǭ2σ

νλǫ1O2γ5σνλγ5O1ψ
]

= −1

4
[ǭ2ǫ1O2O1ψ + ǭ2γ5ǫ1O2γ5O1ψ − ǭ2γνǫ1O2γνO1ψ

+ ǭ2γ5γ
νǫ1O2γ5γνO1ψ + ǭ2σ

νλǫ1O2σνλO1ψ
]
. (19.93)

The difference of the two terms in (19.93) leads to

ǭ2O1ψO2ǫ1 − ǭ2γ5O1ψO2γ5ǫ1

= −1

2
[ǭ2γ

νǫ1O2γνO1ψ − ǭ2γ5γνǫ1O2γ5γνO1ψ] . (19.94)

Furthermore, using the Majorana properties of the fermions ǫ1, ǫ2, it
follows from (19.94) that

ǭ2O1ψO2ǫ1 − ǭ2γ5O1ψO2γ5ǫ1 − (ǫ1 ↔ ǫ2)

= −ǭ2γνǫ1O2γνO1ψ. (19.95)

Using (19.95) in (19.92) by successively identifying for the three
pairs of terms (O1, O2) = [(∂µ, γ

µ), (1,1), (1, (A+ iγ5B))], we obtain

[δ2, δ1]ψ

= −ǭ2γνǫ1
[
− i
2
γµγν∂µψ −

m

2
γνψ − g(A+ iγ5B)γνψ

]

= ǭ2γ
µǫ1

[
i∂µψ −

1

2
γµ(i∂/−m− 2g(A − iγ5B))ψ

]
, (19.96)

where we have used the algebra of the Dirac matrices as well as
changed the dummy index from ν to µ. This shows that the super-
symmetry algebra does not close on the fermion field ψ. However,
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we note from the first equation in (19.88) that the last term in the
parenthesis in (19.96) vanishes on-shell when we can write

[δ2, δ1]ψ = ǭ2γ
µǫ1(i∂µψ). (19.97)

Namely, the supersymmetry algebra closes only on-shell. A similar
calculation can be carried out for the second variation of ψ̄ and it
can be shown that the supersymmetry algebra holds only on-shell.

This is reminiscent of the discussion in the case of BRST sym-
metry as well as in supersymmetric quantum mechanics (see dis-
cussion in the paragraph following (19.50)) and suggests that the
Wess-Zumino theory as formulated in (19.72) needs to be formulated
with auxiliary fields. However, unlike supersymmetric quantum me-
chanics (see (19.31)), here there are two spin zero fields (one scalar
and the other pseudoscalar) and, consequently, we need two spin zero
auxiliary fields. Let us denote them by F,G where F is a scalar and
G is a pseudoscalar and rewrite the Lagrangian density (19.72) as

L =
1

2
∂µA∂

µA+
1

2
∂µB∂

µB +
i

2
ψ̄∂/ψ +

1

2
(F 2 +G2)

+ FWA +GWB −
1

2
ψ̄

(
∂WA

∂A
+ iγ5

∂WA

∂B

)
ψ, (19.98)

where WA,WB are the two superpotentials defined in (19.73). This
form of the Lagrangian density can be compared with the form of the
Lagrangian for supersymmetric quantum mechanics given in (19.31).
Furthermore, if we use the explicit forms of the superpotentials in
(19.73), the Lagrangian density takes the form

L =
1

2
∂µA∂

µA+
1

2
∂µB∂

µB +
i

2
ψ̄∂/ψ +

1

2
(F 2 +G2)

+m

(
FA+GB − 1

2
ψ̄ψ

)

+ g
(
F (A2 −B2) + 2GAB − ψ̄(A− iγ5B)ψ

)
, (19.99)

which explicitly separates out the (m, g) dependence of the terms.
The equations for the two auxiliary fields give (see (19.98))
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F = −WA = −
(
mA+ g(A2 −B2)

)

G = −WB = − (mB + 2gAB) , (19.100)

so that

F + iγ5G = −
(
m(A+ iγ5B) + g(A+ iγ5B)2

)
, (19.101)

which we record here for later use. If we eliminate the auxiliary fields
in the Lagrangian density (19.98) or (19.99) using (19.100), we get
back the Lagrangian density in (19.72). Therefore, we can think of
the Lagrangian density in (19.98) or (19.99) as the reformulation of
the Lagrangian density (19.72) in terms of auxiliary fields (which was
our goal).

Let us consider the Lagrangian density (19.99) for the remaining
calculations. It can be checked that this Lagrangian density changes
by a total divergence under the set of transformations

δA =
1√
2
ǭψ,

δB =
i√
2
ǭγ5ψ,

δψ = − i√
2
∂/(A+ iγ5B)ǫ+

1√
2
(F + iγ5G)ǫ,

δψ̄ =
i√
2
ǭ(A+ iγ5B)

←−
∂/ +

1√
2
ǭ(F + iγ5G),

δF = − i√
2
ǭ∂/ψ,

δG =
1√
2
ǭγ5∂/ψ, (19.102)

where ǫ is the constant fermionic parameter of transformation and
is a Majorana spinor. The transformations for (A,B,ψ, ψ̄) coincide
with those in (19.78) on-shell, if we keep in mind the equation for the
auxiliary fields in (19.101), while the transformations for the auxil-
iary fields can be compared with that in (19.56) (remember F is a
scalar and G is a pseudoscalar which is reflected in their transfor-
mations in (19.102)). Using equations (19.77) as well as (19.79), the
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change in the Lagrangian density (19.99), under these transforma-
tions with auxiliary fields, can be calculated much along the same
lines as in (19.80) and takes the form, without the use of equations
of motion,

δL = ∂µ

[
1√
2
ǭ(∂µ(A+ iγ5B))ψ − 1

2
√
2
ǭ(A+ iγ5B)

←−
∂/ γµψ

− i

2
√
2
ǭ ((F + iγ5G) + 2(m(A + iγ5B)

+g(A+ iγ5B)2)
)
γµψ

]

= ∂µ (ǭK
µ) . (19.103)

We note that Kµ, in fact, coincides with (19.82) on-shell if we use
the equation (19.101). On the other hand, using the transformations
(19.102), we can calculate (as in (19.84))

δA
∂L
∂∂µA

+ δB
∂L
∂∂µB

+ δψ
∂L
∂∂µψ

= ǭ

[
1√
2
(∂µ(A+ iγ5B))ψ

+
1

2
√
2

(
(A+ iγ5B)

←−
∂/ − i(F + iγ5G)

)
γµψ

]
, (19.104)

where we have used left derivatives for fermions as well as the fact
that there is no ∂µψ̄ term in the Lagrangian density (19.99). From
(19.103) and (19.104), we can now calculate the supersymmetry cur-
rent

δA
∂L
∂∂µA

+ δB
∂L
∂∂µB

+ δψ
∂L
∂∂µψ

− ǭKµ

=
ǭ√
2

[
(A+ iγ5B)

←−
∂/ + i

(
m(A+ iγ5B) + g(A+ iγ5B)2

)]
γµψ

= ǭJµsusy. (19.105)
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This, indeed, coincides with the supersymmetry current in (19.85)
(or (19.86)) and, as we have checked earlier in (19.89), this current
is conserved on-shell (when we use the equations of motion). Fur-
thermore, using (19.101), we note that, on-shell, the supersymmetry
current can also be written in the alternative form

Jµsusy =
1√
2

[
(A+ iγ5B)

←−
∂/ − i(F + iγ5G)

]
γµψ. (19.106)

This is the form in which it appears in many places in the literature.
Let us next check whether the presence of the auxiliary fields

leads to a closure of the supersymmetry algebra. We will only work
on the fermion fields, where problems seemed to arise (see (19.96)),
as well as on the newly introduced auxiliary fields. From (19.102),
we see that

[δ2, δ1]ψ =
1√
2
δ2 (−i∂/(A+ iγ5B) + (F + iγ5G)) ǫ1

− 1√
2
δ1 (−i∂/(A+ iγ5B) + (F + iγ5G)) ǫ2

=

[
− i
2
(ǭ2∂µψ γ

µǫ1 − ǭ2γ5∂µψ γµγ5ǫ1)

+
1

2
(−iǭ2∂/ψ ǫ1 + iǭ2γ5∂/ψ γ5ǫ1)

]

− (ǫ1 ↔ ǫ2). (19.107)

We can now use (19.95) for the two pairs of terms with (O1, O2) =
(∂µ, γ

µ), (∂/,1) respectively which leads to

[δ2, δ1]ψ =
i

2
ǭ2γ

νǫ1 γ
µγν∂µψ +

i

2
ǭ2γ

νǫ1 γνγ
µ∂µψ

=
i

2
ǭ2γ

νǫ1 (γ
µγν + γνγ

µ)∂µψ

= ǭ2γ
µǫ1 (i∂µψ), (19.108)

which is the supersymmetry algebra (without the use of equations of
motion). It can, similarly, be checked that the algebra closes on ψ̄
also. Let us next note that
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[δ2, δ1]F = − i√
2
(δ2(ǭ1∂/ψ) − δ1(ǭ2∂/ψ))

= − i√
2
ǭ1∂/

(
− i√

2
∂/(A+ iγ5B) +

1√
2
(F + iγ5G)

)
ǫ2

+
i√
2
ǭ2∂/

(
− i√

2
∂/(A+ iγ5B) +

1√
2
(F + iγ5G)

)
ǫ1

= iǭ2∂/Fǫ1 = ǭ2γ
µǫ1(i∂µF ), (19.109)

where we have used the Majorana properties of the fermions ǫ1, ǫ2
to bring the first term into the form of the second term. This shows
that the supersymmetry algebra closes on the auxiliary field F . In a
similar way, it can be shown that the algebra closes on the auxiliary
field G as well. Thus, with the auxiliary fields, the supersymmetry
algebra closes on all the variables without the use of the equations
of motion (unlike in (19.96)). This brings out the importance of
auxiliary fields in supersymmetry (just like in BRST symmetry).

19.3.2 Vector multiplet. The next supersymmetric multiplet to con-
sider is the (1, 12) multiplet which contains a spin 1 (vector) field and
is known as the vector multiplet. If the spin 1 field is an Abelian
gauge field, the corresponding gauge theory would be called the su-
persymmetric Abelian gauge theory. On the other hand, if it be-
longs to a non-Abelian symmetry group (see chapter 12) the theory
would correspond to a supersymmetric non-Abelian gauge theory.
We will discuss in detail the supersymmetric Abelian gauge theory
and talk about the supersymmetric non-Abelian gauge theory (Yang-
Mills theory) only briefly at the end of this subsection.

The supersymmetric Abelian gauge theory consists of an Abelian
gauge field Aµ and a Majorana spinor field χ (we distinguish the
super partner χ of the vector field from the super partner ψ of the
scalar field). Since photon is charge neutral, its super partner χ is
also charge neutral (it will be different for the non-Abelian theory).
Since the fermion is charge neutral, it does not interact with the
photon field and the Lagrangian density describing the free theory is
given by
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L = −1

4
FµνF

µν +
i

2
χ̄∂/χ, (19.110)

where the Abelian field strength tensor is defined in (9.4). This
theory is invariant under the supersymmetry transformations (the
Lagrangian density changes by a total derivative)

δAµ =
i√
2
ǭγµχ,

δχ = − i

2
√
2
σλρFλρǫ,

δχ̄ =
i

2
√
2
ǭσλρFλρ, (19.111)

where ǫ denotes the constant fermionic parameter of the transforma-
tion.

To check the invariance of the theory under the transformations
(19.111), let us derive some identities which will be useful in studying
supersymmetric vector theories. Let us recall the definition of γ5 from
(2.90) as well as the formula for the product of two four dimensional
Levi-Civita tensors,

γ5 = −
i

4!
ǫαβγδγ

αγβγγγδ,

ǫµνλρǫαβγδ = −
[
δµα

{
δνβ(δ

λ
γ δ
ρ
δ − δλδ δργ) + δνγ (δ

λ
δ δ
ρ
β − δλβδ

ρ
δ )

+δνδ (δ
λ
βδ
ρ
γ − δλγ δρβ)

}

− δµβ
{
δνγ (δ

λ
δ δ

ρ
α − δλαδρδ ) + δνδ (δ

λ
αδ

ρ
γ − δλγ δρα)

+δνα(δ
λ
γ δ
ρ
δ − δλδ δργ)

}

+ δµγ

{
δνδ (δ

λ
αδ

ρ
β − δλβδρα) + δνα(δ

λ
βδ
ρ
δ − δλδ δ

ρ
β)

+δνβ(δ
λ
δ δ

ρ
α − δλαδρδ )

}

− δµδ
{
δνα(δ

λ
βδ

ρ
γ − δλγ δρβ) + δνβ(δ

λ
γ δ

ρ
α − δλαδργ)

+δνγ (δ
λ
αδ

ρ
β − δλβδρα)

}]
. (19.112)
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Using these two relations as well as (2.111) and (2.114), we can derive
the identity

ǫµνλργ5γρ = −i
[
ηµνγλ − ηµλγν − ηνλγµ + γµγλγν

]
, (19.113)

which is very important in the study of spin 3
2 theories as well as in

supergravity theories. Furthermore, using the definition of σµν from
(2.98), we can rewrite (19.113) also as

ǫµνλργ5γρ =
[
−iηµνγλ + iηνλγµ − σµλγν

]
, (19.114)

which is crucial in checking the invariance of the theory described by
(19.110) under the supersymmetry transformations (19.111). For ex-
ample, using the Bianchi identity (see (9.12)), it follows from (19.114)
that

ǫµνλρ ǭγ5γρχ ∂νFµλ = 0,

or, ǭσµλγνχ ∂νFµλ + 2i ǭγλχ ∂µFµλ = 0, (19.115)

which we will use shortly. (This is an algebraic identity not related
to the equations of motion.)

With these identities, let us look at the change in the Lagrangian
density in (19.110) under the supersymmetry transformations (19.111),

δL = −(∂µδAν)Fµν + iδχ̄∂/χ− i

2
∂µ(δχ̄γ

µχ)

= −∂µ(δAνFµν) + δAν∂µF
µν +

i

2
∂µ(δχ̄γ

µχ)− i(∂µδχ̄)γµχ

= ∂µ

(
− i√

2
ǭγνχF

µν +
i

2
× i

2
√
2
ǭσλρFλργ

µχ

)

+
i√
2
ǭγνχ∂µF

µν − i
(

i

2
√
2

)
ǭσλργµχ ∂µFλρ

= ∂µ

(
− i√

2
ǭγνχF

µν − 1

4
√
2
ǭσλργµFλρχ

)

= ∂µ(ǭK
µ), (19.116)
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where we have used the fact that the last two terms in the expression
have cancelled because of (19.115). This shows that the Lagrangian
density in (19.110) changes by a total divergence (without the use of
the equations of motion) under the supersymmetry transformation so
that the action is invariant under the transformations. On the other
hand, we note that (remember, we use left derivatives for fermions)

δAν
∂L

∂∂µAν
+ δχ

∂L
∂∂µχ

=
i√
2
ǭγνχ (−Fµν) + i

2
χ̄γµ

(
− i

2
√
2
σλρFλρǫ

)

= − i√
2
ǭγνχF

µν +
1

4
√
2
ǭσλργµFλρχ, (19.117)

so that the supersymmetry current follows from (19.116) and (19.117)
to be

δAν
∂L

∂∂µAν
+ δχ

∂L
∂∂µχ

− ǭKµ

=
1

2
√
2
ǭσλργµFλρχ = ǭJµsusy. (19.118)

Conservation of this current follows trivially from the free fermion
equation as well as the free Maxwell equation, namely,

∂µJ
µ
susy =

1

2
√
2
σλρ∂/χFλρ +

1

2
√
2
σλργµχ∂µFλρ

=
1

2
√
2
σλργµχ∂µFλρ = −

i√
2
γνχ∂µFµν = 0, (19.119)

where, in the first line, we have used the free Dirac equation to set
the first term to zero while, in the second line, we have used the
identity (19.115) as well as the free Maxwell equation successively.
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We can now check the closure of the algebra which brings out
some new features. We note that

[δ2, δ1]Aµ =
i√
2
ǭ1γ

µδ2χ−
i√
2
ǭ2γ

µδ1χ

= −1

4
ǭ2[γµ, σ

λρ]ǫ1 Fλρ = −
i

2
ǭ2(δ

λ
µγ

ρ − δρµγλ)ǫ1Fλρ

= −iǭ2γρǫ1 Fµρ = −iǭ2γρǫ1 (∂µAρ − ∂ρAµ)
= ǭ2γ

ρǫ1(i∂ρAµ)− i∂µ(ǭ2A/ǫ1), (19.120)

where we have used the commutator of the Dirac matrices derived
in (2.107). We see that the first term on the right hand side of
(19.120) does indeed give a translation as supersymmetry algebra
would require. However, there is a second term which we recognize as
an Abelian gauge transformation (with a field dependent parameter).
This brings out a new feature which we have not seen so far, namely,
the closure of the algebra holds on all the symmetry transformations
present in the system. We can next check the closure of the algebra
on the fermionic fields. χ is a Majorana fermion (charge neutral)
so that we do not expect a gauge transformation in this case and a
direct calculation leads to

[δ2, δ1]χ = − i

2
√
2
δ2Fλρ σ

λρǫ1 +
i

2
√
2
δ1Fλρ σ

λρǫ2

=
1

2

[
ǭ2γρ∂λχ σ

λρǫ1 − ǭ1γρ∂λχ σλρǫ2
]
. (19.121)

Using the identities in (19.93), we can Fierz rearrange the two terms
and we recognize that since we have two terms involving Majorana
fermions, only the anti-symmetric combinations will survive which
leads to

[δ2, δ1]χ = −1

4

[
ǭ2γ

µǫ1 σ
λργµγρ∂λχ+ ǭ2σ

µνǫ1 σ
λρσµνγρ∂λχ

]

= ǭ2γ
µǫ1

(
i∂µχ−

i

4
γµ∂/χ

)
+
i

4
ǭ2σ

µνǫ1 σµν∂/χ, (19.122)
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which shows that the supersymmetry algebra closes only on-shell if
we use the free fermion equation i∂/χ = 0. (There is no gauge trans-
formation as expected.) The closure of the supersymmetry algebra
on-shell also follows for χ̄, in a similar manner, which we do not go
into. We simply note here that in deriving the last line in (19.122),
we have used the identities

σλργµγρ = −4iδλµ + iγµγ
λ,

σλρσµνγρ = −iσµνγλ, (19.123)

which can be derived using the properties of the Dirac matrices dis-
cussed in chapter 2.

As we have seen earlier with supersymmetric quantum mechanics
(section19.2) as well as with the Wess-Zumino theory (see section
19.3.1) as well as in BRST invariance, closure of algebra on-shell
signals that auxiliary fields are missing in the theory. Therefore, we
look for auxiliary fields for the vector multiplet which will close the
algebra off-shell. In this non-interacting theory, it is simple, but the
idea generalizes to the interacting supersymmetric Yang-Mills theory
quite naturally so that we discuss this question in some detail. Let
us generalize the Lagrangian density (19.110) by adding the charge
neutral auxiliary field D as

L = −1

4
FµνF

µν +
i

2
χ̄∂/χ+

1

2
D2. (19.124)

The equation of motion for the auxiliary field is trivial

D = 0, (19.125)

so that when (19.125) is used, the Lagrangian density in (19.124) re-
duces to (19.110). The Lagrangian density in (19.124) can be checked
to change by a total divergence under the supersymmetry transfor-
mations
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δAµ =
i√
2
ǭγµχ,

δχ = − i

2
√
2
σλρFλρǫ+

i√
2
Dγ5ǫ,

δχ̄ =
i

2
√
2
ǭσλρFλρ +

i√
2
ǭγ5D,

δD =
1√
2
ǭγ5∂/χ, (19.126)

and we note that the fermion transformations reduce to those in
(19.111) when equation (19.125) is used. In fact, it follows in a
straightforward manner (see, for example, the second line in (19.116))
that the change in the Lagrangian density in (19.124) is given by

δL = −∂µ(δAνFµν) + δAν∂µF
µν +

i

2
∂µ(δχ̄γ

µχ)− i(∂µδχ̄)γµχ

+DδD

= ∂µ

(
− i√

2
ǭγνχF

µν +
i

2

(
i

2
√
2
ǭσλρFλρ +

i√
2
ǭγ5D

)
γµχ

)

+
i√
2
ǭγνχ∂µF

µν +
1

2
√
2
ǭσλργµχ∂µFλρ

+
1√
2
ǭγ5γ

µχ∂µD +
1√
2
Dǭγ5∂/χ

= ∂µ

(
− i√

2
ǭγνχF

µν − 1

4
√
2
ǭσλργµFλρχ

+
1

2
√
2
Dǭγ5γ

µχ

)
= ∂µ(ǭK

µ). (19.127)

As a result, the action is invariant and supersymmetry is a symmetry
of the action for this system. It is clear that the Kµ in (19.127)
reduces to that in (19.116) if we use (19.125). Furthermore, with the
transformations in (19.126) we have (see also (19.117))
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δAν
∂L

∂∂µAν
+ δχ

∂L
∂∂µχ

=
i√
2
ǭγνχ (−Fµν) + i

2
χ̄γµ

(
− i

2
√
2
σλρFλρǫ+

i√
2
Dγ5ǫ

)

= − i√
2
ǭγνχF

µν +
1

4
√
2
ǭσλργµFλρχ+

1

2
√
2
Dǭγ5γ

µχ, (19.128)

so that the supersymmetry current is obtained to be

δAν
∂L

∂∂µAν
+ δχ

∂L
∂∂µχ

− ǭKµ

=
1

2
√
2
ǭσλργµFλρχ = ǭJµsusy, (19.129)

which coincides with the current in (19.118). As we had seen earlier,
this was also the case in supersymmetric quantum mechanics as well
as in the Wess-Zumino theory. The conservation of this current was
already seen in (19.119).

Let us next check the closure of the algebra with the auxiliary
field. We note that

[δ2, δ1]Aµ =
i√
2
ǭ1γµδ2χ−

i√
2
ǭ2γµδ1χ

=
i√
2
ǭ1γµ

(
− i

2
√
2
σλρFλρ +

i√
2
Dγ5

)
ǫ1 − (ǫ2 ↔ ǫ2)

= ǭ2γ
ρǫ1(i∂ρAµ)− ∂µ(iǭ2A/ǫ1), (19.130)

where the D terms cancel (in the difference) because of the Majo-
rana properties of the spinors and the rest of the calculation is as
in (19.120). As before, the algebra closes on translations and gauge
transformations both of which are symmetries of the system. Simi-
larly, we have
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[δ2, δ1]D =
1√
2
ǭ1γ5∂/δ2χ−

1√
2
ǭ2γ5∂/δ1χ

=
1√
2
ǭ1γ5∂/

(
− i

2
√
2
σλρFλρ +

i√
2
γ5D

)
ǫ2 − (ǫ1 ↔ ǫ2)

= ǭ2γ
µǫ1 (i∂µD) +

i

4
ǭ2γ5[γ

µ, σλρ]+ǫ1 ∂µFλρ. (19.131)

Note that

[γµ, σλρ]+ = [γµ,−i(ηλρ − γλγρ)]+
= −2iηλργµ + iγµγλγρ + iγλγργµ

= −2(−iηµργλ + iηµλγρ + iηρλγµ − iγµγλγρ)

= −2ǫµρλσγ5γσ = 2ǫµλρσγ5γσ, (19.132)

where we have used the identity in (19.113). As a result, it is clear
that the second term in (19.131) vanishes because of the Bianchi
identity (9.12) so that we have

[δ2, δ1]D = ǭ2γ
µǫ1 (i∂µD), (19.133)

and the closure of the algebra holds. (We note that there is no gauge
transformation because D is charge neutral like the fermion field χ.)
Finally, let us examine the closure of the algebra on the fermion field
χ.

[δ2, δ1]χ = δ2

(
− i

2
√
2
σλρFλρ +

i√
2
Dγ5

)
ǫ1 − (ǫ1 ↔ ǫ2)

=
1

2

(
ǭ2γρ∂λχ σ

λρǫ1 + iǭ2γ5∂/χ γ5ǫ1

)
− (ǫ1 ↔ ǫ2). (19.134)

Fierz rearranging the two terms following the method discussed in
(19.93), this leads to
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[δ2, δ1]χ = −1

4

[
ǭ2γ

µǫ1

(
σλργµγρ∂λχ− iγµ∂/χ

)

+ ǭ2σ
µνǫ1

(
σλρσµνγρ∂λχ+ iσµν∂/χ

)]

= −1

4
ǭ2γ

µǫ1 (−4i∂µχ) = ǭ2γ
µǫ1 (i∂µχ), (19.135)

where we have used the identities given in (19.123). We see that
the closure of the algebra holds without using the equations of mo-
tion. (There is no gauge transformation term because χ is charge
neutral.) Therefore, we find that, as in earlier examples, introducing
the auxiliary fields leads to the closure of the supersymmetry alge-
bra off-shell and, therefore, auxiliary fields play an important in the
study of supersymmetry.

We can add to the Lagrangian density (19.124) a linear term in
the auxiliary field of the form

LFI = ξD, (19.136)

where ξ denotes a constant parameter. Such a term is known as the
Fayet-Illiopoulous term and the effect of adding such a term would
be to modify the equation of motion (19.125) for the auxiliary field
to

D = −ξ. (19.137)

Namely, in this case, the auxiliary field picks up a nonzero vacuum
expectation value (see section 7.5). As a result, we see from (19.126)
that the fermion transformations pick up a nonzero value as well, for
example,

〈δχ〉 = i√
2
〈D〉 ǭγ5 = −

iξ√
2
ǭγ5 6= 0. (19.138)

Therefore, supersymmetry is spontaneously broken in this case (see
(7.66)) and χ becomes the Goldstone particle (see discussion follow-
ing (7.79)), in this case, it is a Goldstone fermion (Goldstino). Un-
like bosonic symmetries, supersymmetry is harder to break sponta-
neously (as we will discuss briefly a little later) and a Fayet-Illiopoulous
term is one of the ways to do so.
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All of our discussion, so far, can be carried over a non-Abelian
gauge theory as well. In this case, since the members of the multiplet
have to belong to the same representation, namely, the adjoint rep-
resentation (since the gauge field belongs to this representation), the
Majorana fermion field as well as the auxiliary field also carry non-
Abelian charges (in the Abelian theory, photon was charge neutral
leading to the fermion and the auxiliary field being charge neutral
as well) and can interact with the gauge field. Without going into
details, we note here that the theory of (19.124) generalizes, in this
case, to (see, for example, (12.74))

L = −1

4
F aµνF

µν a +
i

2
χ̄a(D/χ)a +

1

2
DaDa, (19.139)

where the (gauge) covariant derivative acting on the fermion, Dµ,
is in the adjoint representation of the group (see (12.68)). This La-
grangian density can be checked, in a manner parallel to (19.127),
to change by a total divergence under the supersymmetry transfor-
mations (the supersymmetry parameter of transformation ǫ has no
symmetry index because we are considering simple N = 1 supersym-
metry)

δAaµ =
i√
2
ǭγµχ

a,

δχa = − i

2
√
2
σλρF aλρǫ+

i√
2
Daγ5ǫ,

δχ̄a =
i

2
√
2
ǭσλρF aλρ +

i√
2
Daǭγ5,

δDa =
1√
2
ǭγ5(D/χ)

a, (19.140)

and leads to the conserved supersymmetry current, as in (19.129)

Jµsusy =
1

2
√
2
σλργµF aλρχ

a. (19.141)

19.3.3 Supersymmetric Higgs model. The theory of the vector mul-
tiplet which we have studied in the last subsection in (19.110) or in
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(19.124) is a free theory. There is no charged fermion in the theory.
To study the super Higgs model (supersymmetric Higgs model) we
need a charged fermion and, therefore, let us couple the vector mul-
tiplet to two scalar multiplets in a gauge invariant manner. As we
have already mentioned in the introductory chapter of section 19.3,
we note that a scalar multiplet can also be written in terms of a
complex (charged) scalar field and a (charged) Weyl field. However,
a Weyl field describes a massless fermion (see section 8.8) and we
have to have a massive charged fermion (Dirac fermion) in the Higgs
model which is why we need two scalar multiplets for this study.
Let us denote the two scalar multiplets by (ψi, Ai, Bi), i = 1, 2 (see
also subsection 19.3.1) and we denote the vector multiplet (as in
the last subsection) by (Aµ, χ). The free theory for the two scalar
multiplets can be chosen to have an SO(2) (or equivalently, a U(1))
global symmetry (see, for example, (7.2) as well as (7.42)-(7.44))

δAi = θǫijAj, δBi = θǫijBj , δψi = θǫijψj , (19.142)

where θ is a constant (global) infinitesimal (bosonic) parameter of
transformation and this symmetry can be gauged (made local) in
a gauge theory (we use θ and instead of ǫ for the infinitesimal pa-
rameter to avoid confusion with the Levi-Civita tensor ǫij as well as
because we have been using ǫ for the parameter of supersymmetry
transformation).

With this in mind, let us consider the gauge theory of a vector
multiplet interacting with two scalar multiplets described by1

L = −1

4
FµνF

µν +
i

2
χ̄∂/χ+

1

2
(DµA)i(D

µA)i

+
1

2
(DµB)i(D

µB)i +
i

2
ψ̄i(D/ψ)i −

1

2
(ξ − eǫijAiBj)2

+ eǫijψ̄i(Aj + iγ5Bj)χ, (19.143)

where e is the electric charge (we assume e > 0), ξ is a real con-
stant parameter and the covariant derivative is defined as (φi =
(Ai, Bi, ψi))

1This Lagrangian density coincides with that in section v of A. Das, M. Fischler
and M. Roček, Phys. Rev. D16, 3427 (1977) with the identification e → −e.
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(Dµφ)i = (δij∂µ − eǫijAµ)φj = ∂µφi − eǫijAµφj. (19.144)

This Lagrangian density can be easily checked to be invariant un-
der the infinitesimal gauge transformations (see, for example, (9.84)-
(9.87))

δgaugeAi = θ(x)ǫijAj ,

δgaugeBi = θ(x)ǫijBj,

δgaugeψi = θ(x)ǫijψj ,

δgaugeAµ =
1

e
∂µθ(x),

δgaugeχ = 0, (19.145)

using the standard relation

δgauge(Dµφ)i = θ(x)ǫij(Dµφ)j . (19.146)

Note that χ does not change under the gauge transformation because
it is charge neutral (Majorana spinor).

The Lagrangian density in (19.143) can also be checked to change
by a total divergence under the infinitesimal global supersymmetry
transformations

δsusyAi =
1√
2
ǭψi,

δsusyBi =
i√
2
ǭγ5ψi,

δsusyψi = −
i√
2
(D/(A + iγ5B))iǫ,

δsusyψ̄i =
i√
2
ǭ((A+ iγ5B)

←−
D/ )i,

δsusyAµ =
i√
2
ǭγµχ,

δsusyχ = − i

2
√
2
σλρFλρǫ+

i√
2
(ξ − eǫijAiBj)γ5ǫ,



July 13, 2020 8:54 book-9x6 11845-main page 866

866 19 Basics of global supersymmetry

δsusyχ̄ =
i

2
√
2
ǭσλρFλρ +

i√
2
(ξ − eǫijAiBj)ǭγ5, (19.147)

where ǫ denotes the constant (Majorana) spinor parameter of trans-
formation. To check the invariance of the action under supersym-
metry transformations, (19.147), a couple of identities are helpful,
namely,

δsusy(Dµφ)i = (Dµδsusyφ)i − eǫij(δsusyAµ)φj

= (Dµδsusyφ)i −
ie√
2
ǭγµχ ǫijφj,

([Dµ,Dν ]φ)i = −eǫijFµνφj ,

(D/D/φ)i =
1

2
([γµ, γν ]+ + [γµ, γν ]) (DµDνφ)i

= (ηµν − iσµν)(DµDνφ)i

= (DµD
µφ)i +

ie

2
σµνFµνǫijφj ,

(DµP )i(D
µQ)i = ∂µ(Pi(D

µQ)i)− Pi(DµD
µQ)i, (19.148)

where φi = (Ai, Bi, ψi) and Pi, Qi are any two from this set. With
these identities (as well as (19.115)), the change in the Lagrangian
density under a supersymmetry transformation (19.147) can be cal-
culated (without using the equations of motion) to be

δsusyL = ∂µ

[ 1√
2
ǭ(Dµ(A+ iγ5B))iψi −

i√
2
ǭγνχF

µν

− 1

2
√
2
ǭ((A+ iγ5B)

←−
D/ )iγ

µψi −
1

4
√
2
ǭσλρFλργ

µχ

− 1

2
√
2
(ξ − eǫijAiBj)ǭγ5γµχ

]

= ∂µ(ǭK
µ), (19.149)

so that the action is invariant. On the other hand,
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δAν
∂L

∂∂µAν
+ δχ

∂L
∂∂µχ

+ δψi
∂L

∂∂µψi
+ δAi

∂L
∂∂µAi

+ δBi
∂L

∂∂µBi

=
[
− i√

2
ǭγνχF

µν +
1

4
√
2
ǭσλρFλργ

µχ

+
1

2
√
2
(ξ − eǫijAiBj)ǭγ5γµχ+

1

2
√
2
ǭ((A+ iγ5B)

←−
D/ )iγ

µψi

+
1√
2
ǭ(Dµ(A+ iγ5B))iψi

]
, (19.150)

where, for simplicity, we have denoted δsusy ≡ δ. As a result, from
(19.149) and (19.150) we obtain the supersymmetry current to be
(see, for example, (19.116)-(19.118))

Jµsusy =
1

2
√
2
σλρFλργ

µχ+
1√
2
((A+ iγ5B)

←−
D/ )iγ

µψi

+
1√
2
(ξ − eǫijAiBj)γ5γµχ. (19.151)

The conservation of this current on-shell (when equations of motion
are used) can be checked easily as in the earlier sections. Note that
the potential term in the Lagrangian density (19.143) can also be
written with an auxiliary field D as

LD =
1

2
D2 +D(ξ − eǫijAiBj), (19.152)

so that when we eliminate the auxiliary field (D) through its equation
of motion, we get back the potential term in (19.143). The term ξD
in the second term looks like a Fayet-Illiopoulous term (see (19.136)-
(19.138)) and so we suspect supersymmetry will be spontaneously
broken in this theory. However, as we will see shortly, that is not
the case. Instead, the gauge symmetry spontaneously breaks and
the gauge boson acquires a mass through the Higgs mechanism. In
the following, we will continue with the Lagrangian density (19.143)
without the auxiliary field.

To study the Higgs phenomenon in this theory, let us study the
minima of the scalar potential (see sections 7.5 and 14.2)
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V (Ai, Bi) =
1

2
(ξ − eǫijAiBj)2, (19.153)

which is not diagonal and, therefore, needs to be diagonalized. Let
us define new scalar variables

Ã1 =
1√
2
(A1 +B2), B̃1 =

1√
2
(B1 −A2),

A =
1√
2
(A2 +B1), B =

1√
2
(B2 −A1), (19.154)

which can be inverted to give

A1 =
1√
2
(Ã1 −B), B1 =

1√
2
(B̃1 +A),

A2 =
1√
2
(A− B̃1), B2 =

1√
2
(B + Ã1). (19.155)

In terms of these new variables, the classical scalar potential
becomes diagonal and has the form

V (Ã1, B̃1, A,B) =
1

2

(
ξ − e

2
(Ã2

1 + B̃2
1 −A2 −B2)

)2
, (19.156)

and the extrema of the potential are at

Ã1 = 0 = B̃1 = A = B, Vext =
1

2
ξ2,

A = 0 = B, Ã2
1 + B̃2

1 =
2ξ

e
, Vext = 0,

Ã1 = 0 = B̃1, A2 +B2 = −2ξ

e
, Vext = 0. (19.157)

This shows that the first extremum is a local maximum and, depend-
ing on the sign of 2ξ

e (or the sign of ξ since we have already assumed
e > 0), there is an infinite set of degenerate minima lying on a circle
given by either the second or the third solution. Let us assume that
2ξ
e < 0 (namely, ξ < 0) and choose a minimum on the circle given by
the third solution to be at
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〈A〉 = v =

√
−2ξ

e
> 0, 〈B〉 = 0 = 〈Ã1〉 = 〈B̃1〉, (19.158)

with, as noted in (19.157),

Vmin = 0, ⇒ 〈(ξ − eǫijAiBj)〉 = 0, (19.159)

where we have used (19.153). (The choice of a solution spontaneously
breaks the gauge symmetry and picks out one of the infinitely many
possible solutions lying on the circle, see sections 7.5 and 14.2.) This
makes it also clear that spontaneous breaking of the gauge symmetry
does not give rise to any nonzero vacuum expectation value in the
supersymmetry transformations in (19.147) (see, specifically, the last
two transformations which could have created problems) and, as a
result, supersymmetry remains unbroken in spite of the appearance
of a Fayet-Illiopoulous like term in (19.152).

To understand the spectrum and the multiplet structure of the
theory as a result of spontaneous breakdown, let us shift the fields
around their vacuum expectation values, namely,

A→ v +A, B → B, Ã1 → Ã1, B̃1 → B̃1. (19.160)

Under this shift of variables, the potential (in the new variables)
becomes

V =
m2

2
A2 −meA(Ã2

1 + B̃2
1 −A2 −B2)

+
e2

8
(Ã2

1 + B̃2
1 −A2 −B2)2, (19.161)

where we have identified m = ev > 0. Let us next look at the
quadratic Lagrangian density following from (19.143)
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LQ = −1

4
FµνF

µν +
i

2
χ̄∂/χ+

1

2
∂µÃ1∂

µÃ1 +
1

2
∂µB̃1∂

µB̃1

+
1

2
∂µA∂

µA+
1

2
∂µB∂

µB +
i

2
ψ̄i∂/ψi −

m2

2
A2

+
m2

2
AµA

µ +mAµ∂
µB +

m√
2
(ψ̄1 − iψ̄2γ5)χ. (19.162)

We see that one of the scalar fields (A) as well as the gauge field (Aµ)
have become massive with the same mass. The B field is massless,
but it mixes with the gauge boson (this is the Goldstone boson field).
As discussed in section 14.2 (see, for example, (14.34)-(14.37)), we
can redefine the gauge field as (or, equivalently choose the unitary
gauge B = 0, see (14.8)-(14.13))

Bµ = Aµ +
1

m
∂µB, (19.163)

to obtain the diagonal quadratic Lagrangian density (in the bosonic
sector)

LbosQ = −1

4
Fµν(B)Fµν(B) +

1

2
∂µA∂

µA+
m2

2
BµB

µ − m2

2
A2

+
1

2
∂µÃ1∂

µÃ1 +
1

2
∂µB̃1∂

µB̃1, (19.164)

where Fµν(B) = ∂µBν−∂νBµ = ∂µAν−∂νAµ = Fµν . This shows that
the gauge boson (Bµ) has become massive (“by eating the Goldstone
boson”), there is a scalar field (A) with the same mass as the gauge
boson and a doublet of scalar (and pseudoscalar) fields (Ã1, B̃1) with
zero mass. However, we also note from (19.162) that, as a result
of shifting, there is mixing between the fermion fields and, there-
fore, they need to be diagonalized. Let us define new fermion field
variables
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ψ̃1 =
1

2
γ5

(
(ψ1 − iγ5ψ2) +

√
2χ
)
,

ψ̃2 =
i

2

(
(ψ1 − iγ5ψ2)−

√
2χ
)
,

η̃ =
1√
2
γ5(ψ1 + iγ5ψ2), (19.165)

which can also be inverted to write

ψ1 =
1

2
γ5

(
(ψ̃1 − iγ5ψ̃2) +

√
2 η̃
)
,

ψ2 =
i

2

(
(ψ̃1 − iγ5ψ̃2)−

√
2 η̃
)
,

χ =
1√
2
γ5(ψ̃1 + iγ5ψ̃2). (19.166)

Expressed in these new variables, the quadratic terms in the fermion
fields in (19.162) become diagonal and have the form

LferQ =
i

2
χ̄∂/χ+

i

2
ψ̄i∂/ψi +

m√
2
(ψ̄1 − iψ̄2γ5)χ

=
i

2
¯̃
ψi∂/ψ̃i +

i

2
¯̃η∂/η̃ − m

2
¯̃
ψiψ̃i, (19.167)

so that two of the fermions (ψ̃i, i = 1, 2) have become massive with
the same mass as the gauge field (Bµ) and the scalar field (A) while
the fermion η̃ is massless. It is, therefore, clear from the quadratic
part of the Lagrangian density (see (19.164) and (19.167)) that, as
a result of the spontaneous breaking of the gauge symmetry, the
fields have rearranged themselves into a massive vector multiplet
(Bµ, ψ̃i, A) with the same mass m (the bosonic and the fermionic
degrees of freedom are the same) and a massless scalar multiplet
(η̃, Ã1, B̃1) and supersymmetry is unbroken. As a result of shifting
(19.160), the Lagrangian density for interactions (the nonquadratic
terms in the unitary gauge B = 0 and in terms of the new bosonic
and fermionic variables) takes the form
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Lint = −eAµ
[(
Ã1
←→
∂µ B̃1 +

i

2
¯̃
ψ1γµψ̃2

)
+

1

4

( ¯̃
ψiγ5γµψ̃i − 2¯̃ηγ5γµη̃

)]

+meAAµA
µ +

e2

2
AµA

µ(Ã2
1 + B̃2

1 +A2)

+
me

2
A(Ã2

1 + B̃2
1 −A2)− e2

8
(Ã2

1 + B̃2
1 −A2)2

− e

2

(
¯̃ψ1γ5(Ã1 + iγ5B̃1)ψ̃1 +

¯̃ψ2(A+ iγ5B)ψ̃2

)

− ie

2
¯̃ηγ5(Ã1 + iγ5B̃1)(ψ̃1 + iγ5ψ̃2). (19.168)

We end this section by noting that supersymmetry is a beautiful
symmetry and, in some sense, the ultimate symmetry since it uni-
fies bosons and fermions in a natural manner. The bosons and the
fermions in a given multiplet have degenerate masses (same mass).
However, we do not see bosons and fermions with the same mass
in nature. Therefore, realistically this symmetry must be sponta-
neously broken. (If we break the symmetry by hand, namely, if there
is hard breaking of this symmetry, the beautiful conclusions following
from supersymmetry may not hold.) On the other hand, unlike or-
dinary (bosonic) symmetries, supersymmetry is very hard to break
spontaneously. This is because it is a fermionic symmetry whose
spontaneous breaking would result in a Goldstone fermion (Gold-
stino). This would require that the vacuum expectation value of a
fermion transformation should pick up a nonzero value (see (7.66))
and that is possible only if an auxiliary field picks up a vacuum
expectation value (see (19.51), (19.56), (19.102), (19.126), (19.138)
and (19.147) together with (19.152)). This is the hardest part and
a Fayet-Illiopoulous like term (a linear term in the auxiliary field,
see (19.136)) can sometimes achieve this, although not always. For
example, in this super-Higgs theory, we note from (19.152) that the
auxiliary field equation leads to

D = −(ξ − eǫijAiBj), (19.169)

and, written in terms of the auxiliary fields, the last two transforma-
tions in (19.147) have the forms
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δsusyχ = − i

2
√
2
σλρFλρǫ−

i√
2
Dγ5ǫ,

δsusyχ̄ =
i

2
√
2
ǭσλρFλρ −

i√
2
Dǭγ5. (19.170)

Therefore, we see that to break supersymmetry spontaneously, we
should have 〈D〉 6= 0 so that 〈δsusyχ〉 6= 0 (same is true for its adjoint).
On the other hand, from (19.159) and (19.169) we see that 〈D〉 = 0.
Namely, the gauge symmetry is easy to break spontaneously in this
theory, but not the supersymmetry even though there is a Fayet-
Illiopoulous like term in the theory (see (19.152)).

19.4 Superspace

As we see from the discussions of the various supersymmetric mod-
els in the last two sections, supersymmetry is a beautiful symmetry.
It even leads to a supersymmetric version of the Einstein’s general
relativity known as supergravity which has many desirable features.
It also gives us a nontrivial interacting theory of the spin 3

2 field
(Rarita-Schwinger field) and ultimately these ideas lead to the fasci-
nating superstring theory. However, the structure of these theories
as well as the corresponding supersymmetry transformations seem
quite complicated. It seems quite mind boggling as to how one can
find such theories and the transformations. Furthermore, as we have
seen in the last two sections, auxiliary fields play a very important
role in the closure of the supersymmetry algebra and determining the
auxiliary fields in a given theory, for example, in supergravity the-
ories would seem quite challenging. In this section, we will address
these issues in some detail.

Let us recall the general feature that we have found in various
supersymmetric models in the last two sections (see, for example,
(19.41), (19.53), (19.82), (19.103), (19.116), (19.127) and (19.149))
that, under the respective supersymmetry transformations, the La-
grangian or the Lagrangian density is not invariant. Rather, it
changes by a total derivative or a total divergence. On the other
hand, from our discussions in chapters 6-8 (and later), we have
seen that for an internal symmetry, the change in the Lagrangian
density is zero (Kµ = 0, see, for example, (7.25), (7.26), (8.41))
whereas, for space-time symmetries, the Lagrangian density changes
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by a total divergence (see, for example, (6.21), (6.22)). Therefore, it
seems that supersymmetry is not an internal symmetry, rather, it is
very likely that it is a space-time symmetry. Furthermore, we note
from (19.11) that two supersymmetry transformations give rise to
a space-time translation which further emphasizes this connection.
However, a difficulty arises immediately, namely, since the parameter
of supersymmetry transformation has to be fermionic and since the
space-time coordinates are bosonic, it is not clear how this can fit
within our conventional understanding of space-time. On the other
hand, if we envision an enlarged space-time which contains fermionic
(Grassmann) coordinates in addition to the conventional bosonic co-
ordinates, a fermionic transformation on such an enlarged space-time
can be accommodated. Such an extended space-time is known as a
supermanifold or a superspace and, as we will discuss in this section
with a simple example, such an enlarged space-time is the natural
arena for supersymmetric theories. (We have alluded to the con-
cept of superspace earlier within the context of the fermionic BRST
symmetry, see the discussion following (13.16).)

Similarly, we have seen that auxiliary fields are an essential part
of an off-shell description of supersymmetric theories (as is also the
case for BRST symmetry). However, finding the right auxiliary
fields, particularly, in complex theories such as supergravity theories
is particularly challenging. However, the auxiliary field structure for
a given supersymmetric theory also arises naturally in a formulation
of the theory in superspace. For these reasons, we will discuss the
essential concepts involved in a superspace formulation of supersym-
metric theories in this section. We will develop the details within the
context of supersymmetric quantum mechanics discussed in section
19.2 and comment on extensions to higher dimensions towards the
end of this section.

In classical mechanics or in quantum mechanics the underlying
(space-time) manifold is a one dimensional manifold, namely, the
dynamics is a function of time t. Time translation is generated, in
the coordinate representation, by the derivative operator (see, for
example, (4.17)) which is anti-Hermitian

∂t =
∂

∂t
, H = i∂t = i

∂

∂t
, (19.171)



July 13, 2020 8:54 book-9x6 11845-main page 875

19.4 Superspace 875

where we have set ~ = 1 and H denotes the Hamiltonian which is
the Hermitian generator of infinitesimal time translations. For exam-
ple, under an infinitesimal, constant time translation δt, the change
in any function f(t) → f(t + δt) is given by δf(t) = δt (∂tf(t)).
Let us enlarge this one dimensional space by adding two Grassmann
(fermionic) coordinates (θ, θ̄ = θ†) so that the manifold can now be
parameterized by z = (t, θ, θ̄). This extended manifold is (almost)
the simplest superspace we can think of. (Even simpler can be a
space extended by only one fermionic coordinate which is either Her-
mitian or anti-Hermitian, see, for example, (13.34)-(13.35).) In this
space, in addition to time translation, we can also have translations of
the Grassmann coordinates (θ, θ̄). In the coordinate representation,
these are generated by the fermionic operators

Q =
1√
2

(
∂

∂θ̄
+ iθ

∂

∂t

)
,

Q̄ =
1√
2

(
∂

∂θ
+ iθ̄

∂

∂t

)
, (19.172)

so that the changes in any function f(z) = f(t, θ, θ̄) under these
super translations are given by

δf(t, θ, θ̄) = ǫ(Q̄f(z)) =
ǫ√
2

(
∂

∂θ
+ iθ̄

∂

∂t

)
f(t, θ, θ̄),

δ̄f(t, θ, θ̄) = ǭ(Qf(z)) =
ǭ√
2

(
∂

∂θ̄
+ iθ

∂

∂t

)
f(t, θ, θ̄). (19.173)

Here (ǫ, ǭ = ǫ†) are the constant Grassmann parameters of transla-
tions for the fermionic coordinates. (It is redundant to say infinites-
imal here since the Grassmann parameters are nilpotent.) Choosing
f(z) = f(t, θ, θ̄) = θ, θ̄, t respectively in (19.173), we obtain

δθ =
ǫ√
2
, δ̄θ = 0,

δθ̄ = 0, δ̄θ̄ =
ǭ√
2
,
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δt = − iθ̄ǫ√
2
, δ̄t =

iǭθ√
2
. (19.174)

This shows that Q and Q̄ not only translate the Grassmann coor-
dinates θ and θ̄ respectively, but they also lead to a shift in the
(bosonic) time coordinate t and this latter fact is a reflection of the
supersymmetry algebra (19.11). In fact, it can be easily checked from
(19.172) that

[Q, Q̄]+ =
1

2
(i∂t + i∂t) = i∂t = H, (19.175)

which is the supersymmetry algebra for supersymmetric quantum
mechanics already discussed in (19.48). Here we have used the stan-
dard identification given in (19.171). In other words, the super
translation operators on the super manifold are, in fact, the coor-
dinate representations of the supersymmetric charges (see, for ex-
ample, (19.43), (19.47), (19.54)), namely, acting on a function on
this super manifold, they generate the change in the function under
supersymmetry transformations.

A derivative which transforms covariantly under supersymmetric
transformations is known as a (super) covariant derivative. There
are two of them (since there are two sets of supersymmetric trans-
formations or two supersymmetric charges) and they are defined to
be

D =
1√
2

(
∂

∂θ̄
− iθ ∂

∂t

)
, D̄ =

1√
2

(
∂

∂θ
− iθ̄ ∂

∂t

)
, (19.176)

so that they commute with the two supersymmetric charges, namely,

[Q,D]+ = 0 = [Q, D̄]+ = [Q̄,D]+ = [Q̄, D̄]+. (19.177)

As a result, the two supersymmetry transformations defined in (19.173)
commute with the (super) covariant derivatives,

[δ,D] = 0 = [δ, D̄] = [δ̄, D] = [δ̄, D̄], (19.178)
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and they behave covariantly under the two supersymmetry transfor-
mations. Note also from the definitions in (19.176) that while the
two covariant derivatives are nilpotent, they satisfy (compare with
(19.175))

[D, D̄]+ = −i∂t. (19.179)

A field φ(z) = φ(t, θ, θ̄) defined on this manifold is known as a super-
field and its change under a supersymmetry transformation follows
from (19.173) to be

δφ(z) = ǫ(Q̄φ(z)) =
ǫ√
2

(
∂

∂θ
+ iθ̄

∂

∂t

)
φ(t, θ, θ̄),

δ̄φ(z) = ǭ(Qφ(z)) =
ǭ√
2

(
∂

∂θ̄
+ iθ

∂

∂t

)
φ(t, θ, θ̄). (19.180)

Furthermore, it follows from (19.178) that

δ(Dφ(z)) = D(δφ(z)), δ(D̄φ(z)) = D̄(δφ(z)),

δ̄(Dφ(z)) = D(δ̄φ(z)), δ̄(D̄φ(z)) = D̄(δ̄φ(z)), (19.181)

which is a reflection of the fact that they are indeed covariant deriva-
tives.

Since a superfield depends on Grassmann coordinates which are
nilpotent, it will have a simple expansion in powers of the Grassmann
coordinates. For example, in this one dimensional example, we can
write

φ(z) = x(t) + ψ̄(t)θ + θ̄ψ(t) + θ̄θF (t),

δφ(z) = δx+ (δψ̄)θ + θ̄(δψ) + θ̄θ(δF ),

δ̄φ(z) = δ̄x+ (δ̄ψ̄)θ + θ̄(δ̄ψ) + θ̄θ(δ̄F ). (19.182)

On the other hand, we can calculate the changes in the superfield
under a supersymmetry transformation using (19.180) which gives
(remember our convention of left derivatives for fermions)
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δφ(z) =
ǫ√
2

(
−ψ̄ + θ̄(−F + iẋ)− iθ̄θ ˙̄ψ

)
,

δ̄φ(z) =
ǭ√
2

(
ψ + θ(F + iẋ)− iθ̄θψ̇

)
. (19.183)

Comparing (19.182) and (19.183), we obtain the two sets of super-
symmetry transformations to be (remember that ǫ is anti-commuting)

δx = − 1√
2
ǫψ̄ =

1√
2
ψ̄ǫ, δψ =

ǫ√
2
(−iẋ+ F )

δψ̄ = 0, δF = − i√
2
ǫ ˙̄ψ =

i√
2

˙̄ψǫ, (19.184)

and

δ̄x =
1√
2
ǭψ, δ̄ψ = 0,

δ̄ψ̄ =
ǭ√
2
(iẋ+ F ), δ̄F = − i√

2
ǭψ̇, (19.185)

which can be compared with (19.51) and (19.56) respectively. This
also demonstrates how the complicated supersymmetry transforma-
tions arise naturally in the superspace formulation of the theory.

So far all the field variables would appear to be dynamical. To un-
derstand which one is the auxiliary field, let us develop the theory in
superspace. The basic field variable in superspace is φ(z) = φ(t, θ, θ̄)
and the action in superspace has the form

S =

∫
dz L[φ(z)] =

∫
dt

∫
dθ̄dθ L[φ(t, θ, θ̄)], (19.186)

where the integration over Grassmann variables obey the Berezin
rules of integration2 according to which the integration over a Grass-
mann variable is the same as the differentiation (we choose left deriva-
tive) with respect to it. For example,

2See section 5.2 in A. Das, Field theory: A path integral approach, (third
edition), World Scientific Publishing, Singapore (2019).
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∫
dθ =

∂1

∂θ
= 0,

∫
dθ θ =

∂θ

∂θ
= 1. (19.187)

Using (19.187), we obtain the action as an integration over normal
space (t in this case) from (19.186) to be (the negative sign in the last
term arises from moving ∂

∂θ past θ̄ in the θ̄θ term and the restriction
signifies taking the coefficient of the θ̄θ term)

S =

∫
dt

(
∂

∂θ̄

∂

∂θ

)
L[φ(t, θ, θ̄)] = −

∫
dt L[φ(t, θ, θ̄)]

∣∣
θ̄θ
.

(19.188)

Namely, the fermionic integration simply picks up the coefficient of
the highest term in the expansion of the integrand in terms of the
Grassmann variables up to a sign.

Let us consider a Lagrangian in the superspace of the form

L[φ(t, θ, θ̄)] = (D̄φ)(Dφ) − V (φ), (19.189)

with φ given in (19.182) and the potential V (φ) is a polynomial/
monomial in φ. It follows from the definition of the covariant deriva-
tives in (19.176) that

(Dφ) =
1√
2

(
ψ + θ(F − iẋ) + iθ̄θψ̇

)
,

(D̄φ) =
1√
2

(
−ψ̄ − θ̄(F + iẋ) + iθ̄θ ˙̄ψ

)
,

−(D̄φ)(Dφ)
∣∣
θ̄θ

= −1

2

(
−i(ψ̄ψ̇ − ψ ˙̄ψ) − (F + iẋ)(F − iẋ)

)

=
1

2
ẋ2 +

i

2
(ψ̄ψ̇ − ψ ˙̄ψ) +

1

2
F 2. (19.190)

We see from the last relation that these are precisely the quadratic
terms in the Lagrangian in (19.31) and it makes clear that, while
x and ψ are dynamical, F has no dynamics and, therefore, is the
auxiliary field for this system. To determine the contribution of
the potential term in (19.189) to the action after the superspace
integration, let us assume that V (φ) = φn, n ≥ 3 (monomial beyond
the quadratic) so that (remember that the Grassmann variables are
nilpotent)
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V (φ)|θ̄θ =
(
x+ ψ̄θ + θ̄ψ + θ̄θF

)n ∣∣
θ̄θ

=
[
xn + nxn−1(ψ̄θ + θ̄ψ + θ̄θF )

+
n(n− 1)

2
xn−2(ψ̄θ + θ̄ψ + θ̄θF )2

]
θ̄θ

= nxn−1F − n(n− 1)

2
xn−2(ψ̄ψ − ψψ̄)

= FV ′(x)− 1

2
V ′′(x)(ψ̄ψ − ψψ̄)

= FW (x)− 1

2
(ψ̄ψ − ψψ̄)W ′(x), (19.191)

where we have identified the superpotential, as in (19.33), W (x) =

V ′(x) = ∂V (x)
∂x . As a result, the action in ordinary space (t-space)

can be obtained from (19.188)-(19.191) to be

S = −
∫

dt L[φ(t, θ, θ̄)]
∣∣
θ̄θ

= −
∫

dt
(
(D̄φ)(Dφ) − V (φ)

)
θ̄θ

=

∫
dt

(
1

2
ẋ2 +

i

2
(ψ̄ψ̇ − ψ ˙̄ψ) +

1

2
F 2 + FW (x)

−1

2
(ψ̄ψ − ψψ̄)W ′(x)

)
. (19.192)

This can be compared with (19.31)-(19.32). This simple (0 + 1)
dimensional example demonstrates how superspace is the right mani-
fold to understand supersymmetric theories and supersymmetry trans-
formations as well as auxiliary fields. However, let us note that, as we
go to higher dimensions, the fermions carry nontrivial spinor indices,
for example, ψα, θα so that the supermanifold is parameterized by
(xµ, θα, θ̄α). Consequently, the expansions of the superfields become
more involved since there are more Dirac structures available as we
go to higher dimensions (see appendix B). For example, a general
scalar superfield in (3 + 1) dimensions has the generic expansion in
terms of component fields as
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φ(x, θ, θ̄) = φ(x) + ψ̄(x)θ + θ̄χ(x) + θ̄θF (x) + θ̄γ5θG(x)

+ θ̄γµθVµ(x) + θ̄γ5γ
µθAµ(x) + · · ·

+ (θ̄θ)2D(x) + · · · . (19.193)

Many of the higher order components, however, turn out to be auxil-
iary fields or algebraically related to the lower order terms. Further-
more, the superfields can often be reduced by applying constraints.
For example, in (3 + 1) dimensions a more fundamental scalar su-
perfield, known as the chiral (or anti-chiral) superfield, is defined by
scalar superfields which satisfy

Dαφ(x, θ, θ̄) = 0, or, D̄αφ(x, θ, θ̄) = 0, (19.194)

where the (super) covariant derivatives are defined in this manifold
as (compare with (19.176))

Dα =
1√
2

(
∂

∂θ̄α
− i(γµθ)α

∂

∂xµ

)
,

D̄α =
1√
2

(
∂

∂θα
− i(θ̄γµ)α

∂

∂xµ

)
. (19.195)

As we have noted earlier, the superspace and the superfield formalism
is of great help in studying complicated supersymmetric theories such
as supergravity theories.
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More on fermions

We have already learnt about various aspects of Dirac spinors, Weyl
spinors and Majorana spinors in 4 space-time dimensions scattered
in different chapters. In this appendix, we will discuss them in a
coherent manner, both in 4 dimensions as well as in D dimensions,
which may be useful in studies in different areas of physics. We begin
with a discussion of different types of spinors in 4 dimensions that we
are familiar with before we discuss spinors in a general D dimensional
space-time.

A1 Fermions in 4 dimensions

We have learnt that, in 4 dimensions, there are three kinds of spinors
(fermions), namely, the Weyl spinor, the Majorana spinor and the
Dirac spinor. From the study of representations of the Lorentz group
in section 4.2, we know that the two Weyl spinors (left handed and
right handed) belong to the two inequivalent representations (0, 12)
and (12 , 0) of the Lorentz group. They are two (component) spinors
which, however, can be written as four component spinors satisfying
the constraint

γ5ψ = ±ψ, (A.1)

namely, the left and the right handed spinors satisfy (see (3.153) and
(3.154))

γ5ψR = ψR, γ5ψL = −ψL. (A.2)

Equivalently, we can also write, in terms of left and right handed
projection operators,

885
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1

2
(1+ γ5)ψR = ψR,

1

2
(1− γ5)ψL = ψL,

1

2
(1− γ5)ψR = 0,

1

2
(1+ γ5)ψL = 0. (A.3)

The irreducible representations (0, 12) and (12 , 0) of the Lorentz group
(left and right handed spinors) represent the smallest dimensional
(two dimensional) spinor representations of the Lorentz group. Any
other spinor can be built out of them.

The Majorana spinor is a self-charge conjugate spinor. Let us
recall that under charge conjugation, a fermion transforms as (see
(11.123))

ψ(x)
C−→ ψc(x) = ηψCψ

T
, (A.4)

where the charge conjugation matrix, C, is defined in (11.122). There-
fore, a Majorana spinor satisfies the condition (see section 11.2.3, in
particular (11.162))

ψ = ψc = ηψCψ
T
. (A.5)

As a result, it has only half the number of independent components,
namely, in 4 dimensions, even though the Majorana spinor is a four
component spinor, the constraint (A.5) effectively reduces the inde-
pendent components to two.

Since the Majorana spinor is effectively a two component spinor,
we should also be able to express it in terms of Weyl spinors. To see
how this can be done, let us recall from (11.133) that, under charge
conjugation,

ψ(x)
C−→ ψc(x) = ηψCψ

T
,

ψ(x)
C−→ ψ

c
(x) = −η∗ψψTC−1, (A.6)

where, in deriving the second relation, properties of the charge con-
jugation matrix (in 4 dimensions) (see (11.131))
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C = C† = C−1, C = −CT , (A.7)

have been used. We note, in particular, from (A.7) that the charge
conjugation matrix is antisymmetric in 4 dimensions. This would not
be the case in a general dimension as we will see in the next section.
Using (A.6) as well as the properties of the C matrix in (A.7), it can
be shown in a straightforward manner that

(ψc(x))c = ψ(x). (A.8)

Namely, applying charge conjugation twice on a given spinor gives
back the original spinor as we would expect.

With these relations, let us consider a left handed Weyl spinor
χL(x). This will have a charge conjugate spinor given by (see (A.4))

χcL(x) = ηχC χ
T
L (x), (A.9)

which can also be simplified, using the properties of the C matrix,
to the form

χcL(x) = ηχC(γ0)Tχ∗
L(x) = −ηχγ0Cχ∗

L. (A.10)

The chirality of the charge conjugate spinor can be obtained in a
straightforward manner as follows,

γ5χ
c
L(x) = −ηχγ5γ0Cχ∗

L(x) = ηχγ
0γ5Cχ

∗
L(x)

= ηχγ
0CC−1γ5Cχ

∗
L(x) = ηχγ

0CγT5 χ
∗
L(x)

= ηχγ
0Cγ∗5χ

∗
L(x) = ηχγ

0C(γ5χL(x))
∗

= −ηχγ0Cχ∗
L(x) = χcL(x), (A.11)

where we have used the fact that γ5 is Hermitian (namely, γ†5 = γ5)
as well as the charge conjugation property (see (11.141))

C−1γ5C = γT5 . (A.12)
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Equation (A.11) shows that the charge conjugate of a left handed
Weyl spinor is a right handed Weyl spinor (and vice versa) which is
consistent with (11.154)-(11.157). Note that (A.12), which is true
in 4 dimensions, is essential for the derivation of (A.11). However,
this may not hold true in other dimensions as we will see in the next
section.

It is clear now that if we define a spinor out of a left handed Weyl
spinor χL(x) as

ψ(x) = χL(x) + χcL(x), (A.13)

then, under charge conjugation, this would transform as

ψc(x) = (χL(x) + χcL(x))
c = χcL(x) + χL(x) = ψ(x), (A.14)

where we have used (A.8). Namely, the spinor (A.13) is a Majorana
spinor built out of a left handed Weyl spinor χL(x). However, it does
not belong to the irreducible representation (0, 12 ) of the Lorentz
group since χcL(x) is a right handed spinor. Therefore, like a Dirac
spinor, it belongs to a reducible representation. However, the two
components χL(x) and χcL(x) are not independent resulting in the
Majorana constraint (A.5) (or (A.14)). For completeness we note
here that a Majorana spinor can also be built out of an independent
right handed Weyl spinor χR(x) as (see also (A.13))

ψ(x) = χR(x) + χcR(x) = ψc(x). (A.15)

From (A.13) (or (A.15)), it is clear that since the charge conjugate
of Weyl spinor has the opposite chirality, a Majorana spinor can not
have a unique chirality, namely,

γ5ψ(x) = γ5χL(x) + γ5χ
c
L(x)

= −χL(x) + χcL(x) 6= ±ψ(x), (A.16)

where we have used (A.11). As a result, we see that, in four space-
time dimensions, a Majorana spinor can not simultaneously be a
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Weyl spinor. There is no Majorana-Weyl spinor in 4 dimensions.
We recognize that this difficulty arises because χL(x) and χ

c
L(x) have

opposite chirality in 4 dimensions and we have noted that this is a
consequence of the relation (see (A.12))

C−1γ5C = γT5 , (A.17)

which is true in 4 space-time dimensions. On the other hand, if

C−1γ5C = −γT5 , (A.18)

then, (A.11) would lead to the same chirality for χcL(x). This can
happen in other dimensions as we will discuss in the next section
and is connected with whether the charge conjugation matrix is an-
tisymmetric (CT = −C as in 4 dimensions, see (A.7)) or symmetric
(CT = C).

Finally, in 4 space-time dimensions, we have the Dirac spinor
which belongs to the reducible representation (0, 12 )⊕ (12 , 0) and can
be written as

ψ(x) = χL(x) + χR(x), (A.19)

where χL(x) and χR(x) are independent spinors and, therefore, the
Dirac spinor represents a genuinely unconstrained four component
spinor.

A2 Spinors in D space-time dimensions

Let us next move on to the analysis of spinors in D space-time di-
mensions. In this case, there will be D Dirac matrices, γµ, µ =
0, 1, 2, · · · , (D− 1). The Dirac matrices will satisfy the Clifford alge-
bra (see (1.79))1

γµγν + γνγµ = 2ηµν1, µ, ν = 0, 1, 2, · · · , (D − 1), (A.20)

1See, for example, chapter 6 in A. Das and S. Okubo, Lie Groups and Lie Alge-

bras for Physicists, Hindustan Publishing, India and World Scientific Publishing,
Singapore (2014).
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where the metric is assumed to be diagonal with unit elements and
signatures ηµν = (+,−,−, · · · ,−). As in the 4 dimensional case, we
choose (see (1.105))

(γ0)† = γ0, (γi)† = −γi, i = 1, 2, · · · , (D − 1). (A.21)

Furthermore, it follows from (A.20) that

(γ0)2 = 1 = −(γi)2, i fixed. (A.22)

The Dirac matrices γµ are known as the generators of the Clifford
algebra (A.20) and without going into technical details, we simply
note that an irreducible representation of the generators (and, there-

fore, the Clifford algebra) can be given by 2[
D
2
]×2[

D
2
] matrices where

[D2 ] denotes the integer part of the ratio. For odd D, there are two
inequivalent irreducible representations of the same dimension and,
for simplicity, we will restrict to the case of even D.

A complete set of linearly independent matrices can be con-
structed in this space (see section 2.6, in particular (2.101))

ΓA = 1, γµ, γµγν(µ < ν), γµγνγλ(µ < ν < λ), · · · ,

· · · , γ0γ1 · · · γµD−1 , (A.23)

The number of such matrices is easily calculated from (A.23) to be

N = 1 +D +
D(D − 1)

2!
+
D(D − 1)(D − 2)

3!
+ · · ·+ 1

= (1 + 1)D = 2D, (A.24)

which indeed is the right number of 2
D
2 ×2

D
2 matrices (remember we

have restricted ourselves to D even).
Let us next consider a member matrix of the set (A.23) of the

form

γ0γ1γ2 · · · γn, (A.25)
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so that using (A.20) as well as (A.22), we obtain

(γ0γ1γ2 · · · γn)2 = γ0γ1γ2 · · · γnγ0γ1γ2 · · · γn

= (−1)n(−1)n(−1)(n−1)(−1)(n−2) · · · (−1)11

= (−1)n(−1) 1
2
n(n+1)

1 = (−1) 1
2
n(n+3)

1. (A.26)

Similarly, using (A.20) and (A.21) we obtain

(γ0γ1γ2 · · · γn)† = (−1)nγnγn−1 · · · γ1γ0

= (−1)n(−1)n(−1)(n−1)(−1)(n−2) · · · (−1)1

× γ0γ1γ2 · · · γn

= (−1)n(−1) 1
2
n(n+1)(γ0γ1γ2 · · · γn)

= (−1) 1
2
n(n+3)(γ0γ1γ2 · · · γn). (A.27)

Note that the phases in (A.26) and (A.27) are the same (±1 depend-
ing on the value of n). In fact, in the same manner we can show that
any member, ΓA of the set (A.23) (for a fixed A = 0, 1, 2, · · · , 2D−1)
satisfies

(ΓA)2 = ǫA1, (ΓA)† = ǫAΓ
A, (A.28)

with the same phase where ǫA = ±1.
In particular, if we look at the “γ5” of the D dimensions, namely,

γD+1 = γ0γ1γ2 · · · γD−1, (A.29)

then, from (A.26) as well as (A.27), with n = D − 1, we note that
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γ2D+1 = (−1) 1
2
(D−1)(D+2)

1

=

{
1 for D = 2 + 4m,

−1 for D = 4 + 4m,
for m = 0, 1, 2, · · · ,

γ†D+1 = (−1) 1
2
(D−1)(D+2)γD+1

=

{
γD+1 for D = 2 + 4m,

−γD+1 for D = 4 + 4m,
for m = 0, 1, 2, · · · ,

(A.30)

which is consistent with (A.28). Furthermore, we note from (A.30)
that, in D = 4+ 4m dimensions, we can define γD+1 with a factor of
±i so that we will have

γ†D+1 = γD+1, (γD+1)
2 = 1. (A.31)

We have already seen this in (2.90) in D = 4 (m = 0). Thus, we see
that, in any even dimension D, we can define a γD+1 matrix (with or
without a factor of i) which will be Hermitian and whose square will
be the identity matrix. As a result, we can define the left handed
and right handed Hermitian spinor projection operators as in (A.3)
which shows that Weyl spinors can be naturally defined in all even
dimensions.

The charge conjugation operation can also be defined in any even
dimension. Let us recall from the definition of charge conjugation,
already given in (11.131), that

C−1γµC = −(γµ)T , C(γµ)TC−1 = −γµ, (A.32)

with C = C† = C−1 in any even dimension. That such a matrix can
be defined follows from the Clifford algebra (A.20) in the following
way. If the matrices γµ satisfy the Clifford algebra, then it must be
true that (−(γµ)T ) also satisfy the Clifford algebra, namely,

[γµ, γν ]+ = 2ηµν1,
[
(−(γµ)T ), (−(γν)T )

]
+
= 2ηµν1, (A.33)
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where µ, ν = 0, 1, 2, · · · ,D − 1. Therefore, by Pauli’s fundamental
theorem, there must be a similarity transformation which connects
the two and the charge conjugation matrix provides that connection.
Therefore, the charge conjugation matrix can be defined in any even
dimension. (The case of odd dimension is a bit tricky since, as we
have already mentioned after (A.22), there exist two inequivalent
representations of the Clifford algebra in odd space-time dimensions.
For this reason, we restrict only to even dimensions in order to avoid
technicalities.) Let us show that the charge conjugation matrix, C, is,
in general either symmetric or antisymmetric. Taking the transpose
of the first relation in (A.32), we obtain

(C−1γµC)T = −γµ,

or, CT (γµ)T (C−1)T = −γµ,

or, CT (−C−1γµC)(C−1)T = −γµ,

or, (CTC−1)γµ(CTC−1)−1 = γµ,

or, [(CTC−1), γµ] = 0, (A.34)

which, in turn, leads to

[CTC−1,ΓA] = 0, (A.35)

for any member of the complete basis of matrices. As a result, we
conclude that

CTC−1 = η1, (A.36)

or, CT = ηC,

or, (CT )T = (ηC)T ,

or, C = ηCT = η(ηC) = η2C,

or, η = ±1. (A.37)

Namely, the charge conjugation matrix can be either symmetric or
antisymmetric,
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CT = C, or, CT = −C. (A.38)

(Whether C = CT or C = −CT (see, for example, (A.7)), namely,
whether the charge conjugation matrix is symmetric or antisymmet-
ric will depend on the dimensionality of space-time which we will
discuss shortly.)

Since a charge conjugation operation exists in even dimensions,
we can define charge conjugate spinors naturally (see, for example,
(A.4)) which would lead to the definition of a Majorana spinor (see,
for example, (A.5)). Namely, in any space-time dimension which is
even, we can naturally define (see (A.4))

ψc = ηψCψ
T
= −ηψγ0Cψ∗. (A.39)

However, a Majorana spinor may not exist in every even dimension.
To see this, note that for a Majorana (self-charge conjugate) spinor
to exist, we must have

ψ = ψc = −ηψγ0Cψ∗ = ηψC(γ0)Tψ∗,

or, ψ∗ = η∗ψC
∗(γ0)†ψ = η∗ψC

Tγ0(−ηψγ0Cψ∗)

= (−CTC)ψ∗, (A.40)

where we have used η∗ψηψ = 1, (γ0)† = γ0, C† = C and (γ0)2 = 1.

Equation (A.40) determines that (remember that C2 = 1)

CTC = −1, or, CT = −C. (A.41)

Namely, a Majorana spinor can exist only in space-time dimensions
where the charge conjugation matrix is antisymmetric (namely, only
in dimensions where η = −1, see (A.36)). We will study this question
in detail next, but let us only mention here that such dimensions
(as we will see soon) correspond to D = 2, 4, mod 8. (Note that
this includes D = 4 where we already know that a Majorana spinor
exists.)
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To determine η (see (A.36)), we note that the Dirac matrices

ΓA, A = 0, 1, 2, · · · , 2D−1 define a complete basis of 2
D
2 ×2D2 matrices

(for D even). Correspondingly, we can write a completeness relation
for these matrices (see, for example, (2.133) in connection with Fierz
rearrangement)

2D−1∑

A=0

(ΓA)−1
jk (Γ

A)Tml = 2
D
2 δjmδkl. (A.42)

Multiplying this with CkmC
−1
ln , we obtain

2D−1∑

A=0

((ΓA)−1C(ΓA)TC−1)jn = 2
D
2 (CTC−1)jn

= 2
D
2 η δjn, (A.43)

where we have used (A.36) in the last step. Note from the definition
that

C(ΓA)TC−1 = C(γµ1γµ2 · · · γµℓ)TC−1

= C(γµℓ)T · · · (γµ2)T (γµ1)TC−1

= (−1)ℓγµℓ · · · γµ2γµ1

= (−1)ℓ(−1) 1
2
ℓ(ℓ−1)(γµ1γµ2 · · · γµℓ)

= (−1) 1
2
ℓ(ℓ+1) ΓA, (A.44)

where we have used (A.32). Using this result in (A.43) we obtain
(see also (A.24))

D∑

ℓ=0

D!

(D − ℓ)!ℓ! (−1)
1
2
ℓ(ℓ+1) = 2

D
2 η,

or, η = 2−
D
2

D∑

ℓ=0

D!

(D − ℓ)!ℓ! (−1)
1
2
ℓ(ℓ+1). (A.45)
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Decomposing the sum in (A.45) into even (ℓ = 2m) and odd
(ℓ = 2m+ 1) terms, we obtain

η = 2−
D
2

D
2∑

m=0

D!

(D − 2m)!(2m)!
(−1)m(2m+1)

+ 2−
D
2

D
2
−1∑

m=0

D!

(D − 2m− 1)!(2m + 1)!
(−1)(2m+1)(m+1)

= 2−
D
2

D
2∑

m=0

D!

(D − 2m)!(2m)!
(−1)m

+ 2−
D
2

D
2
−1∑

m=0

D!

(D − 2m− 1)!(2m + 1)!
(−1)(m+1)

= 2−
D
2
−1
[
((1 +

√
−1)D + (1−

√
−1)D)

+ (
√
−1)((1 +

√
−1)D − (1−

√
−1)D)

]

= 2−
D
2
−1
[
(1 +

√
−1)D+1 + (1−

√
−1)D+1

]

= 2−
D
2
−1
[
(
√
2e

iπ
4 )D+1 + (

√
2e−

iπ
4 )D+1

]

=
√
2 cos

π

4
(D + 1). (A.46)

Here we have used
√
−1 = i, but the expression does not change if

we use
√
−1 = −i (the expression is symmetric under i→ −i). It is

clear from (A.46) that

η =

{
−1 for D = 2, 4 mod 8,
1 for D = 6, 8 mod 8.

(A.47)

As a result, we conclude that Majorana spinors can exist only in
space-time dimensions D = 2, 4 mod 8 while Weyl spinors can exist
in any even space-time dimension.

We have already seen that, in four dimensions, a Majorana-Weyl
spinor does not exist. The natural question that arises is whether a
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Majorana-Weyl spinor can be defined in any other even dimension.
To study this question, let us note (following (A.44)) that

C−1γD+1C = C−1γ0γ1γ2 · · · γD−1C

= (−(γ0)T )(−(γ1)T )(−(γ2)T ) · · · (−(γD−1)T )

= (−1)D(γD−1 · · · γ2γ1γ0)T

= (−1)D(−1)(D−1)+(D−2)+···+1(γ0γ1γ2 · · · γD−1)T

= (−1)D(−1) 1
2
(D−1)DγTD+1 = (−1) 1

2
D(D+1)γTD+1

=

{
−γTD+1 for D = 2 + 4m,

γTD+1 for D = 4 + 4m,
for m = 0, 1, 2, · · · .

(A.48)

These two cases can be compared with (A.17) and (A.18). Equation
(A.48) shows, in particular, that while in dimensions D = 4, 8 mod 8

C−1γD+1C = γTD+1, (A.49)

we have

C−1γD+1C = −γTD+1, (A.50)

in dimensions D = 2, 6, mod 8. It is the second of the two, namely,
(A.50) which is relevant for studying Majorana-Weyl spinors as we
will show next and as we have pointed out earlier in (A.18).

Let us consider a left handed Weyl spinor which satisfies

γD+1χL = −χL, (A.51)

whose charge conjugate is defined as (see (A.10))

χcL = ηχCχ
T
L = −ηχγ0Cχ∗

L. (A.52)

Therefore, it follows that
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γD+1χ
c
L = −ηχγD+1γ

0Cχ∗
L = ηχγ

0γD+1Cχ
∗
L

= ǫηχγ
0CγTD+1χ

∗
L = ǫηχγ

0C(γD+1χL)
∗

= −ǫηχγ0Cχ∗
L = ǫχcL. (A.53)

Here we have used (A.48), (A.52) as well as the fact that γD+1 can
be defined to be Hermitian in any even dimension (by multiplying
a factor of ±i, if necessary, which is not affected by the charge con-
jugation). Furthermore, ǫ = ±1 is the defined in (A.48). We note
from (A.48) that ǫ = −1 for D = 2, 6, mod 8, while ǫ = 1 for
D = 4, 8, mod 8. As a result, the charge conjugate spinor χcL has
the same chirality as χL only in D = 2, 6, mod 8 (see (A.51)) while
the chirality of the charge conjugate spinor is opposite of the orig-
inal spinor in D = 4, 8, mod 8. A Majorana spinor, which exists
in D = 2, 4, mod 8, is a self-charge conjugate spinor (ψ = ψc, see
(A.5)) and if it were to be a Weyl spinor as well, both the charge
conjugate spinor and the original spinor must have the same chirality
which is possible only in D = 2, 6 mod 8 dimensions. The common
dimensionality, where a spinor can be Majorana as well as Weyl, is,
therefore, D = 2 mod 8. Therefore, Majorana-Weyl spinors exist in
space-time dimensions D = 2, 10, 18, · · · . Of these, D = 2 is trivial
(although two dimensional quantum field theories are quite impor-
tant) and the next, namely, D = 10 is the manifold of superstrings
where Majorana-Weyl fermions play a fundamental role.
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Fock-Schwinger gauge

As we have seen, to describe gauge theories and their interaction to
matter, we need to introduce a gauge potential Aµ(x) where the po-
tential is a nontrivial matrix belonging to a gauge group in the case of
a non-Abelian (Yang-Mills) theory. The gauge potential transforms
nontrivially under a gauge transformation (see, for example, (12.39),
we have set the coupling to unity for simplicity)

Aµ(x)→ U(x)Aµ(x)U
−1(x) + i(∂µU(x))U−1(x), (B.1)

where

U(x) = e−iθ(x), (B.2)

and θ(x) is the local parameter (a matrix in the non-Abelian case) of
transformation. The form of the gauge field transformation, (B.1),
holds both for Abelian as well as non-Abelian transformations. In
the case of non-Abelian transformations, U(x) is a matrix in the
group space (involving the generators) whereas for Abelian trans-
formations, it is a function (proportional to identity which is the
generator of Abelian transformations). Under a gauge transforma-
tion (B.1), the antisymmetric field strength tensor Fµν(x) = −Fνµ(x)
can be checked to transform covariantly, namely, (see, for example,
(12.43))

Fµν(x)→ U(x)Fµν(x)U
−1(x), (B.3)

899
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so that the field strength tensor is invariant under a gauge transfor-
mation in the Abelian case. If two successive gauge transformations
are made with transformation matrices denoted by U1(x), U2(x) re-
spectively, then we see from (B.1) that

Aµ(x)
U1−→ U1(x)Aµ(x)U

−1
1 (x) + i(∂µU1(x))U

−1
1 (x)

U2−→ U2(x)
(
U1(x)Aµ(x)U

−1
1 (x) + i(∂µU1(x))U

−1
1 (x)

)
U−1
2 (x)

+ i(∂µU2(x))U
−1
2 (x)

= (U2(x)U1(x))Aµ(x)(U2(x)U1(x))
−1

+ i(∂µ(U2(x)U1(x)))(U2(x)U1(x))
−1. (B.4)

Namely, two successive gauge transformations with matrices U1(x)
and U2(x) respectively is equivalent to a (single) composite gauge
transformation by the matrix (U2(x)U1(x)) where, in the Abelian
case, the exponents (in the exponential, see (B.2)) of the composite
gauge transformations simply add.

B1 Gauge invariant potential

We have seen that the gauge potential in QED (quantum electrody-
namics) transforms nontrivially unlike the field strength tensor which
is invariant under a gauge transformation. In the early days, many
established physicists, including Dirac, were not very comfortable
with this and, therefore, there was an attempt to find a gauge po-
tential which will not transform under a gauge transformation. This
can, in fact, be achieved in the following way which leads naturally
to the Fock-Schwinger gauge to be discussed in detail in the next
section.

Let us consider a field dependent phase factor in QED of the
form

U(ξ, x) = e−i
∫ ξ
x
dyνAν(y), (B.5)

where ξ denotes a reference coordinate point and the integration is
carried out along a given path between the points x and ξ. Under an
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Abelian gauge transformation Aµ(x) → Aµ(x) + ∂µθ(x), this phase
factor will transform as

U(ξ, x)→ e−i
∫ ξ
x dyν(Aν(y)+∂yν θ(y))

= e
−i

(∫ ξ
x
dyνAν(y)

)
−iθ(ξ)+iθ(x)

= e−iθ(ξ)U(ξ, x)eiθ(x) = U(ξ)U(ξ, x)U−1(x), (B.6)

where U(x), U(ξ) denote gauge transformations defined in (B.2). The
field dependent phase factor in (B.5) is known as the Wilson line el-
ement and if the path corresponds to a closed path, then it is called
the Wilson loop. Both these objects are quite important in the study
of non-Abelian gauge theories (where a path ordering of the expo-
nential is required as we will comment on later), in particular, in the
study of quark confinement. In Abelian gauge theories, they give rise
to a nontrivial Aharonov-Bohm phase when there is a magnetic field
passing through the closed path. In general, the line element depends
on the path along which the integration is carried out. However, in
the absence of magnetic monopoles/magnetic fields, it can be shown
that the phase (or the exponent) in (B.5) does not depend on the
path, rather its value depends only on the end points.

With the phase factor defined in (B.5), given a gauge potential
Aµ(x), let us define a new potential as (see (B.1))

Aµ(x, ξ) = U(ξ, x)Aµ(x)U
−1(ξ, x) + i(∂xµU(ξ, x))U−1(ξ, x)

= Aµ(x) + ∂xµ

∫ ξ

x
dyνAν(y), (B.7)

where we have used the Abelian nature of the gauge field (in the
redefinition). It is immediately clear that this new potential is in-
variant under an Abelian gauge transformation, namely, under an
Abelian gauge transformation,

Aµ(x, ξ)→ (Aµ(x) + ∂µθ(x)) + ∂xµ

∫ ξ

x
dyν(Aν(y) + ∂yνθ(y))

= Aµ(x) + ∂µθ(x) + ∂xµ

(∫ ξ

x
dyνAν(y) + θ(ξ)− θ(x)

)
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= Aµ(x) + ∂µθ(x) + ∂xµ

∫ ξ

x
dyνAν(y)− ∂µθ(x)

= Aµ(x) + ∂xµ

∫ ξ

x
dyνAν(y) = Aµ(x, ξ). (B.8)

All of this discussion can be generalized to a non-Abelian gauge
theory only if we consider the phase factor in (B.5) to be path or-
dered (remember that the gauge potentials, in the non-Abelian case,
are matrices and, therefore, do not commute at different coordinate
points along the path), namely,

U(ξ, x) = P
(
e−i

∫ ξ
x
dyνAν(y)

)
, (B.9)

which, clearly, reduces to (B.5) in the Abelian case. Furthermore,
with the path ordered exponential in (B.9), we can now define the
potential Aµ as in (B.7)

Aµ(x, ξ) = U(ξ, x)Aµ(x)U
−1(ξ, x)

+ i(∂xµU(ξ, x))U−1(ξ, x), (B.10)

which, however, will not be invariant under a non-Abelian gauge
transformation (unlike the Abelian case), rather it will transform co-
variantly under a gauge transformation (like the field strength ten-
sor). Nonetheless it is very useful within the context of the study
of hard thermal loops at finite temperature as well as in the Fock-
Schwinger gauge as we will discuss shortly (in the next section).

Let us, for simplicity, assume that the path between xµ and ξµ

is a straight line parameterized by (remember that the exponent in
(B.5) depends only on the end points and not on the path in the
absence of magnetic monopoles or magnetic fields)

yµ ≡ xµ(α) = ξµ − α(xµ − ξµ), −1 ≤ α ≤ 0, (B.11)

so that xµ(−1) = xµ, xµ(0) = ξµ. (The reason for this nonstandard
path, namely, from xµ to ξµ and not from ξµ to xµ, will become clear
when we discuss the Fock-Schwinger gauge in the next section. We
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simply emphasize here that while path ordering is not important in
the Abelian theory, it is crucial in the non-Abelian case.) As a result,
we can write

∫ ξ

x
dyνAν(y) =

∫ 0

−1
(−dα(xν − ξν))Aν(ξ − α(x− ξ))

= −
∫ 0

−1
dα (xν − ξν)Aν(ξ − α(x− ξ)), (B.12)

which leads to

∂xµ

∫ ξ

x
dyνAν(y)

= −
∫ 0

−1
dα
(
Aµ(ξ − α(x− ξ)) + (xν − ξν)∂xµAν(ξ − α(x− ξ))

)

= −
∫ 0

−1
dα (Aµ(y)− α(xν − ξν)(Fµν(y) + ∂yνAµ(y)))

= −
∫ 0

−1
dα

(
Aµ(y) + α

∂Aµ(y)

∂α
− α(xν − ξν)Fµν(y)

)

= −
∫ 0

−1
dα

(
∂(αAµ(y))

∂α
− α(xν − ξν)Fµν(y)

)

= −Aµ(x) +
∫ 0

−1
dαα(xν − ξν)Fµν(y). (B.13)

Here we have used the notation in (B.11) and the field strength tensor
Fµν(y) is defined with derivatives with respect to y. Substituting
this back into (B.7), we obtain the gauge invariant potential in the
Abelian theory to be

Aµ(x, ξ) = Aµ(x) + ∂xµ

∫ ξ

x
dyνAν(y)

=

∫ 0

−1
dαα(xν − ξν)Fµν(y), (B.14)

where the gauge invariance of the potential is manifest. Furthermore,
it brings out a special feature of this potential that
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(xµ − ξµ)Aµ(x, ξ) = −
dyµ

dα
Aµ(x, ξ)

=

∫ 0

−1
dαα(xµ − ξµ)(xν − ξν)Fµν(y)

= 0, (B.15)

which follows from the antisymmetry of the field strength tensor.
Namely, the gauge invariant potential is constrained to be transverse
to the (linear) path (note that dyµ

dα = −(xµ− ξµ) denotes the tangent
to the trajectory) which naturally leads to the Fock-Schwinger gauge
to be discussed in the next section. It is interesting to ask what would
be the field strength tensor associated with the invariant potential
which can be calculated in a simple manner from (B.14) (recall that
yµ = ξµ − α(xµ − ξµ))

Fµν(x, ξ) = ∂xµAν(x, ξ)− ∂xνAµ(x, ξ)

=

∫ 0

−1
dα
[(
αFνµ(y)− α2(xλ − ξλ)∂yµFνλ(y)

)

−
(
αFµν(y)− α2(xλ − ξλ)∂yνFµλ(y)

)]

= −
∫ 0

−1
dα
(
2αFµν(y) + α2(xλ − ξλ)(∂yµFνλ(y) + ∂yνFλµ(y))

)

= −
∫ 0

−1
dα
(
2αFµν(y)− α2(xλ − ξλ)∂yλFµν(y)

)

= −
∫ 0

−1
dα

(
2αFµν(y) + α2 ∂

∂α
Fµν(y)

)

= −
∫ 0

−1
dα

∂

∂α
(α2Fµν(y)) = Fµν(x). (B.16)

Here we have used the Bianchi identity for the field strength tensor,
namely, (9.12) (and also recall the definition (B.11) in evaluating the
limits of the integration). The fact that the field strength tensor for
the two potentials is the same should not surprise us. After all, the
field redefinition in (B.7) is simply a gauge transformation (be it field
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dependent) and as we already know, the field strength tensor, in the
Abelian theory, is invariant under a gauge transformation.

Without going into details, we note here from the form of (B.14)
that the gauge invariant potential Aµ(x, ξ), in the Abelian case, can
be formally written in a compact form (following from Schwinger’s
proper time formalism1)

Aµ(x, ξ) = −
1

p · ∂ p
νFµν , (B.17)

where pµ = dyµ

dα denotes the tangent to the trajectory so that

1

p · ∂ =
1

dyµ

dα ∂
y
µ

=

(
d

dα

)−1

, (B.18)

corresponds to the integration over the parameter characterizing the
path. Note that the inversion of the limits of integration gives a neg-
ative sign, pν = −(xν − ξν) gives a negative sign and the derivatives
on the field strength inside the integral in (B.17) are with respect
to x which leads to a factor of (−α) so that (B.17) indeed coincides
with (B.14) when written out in detail. The nonlocality as well as the
gauge invariance of Aµ(x, ξ) is manifest in (B.17) as is the transver-
sality to pµ (tangent to the path). The expression, in (B.16) can also
be generalized to the non-Abelian case in a straightforward manner
and takes the form (Dµ is the covariant derivative)

Aaµ(x, ξ) =
(
− 1

p ·D pνFµν

)a
, (B.19)

which is manifestly gauge covariant. Both the forms of the potential
(Abelian and non-Abelian) in (B.17) and (B.19) are quite useful in
the study of the effective action for the hard thermal loops which
give rise to Schwinger-like (temperature dependent) mass terms.

As we have seen, the potential Aµ(x, ξ) in (B.7) is indeed in-
variant under an Abelian gauge transformation (as shown in (B.8)).
However, it is nonlocal and depends on a reference point ξ. The

1See chapter 16 in A. Das, Field Theory: A Path Integral Approach (third
edition), World Scientific, Singapore (2019).
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choice of a gauge, in this case, would correspond to the choice of a
reference point, as we will describe below for a few special gauges.

1. Fock-Schwinger gauge:

We will discuss this gauge in more detail in the next section.
However, here we only note that, if we choose the reference
point to be at the origin, namely, ξµ = 0, we obtain from
(B.15) that

xµAµ(x, 0) = xµAµ(x) = 0. (B.20)

This gauge is known as the Fock-Schwinger gauge or is some-
times also known as the relativistic Poincaré gauge.

2. Poincaré gauge:

Let us consider a straight path along a spatial direction from
xµ = (t,x) to ξµ = (t, 0) with the assumption that A0(t, 0) = 0
(namely, we assume that A0 vanishes at the reference point,
otherwise, Aµ will not be gauge invariant). Therefore, the path,
in this case, is given by (−1 ≤ α ≤ 0)

yµ = ξµ − α(xµ − ξµ) = (t,−αx). (B.21)

Here we note that the time components of ξµ and xµ coincide
so that the time derivative needs to be taken carefully (in the
earlier derivation we had assumed the two coordinates to be
distinct). As a result, going back to (B.7) (see also (B.12)) we
obtain for the time component
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A0(t,x) = A0(t,x)− ∂t
∫ 0

−1
dαxiAi(t,−αx)

= A0(t,x)−
∫ 0

−1
dαxi

(
F0i(t,−αx) + ∂

(−αx)
i A0(t,−αx)

)

= A0(t,x)−
∫ 0

−1
dα

(
− ∂

∂α
A0(t,−αx) + xiF0i(t,−αx)

)

= A0(t,x) + (A0(t, 0) −A0(t,x)) −
∫ 0

−1
dαxiF0i(t,−αx)

= −
∫ 0

−1
dαxiF0i(t,−αx)

= −
∫ 0

−1
dαx · E(t,−αx). (B.22)

Since the space coordinates of ξµ and xµ are distinct, the cal-
culation of Ai(t,x) can proceed as in (B.14) and the result
follows to be (see (9.7) and recall that ǫijk as well as Bi are
three dimensional vector (tensor) components)

Ai(t,x) =
∫ 0

−1
dααxjFij(t,−αx)

=

∫ 0

−1
dααxj(−ǫijkBk(t,−αx))

or, (A)i(t,x) =

∫ 0

−1
dαα (x×B(t,−αx))i

or, A(t,x) =

∫ 0

−1
dαα(x×B(t,−αx)). (B.23)

It follows now from (B.23) that, in this case, we have

x ·A(t,x) = 0. (B.24)
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The condition in (B.24) is a nonrelativistic form of (B.15)
(or (B.15) is a relativistic form of (B.24)) and is known as
the Poincaré gauge. Note that even though A0(t,x) given by
(B.22) is nontrivial, since, in this case, (xµ − ξµ) = (0,x),
it follows from (B.22)-(B.24) that the transversality condition
(B.15) continues to hold, namely,

(xµ − ξµ)Aµ(t,x) = 0×A0(t,x)− x ·A(t,x) = 0. (B.25)

3. Temporal gauge:

Let us next consider a path from xµ = (t,x) to ξµ = (t0,x)
along the time axis so that, in this case, we have (−1 ≤ α ≤ 0)

yµ = ξµ − α(xµ − ξµ) = (t0 − α(t− t0),x) = (T,x), (B.26)

where we have defined, for later use,

T = t0 − α(t− t0). (B.27)

We also choose Ai(t0,x) = 0, namely, A vanishes at the ref-
erence point (without which the potential will not be gauge
invariant).

With these, we can calculate from (B.7) (see also (B.12))

A0(t,x, t0) = A0(t,x) − ∂t
∫ 0

−1
dα (t− t0)A0(T,x)

= A0(t,x) −
∫ 0

−1
dα (A0(T,x) + (t− t0)∂tA0(T,x))

= A0(t,x) −
∫ 0

−1
dα (A0(T,x)− α(t− t0)∂TA0(T,x))

= A0(t,x) −
∫ 0

−1
dα

(
A0(T,x) + α

∂

∂α
A0(T,x)

)
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= A0(t,x) −
∫ 0

−1
dα

∂

∂α
(αA0(t0 − α(t− t0),x))

= A0(t,x) −A0(t,x) = 0. (B.28)

On the other hand, (B.7) leads to (see also (B.12))

Ai(t,x, t0) = Ai(t,x)− ∂i
∫ 0

−1
dα (t− t0)A0(T,x)

= Ai(t,x) −
∫ 0

−1
dα (t− t0)∂iA0(T,x)

= Ai(t,x) −
∫ 0

−1
dα (t− t0) (Fi0(T,x) + ∂TAi(T,x))

= Ai(t,x) −
∫ 0

−1

(
− ∂

∂α
Ai(t0 − α(t− t0),x)

+ (t− t0)Fi0(t0 − α(t− t0),x)
)

= Ai(t,x) +Ai(t0,x)−Ai(t,x)

+

∫ 0

−1
dα (t− t0)Ei(t0 − α(t− t0),x)

=

∫ 0

−1
dα (t− t0)Ei(t0 − α(t− t0),x). (B.29)

Condition (B.28) defines the temporal gauge. We note again
that since, in this case, (xµ − ξµ) = (t − t0, 0), it follows from
(B.28)-(B.29) that (see (B.15))

(xµ − ξµ)Aµ(t,x, t0) = (t− t0)× 0 + 0×Ai(t,x, t0)
= 0. (B.30)

4. Axial gauge:

Let us next consider a general space-like path xµ(ξ), 0 ≤ ξ ≤
∞ characterized by a parameter ξ (this is not the reference
coordinate vector described earlier) such that
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xµ(ξ = 0) = xµ, xµ(ξ →∞)→ spatial infinity. (B.31)

The term “spatial infinity” here refers to the fact that the dis-
tance from xµ to any point here is sufficiently large in the space-
like direction. As a result, the field variables are assumed to
vanish there, namely,

Aµ(x(ξ →∞)) = 0. (B.32)

In this case, we can write

Aµ(x) = Aµ(x) + ∂xµ

∫ ∞

0
dξ

∂xν(ξ)

∂ξ
Aν(x(ξ))

= Aµ(x) +

∫ ∞

0
dξ

[
∂

∂ξ

(
∂xν(ξ)

∂xµ

)
Aν(x(ξ))

+
∂xν(ξ)

∂ξ

∂xλ(ξ)

∂xµ
∂
x(ξ)
λ Aν(x(ξ))

]

= Aµ(x) +

∫ ∞

0
dξ

[
∂

∂ξ

(
∂xν(ξ)

∂xµ

)
Aν(x(ξ))

+
∂xν(ξ)

∂ξ

∂xλ(ξ)

∂xµ
(Fλν(x(ξ)) + ∂x(ξ)ν Aλ(x(ξ)))

]

= Aµ(x) +

∫ ∞

0
dξ

[
∂

∂ξ

(
∂xν(ξ)

∂xµ
Aν(x(ξ))

)

+
∂xν(ξ)

∂ξ

∂xλ(ξ)

∂xµ
Fλν(x(ξ))

]

= Aµ(x)−Aµ(x) +
∫ ∞

0
dξ

∂xν(ξ)

∂ξ

∂xλ(ξ)

∂xµ
Fλν(x(ξ))

=

∫ ∞

0
dξ

∂xν(ξ)

∂ξ

∂xλ(ξ)

∂xµ
Fλν(x(ξ)), (B.33)

where we have used (B.32).
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If we now assume the path to be of the form

xµ(ξ) = xµ + ξnµ, (B.34)

where nµ is a constant vector along a spatial axis with n2 6= 0
(namely, nµ = (0, ni)), then we have

∂xµ(ξ)

∂ξ
= nµ,

∂xµ(ξ)

∂xν
= δµν . (B.35)

Substituting these into (B.33), we obtain

Aµ(x) =
∫ ∞

0
dξ nνFµν(x+ ξn), (B.36)

which leads naturally to

n · A(x) =
∫ ∞

0
dξ nµnνFµν(x+ ξn) = 0. (B.37)

This is known as the axial gauge and, in this gauge, we have
(see (B.36))

A0(x) =

∫ ∞

0
dξ nνF0ν(x+ ξn)

=

∫ ∞

0
dξ n · E(x+ ξn),

Ai(x) = ATi (x) =
∫ ∞

0
dξ njFij(x+ ξn), (B.38)

where we have used our choice nµ = (0, ni).



July 13, 2020 8:54 book-9x6 11845-main page 912

912 B Gauge invariant potential and the Fock-Schwinger gauge

B2 Fock-Schwinger gauge

We have already talked about the Fock-Schwinger gauge briefly in
connection with the Abelian theory. As we have pointed out earlier,
this gauge choice is quite useful in non-perturbative calculations of
condensates such as the quark condensates or the gluon condensates
in QCD which is a non-Abelian theory. This gauge choice has some
added advantages, like the axial gauge, in that it is ghost free. Fur-
thermore, it is also free from Gribov ambiguities. In this section,
we will discuss these features in some detail in a general non-Abelian
theory (the results for the Abelian theory follow trivially from these).

As we have already pointed out earlier, the Fock-Schwinger gauge,
which is also sometimes called the relativistic Poincaré gauge, is given
by

F [A(x)] = xµAµ(x) = 0,

or, F a[A(x)] = xµ ·Aaµ(x) = 0. (B.39)

This homogeneous gauge choice is like the homogeneous axial gauge
(see, for example, (13.116) with fa(x) = 0) if we think of xµ ∼
nµ. However, the explicit coordinate dependence in the gauge choice
breaks Poincaré invariance which is, however, a gauge artifact and
the physical results are Poincaré invariant.

That such a gauge choice is ghost free can be seen simply as
follows. From (12.182)-(12.184), we see that this choice of gauge
would induce a ghost action determined by (remember that we have
set g = 1)

δF a[A
(ǫ)
µ (x)]

δǫb(y)
= xµ(∂xµδ

ab − facbAcµ(x))δ4(x− y), (B.40)

which leads to the ghost action (see (12.182))

Sghost = −
∫
d4xd4y ca(x)xµ(∂xµδ

ab − facbAcµ(x))δ4(x− y)cb(y)

= −
∫

d4x ca(x)xµ(∂µδ
ab − facbAcµ(x))cb(x). (B.41)
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On the other hand, if the gauge potential satisfies the Fock-Schwinger
gauge condition (B.39), the interaction term drops out and the ghost
action becomes noninteracting

Sghost = −
∫

d4x ca(x)x · ∂ca(x), (B.42)

much like in the Abelian theory. Therefore, although the free ghost
action in (B.42) can contribute in the presence of gravitation or to the
partition function at finite temperature, in zero temperature pertur-
bative calculations in flat space-time, the effect of the ghosts becomes
inconsequential (namely, they do not contribute to the scattering am-
plitudes).

Any gauge condition must be implementable which means that
even if a gauge potential does not satisfy the intended gauge con-
dition, a specific gauge transformation should be able to bring it to
satisfy the gauge condition. More specifically, in our context, it would
require that even if (Aµ(x) is a matrix in a non-Abelian theory)

xµAµ(x) 6= 0, (B.43)

it should be possible to find a gauge transformation matrix U(x) such
that the gauge transformed potential

Āµ(x) = U(x)Aµ(x)U
−1(x) + i(∂µU(x))U−1(x), (B.44)

satisfies the required condition

xµĀµ(x) = 0. (B.45)

Requiring (B.45) to hold, we obtain from (B.44)

xµĀµ(x) = U(x)(x · A(x))U−1(x) + i(x · ∂U(x))U−1(x)

= 0,

or, x · ∂U(x) = iU(x)(x · A(x)). (B.46)
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The solution to this is easily obtained to be

U(x) = U0P
(
ei

∫ 0
−1

dαxµAµ(−αx)
)
, (B.47)

where U0 is a constant matrix (which can be thought of as the ar-
bitrary value of the function at the origin xµ = 0) and P stands for
path ordering in the variable α. (The reference point here is taken
to be at the origin ξµ = 0, see also (B.20), so that the linear path
has the form yµ = −αxµ, see (B.11). Note also that, since U(x)
is path ordered, for it to satisfy (B.46), x must correspond to an
earlier point on the path. This is the reason for the choice of the
nonstandard path that we have alluded to earlier.)

To see that (B.47) indeed satisfies (B.46), we note from (B.47)
that

∂xµU(x) = U0P

(
i

(
∂xµ

∫ 0

−1
dαxνAν(−αx)

)
ei

∫ 0
−1

dαxλAλ(−αx)
)
.

(B.48)

Therefore, the main quantity to calculate is

∂xµ

∫ 0

−1
dαxνAν(−αx)

=

∫ 0

−1
dα
[
Aµ(−αx) + xν∂xµAν(−αx)

]

=

∫ 0

−1
dα
[
Aµ(−αx)− αxν

(
Fµν(−αx) + ∂(−αx)ν Aµ(−αx)

)]

=

∫ 0

−1
dα

[
Aµ(−αx) + α

∂

∂α
Aµ(−αx)− αxνFµν(−αx)

]

=

∫ 0

−1
dα

[
∂

∂α
(αAµ(−αx)) − αxνFµν(−αx)

]

= Aµ(x)−
∫ 0

−1
dααxνFµν(−αx). (B.49)
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As a result, it follows that

x · ∂x
∫ 0

−1
dαxνAν(−αx) = x ·A(x), (B.50)

and substituting this into (B.48), we obtain

x · ∂xU(x) = U0P
(
(ix ·A(x)) ei

∫ 0
−1

dαxνAν(−αx)
)

= iU0P
(
ei

∫ 0
−1

dαxνAν(−αx)
)
x ·A(x)

= iU(x)(x ·A(x)). (B.51)

Here we have used the fact that Aµ(x) = Aµ(−αx)|α=−1 corresponds
to an earlier point (in fact, the starting point) of the path and we
note that (B.51) indeed coincides with (B.46).

The above discussion shows that the Fock-Schwinger gauge is, in
fact, implementable. The next thing we would like to show is that
this gauge is complete, namely, given a gauge potential which satisfies
the Fock-Schwinger gauge, it is not possible to obtain another po-
tential through a (nontrivial) local gauge transformation which will
also satisfy the same gauge condition. Explicitly, what this means is
that if Āµ(x) satisfies (see (B.45))

x · Ā(x) = 0, (B.52)

then a gauge transform of this potential, say,

Ãµ(x) = V (x)Āµ(x)V
−1(x) + i(∂xµV (x))V −1(x), (B.53)

can not also satisfy the same condition (Fock-Schwinger gauge con-
dition), namely,

x · Ã(x) 6= 0. (B.54)

In fact, we note that if the gauge transformed potential also satis-
fies the Fock-Schwinger gauge condition, it follows from (B.52) and
(B.53) that



July 13, 2020 8:54 book-9x6 11845-main page 916

916 B Gauge invariant potential and the Fock-Schwinger gauge

x · Ã(x) = V (x)x · Ā(x)V −1(x) + i(x · ∂xV (x))V −1(x)

= i(x · ∂xV (x))V −1(x) = 0,

or, x · ∂xV (x) = 0. (B.55)

On the other hand, since x ·∂x counts the power of x in a monomial,
we conclude from (B.55) that Ãµ(x) will satisfy the Fock-Schwinger
gauge only if V (x) is of degree zero in x, namely,

V (x) = V0 ≡ constant, (B.56)

which corresponds to a trivial global transformation. Therefore, this
shows that the Fock-Schwinger gauge is also complete.
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Faddeev-Popov ghost, 522
Fermi coupling, 597
Fermi theory, 596
Fermi’s Golden rule, 473
Fermi-Dirac statistics, 287
Fermion

Dirac, 889
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Fermion mass, 790
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Fermionic parameter, 834
Fermions

in 4 dimensions, 885
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in D dimensions, 885
Majorana, 886
Weyl, 885

Feynman diagram, 320
Feynman Green’s function, 270
Feynman parameterization, 580, 632
Feynman parametric integral, 704
Feynman propagator, 320
Feynman rule, 323
Feynman rules

QED, 351
Field strength tensor, 332
Fierz rearrangement, 895
Fierz transformation, 843, 847
First class constraint, 388
Fixed point, 741, 753
Fock space, 196
Foldy-Wouthuysen transformation, 112
Forest, 688
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Four vector potential, 330
Four velocity, 396
Functional differentiation, 513
Functional integration, 513
Furry’s theorem, 454, 679
Future light-cone, 7

Gauge
Rξ, 594, 773
’t Hooft, 594, 773
axial, 516, 579, 789, 793, 909, 912
complete, 915
Coulomb, 363, 516, 789, 793
covariant, 798
Feynman, 575
Feynman-Fermi, 366
Fock-Schwinger, 899, 906, 912
generalized axial, 798
generalized Coulomb, 798
generalized non-covariant

pole mass, 815
ghost free, 912
implementable, 913
interpolating, 797
Landau, 575
light-cone, 579
Lorenz/Landau, 516
noncovariant, 793

Poincaré, 906
relativistic Poincaré, 906
temporal, 516, 579, 908

gauge
covariant, 789

Gauge dependence, 771
fermion mass, 811
pole of the propagator, 806

Gauge fixing action, 521
Gauge fixing condition, 516
Gauge fixing parameter, 521
Gauge independence, 564

fermion mass, 789, 807
mass, 781
physical mass, 772
physical parameters, 771

Gauge invariance, 332
Gauge invariant potential, 899, 900
Gauge orbit, 515
Gauge transformation, 285, 332
Gell-Mann-Low equation, 735
Gell-Mann-Nishijima relation, 597
Generating functional, 566

Green’s function, 512
Ghost action, 522
Ghost fields, 522
Ghost number, 550, 556
Ghost scaling charge, 553
Ghost scaling symmetry, 550
Goldstino, 872
Goldstone boson, 870
Goldstone fermion, 872
Goldstone field, 280
Goldstone theorem, 272, 282, 593
Gordon decomposition, 792, 794
Grassmann coordinate

translation, 875
Grassmann variable, 288, 383, 831
Green’s function, 196

advanced, 200
Feynman, 204
negative energy, 207
positive energy, 207
retarded, 202

Gribov ambiguity, 510, 520, 912
Ground state

normalizable, 840
Gupta-Bleuler quantization, 376
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Gyro-magnetic ratio, 111

Haar measure, 516
Handedness, 100
Hard thermal loop, 902
Heisenberg picture, 225
Helicity, 102, 310, 826

lowering, 828
raising, 828

Higgs field, 593
Higgs mechanism, 600
Higgs phenomenon, 583, 589, 593
Higgs potential, 605
Hilbert space, 14
Hydrogen atom, 2

Index of divergence, 674
Index of representation, 497
Induced representation, 155, 827
Infrared divergence, 807

fermion mass
gauge dependence, 808

Infrared fixed point, 757
Instantons, 840
Interaction picture, 225
Interaction vertex, 322
Internal symmetry, 265
Internal symmetry group, 486

generator, 487
structure constant, 487

Internal symmetry transformation, 214
Invariant length, 6
Invariant scalar product, 5
Isospectral

almost, 839

Jacobi identity, 129, 495
super, 825

Kalb-Ramond field, 530
Klein paradox, 14, 18
Klein-Gordon equation, 10, 11

continuity equation, 12
energy eigenvalue, 11
negative energy, 11
plane wave solution, 11

Klein-Gordon field theory
complex, 259

covariant commutation relations,
208

creation and annihilation opera-
tors, 178, 186

energy eigenstates, 188
field decomposition, 174
free, 163
Hamiltonian, 172, 187
Lagrangian density, 165
quantization, 169, 173
self-interacting, 213
vacuum, 190

Kramers-Kronig relation, 254

Lagrange bracket, 390
Lagrange multiplier, 387
Landau gauge, 548
Landau pole, 759
Large component, 107
Left derivative, 289, 291
Left-handed, 101
Left-handed particle, 97
Legendre transformation, 169
Lepton number, 300
Levi-Civita tensor, 9, 50, 126, 728
Lie algebra, 487

graded, 819
Lie derivative, 215
Lie group, 487

semi-simple, 495
simple, 495

Light-like, 7
Little group, 155, 158, 159
Loop expansion, 621
Lorentz algebra, 55
Lorentz boost, 66
Lorentz factor, 66
Lorentz frame, 2
Lorentz group, 125

representations, 135
Lorentz transformation, 4, 65, 130

generator, 80
orthochronous, 71
proper, 71
transformation of bilinears, 83

Möller scattering, 355
Magnetic field, 330
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non-Abelian, 501
Magnetic moment, 111
Majorana fermion, 447
Majorana spinor, 823, 885

D dimension, 896
Majorana-Weyl spinor, 889

D dimension, 897
Mass singularity, 807
Massless Dirac particle, 95
Maxwell field theory, 329

canonical quantization, 332
covariant quantization, 363
field decomposition, 337
Hamiltonian, 337

Maxwell’s equations, 329
Metric

Bjorken-Drell, 5
Metric tensor

contravariant, 5
covariant, 5

Microscopic causality, 211
Minimal coupling, 14, 109, 283
Minkowski metric, 4
Minkowski space, 4
MS scheme, 741

Nöther current
scale transformation, 762

Nöther’s theorem, 213
Nambu-Goldstone

boson, 589
phenomenon, 589

Nielsen ghost, 538
Nielsen identity, 572, 771, 777, 781

for QED, 799
for the effective potential, 780
master, 803, 804

Nilpotent, 835
Non-Abelian gauge theory, 483
Non-Abelian group, 130, 132
Non-minimal coupling, 112
Non-relativistic, 1
Non-relativistic expansion, 113
Non-renormalizable theory, 721
Nonlinear sigma model, 391
Normal ordered product, 236
Normal ordering, 186
Notations, 2

Optical theorem, 254
Overlapping divergence, 679, 702

Pairing, 238
Parity, 413, 597

Dirac bilinears, 432
Dirac field, 427
photon field, 426
quantum mechanics, 415
spin zero field, 422

Parity violation, 99
Past light-cone, 7
Path integral, 565
Pauli coupling, 112
Pauli exclusion principle, 287
Pauli matrices, 23
Pauli’s fundamental theorem, 23, 76,

893
Pauli-Dirac representation, 143
Pauli-Lubanski operator, 148, 825
Phase transformation

global, 266
local, 285

Photon helicity, 343
Photon pair production, 352
Physical state condition, 551
Plane wave solution, 195
Poincaré, 912
Poincaré algebra, 135, 825

super, 825
Poincaré group, 125

massive representation, 152
massless representation, 155
unitary representation, 147

Poincaré transformation, 133
Polarization vector, 338, 371
Positronium decay, 430, 447
Primary constraint, 386
Proca equation, 584
Proca Lagrangian density, 584
Projection operator

left handed, 885
right handed, 885

Proper time, 6, 628
Pseudoscalar field, 841

QED, 639
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fermion self-energy, 640, 658
photon self-energy, 643, 660
vertex correction, 663

Quantization of tensor field, 530
Quantum chromodynamics, 494
Quantum electrodynamics, 349
Quark confinement, 901
Quartic coupling, 842

Rainbow approximation, 816
Rarita-Schwinger field, 873
Rarita-Schwinger theory, 841
Reciprocity relation, 475
Regularization, 619

ζ function, 668
cut-off, 623
dimensional, 648
higher derivative, 668
lattice, 668
Pauli-Villars, 639
point splitting, 668

Relativistic equation, 1
Renormalizable theory, 720
Renormalization, 224, 669

BPHZ, 680, 693
gauge theories, 721
history, 679
multiplicative, 680

Renormalization group, 735, 741
Renormalization group equation, 735,

746
solving, 750

Renormalization part, 688
disjoint, 709
nested, 709
overlapping, 709

Representation
CPT self-conjugate, 829

Retarded function, 252
Right-handed particle, 98
Right-handed spinor, 100
Rotation, 65, 125

Scalar field, 841
Scalar multiplet, 841
Scalar product, 3
Scale dimension, 762
Scale transformation, 761

Ward identity, 764
Scattering matrix, 233
Schrödinger equation, 1
Schrödinger picture, 226
Schwinger function, 203
Schwinger model, 726
Schwinger-Dyson equation, 690
Second class constraint, 388
Second quantization, 174
Secondary constraint, 388
Self-energy, 691
Semi-detailed balance, 475
Semi-direct sum, 135
Similarity transformation, 141
Skeleton graph, 677
Slash notation, 28
Slavnov-Taylor identity, 565
Small component, 107, 113
Space-like, 7
Space-time symmetry transformation,

214
Space-time translation, 217
Spectral function, 251
Spectral representation, 249
Spinor

D dimensional, 889
Spontaneous symmetry breaking, 272
Stückelberg formalism, 583
Standard model, 310, 583, 596

electric charge, 614
field content, 599
Higgs field, 600
Lagrangian density, 601
spontaneous symmetry breaking,

605
Yukawa interaction, 604

Step function, 244
Stress tensor, 219
Super Higgs model, 864
Super translation, 875
Super-renormalizable theory, 721
Superficial degree of divergence, 669
Supergravity theory, 841
Superspace, 824, 873
Supersymmetric

field theories, 841
Higgs theory, 841
partner, 841
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partner Hamiltonians, 839
partner states, 840
quantum mechanics, 830
Yukawa theory, 842

Supersymmetry, 819
charge, 821
extended, 824

representation, 825
generator, 821
global, 819
Higgs model, 863

auxiliary field, 867
supersymmetry current, 867

Higgs phenomenon, 867
local, 841
non-Abelian gauge theory, 863

supersymmetry current, 863
quantum mechanics, 830

auxiliary field, 831, 836
superpotential, 831, 880
supersymmetry algebra, 834, 876
supersymmetry charge, 833, 834,

836
scalar multiplet, 864
simple, 824
space-time symmetry, 874
spontaneous breaking

Goldstone fermion, 862
super covariant derivative, 876
supergravity, 873
supermanifold, 874
superspace, 874

Berezin rules, 878
chiral superfield, 881
Lagrangian, 879
scalar superfield, 880
superfield, 877

superstring theory, 873
vector multiplet, 853

auxiliary field, 858
Fayet-Illiopoulous term, 862, 867
spontaneous breaking, 862
supersymmetry algebra, 857, 858,

860
supersymmetry current, 856, 860

Wess-Zumino theory, 841
auxiliary fields, 849
supersymmetry algebra, 852

supersymmetry current, 851
Surface term, 167
Symmetry

fermionic, 833, 834
Symmetry algebra, 125
Symmetry breaking

spontaneous, 772

T-matrix, 235
Tachyon, 275
Taylor expansion operator, 710
Temporal gauge, 334
Time evolution operator, 225, 228
Time ordered product, 244
Time ordering, 231
Time reversal, 456

chirality, 472
consequences, 472
Dirac bilinears, 470
Dirac field, 466
electric dipole moment, 476
helicity, 471
photon field, 463
spin zero field, 463

Time-like, 6
Translation, 129
Transverse delta function, 336
Transverse projection operator, 365

Ultrarelativistic expansion, 118
Ultrarelativistic limit, 117
Ultraviolet fixed point, 757
Undotted index, 824
Unitarity, 561
Unitary gauge, 586
Universal covering group, 138
Universality of charge, 687
Unrenormalized field, 684
Unrenormalized parameter, 684

Vacuum expectation value, 191, 591
Vector multiplet, 841
Velocity operator, 119
Vertex function, 567

Ward-Takahashi identity, 358, 565, 667
Wave equation, 11
Weak current, 614
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Weak equality, 386
Weak hypercharge, 597
Weak isospin group, 597
Weak mixing angle, 609
Weinberg angle, 609, 616
Weinberg’s theorem, 690
Weinberg-Salam-Glashow theory, 596
Wess-Zumino theory

supersymmetry current, 845
Weyl equation, 96
Weyl field, 310
Weyl representation, 143
Weyl spinor, 823, 885

D dimension, 896
Wick’s theorem, 236, 244
Wilson line element, 901
Wilson loop, 901

Yang-Mills theory, 483
canonical quantization, 501
covariant derivative, 488

adjoint representation, 500
Feynman rules, 572
field strength tensor, 493
ghost free gauge, 578
path integral quantization, 512

Yukawa coupling, 604, 842
Yukawa interaction, 314
Yukawa potential, 315, 327
Yukawa theory, 631

fermion self-energy, 633
scalar self-energy, 635

Zitterbewegung, 118
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