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Chapter 1

Introduction
Ivan R. S. Casella1 and Alagan Anpalagan2

The constant growth of the consumption and demand of electric energy in the world
has represented a challenge for the energy sector. In Europe, electricity demand in
residences has risen by 1.0 percent per year over the past 30 years and, according
to the International Energy Agency, European demand for electricity is expected to
increase by 1.4 percent per year by 2030, unless countermeasures are taken [1,2]. In
the United States of America (USA), the situation is a bit different. Although demand
for electricity has always shown significant growth rates, since 1990, it has been
surprisingly declining until it reached negative levels in 2017. The current projection
is that demand will return to grow again and reach rates of about 0.9 percent per year
by 2030. Nevertheless, it still causes concern and requires investments [3].

In addition, power utilities have to use their resources more efficiently. For exam-
ple, 20 percent of US generation capacity is used only 5 percent of a year to comply
with peak demands. Conventional power grids suffer lack of automated analysis,
slow response time, limited control and poor coordination between generation and
consumption of energy, resulting in several major blackouts in the past decades. Dis-
ruption of electricity negatively affects consumers with different levels of impact
based on the nature of the activity [4].

Another important issue is the current global trend of reducing the pollution
caused by the use of fossil fuel and its consequences. Global climate changes and
greenhouse gas emissions (GHGEs) generated by the electricity and transport indus-
tries put more pressure on the conventional power grid model, as most power plants
of several countries, such as the USA, are based on fossil fuel sources.

According to the Kyoto Protocol, the European Union (EU) 2020 strategy estab-
lished a reduction of 20 percent of the 1990s GHGEs levels by 2020. Actually,
EU members stated to meet the “20-20-20 Targets” defined in the EU package
“Energy-Climate Change”, representing 20 percent reduction in GHGE, 20 percent
improvement in energy efficiency and 20 percent share for renewable sources in the
EU energy mix [5,6]. However, most of today’s conventional power grids spread
around the world was built more than a century ago. Despite their growth in size

1Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
2Department of Electrical and Computer Engineering (ECE), Ryerson University, Canada



2 Power line communication systems for smart grids

and capacity, since then, they are not able to overcome easily and efficiently these
important energy challenges.

In this way, a new concept of power system is urgently needed to address these
challenges, which has motivated the development of the smart grids (SGs). SGs
can be considered as an evolution of the current energy model to optimally man-
age the relationship between power supply and demand in order to overcome the
real problem of energy contingency of the modern world. They are based on new
interactive (bidirectional) information and communication technologies (ICTs) with
real-time monitoring, control and automatic intervention capability to obtain a signif-
icant increase in efficiency, reliability and security of the infrastructure of generation,
transmission, distribution and consumption of energy.

Thus, for the success of the SGs deployment, it is necessary to develop a complex
ICT infrastructure with a strong interaction to ensure effective monitoring, control
and protection of the whole grid. The core of the ICT infrastructure can be based on
wireless or wired communication technologies, in a complementary or competitive
manner.

Wireless communication technologies appear as an interesting solution as they
can provide many benefits to the SGs, such as low deployment cost, ease of expansion,
ability to use the technologies currently applied in mobile phone systems, flexibility
of use and distributed management. However, they also present some limitations, such
as the degrading characteristics of wireless propagation channels (e.g., attenuation,
noise, multipath fading, Doppler propagation effect) that hamper quality communi-
cation with smart devices, especially those located inside buildings and tunnels (e.g.,
difficulty in lighting control and loads monitoring and control) or below street level
(e.g., difficulty in supervising underground cables), difficult coverage in remote areas
(e.g., rural areas, wind farms), and the cost, reliability and safety constraints of using
the wireless infrastructure of mobile service providers (if this strategy of wireless com-
munication is adopted). Wired communication technologies, such as, synchronous
digital hierarchy (SDH), digital subscriber line (DSL), gigabit ethernet (GbE), wave-
length division multiplexing (WDM), also appear viable because they offer high data
rates, high reliability and high security, but most of them have several disadvantages
for SGs deployment, for example, high deployment costs, high maintenance costs,
low flexibility and difficulty in expanding and accessing remote areas.

On the other hand, power line communications (PLCs) are a wired technology
that appear as a strong candidate to integrate the ICT infrastructure of the SGs for
economic and technical reasons. PLCs are well-established technologies that allow the
transmission of data through electrical lines and provide some advantages that make
them both a useful complement and a strong competitor to wireless solutions. For
example, they can exploit the existing electric grid infrastructure to reduce deployment
costs, provide a low-cost alternative to complement existing technologies in the search
of ubiquitous coverage, establish high data rate communication through obstacles
that typically degrade wireless communications and, also, use technologies currently
applied in other sectors (e.g., PLC Internet access).
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1.1 Motivation for this book

The emergence of the SG concept has triggered a revolution in the energy sec-
tor. This revolution is only possible with the use of a sophisticated bidirectional
ICT infrastructure, with real-time monitoring, control and protection capabilities.
PLC technologies appear as a very promising and affordable solution to efficiently
interconnect, with different levels of granularity, all layers of the ICT infrastruc-
ture of the SGs and, as a result, have recently received significant attention and
expressive investments. Among the advantages presented, their low deployment
cost when electrical wiring infrastructure already exists and their ability to reach
remote (e.g., rural areas) or difficult access (e.g., tunnels, underground facilities)
electrified areas stand out over other technologies mainly for SG applications. For
example, it would be too complex, expensive or even impossible to provide con-
nectivity for power monitoring and control to some of these areas through wireless
technologies.

PLC technologies are quite old, but only with the recent use of advanced digital
communication techniques, they have overcome the difficulty of transmitting infor-
mation through a medium (power lines) that was not ideally designed for this purpose
with the necessary reliability and security to be used widely in data networks and SG
applications. With these technological advances, they can transmit high-quality data
in indoor (e.g., inside industrial or residential facilities, vehicles) and outdoor (e.g.,
electric power transmission and distribution network) scenarios for both narrowband
and broadband applications. In addition, various standards have been proposed to
achieve performance improvements and interoperability.

Despite all the advances, the use of PLC technologies for applications in SGs
is still quite challenging and requires new research and the development of new
state-of-the-art techniques to improve their performance and adequacy to this new
paradigm.

In this way, this book aims to present a comprehensive introduction to the basic
principles involved in the use of PLCs in the ICT infrastructure of the SGs and
show how they can benefit from these technologies to improve energy monitoring,
control, security and management, especially when renewable energies sources are
employed.

The development of the ICT infrastructure of the SGs using PLC technologies is
extremely complex since it involves the joint knowledge of the areas of communication
and energy, which are areas that are not normally treated together. Thus, this book
has been organized to cover from basic concepts of modern digital communications,
important coding techniques, specific features of PLC channels and the fundamentals
of SGs, to the differences between narrowband PLC (NB-PLC) and broadband PLC
(BB-PLC) technologies for SG applications, major PLC standards and some state-of-
the-art works. It was conceived with a more didactic approach to some fundamental
topics in order to be useful not only to researchers but also to students, academics and
engineers.
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1.2 Chapters overview

This book was divided into three main parts. In addition to this introduction, the
first part presents the fundamental concepts of digital communications needed to
understand most of the current PLC technologies; the second part describes the major
characteristics and standards of PLC; and the last part presents some basic con-
cepts of the SGs and some interesting applications of PLCs in SGs, as described
next.

Part I

1. Introduction
This chapter will present an overview of what will be covered throughout the
book.

2. Fundamentals of digital communications
The basic concepts involved in the transmission of information through the
communication channel will be presented in this chapter. It will discuss the differ-
ences between lowpass and bandpass modulation, transmission by bandlimited
channels, communication channels and error probability in AWGN (additive
white Gaussian noise). Some simulation results will be presented to illustrate the
performance of these systems in AWGN.

3. Basis of error correction coding
This chapter will present the main forward error correction schemes found in
the literature, including some modern techniques such as turbo and low density
parity check, focusing on the coding techniques adopted by the main modern
PLC standards.

4. Principles of orthogonal frequency division multiplexing and single carrier
frequency domain equalization
In this chapter, the authors will describe orthogonal frequency division multi-
plexing (OFDM) and single-carrier frequency domain equalization, which can
be employed in modern PLC systems and some of their specific characteris-
tics such as cyclic prefix, frequency domain equalization and peak-to-average
ratio. Some simulation results will illustrate the performance of these systems in
AWGN and in multipath fading channels.

Part II

5. Modern power line communication technologies
In this chapter, PLC will be introduced and then the operating principle of PLC
technologies, how they work, how they are classified, what are the main fre-
quency bands, what are the current modern PLC technologies, what are their
main characteristics, what are their advantages and disadvantages and what are
their applications.
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6. Power line communication channel models
The main NB-PLC and BB-PLC channel models discussed in the scientific liter-
ature will be presented in this chapter, taking into account the effects of AWGN,
impulsive noise and multipath fading.

7. Narrowband power line communication systems
In this chapter, the authors will describe the main characteristics of the most
important NB-PLC standards [e.g., powerline intelligent metering evolution
(PRIME), G3-PLC, IEEE 1901.2]. Some simulation results will be shown in
order to compare the performance between some of these standards in multipath
fading channels with AWGN and impulsive noise.

8. Broadband power line communication systems
This chapter will describe the main characteristics of some important BB-
PLC standards (e.g., high definition PLC, HomePlug and IEEE 1901-2010).
Some simulation results will be presented in order to compare the performance
between some of these standards in multipath fading channels with AWGN and
impulsive noise.

Part III

9. Power line communications for smart grids applications
In this chapter, the main parts of a power grid and how they are connected to
each other will be presented. Then, the main characteristics and problems of
the conventional networks and how they can evolve towards the SGs will be
discussed. Within the SG concept, ICTs have played an important role in provid-
ing real-time monitoring, control and self-recovery capability. Among existing
potential telecommunications technologies, it will be shown that PLCs appear as
a strong candidate to integrate the ICT infrastructure of SGs by having several
interesting features such as to exploit the existing electric grid infrastructure to
reduce deployment costs, provide a low-cost alternative to complement existing
technologies in the search of ubiquitous coverage and establish high data rate com-
munication through obstacles that typically degrade wireless communications.

10. An overview of quad-generation system for smart grid using PLC
Electricity produced through conventional power systems is both expensive and
inefficient. A portion of useful fuel is wasted as heat and GHGEs. The concept of
SGs opens many corridors in terms of energy transfer, and decentralized energy
systems have facilitated the use of combined cooling, heating and power (CCHP)
systems. CCHP systems are not only more energy efficient but also help to reduce
GHGEs. They can additionally be integrated with carbon dioxide extractor to
extract carbon dioxide from exhaust gases. This new power generation systems
are called quad-generation system. Also, in combined heating and power (CHP)
systems, different energy requirements are satisfied from a generation system
coupled with a heat recovery system. In this chapter, the operation and planning
of CHP, CCHP and quad-generation systems are reviewed. Mathematical
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formulations of commonly used objective functions namely cost minimization,
efficiency maximization and GHGEs minimization are introduced. Also, various
optimization algorithms and the simulation tools being used to solve the optimiza-
tion formulations are presented. The chapter can serve as a foundation stone for
the beginners in this research area. It can also serve as a guide for the practitioners
to optimally design, deploy and operate the multi-generation power systems.

11. Demand side management through PLC: concepts and challenges
In this chapter, the authors will present an overview of demand side management
strategies with a focus on demand response. Concepts, strategies and implemen-
tation requirements will be discussed. Moreover, the role of power electronics in
SG will be highlighted and challenges related to PLCs will be underlined.

12. PLC for monitoring and control of distributed generators in smart grids
A concept for remote monitoring and control of distributed generation in modern
SGs based on signaling through electricity distribution network with PLC will be
presented in this chapter. Safety-related issues such as loss-of-mains (LoM) pro-
tection and, more specifically, network islanding that is one of the LoM scenarios
will be discussed. State-of-the-art grid LoM detection methods will be character-
ized as their benefits and disadvantages will be analyzed. Following the presenta-
tion of conventional anti-LoM methods, a detailed description of PLC-based LoM
detection methods will be given and their feasibility will be justified. A software-
defined radio platform will be presented to test and verify the PLC-based LoM
concept in the frequency band below 1 MHz. Benefits and disadvantages of the
platform will be depicted. Concept design and implementation options for phys-
ical layer will be discussed. Modern channel access techniques, such as direct
sequence spread spectrum and OFDM, will be analyzed. Field test results for the
PLC-based solution in an electricity distribution grid consisting MV (medium
voltage) grid segments and LV (low voltage) networks conclude the chapter.

13. Performance evaluation of PRIME PLC modems over distribution trans-
formers in Indian context
The past few years have witnessed a tremendous development in PRIME
technology for high speed data communication across MV and LV trans-
mission/distribution networks based SG applications. PRIME technology also
elucidates the importance of employing robust modulation schemes across
distribution-transformers and motivates research in this direction. Indeed, the
aim of this chapter will be to present an investigative study on PRIME channel
measurements through MV/LV distribution transformers by implementing exper-
imental tests to analyze the signal-to-noise ratio and the system performance over
multipath PLC channels in Indian context.

14. Analysis of a hybrid communication for smart grids
This chapter will deal with hybrid communication systems to support SGs. In
SGs, intelligent electronic devices play an important role. They have to efficiently
process data locally and communicate to each other, employing different wired
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or wireless technologies, to provide the required infrastructure to offer the capa-
bility of real-time monitoring and control in important operations of the system.
To avoid possible disruptions in the SGs due to unexpected failures, a highly reli-
able, scalable, secure, robust and cost-effective hybrid communication network
(PLCs and wireless) will be considered. This high-performance hybrid communi-
cation network should also guarantee very strict quality-of-service requirements
to prevent possible power disturbances and outages.

15. Direct torque control for DFIG based wind turbines employing power line
communication technology in smart grid environments
In this chapter, a control technique for a wind doubly fed induction genera-
tor (DFIG), based on direct torque control (DTC) with power references sent
remotely via a PLC technology, will be presented. DTC achieves high dynamic
performance, allowing independent control of DFIG electromagnetic torque and
rotor flux magnitude. In this way, active and reactive powers can be controlled
by the voltage applied to the rotor independently. In order to operate in an SG
environment, the proposed system employs PLC technology for transmitting the
power references to the controller of the wind generator through power cables.
The complete control system (controller and PLC system), implemented in an
experimental bench, will be presented together with the practical results obtained
that validated the adopted control strategy.

16. MIMO systems design for narrowband power line communication in smart
distribution grids
Multiple-input–multiple-output (MIMO) technology is an efficient way to
increase system data rate communication reliability without the need to increase
bandwidth. Combining NB-PLC and MIMO can be an interesting way to meet
the higher data rates demanded by the new applications promised by the SGs.
In this chapter, data transmission in distribution grids will be investigated by
means of MIMO NB-PLC system utilizing OFDM technology. Multiconductor
transmission line theory will be used for accurate MV NB-PLC channel character-
ization and measurement-based black-box transformer models will be developed
to characterize the MV to LV PLC channel. The achievable data rates will be sys-
tematically calculated for different scenarios, revealing also the possibility for an
extensive and reliable application of MIMO NB-PLC communications through
distribution transformers in SGs.
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Chapter 2

Fundamentals of digital communications
Ivan R. S. Casella1

Digital communications are the foundations of modern telecommunications. They
have provided an efficient way to reach high data rate transmissions and multimedia
features with high reliability against the degrading effects of the communication
channel such as noise, interference and multipath fading.

In this chapter, a brief review of the key fundamentals of digital communica-
tions is presented to assist in understanding the power line communication (PLC)
technologies that will be explored in the next chapters.

2.1 Introduction

Digital communications have caused a real revolution in the way information is trans-
mitted over short and long distances and are the basis of modern telecommunications.
Without them, for example, it would be virtually impossible to receive and send reli-
able, quality messages on space missions. They are an evolution of analog communica-
tions, offering numerous advantages by exploiting the fact that information is in digital
format. Unlike analog communication systems, which need to identify in the receiver,
an infinite number of possible transmitted waveforms through the received signal,
digital systems have to identify only a finite number of possible waveforms to be trans-
mitted and, consequently, they are much more powerful than any analog system [1].

The main benefits of digital versus analog communication systems are as follows:

● Higher immunity to noise and channel distortions (performing several techniques
such as error correction coding, equalization, diversity techniques);

● More reliable long-distance communication in low quality channels;
● Simpler encryption of information;
● Easier storage of information;
● More effective compression of information;
● Higher dynamic range of information signal;
● Multimedia capability;
● Modern digital signal processing techniques (e.g., software-defined radio).

1Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
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A basic digital communication system can be represented by the processes of
converting the digital information symbols into signal waveforms best suited to travel
through the communication channel (at the transmitter), transmission of those wave-
forms through the channel and, lastly, retrieval of the transmitted digital information
symbols (at the receiver).

In general, for short-distance (e.g., universal serial bus) and some long-distance
(e.g., optical communications) wired transmissions, baseband digital communication
systems are employed. In this type of communication, each digital information symbol
causes variations in the amplitude, width or position of a pulse waveform, so that each
symbol is represented in a unique way for later, in the receiving process, the symbols
can be recovered from the received waveform without ambiguity. This conversion
process is called baseband digital modulation or, sometimes, digital coding and will
be presented more deeply in Section 2.4.

On the other hand, for both long-distance wireless (e.g., cellular systems) and
some wired transmissions (e.g., digital cable TV and PLCs), bandpass digital com-
munication systems are commonly used. In this case, each digital symbol modifies
the amplitude, phase or frequency (or a combination thereof) of a sinusoidal carrier
waveform in a distinct manner so that the symbols can be retrieved later in the receiver
correctly. This process, called bandpass digital modulation, will be covered in detail
in Section 2.5.

2.1.1 Communication system model

As mentioned in the introduction, a basic digital communication system can be repre-
sented by the simple model presented in Figure 2.1, composed by the following main
blocks:

● The transmitter, which is responsible for converting the digital information sym-
bols into signal waveforms suitable for transmission through the communication
channels;

● The communication channel, which is the medium through which information
propagates;

● The receiver, which is responsible for recovering the transmitted digital symbols
from the received signal waveforms.

For these systems, the information signal can be represented by a time sequence
of symbols of Ts seconds. In binary digital systems, each symbol corresponds to only
one bit (nb = 1) and Ts is equal to Tb, the bit duration.

Differently, in M -ary digital systems, each symbol is part of a finite alphabet
of M different symbols (i.e., the signal set) and corresponds to more than one bit

Transmitter Channel Receiver

Figure 2.1 Simple digital communication system model



Fundamentals of digital communications 11

(nb = log2(M )), each one with duration of Tb · log2 (M ) [2,3]. In this case, the symbol
rate, also known as baud rate, can be defined as

Rs = 1

Ts
, (2.1)

and the bit rate can be easily obtained by

Rb = Rs · log2(M ). (2.2)

For baseband systems, the transmitter encompasses the process of baseband
modulation (i.e., digital encoding) and the receiver includes the process of baseband
demodulation (i.e., digital decoding). On the other hand, for bandpass systems, the
transmitter encompasses the process of bandpass modulation and the receiver of
bandpass demodulation. An example of representation of baseband and bandpass
modulated waveforms is shown in Figure 2.2.

2.1.2 Communication channels

As stated in Section 2.1.1, the communication channel corresponds to the medium
through which the information signals (waveforms) propagate. Examples of com-
munication channels are the air in Wi-Fi (wireless fidelity) and LTE (long-term
evolution) systems, the space in satellite transmissions, optical fibers in Gigabit Eth-
ernet, telecommunication wires in digital subscriber line (DSL) and electric lines
in PLC systems. Although very different in nature, all communication channels
exhibit, at least, attenuation, distortions and some kind of noise, thus modifying
the transmitted signal waveform.

Binary digital baseband modulation

M-ary digital baseband modulation

M-ary digital bandpass modulation

Tb

Ts = 2⋅Tb

Ts = 2⋅Tb

Figure 2.2 Example of baseband and bandpass digital modulation waveforms
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The attenuation corresponds to the energy losses that a signal suffers when propa-
gating through a communication channel. Hence, the channel attenuation is a function
of the distance between transmitter and receiver, since the greater this distance,
the higher the attenuation. Consequently, the energy of the signal at the receiver
side is always lower than that at the transmitter side. Attenuation is also a func-
tion of frequency. For instance, copper wires used for telephony and Internet access
through DSL systems present attenuations that decay approximately exponentially
with frequency [4–6].

Noise is the term generally used to indicate any random signal that corrupts the
transmitted waveforms. The most common kind of noise is thermal noise, present in
any communication channel. This noise is produced by the random motion of electrons
in a medium and its intensity increases with increasing temperature, being zero only
at the absolute zero [7]. Because thermal noise is the result of the random motion of
many independent electrons in the medium, it may be modeled as a Gaussian random
process by the central limit theorem. Another characteristic of this Gaussian noise is
that its power spectral density (PSD) is approximately flat up to frequencies on the
order of 1013 Hz [7]. Thus, thermal noise may also be considered a white noise in this
frequency range. As mathematical modeling of communication channels considers
that thermal noise has an additive effect on the transmitted signals, this noise is most
often known as additive white Gaussian noise (AWGN). In addition to the AWGN,
different channels may possess other specific noises, such as the impulsive noise
present in wireless [8,9] and PLC [10,11] channels, and the short noise encountered
in optical fiber channels [12,13].

Communication channels may also distort the transmitted waveforms as they
propagate toward the receiver. Since the channels cannot pass infinite frequencies,
any sharp corners of the waves are rounded [7,14]. In fact, all communication
channels have a cutoff frequency beyond which the transmitted signals are almost
entirely attenuated. There are also many channels that exhibit a low-frequency cutoff.
Thus, channels possessing just high-frequency cutoffs are usually modeled as lowpass
filters, while bandlimited channels are modeled as bandpass filters [15].

The filtering effect may cause the transmitted waveforms to widen, possibly
resulting in an overlap between pulses sent in different time instants if these pulses
are not sufficiently apart. This overlapping, known as intersymbol interference (ISI),
is one of the main factors limiting the performance of a digital communication system.

The ISI can also be caused by multipath propagation [2,10,13,14,16,17]. In wire-
less communications, for instance, a signal may reach the receive antenna through
many different paths due to atmospheric scattering and refraction, or reflections from
buildings and other objects. The signals arriving along different paths will present
different attenuations and delays and might add at the receiver either constructively
or destructively [2,15–17], thus generating ISI. In PLC systems, multipath propaga-
tion is due to reflections produced by impedance mismatch between elements of the
lines [10].

In general, ISI channels are modeled by linear transverse filters [2,10,17]. Hence,
the received signal, except from the AWGN, can be modeled by the convolution of the
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transmitted signal with the impulse response of the channel. Some communication
channels, such as optical fibers, however, may present severe nonlinear effects [12]. In
these cases, linear transverse filters are not well suited and nonlinear channel models
must be employed.

It is important to highlight that communication channels may also be either
time-invariant or time-varying. In time-invariant channels, such as the wire cables
used for telephony and DSL systems, the impulse response or, equivalently, the
frequency response remains practically unchanged with time. On the other hand,
time-varying channels have their impulse and frequency responses changing with
time. This can occur, for example, in wireless communications, where transmitters
and receivers might be mobile. The relative motion between transmitter and receiver
leads to Doppler effect, which reflects on a time variation of the channel [2,16–18].

2.2 Review of fundamentals

This section will briefly introduce some fundamental concepts for the design and
analysis of digital communication systems. At first, it is worth providing a definition
for continuous- and discrete-time signals.

A continuous-time signal s(t) is a signal defined on the continuum of time values,
i.e., s(t) is a function of a continuous independent variable.1 On the other hand,
a discrete-time signal s(n) is defined only for specific time values, i.e., s(n) is a
function of a discrete independent variable [19,20].

Besides this classification, signals may also be classified according to the nature
of their amplitudes. Signals whose amplitudes may assume any values in a continuous
range are called analog, while signals whose amplitudes may assume just a finite
number of values are called digital. Hence, the terms continuous-time and discrete-
time refer to the nature of the independent variable, while analog and digital to the
nature of the dependent variable.

The bridge from analog-to-digital world can be established by the so-called
Nyquist sampling theorem.

2.2.1 Nyquist sampling theorem

Baseband and bandpass digital communication systems discussed in Section 2.1.1
consider the transmission of discrete-time digital information symbols. Although
digital information naturally arises in computer-to-computer communication, many
other important signals, such as voice, music, pictures, and video, are inherently

1In fact, a “continuous-time” signal could be used to represent a function of any continuous independent
variable and not just a function of time (e.g., a “continuous-time” signal could be used to represent an
image, as a function of two spatial variables).
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continuous in time (or space) and amplitude. Therefore, to benefit from the advan-
tages of digital communications, analog continuous-time signals must be accurately
represented by digital discrete-time signals. This can be performed by the analog-to-
digital conversion (ADC) process, composed of the sampling, quantizing and coding
operations.

Consider a bandlimited analog continuous-time signal s(t), whose maximum
frequency component is fm. ADC first generates an analog discrete-time signal by the
sampling operation, which takes samples of s(t) at regular time intervals, so that

s(n) = s(nTsa), (2.3)

where n is the time index, Tsa is the sampling period and fsa = 1/Tsa is the sampling
frequency.

The resulting discrete-time signal can then be written as [13,19]

ŝ(t) =
∞∑

n=−∞
s(n)δ(t − nTsa) = s(t)

∞∑

n=−∞
δ(t − nTsa), (2.4)

where δ(t) is the Dirac delta function.
The sampled signal will correctly represent the continuous-time signal provided

that they have the same spectrum between −fm and fm. This is only possible if

fsa − fm > fm ⇒ fsa > 2fm. (2.5)

If the sampling frequency fsa is lower than 2fm, which is known as the Nyquist
frequency, portions of the spectrum will overlap causing the phenomenon of alias-
ing, and it will not be possible to recover the original signal from the sampled
one [7,19].

The inequality in (2.5), referred to as the Nyquist sampling theorem, establishes a
lower bound on the sampling frequency in order that the sampled discrete-time signal
correctly represents the original continuous-time signal.

Theorem 4.1. To accurately represent a bandlimited analog continuous-time signal by
its samples, the sampling frequency (fsa) must be greater than two times the maximum
frequency component (fm) of the signal, i.e., fsa > 2fm.

It is worth noting that the sampling theorem assumes the existence of a bandlim-
ited signal at the input of the sampling operation. However, physical signals, such as
voice and music, are limited in time and thus unlimited in frequency. To ensure that an
analog continuous-time signal is properly bandlimited prior to sampling, a lowpass
filter called anti-aliasing filter is normally used [19,20].

After the sampling operation, quantization and coding operations are started.
In the quantization operation, the analog samples are transformed into digital by



Fundamentals of digital communications 15

rounding off the amplitudes of the samples to several possible finite levels. Lastly,
in the coding operation, each level is then labeled, i.e., coded, with binary numbers
resulting in a binary digital discrete-time signal [7,14,21].

2.2.2 Bandwidth

Considering the Nyquist sampling theorem presented in Section 2.2.1 and the use of
ideal pulse shaping (i.e., sync pulse), which will be discussed in Section 2.6.1, the
bandwidth occupied by a digital baseband signal transmitting symbols at Rs can be
defined as

B = Rs

2
. (2.6)

Moreover, a digital bandpass signal can be obtained by translating, in the fre-
quency domain, a digital baseband signal to a given frequency fo. This process, usually
denoted as heterodyning, is illustrated in Figure 2.3.

Consequently, if the bandpass system is linear, the bandwidth occupied by a
digital bandpass signal can be defined as

W = Rs. (2.7)

In a later section, a more realistic pulse shaping will be introduced and a new
evaluation of the signal bandwidth will be presented.

2.2.3 Power and energy

Energy and power are important resources of communication systems. Energy is the
capacity to produce work, which basically means in the communication scenario, to

|Sbb( f )|

|Sbp( f )|

–fm

–fo – fm fo – fm–fo +  fm
W  = 2⋅fm W  = 2⋅fm

–fo fo +  fmfo f 

fm f

B = fm B = fm

1

1/4

0

0

(a)

(b)

Figure 2.3 Spectrum of (a) baseband and (b) bandpass signals
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send information from a transmitter to a receiver. The performance of digital com-
munication systems depends on the received signal energy, which can be determined
as [21]

Er =
Tr/2∫

−Tr/2

r2(t)dt, (2.8)

where Tr represents the received signal time duration.
In addition, power can be defined as the rate of transmission of energy and is

given by

Pr = 1

Tr

Tr/2∫

−Tr/2

r2(t)dt. (2.9)

In the analysis of digital communications systems, it is common to deal with
energy signals, that is, signals with finite energy for all time such as a pulse waveform
(e.g., used to represent a bit or symbol) [21]. In this case, the energy is obtained by

Er =
∞∫

−∞
r2(t)dt. (2.10)

However, in order to deal with signals which have intrinsically infinite energy
and are very important for communications, such as periodic signals and random
signals, it is convenient to define a new class of signals called power signals, i.e.,
signals with finite power. In this case, power can be defined as [14,21]

Pr = lim
Tr→∞

1

Tr

Tr/2∫

−Tr/2

r2(t)dt. (2.11)

One important power-based parameter in the design and analysis of communica-
tion systems is the signal-to-noise ratio (SNR), which expresses the ratio of average
received signal power (Pr) to average noise power (Pn) at the receiver, as shown
next [14,21]:

SNR = Pr

Pn
. (2.12)

Nevertheless, in digital communications, a normalized energy-based version of
SNR, denoted by Eb/N0, is usually preferred to analyze and compare different digital
systems. Eb/N0 is defined as the ratio of the bit energy over the noise PSD and can
be represented by [14,21]

Eb

N0
= SNR · Bw

Rb
, (2.13)

where Rb is the bit rate and Bw = B or Bw = W , respectively, for baseband or
bandpass communication systems.
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Eb/N0 is usually employed in digital communications because the detection and
decision processes are based on symbols rather than signals. It means that Es and Eb

are more relevant to the detection process than signal strength. The usual choice for
Eb is because it makes possible a fairer comparison between different M -ary digital
communication systems (how to compare systems with different quantities of bits
using a bit-based comparison?).

2.2.4 Measuring efficiency of communication systems

A desirable digital communication system should present the following features [17]:

● Lowest error probability;
● Narrowest bandwidth possible;
● Easy and cost-effective implementation.

In general, existing digital communication systems do not simultaneously meet
all of these requirements, making the search for solutions to these issues very
important and challenging.

In order to analyze the compliance with the presented requirements, the perfor-
mance of digital communication systems can be measured in terms of power efficiency
(ηP) or energy efficiency (ηE), and bandwidth efficiency (ηBw).

The ηP and ηE measure the ability of a communication system to preserve dig-
ital information at low power or energy levels, respectively [2,21]. Specifically, ηE

is usually preferred in the analysis of digital communication systems and can be
expressed as

ηE = Eb

N0
, for a given bit error probability (Pb). (2.14)

In practice, Pb can be estimated by the bit error rate (BER), which is the ratio
of the number of information bits received in error to the number of transmitted
information bits.

On the other hand, ηB, also known as spectral efficiency, measures the ability
of a digital communication system to transmit digital information within a specific
bandwidth. It is usually defined as

ηBw = Rb

Bw
. (2.15)

The ηBw of a digital communication system can be associated with its capac-
ity [17]. The fundamental Shannon’s channel coding theorem states that for an
arbitrarily small BER, the ηBw is limited by the noise power of the communication
channel and an upper limit can be obtained by the channel capacity formula [22]:

ηBw <
C

Bw
= log2(1 + SNR) = log2(1 + ηE · ηBw), (2.16)

where C is the channel capacity.
In the design of a digital communication system, very often there is a tradeoff

between ηBw and ηE . For instance, by adding error correction coding to the transmitted
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information, the bandwidth occupancy is increased, thus reducing the ηBw. At the same
time, it reduces the required received power for a particular BER. On the other hand,
the use of M -ary schemes decreases bandwidth occupancy but increases the required
received power and, hence, trade ηBw for ηE [21].

2.3 Vector signal space

Digital communication encompasses the transmission of waveforms sm(t), belonging
to a finite signal set S, through the communication channel and the recovery of the
transmitted bits by choosing the most likely waveforms from the received signal. Each
waveform sm(t) in S has a duration Ts and represents a group of nb information bits.

Thereby, in binary digital communication systems, the signal set S is composed
by only two signal waveforms and each one represents just one bit of information
(nb = 1). On the other hand, in M -ary digital communication systems, the signal
set S is composed by M signal waveforms and each one represents nb = log2(M )
information bits.

A fundamental approach proposed in [23,24] represents the elements of S as
points in a vector space. This widely used representation is particularly general and can
simplify the performance analysis of different digital communication systems by con-
verting a continuous-time detection problem into a discrete-time finite-dimensional
detection problem.

2.3.1 Definition of the signal space

Based on a Euclidean geometry point of view, any finite set of signal waveforms
can be represented by a linear combination of N orthonormal waveforms, which
form a basis to an N -dimensional vector space. Thus, when the signal waveforms are
replaced by vectors of appropriate dimension N , a signal communication system can
be fully described by an equivalent vector communication system [24].

Definition 2.1. Let � be the set composed by N different waveforms in the time
interval t0 ≤ t ≤ t0 + Ts, given by

� = {φ1(t), . . . ,φN (t)}. (2.17)

Definition 2.2. Let SPAN{�} be the set of all signal waveforms sm(t) formed by the
linear combination of the elements of � in the time interval t0 ≤ t ≤ t0 + Ts, such
that

sm(t) ∈ SPAN{�} ⇔ sm(t) = {
sm,1 · φ1(t), . . . , sm,N · φN (t)

}
, (2.18)

where sm,1, . . . , sm,N are weighting coefficients.

Thus, the set� is linearly independent if and only if just the trivial combination
can result in

sm,1 · φ1(t) + · · · + sm,N · φN (t) = 0 (2.19)
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If � is linearly independent, then it forms a basis for S = SPAN{�} and the
dimension of S is the number of elements of �.

Definition 2.3. Let the inner product between two elements of � be given by

〈
φj(t),φk (t)

〉 =
t0+Ts∫

t0

φj(t) · φ∗
k (t) dt, (2.20)

where φ∗
k (t) represents the complex conjugate of φk (t).

Definition 2.4. If � is an orthogonal basis, all pairs of elements of � satisfy
〈
φj(t),φk (t)

〉 = 0, j 	= k. (2.21)

Definition 2.5. If� is an orthonormal basis, each of its elements φn(t) is normalized
to have unit energy, i.e.,

En = 〈φn(t),φn(t)〉 =
t0+Ts∫

t0

|φn(t)|2dt = 1. (2.22)

In a similar way, any two signal waveforms sj(t) and sk (t) of the SPAN{�} are
orthogonal if they satisfy

〈
sj(t), sk (t)

〉 = 0, j 	= k. (2.23)

The projection of a given signal waveform sm(t) of the SPAN{�} in one of the
components φn(t) of the set � is given by

sm,n = 〈sm(t),φn(t)〉 =
t0+Ts∫

t0

sm(t) · φ∗
n (t)dt. (2.24)

Thus, if a set of M signal waveforms sm(t), m = 1, . . . , M can be decomposed
into an N -dimensional orthonormal basis (i.e., a signal space), where N ≤ M , then
sm(t) can be represented by the following vector notation:

sm = [
sm,1 · · · sm,N

]T
, (2.25)

where each element of sm corresponds to the projection of sm(t) on each of the
components φn(t) of the signal space.

In this way, the energy of sm(t) can be computed as

Esm = |sm|2 =
N∑

n=1

∣∣sm,n

∣∣2 . (2.26)

Also, the correlation between two different signals sj and sk can be obtained by

Esj ,sk = 〈
sj, sk

〉 =
N∑

n=1

sj,n · s∗
k ,n, (2.27)



20 Power line communication systems for smart grids

while the distance between sj and sk is given by

dsj ,sk = ∣∣sj − sk

∣∣ =
√√√√

N∑

n=1

∣∣sj,n − sk ,n

∣∣2. (2.28)

Hence, the waveforms of a basis can be considered as a coordinate system for the
vector space. The Gram–Schmidt (GS) procedure, described in the sequel, can provide
a systematic way of obtaining the vector space for a given set of signal waveforms.

2.3.2 Gram–Schmidt and the geometric representation of signals

Given a signal set S composed by M signal waveforms sm(t) with energies Esm , respec-
tively, GS orthogonalization technique can be employed to define an N -dimensional
orthonormal signal space, composed by N waveforms φn(t), N ≤ M , to represent
each element of S in a vector space, according to the following procedure [2,3,14].

● To determine φ1(t), consider without any loss of generality, that φ1(t) is equal to
s1(t) normalized to unit energy:

φ1(t) = s1(t)
√

Es1

. (2.29)

● To determine φ2(t), consider that

g2(t) = s2(t) − s2,1 · φ1(t), (2.30)

φ2(t) = g2(t)
√

Eg2

, (2.31)

where

s2,1 = 〈s2(t),φ1(t)〉 . (2.32)

● To determine a generic φn(t), consider that

gn(t) = sn(t) −
n−1∑

k=1

sn,k · φk (t), (2.33)

φn(t) = gn(t)
√

Egn

, (2.34)

where all coefficients sn,k can be determined by

sn,k = 〈sn(t),φk (t)〉. (2.35)

After defining the set of the N orthonormal waveforms φn(t), each of the M
signal waveforms sm(t) can be represented by the corresponding signal vector sm,
whose elements are the coefficients sm,n described in the GS procedure:

sm = [
sm,1 · · · sm,N

]T
, m = 1, . . . , M (2.36)
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2.3.3 Karhunen–Loève and the geometric representation of noise

Unfortunately, the GS procedure cannot be directly applied to random signals. In
this case, the Karhunen–Loève (KL) expansion offers a powerful tool to obtain an
orthonormal basis for a random process w(t) through the solution of the following
integral equation [14,25]:

λn · φn(t) =
t0+Ts∫

t0

Rw(t, τ ) · φ∗
n (τ )dτ , (2.37)

where Rw(t, τ ) is the autocorrelation function of w(t), and λn and φn(t) are the
eigenvalues and eigenfunctions of (2.37), respectively.

One of the most important random processes employed in the study of com-
munication systems is the AWGN [2,14]. The AWGN is an uncorrelated, zero mean
Gaussian random process with variance σ 2

w = N0/2. All its Z th-order probability
density functions (PDFs) are Z-variate Gaussian random variables given by [25]

fWz (wz) = 1

(2π )Z/2 · |det(�w)|1/2
· e−(1/2)[wz−wz ]T ·�w

−1·[wz−w∗
z ], (2.38)

where Wz = [w(t1), . . . , w(tZ )], wz = [w1, . . . , wZ ] and wz = 0 is the mean of wz.
Due to the properties of the AWGN process, the autocovariance matrix �w converges
to the following diagonal autocorrelation matrix:

�w =
⎡

⎢⎣
σ 2

w 0
. . .

0 σ 2
w

⎤

⎥⎦ . (2.39)

Since the AWGN random process is considered white, its PSD can be repre-
sented by [14,25]

Sw(f ) = N0

2
, −∞ ≤ f ≤ ∞. (2.40)

Also, in accordance with the Wiener–Khinchin theorem, the autocorrelation
function can be obtained by the inverse Fourier transform of the PSD, resulting
in [2,14,25]

Rw(t, τ ) = N0

2
· δ(t − τ ). (2.41)

In this way, (2.37) can be reduced to

λn · φn = N0

2
· φn. (2.42)

This result implies that any orthonormal basis can be used to represent an AWGN
random process as, for example, the one obtained by the GS procedure. However,
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in accordance with the KL expansion, to perfectly represent an AWGN process, it is
necessary to employ an infinite-dimensional orthonormal basis, i.e.,

w(t) =
∞∑

n=1

wn · φn(t), t0 ≤ t ≤ t0 + Ts, (2.43)

where wn = 〈w(t),φn(t)〉 is the projection of w(t) over the component of the basis
φn(t).

One very important and useful result in the analysis of random signals is
established by the Theorem of the Irrelevancy [24]:

Theorem 4.2. Only the components of a white Gaussian random process that are
projected on the signal space affect the decision process.

Proof. The proof can be viewed in [24].

Therefore, from the signal detection point of view, the noise representation pre-
sented in (2.43) can be reduced to a more tractable finite N -dimensional signal space
by using

w(t) =
N∑

n=1

wn · φn(t), t0 ≤ t ≤ t0 + Ts. (2.44)

Note that the joint PDF of the components wn of the AWGN can be obtained
by [25]

fW(w) = 1

(π · N0)N/2
· e|w|2/N0 , (2.45)

where W = [w1, . . . , wN ] and w = [w1, . . . , wN ]. The elements of W are independent
and identically distributed (i.i.d.) zero mean Gaussian random variables with σ 2

w =
N0/2 and the elements of w are the values assumed by the corresponding random
variables.

In the next section, an optimum receiver for M -ary systems in AWGN channels
will be introduced, considering the geometric representation of signals and noise
discussed previously.

2.3.4 Optimum receiver structure (MAP/ML criteria)

An M -ary communication system transmits digital information from a transmitter
to a receiver through a communication channel. Usually, the channel causes some
different kinds of undesirable degradations in the transmitted information. Due to
the random nature of the degradations, they are usually described by their statistical
distributions.

One of the most common sources of degradation presented in a communication
system is the thermal noise. This kind of undesirable signal, as already mentioned
in Section 2.1.2, is generated by the random motion of electrons in a conductive
material (e.g., electronic devices) at temperatures higher than zero Kelvin and is
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Figure 2.4 Digital communication system model in AWGN channels

normally added to the information signal at the receiver. Often, the thermal noise is
modeled as an AWGN random process [2,14].

A generic communication system model is depicted in Figure 2.4. In this model,
dm denotes one of the M possible symbols that compose the symbol alphabet and that
is transmitted to the receiver by means of the corresponding signal waveform sm(t).
Each symbol carries nb different information bits.

Considering, without any loss of generality, the symbol di is transmitted through
the corresponding signal waveform si(t) and assuming that the system is memoryless,
as the corresponding transmitted signal is just corrupted by an AWGN w(t), the
received signal r(t) can be represented by

r(t) = si(t) + w(t). (2.46)

The geometric approach can be used to simplify the design of the optimum
receiver for AWGN channels. As presented previously, the received signal can be
represented in an N -dimensional vector signal space by

r = si + w, (2.47)

where

r = [
r1 · · · rN

]T
, (2.48)

si = [
si,1 · · · si,N

]T
, (2.49)

w = [
w1 · · · wN

]T
. (2.50)

The optimum receiver has to decide which is the most likely transmitted symbol,
given that r was received. Considering that di was transmitted, the conditional proba-
bility of making the correct decision d̂ = di, given that r was received, is commonly
denoted as the a posteriori probability (APP) of di and can be represented by [14]

P(Correct decision = C |r) = P(di was transmitted |r was received), (2.51)

while the unconditional probability of making a correct decision, independently on
the received signal r, is given by

P(C) =
∫

r

P(C |r) · fR(r)dr. (2.52)



24 Power line communication systems for smart grids

As fR(r) ≥ 0, the integral is maximum when P(C |r) is maximum. Therefore,
given that the decision is to di, the decision error probability can be minimized
if P(di |r) is maximized. This maximization procedure, known as the maximum
a posteriori probability (MAP) criterion, is described as follows:

● Receive r;
● Evaluate all M APP of dm;
● Decide to the symbol di that presents the largest APP, according to

P(di |r) > P(dm |r) , for all m 	= i. (2.53)

Thus, the optimum receiver, in the sense of minimizing the decision error
probability, is the MAP receiver.

Using Bayes’ rule, the MAP criterion can be formally represented by

argmax
dm

[
P(dm) · fR(r |dm)

fR(r)

]
. (2.54)

The decision will be in favor of symbol di if (2.54) is maximum for m = i. As
fR(r) is common to all dm, the MAP criterion simplifies to

argmax
dm

[P(dm) · fR(r |dm)] , (2.55)

where P(dm) is the a priori probability of sending a specific symbol dm and fR(r |dm)

is the PDF of r be received conditioned to the transmission of dm.
Under these conditions, the corresponding transmit vector sm is considered

constant during the symbol interval Ts and the conditional PDF is given by

fR(r |dm) = 1

(π · N0)N/2
· e(|r−sm|2)/N0 . (2.56)

Therefore, the decision function is given by [2,14]

Lm = P(dm) · fR(r |dm) = P(dm)

(π · N0)N/2
· e(|r−sm|2)/N0 . (2.57)

As all the terms of the decision function are positive, it can be expressed by means
of the natural logarithm. Making some simplifications, the resulting logarithmic
decision function can be represented by


m = ln[P(dm)] − |r − sm|2
N0

. (2.58)

Note that |r − sm|2 is the square of the distance between r and sm.
Expanding the terms of (2.58) and making some additional simplifications, the

decision function can finally be expressed as [2,14]


m = ξm + 〈r, sm〉, (2.59)
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Figure 2.5 Optimum MAP receiver based on correlators

where 〈r, sm〉 is the correlation between r and sm, and ξm is given by

ξm = N0

2
· ln[P(dm)] − Esm , (2.60)

with Esm representing the energy of sm.
Thus, the optimum receiver based on the MAP criterion, illustrated in Figure 2.5,

consists in calculating 
m, m = 1, . . . , M , and deciding to d̂ = di if the decision
function is maximum to m = i.

One interesting result obtained in this analysis is that the optimum MAP receiver
for AWGN channels, that minimizes the error probability, is a linear system.

The optimum receiver can also be implemented through a different approach
based on a special filter designed to perform equivalently to the operation of
correlation 〈r, sm〉.

If r(t) is applied to a filter with impulse response hm(t), such that

hm(t) = sm(Ts − t), (2.61)

the output of the filter at instant Ts will be

ym(Ts) =
Ts∫

0

r(τ ) · sm(τ )dτ. (2.62)

This output is exactly the same obtained by a correlator at time instant Ts and
this filter is usually called matched filter (MF).

Thus, the bank of correlators of the optimum MAP receiver in Figure 2.5 can
be replaced by a bank of MF, as shown in Figure 2.6, without any performance
degradation.

Another possible implementation of the optimum MAP receiver is shown in
Figure 2.7. In this case, the terms 〈r, sm〉 can be obtained by first projecting the
received signal r in each one of the N components of the signal space φn and then
calculating the sum of the product of each projection rn with all the components sm,n

of the signal vector sm, as shown by

〈r, sm〉 =
N∑

n=1

rn · sm,n. (2.63)
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In the same way, the bank of correlators of the implementation of the MAP
receiver based on orthogonal basis can also be replaced by a bank of MF, as shown
in Figure 2.8.

If N < M and the components of the basis are easily generated, then the optimum
receiver implementation based on orthonormal basis should be chosen.

If the symbols dm are equiprobable, all a priori probabilities are equal and
the MAP criterion presented in (2.55) simplifies to the maximum likelihood (ML)
criterion given by

argmax
dm

[fR(r |dm)] . (2.64)

s1(Ts–t)

sM(Ts–t)

x1

ℓM

ℓ1

t = Ts

t = Ts
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Figure 2.6 Optimum MAP receiver based on MF

r1

rN

x1
f1(t)

fN(t) xM

ℓM

ℓ1

r ⋅ sM

r ⋅ s1

t = Ts

t = Ts

r(t) Select
the

largest

Calculate
Σ rn ⋅ sm,n

∫(⋅)dt

∫(⋅)dt

d = di

Figure 2.7 Optimum MAP receiver based on orthonormal basis with correlators
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In this case, (2.58) can be simplified to


m = − |r − sm|2, (2.65)

and the resulting decision function for the ML criterion is given by


m = 〈r, sm〉 − Esm . (2.66)

This means that the optimum receiver in the ML sense is simply a bank of corre-
lators or MF, followed by a bank of subtractors with the symbol energy Esm . The ML
criterion is summarized below:

● Receive r
● Evaluate all M correlations 〈r, sm〉
● Subtract Esm from each correlation output
● Decide to the symbol di that presents the largest value

2.3.5 Decision region and error probability

A very important figure of performance in digital communications is the symbol
error probability (Pe), usually measured in practice by the symbol error rate (SER).
To determine Pe for the MAP receiver, the N -dimensional signal space is split in
M disjoint regions �1,�2, . . . ,�M , N ≤ M , which represent all possible transmit
symbols, as illustrated in Figure 2.9 for a hypothetical system with N = 2 and M = 4.

If a signal waveform si is transmitted and the received signal r falls in the region
�j, i 	= j, then the decision will be wrongly made in favor of dj and a decision error
will occur.

The decision regions should be chosen to minimize Pe in accordance with the
MAP decision function presented in (2.58).

Considering for simplicity that all possible transmit symbols are equiprobable,
the MAP receiver simplifies to the ML receiver, meaning that the optimum receiver

s2
|r – s2| |r – s1|

|r – s3||r – s4|

s3

Ω1

Ω3

Ω2

Ω4

s3 s3

r

f1(t)

f2(t)

Figure 2.9 Decision regions for N = 2 and M = 4
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has just to choose the symbol dm that maximize −|r − sm|2. In fact, it is equivalent to
choose the symbol dm that minimize the distance between r and sm, given by |r − sm|.

The decision process based on the ML criterion has a very nice interpretation in
the vector signal space: the decision is made in favor of symbol di, if the signal vector
closest to the received vector r is the signal vector si.

Therefore, the probability of making the right decision, given that si was sent,
is obtained by

P(C |di) = P(r ∈ �i |di). (2.67)

On the other hand, the probability of making the right decision is given by

P(C) =
M∑

m=1

P(dm) · P(C |dm) = 1

M

M∑

m=1

P(C |dm), (2.68)

and the error probability is easily obtained by

Pe = 1 − 1

M

M∑

m=1

P(C |dm). (2.69)

In the vector space, this probability can also be obtained geometrically by

Pe = 1 − 1

M

M∑

m=1

P(r ∈ �m |dm). (2.70)

Pb, usually estimated in practice by BER, is another very important figure of
merit of digital communication systems and can be easily derived from Pe. For linear
systems, such as M -ASK (M -ary amplitude shift keying), M -ary PSK (M -ary phase
shift keying) and M -ary QAM (M -quadrature amplitude modulation), employing
gray encoding [3,14], Pb can be obtained by

Pb = Pe

log2 (M )
. (2.71)

For nonlinear systems, such as M -FSK (M -ary frequency shift keying)2, Pb can
be computed as

Pb = M

2 · (M − 1)
· Pe. (2.72)

2.3.6 Error probability bounds

Depending on the geometric representation of a given digital communication system,
the determination of Pe can be very difficult. In this case, the use of bounds may be
very useful.

2Linear and nonlinear bandpass systems will be discussed in more detail in Section 2.5.1.
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One of the most well-known bounds for obtaining an approximation of Pe is the
union bound (UB). The UB is an upper bound based on the following probability
identity [3,16]:

P
( M⋃

m=1

Am

)
≤

M∑

m=1

P(Am), (2.73)

where Am is the mth event of the sample space and
⋃

represents the union operator.
Considering that Am|i corresponds to the error event |r − sm| < |r − si|, given

that si, i 	= m, was sent, the UB for equally likely transmit symbols can be expressed
as [2,14]

Pe ≤ 1

M

M∑

i=1

M∑

m=1
m	=i

Q

(
Dm,i√
2 · N0

)
, (2.74)

where Q( · ) is the Q-function3 [2,14] and Dm,i is the distance between sm and si.
Another very useful bound is the nearest neighbors bound (NBB). The NBB

determines an approximation of Pe by considering just the neighboring signals that
are at the minimum distance Dmin of a given signal sm. Assuming equally likely
transmit symbols, the NBB is given by [16]

Pe ≈ Nmin · Q

(
Dmin√
2 · N0

)
, (2.75)

where Dmin = minm	=i

[
Dm,i

]
is the minimum distance between all possible pairs of

signals sm and si and Nmin is given by

Nmin = 1

M
·

M∑

m=1

Nm, (2.76)

with Nm indicating the number of neighbors at a distance Dmin from sm.

2.4 Baseband digital communication systems

A baseband digital communication system, represented in Figure 2.10, converts digital
information symbols into baseband pulse waveforms that are suitable to be transmit-
ted directly over lowpass channels. As mentioned before, this process is denoted as
baseband digital modulation or simply digital coding.

A variety of baseband digital communication systems have been proposed to reach
some desirable properties such as good bandwidth and power efficiencies, adequate
timing information and error detection capability.

3The Q-function is defined as

Q(x) = 1√
2π

∞∫

x

e−t2/2dt, x ≥ 0.
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Figure 2.10 Baseband digital communication system diagram

2.4.1 Line coding

Line coding was developed in the past for digital transmission over telephone
cables and digital recording on magnetic medias. Recent developments are primar-
ily concentrated on applications in local area networks, including transmissions over
unshielded twisted pairs and fiber optic cables.

In general, line coding is a baseband scheme employed to represent digital
information by means of different pulse waveforms of an M -dimensional signal set,
according to some specific rules [14].

Any line coding waveform can be represented by the following M -ary pulse
amplitude modulation (PAM) signal:

sPAM(t) =
∑

i

d
′
i · hp(t − i · Ts), (2.77)

where d
′
i is ith real-valued information symbol obtained by a specific encoding rule

and hp(t) is the pulse shape.

2.4.2 Complex-valued M-ary PAM

A more general and powerful representation of M -ary PAM can be obtained by
considering that any information symbol di may have complex values [2]:

slp(t) =
∑

i

di · hp(t − i · Ts), (2.78)

where di is the ith complex-valued information symbol.
This representation, also called lowpass equivalent (LPE), is a very useful tool

to simplify simulations in computational environments and theoretical analysis of
bandpass digital communication signals and systems.
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2.5 Bandpass digital communication systems

Digital communications also encompass the transmission of digital information
through wireless and wired channels that essentially act as analog passband systems.
In this case, digital communication systems are generally referred to as bandpass
digital communication systems or digital modulation systems.

As shown in the previous section, a baseband digital communication system con-
verts digital information symbols into baseband pulse waveforms that are suitable to
be transmitted directly over a lowpass channel. On the other hand, a bandpass digital
communication system, represented in Figure 2.11, converts digital information sym-
bols into bandpass sinusoidal waveforms that are suitable to be transmitted through
bandpass channels. Thus, bandpass communication systems can be viewed as sys-
tems that map baseband signals into bandpass signals. This operation encompasses
the shift of the spectrum of a baseband signal to a higher frequency [2,13,14,21].

Bandpass digital communication systems or simply digital modulation systems
are obtained by switching (keying) amplitude, frequency, phase or a combination of
amplitude and phase of a high frequency sinusoidal carrier in accordance with the
digital information. Thus, the digital modulation techniques could be grouped into
the following four major categories:

● ASK, achieved by amplitude variations of the carrier waveform according to
information symbols;

● PSK, obtained by phase variations of the carrier in accordance with the
information symbols;

● FSK, generated by frequency variations of the carrier in accordance with the
information symbols;

● QAM, originated by amplitude and phase variations of the carrier in accordance
with the information symbols.

Digital
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Transmitter
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Symbol
encoder

Baseband
modulator

Recovered
information

Symbol
decoder

Baseband
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Communication
channel

Figure 2.11 Bandpass digital communication system diagram
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Other modulation categories can be obtained by combining different parameters
of the carrier, but they are not commonly found in practice and are out of the scope
of this analysis.

Digital bandpass systems can be classified as linear and nonlinear. Linear com-
munication systems follow the superposition theorem and encompass ASK, PSK and
QAM schemes. Typically, they show a good bandwidth efficiency. Nonlinear com-
munication systems do not satisfy the superposition theorem and are represented
basically by different FSK schemes. Usually, they show a good energy efficiency.

Any bandpass communication system can be represented by

s(t) = � {slp(t) · ej2π fot
}
, (2.79)

where fo is the carrier frequency and slp(t) is the LPE representation given by (2.78). In
the receiver, the MAP detector can be employed to recover the transmitted information.

There are several factors that influence the selection of a digital modulation tech-
nique including bandwidth efficiency, energy efficiency required for detection, BER
and SER at reception and circuitry complexity. Many of these factors are correlated,
and an improvement in one of them generally causes a degradation in another [3,17].
Thus, an appropriate choice depends on the communication system requirements.

2.5.1 Some important bandpass digital schemes

In this section, some important bandpass digital communications systems will be
presented and their representation in the signal space will be introduced.

2.5.1.1 Binary amplitude shift keying
As discussed before, in binary ASK (BASK), the amplitude of the carrier is modified
in accordance with the digital information symbols. One of the most important and
simple BASK schemes is on–off keying (OOK).The OOK is widely used in fiber optic
applications mainly because of its simple optical implementation (i.e., light/nonlight).

The OOK signal waveform can be represented by

sOOK (t) =
∑

i

si
OOK (t), (2.80)

where the ith OOK transmitted waveform, corresponding to information symbol di

of duration Ts, is given by

si
OOK (t) =

{
0 for di = 0√

2·Es
Ts

· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts for di = 1
. (2.81)

Employing GS procedure, the following orthonormal basis can be defined for
an OOK scheme:

φi
1(t) =

√
2

Ts
· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts. (2.82)
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Figure 2.12 OOK constellation diagram

Thus, the LPE representation of an OOK signal can be written as

slp(t) =
∑

i

di ·
(

t − i · Ts

Ts

)
, (2.83)

where ( · ) is the unit gate pulse and di ∈ {0,
√

Es

}
.

Therefore, the OOK signal waveform could also be expressed by

sOOK (t) = �
{
∑

i

di ·
(

t − i · Ts

Ts

)
· ej2π fot

}
. (2.84)

Figure 2.12 presents an example of the constellation diagram for an OOK scheme
and the corresponding received signal corrupted by AWGN for an Eb/N0 = 10 dB.

One interesting observation is that ASK is also widely used in some wireless
applications (e.g., gate control), even requiring low efficiency linear amplifiers and
presenting low immunity to interferences. The main reason for this is its extremely
low cost and low complexity, besides its ability to use simple noncoherent detection.

2.5.1.2 Binary phase shift keying
As mentioned before, in binary PSK (BPSK), the phase of the carrier is modified in
accordance with the digital information symbols. The BPSK scheme is widely used
in wireless applications that require low Pe at low Eb/N0. However, BPSK presents
low bandwidth efficiency, as any binary scheme.

The ith BPSK transmitted waveform, corresponding to information symbol di,
can be represented by

si
BPSK (t) =

⎧
⎪⎪⎨

⎪⎪⎩

−
√

2·Es
Ts

· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts for di = 0

√
2·Es
Ts

· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts for di = 1

. (2.85)
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Figure 2.13 BPSK constellation diagram

Using GS procedure, an orthonormal basis for a BPSK scheme can be defined as

φi
1(t) =

√
2

Ts
· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts. (2.86)

Thus, the LPE representation of a BPSK signal can be written as

slp(t) =
∑

i

di ·
(

t − i · Ts

Ts

)
, (2.87)

where di ∈ {−√
Es,

√
Es

}
.

In Figure 2.13, an example of the constellation diagram for a BPSK scheme is
presented, as well as the corresponding received signal corrupted by AWGN for an
Eb/N0 = 10 dB.

2.5.1.3 Quaternary phase shift keying
The ith quaternary PSK (QPSK) transmitted waveform, corresponding to information
symbol di of duration Ts, can be written as

si
QPSK (t) =

√
Es

Ts
· cos(2π fot − θi), i · Ts ≤ t ≤ (i + 1) · Ts, (2.88)

where

θi ∈
{

(2 · m − 1) · π
4

}
, m = 1, . . . , 4.
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Figure 2.14 QPSK constellation diagram

Using GS procedure, an orthonormal basis for a QPSK scheme can be computed as

φi
1(t) =

√
2
Ts

· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts

φi
2(t) =

√
2
Ts

· sin(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts

. (2.89)

Thus, the LPE representation of a QPSK signal can be obtained by

slp(t) =
∑

i

di ·
(

t − i · Ts

Ts

)
, (2.90)

with

di ∈
{√

Es

2
· (1 + j),

√
Es

2
· (1 − j),

√
Es

2
· (−1 + j),

√
Es

2
· (−1 + j)

}
.

Figure 2.14 shows an example of the constellation diagram for a QPSK scheme
and the corresponding received signal corrupted by AWGN for an Eb/N0 = 10 dB.

2.5.1.4 M -ary phase shift keying
The ith M-PSK transmitted waveform, corresponding to information symbol di, can be
expressed as

si
MPSK (t) =

√
Es

Ts
· cos(2π fot − θi), i · Ts ≤ t ≤ (i + 1) · Ts, (2.91)

with

θi ∈
{

2 · π · (m − 1)

M

}
, m = 1, . . . , M .
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Figure 2.15 8-PSK constellation diagram

An orthonormal basis for an M-PSK signal can be defined as

φi
1(t) =

√
2
Ts

· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts

φi
2(t) =

√
2
Ts

· sin(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts

. (2.92)

Thus, the LPE representation of an M-PSK signal is given by

slp(t) =
∑

i

di ·
(

t − i · Ts

Ts

)
, (2.93)

where di ∈ {am · √
Es + jbm · √

Es

}
,
√

a2
m + b2

m = 1 and the pair (am, bm) =
(cos (2π · (m − 1)/M ), sin(2π · (m − 1)/M )), m = 1, . . . , M . It is worth noting that
the ith symbol di could also be represented in a two-dimensional vector space by the
signal vector di ∈ {[am · √

Es, bm · √
Es

]}
, m = 1, . . . , M .

In Figure 2.15, an example of the constellation diagram for an 8-PSK scheme
and the corresponding received signal corrupted by AWGN for an Eb/N0 = 10 dB is
shown.

2.5.1.5 M -ary quadrature amplitude modulation
The ith transmitted waveform, corresponding to information symbol di of duration
Ts, of a generic M-QAM scheme, can be represented by

si
M−QAM (t) =

√
2 · Ei

Ts
· cos(2π fot + θi), i ≤ t ≤ i · Ts, (2.94)

with Ei ∈ {Em} and θi ∈ {θm}, m = 1, . . . , M .
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Figure 2.16 16-QAM constellation diagram

An orthonormal basis for an M-QAM signal can be written as

φi
1(t) =

√
2
Ts

· cos(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts

φi
2(t) =

√
2
Ts

· sin(2π fot), i · Ts ≤ t ≤ (i + 1) · Ts

. (2.95)

Specifically for a square M-QAM signal, the LPE representation is given by

slp(t) =
∑

i

di ·
(

t − i · Ts

Ts

)
, (2.96)

where di ∈ {am · √
Emin + jbm · √

Emin

}
, am and bm ∈

{
−√

M + 1, −√
M + 3, . . . ,

√
M − 1

}
, m = 1, . . . ,

√
M , and Emin is the energy of the symbol with minimum

energy.
The ith symbol di can also be represented in a two-dimensional space by the

signal vector di ∈ {[am · √
Emin, bm · √

Emin

]}
, m = 1, . . . , M .

Figure 2.16 presents an example of the constellation diagram for a 16-QAM
scheme and the corresponding received signal corrupted by AWGN for an Eb/N0 =
10 dB.

2.5.1.6 M -ary frequency shift keying
The ith orthogonal M-FSK transmitted waveform, corresponding to information
symbol di, can be described by

si
M−FSK (t) =

√
2 · Es

Ts
· cos(2π fit), i ≤ t ≤ i · Ts, (2.97)

where fi ∈ { fo + m/(2 · Ts)}, fo = Nfo/(2 · Ts), m = 1, . . . , M and Nfo ∈ N to keep the
orthogonality of the symbol waveforms.
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Since the set of possible M -FSK transmitted waveforms is orthogonal, an
orthonormal basis can be simply obtained by normalizing the own set of M -FSK
signal waveforms, i.e.,

φi
m(t) =

√
2

Ts
· cos(2π fit), 0 ≤ t ≤ Ts. (2.98)

Thus, the LPE representation of an M-FSK signal can be written as

slp(t) =
∑

i

di ·
(

t − i · Ts

Ts

)
, (2.99)

with

di ∈
{√

Es · cos
(
π · m · t

2 · Ts

)
+ j
√

Es · sin
(
π · m · t

2 · Ts

)}
, m = 1, . . . , M .

The ith symbol di can also be represented in an M -dimensional vector space by the
signal vector di ∈ {[0, . . . , di,m, . . . , 0

]}
and di,m = √

Es is the mth vector element,
with m = 1, . . . , M . Therefore, an M -FSK scheme requires an M -dimensional signal
space for its correct representation.

As it is not possible to graphically represent M -FSK schemes for M > 3,
Figure 2.17 shows a simple example for a 3-FSK scheme (M = 3) corrupted by
AWGN.

2.5.2 Performance of bandpass digital schemes in AWGN

As discussed in the beginning of this chapter, the performance of a digital
communication system can be measured in terms of its ηBw and ηE .

In the design of bandpass digital communication systems, there is a tradeoff
between ηBw and ηE that must be taken into account in the choice of the best scheme
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Figure 2.19 Bandpass modulation error probabilities

for a given application, since hardly a bandpass digital communication system will
present good bandwidth and power efficiencies at the same time.

In Figure 2.18, the null-to-null bandwidth expressions of some bandpass modu-
lation schemes [3,14] employing, for simplicity, rectangular pulse shaping instead of
Nyquist pulse shaping are presented. In a complementary manner, the error prob-
ability expressions of some bandpass modulation schemes [14,26] are shown in
Figure 2.19.

Hence, with the presented specifications of bandwidth occupancy and BER for
a given Eb/N0, the choice of the most suitable scheme for a given application can be
made based on ηE , represented by

ηE = Eb

N0
, for a given BER (2.100)



40 Power line communication systems for smart grids

Eb /N0 (dB)
0 5 10 15

10–6

10–5

10–4

10–3

10–2

10–1

B
ER

BPSK
QPSK
8-PSK
16QAM
64QAM

Figure 2.20 BER of some important bandpass modulation schemes

and on ηBw,

ηb = Rb

W
. (2.101)

Defined in (2.14) and in (2.15), and repeated here for convenience.
Systems that present lower ηE are considered more energy efficient, since they

require lower Eb/N0 to achieve a given BER. On the other hand, systems that present
larger ηBw are more bandwidth efficient, since they transmit higher bit rates per unit
bandwidth. Ideally, a good system is the one that offers the highest ηBw at a given ηE

or the one that requires the lowest ηE at a given ηBw [2].
In practice, as mentioned earlier, the Pb can be estimated by the BER measure-

ment. In order to verify the performance of some important bandpass modulations
currently used in wired and wireless systems (e.g., Wi-Fi, LTE and PLC systems), for
different noise conditions (AWGN), some Monte-Carlo simulations were performed
to the BPSK, QPSK, 8-PSK, 16-QAM and 64-QAM schemes to obtain the BER
curves as a function of Eb/N0. The obtained results are shown in Figure 2.20.

If a BER of 10−3 is used as performance reference, one can verify that BPSK and
QPSK schemes will need an Eb/N0 of 7 dB, 8-PSK will require an Eb/N0 of 10 dB,
16-QAM will require an Eb/N0 of 11 dB, and 64-QAM will necessitate an Eb/N0 of
14.5 dB.

2.6 Bandlimited transmission

In the discussion so far, time-limited unit gate pulses (t) have been used as the
pulse shaping filter hp(t) in the LPE representation of baseband and bandpass digital
systems. As the gate pulses are not limited in frequency, part of their spectra will be
suppressed by a bandlimited channel, thus resulting in pulse distortion and, possibly,
ISI at the receiver, as already discussed in Section 2.1.2. To solve this problem, one



Fundamentals of digital communications 41

can try to replace(t) with bandlimited pulses. However, bandlimited pulses are not
time-limited. Hence, they will overlap in time, also causing ISI.

One solution adopted by most digital communication systems consists in employ-
ing pulse shaping and equalization techniques. While pulse shaping refers to the design
of bandlimited LPE waveforms in such a way that despite pulse spreading, there is no
ISI at the decision-making instants [14], equalization deals with the design of filters
to compensate for the distortions imposed by the channel within the frequency band
of the transmitted signals [13,14]. These two techniques will be briefly described in
the sequel.

2.6.1 Nyquist criterion for zero ISI

In Section 2.5, it was shown that the digital modulation schemes can be represented
by the LPE signals given by (2.78), repeated here for convenience:

slp(t) =
∑

i

di · hp(t − iTs), (2.102)

where di is the ith complex-valued digital information symbol, hp(t) is the pulse shape
and 1/Ts is the symbol rate.

Consider for a moment the transmission of the LPE signals slp(t) over an ideal
(distortion-free and noiseless) channel. Even in this case, ISI might occur if the pulse
shape is not chosen appropriately. To see this, assume the receiver will try to recover
the symbols di by sampling slp(t) at multiples of the symbol period. Then, the nth
sample is given by [13]

slp(nTs) =
∑

i

di · hp(nTs − iTs) = dn ∗ hp(nTs), (2.103)

where the ∗ operator represents the discrete-time convolution of the symbol sequence
with a sampled version of the pulse shape.

This convolution sum can be further decomposed into two parts as [13]

slp(nTs) = dn · hp(0) +
∑

i 	=n

di · hp(nTs − iTs), (2.104)

where the first term on the right-hand side contains the desired symbol and the second
term represents the ISI, i.e., the interference from neighboring symbols.

From (2.104), it is clear that there will be no ISI only if the second term on
the right-hand side is zero. This happens if the sampled pulse shape reduces to a
Kronecker delta function [19,27] in the sampling instants, i.e.,

hp(nTs) = δn. (2.105)

Remembering that hp(nTs) is the sampled version of hp(t), it is possible to show
that the equivalent frequency domain representation of (2.105) can be expressed
by [2,13,14]

1

Ts

∑

i

Hp

(
f − i

Ts

)
= 1, (2.106)
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where Hp(f ) is the Fourier transform of hp(t).
Equation (2.106) represents the so-called Nyquist criterion for zero ISI and a

pulse hp(t) that satisfies this equation is called the Nyquist pulse [2,13].
Thus, the digital symbols transmitted by the use of Nyquist pulses can be correctly

retrieved by appropriate sampling of the received waveform at regular intervals of Ts,
even with the overlapping of the neighboring pulses, since they are designed to be
zero at adjacent symbol instants.

There are an infinite number of pulses that satisfy the Nyquist criterion. The sync
pulse is the one with the smallest bandwidth. This bandwidth, known as the Nyquist
bandwidth, is half of Rs, i.e., 1/2Ts [2,13,14].

Although a minimum-bandwidth pulse is desirable, it is not realizable. A practical
pulse will have a bandwidth larger than the minimum value by a factor 1 + α, where
α is known as excess-bandwidth parameter or roll-off factor. For instance, a pulse
with α = 1 has 100% excess bandwidth, that is, it occupies twice the band of a sinc
pulse. The most commonly used Nyquist pulses are, perhaps, the raised-cosine pulses,
defined as [2,13,14]

hp(t) =
(

sin(π t/Ts)

π t/Ts

)(
cos(απ t/Ts)

1 − (2αt/Ts)
2

)
, (2.107)

which have Fourier transform

Hp(f ) =

⎧
⎪⎪⎨

⎪⎪⎩

Ts, |f | ≤ 1−α
2Ts

Ts cos2

[
πTs

2α

(
|f | − 1 − α

2Ts

)]
, 1−α

2Ts
< |f | ≤ 1+α

2Ts

0, |f | > 1+α
2Ts

. (2.108)

Consequently, the resulting baseband signal bandwidth can be estimated by

B = (1 + α) · Rs

2
, (2.109)

and the corresponding bandpass signal bandwidth, for linear bandpass systems, is
given by

W = (1 + α) · Rs. (2.110)

Figure 2.21 shows the time and frequency representations of raised-cosine pulses
for some values of α.

In practice, it is common to implement the raised cosine pulse into two stages,
one on the transmit side and the other on the receive side. The frequency response
of each pulse is designed to be equal to the square root of the response of the raised
cosine pulse, reason why they are called square root raised cosine (SRRC) pulses, so
that the overall response of the two pulses is equivalent to the response of the raised
cosine pulse and also meets the Nyquist criterion for zero ISI:

Hptx (f ) · Hprx (f ) = Hp(f ), (2.111)

where Hptx (f ) and Hprx (f ) are, respectively, the frequency responses of the transmit
and receive pulses, and Hptx (f ) = Hprx (f ) = √

Hp(f ).
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Figure 2.21 Raised cosine pulse (a) time domain and (b) frequency domain

2.6.2 Multipath fading channels

Communication channels can distort transmitted bandlimited signals, even if special
pulses such as raised cosine pulses are used. As discussed in Section 2.1.2, in multipath
propagation environments, multiple replicas of the transmitted bandlimited signal can
reach the receiver through distinct propagation paths, causing each replica to have a
different amplitude and delay (and hence phase) values.

It means that, depending on the characteristics of the propagation channel in
relation to the parameters of the symbols carried by the transmitted signal, the symbols
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may arrive at the receiver distorted (multipath fading). For instance, the transmitted
symbols may be widened, generating ISI [2,14,16,17].

To better understand the effects of multipath propagation over the transmitted
symbols, the following parameters can be defined: delay spread (τspr), coherence
bandwidth (Bcoh), Doppler spread (Dspr) and coherent time (Tcoh) [16–18]. Since they
are random quantities, they are usually represented by statistical values or stochastic
functions (e.g., mean value, root mean square, correlation function).

The τspr expresses the temporal widening of the received symbols, resulting from
the time delays between the multiple replicas received from the transmitted signal.
The τspr is a time domain parameter generally extracted from the channel power delay
profile, and it has a dual in the frequency domain called of Bcoh, which represents the
maximum frequency separation in which the channel acts on the transmitted signal
in a correlated manner (i.e., the bandwidth where the channel frequency response is
constant).

These parameters are used to describe the temporal dispersion nature of the
channel in a local area. However, they provide no information on how the channel
is varying over time due to the relative movement between transmitter and receiver.
To quantify the time varying nature of the channel, Dspr and Tcoh are used. The Dspr

represents the spectral widening of the received signal. It is a frequency domain
parameter and its dual in the time domain is the Tcoh, which represents the maximum
time interval in which the channel affects the transmitted signal in a correlated way
(i.e., the time that the channel impulse response remain invariant).

Depending on the relationship between symbol parameters (e.g., Ts, Rs) and
channel parameters (e.g., τspr and Dspr), different signals may suffer distinct types of
multipath fading in a given transmission. While the τspr causes temporal dispersion
and frequency selective fading, Dspr causes spectral dispersion and time selective
fading. Since the τspr and Dspr are independent, time and frequency dispersions can
occur in four different ways, as shown in Figure 2.22, according to the nature of the
transmitted signal, channel and relative movement between transmitter and receiver.

If the channel presents constant magnitude and linear phase over the whole sig-
nal band at a given time instant, then the received signal will suffer flat frequency
fading. In this case, Bw � Bcoh and, consequently, τspr � Ts. Although the received

Multipath fading

Time spread Frequency spread

Flat
tspr << Ts

Bw << Bcoh

Selective
tspr ≥ Ts

Bw ≥ Bcoh

Slow
Low Dspr
Tcoh >> Ts

Fast
High Dspr
Tcoh < Ts

Figure 2.22 Multipath channel classification
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signal does not suffer distortion, its intensity and phase can vary over time and space
(can reach values near zero during fading instants). The statistical distribution of the
instantaneous gain of flat frequency fading channels is important for radio link design
and is usually modeled by Rayleigh and Rice distributions. On the other hand, the
phase is usually modeled by a uniform distribution [16–18].

Considering that the channel presents constant magnitude and linear phase only
on part of the signal band, the received signal will undergo frequency selective fad-
ing. In this case, the spectral characteristics of the transmitted signal are modified
when the signal arrives to the receiver. This implies that Bw ≥ Bcoh, causing different
frequency components of the signal to undergo uncorrelated fading (some compo-
nents are attenuated and others may be reinforced). Consequently, τspr ≥ Ts, that is,
the received signal is composed by numerous versions of the signal attenuated and
delayed, causing signal distortion. Since frequency selective fading is caused by the
temporal dispersion of the transmitted symbols, it results in ISI.

Whether the impulse response of the channel remains practically constant during
one or more Ts, varying slowly over time, the received signal will suffer slow fading.4

In this case, the channel Tcoh � Ts of the transmitted signal. In the frequency domain,
this means that Dspr is negligible.

Suppose, the channel impulse response changes during Ts, then the received
signal will suffer fast fading. In this case, Tcoh < Ts, and it causes frequency dispersion
due to Dspr , causing signal distortion. In the frequency domain, signal distortion
enlarges with increasing Dspr in relation to Bw.

In general, multipath channels can be modeled by linear filters with time-varying
impulse responses. So, disregarding noise effects for simplicity, the transmitted signal
s(t) arriving to the receiver, after passing through the channel with impulse response
hc(t, τ ), can be represented as5

r(t) =
∞∫

−∞
s(τ ) · hc(t, τ )dτ . (2.112)

In this case, each path may be associated with attenuation, delay, phase and
Doppler frequency factors which vary over time. Thus, the time-varying impulse
response of the channel at time t due to an impulse applied at time t − τ can be
defined as [16]

hc(t, τ ) =
∑

i

αi(t) · e−jϕi(t) · δ[t − τi(t)], (2.113)

where αi(t) is the attenuation in the ith path at time t, τi(t) is the delay in the ith path
at time t, ϕi(t) is the phase rotation in the ith path at time t, given by

ϕi(t) = 2π fo · τi(t) − φD
i (t), (2.114)

4It should be noted that the relative movement between transmitter and receiver and the bandwidth of the
transmitted signal determine if the fading is slow or fast.
5Note that this integral becomes the convolution integral if the channel impulse response is time-invariant.
For this case hc(t, τ ) simplifies to hc(t − τ ).
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and φD
i (t) is the Doppler phase shift in the ith path at time t, obtained by

φD
i (t) =

t0+t∫

t0

f D
i (x)dx. (2.115)

Suppose, a bandpass digital signal represented by

s(t) = �[slp(t) · e−j2π fot
]
, (2.116)

is applied to the multipath channel, the signal at the channel output will be

r(t) = �
[
∑

i

αi(t) · e−jϕi(t) · slp[t − τi(t)] · e−j2π fot

]
, (2.117)

whose LPE representation is given by

r(t) = �
[
∑

i

αi(t) · e−jϕi(t) · slp[t − τi(t)]

]
. (2.118)

Considering the channel is time invariant (LTI), the LPE representation of its
impulse response can be expressed by

hc(t) =
∑

i

αi · e−jϕi · δ [t − τi], (2.119)

where, due to the invariance of the channel, ϕi = 2π fo · τi.
In addition, by considering the LPE representation, if a bandlimited signal with

LPE bandwidth of B [2] is transmitted through an LTI channel, the signal replicas from
different paths that arrive at the receiver within time slots smaller than �Ts = 1/2B
will be merged into the receive filter, behaving as they were a single replica of a
single path. Each of the resulting paths, for distinct time intervals, is called the
resolvable path. Thus, for this case, the LPE of the impulse response of the LTI
channel simplifies to

hc(t) =
Lpath∑

i=1

βi · δ
[

t − i

2B

]
, (2.120)

where βi = αi · e−jϕi and Lpath is the number of resolvable path [16].
This representation, illustrated in Figure 2.23, corresponds to a linear tapped

delay line (TDL) transverse filter [10,15]. Hence, the received signal, except from the
AWGN, can be modeled by the convolution of the transmitted signal with the impulse
response of the channel. Some communication channels, such as optical fibers, how-
ever, may present severe nonlinear effects [12]. In these cases, linear transverse filters
may not be well suited and nonlinear channel models must be employed.

2.6.3 Equalization

The growing demand for new data services (e.g., multimedia, high-speed Internet)
has led to the development of digital communication systems with ever-increasing
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Figure 2.23 Representation of the LPE of the impulse response of the LTI channel

data rates. However, as seen in the previous section, transmitting at a rate Rs ≥ Bcoh

(or equivalently, τspr ≥ Ts), the channel becomes very time dispersive and frequency
selective, causing ISI.

In this situation, the channel response within the signal band will not be flat
and the signal transmitted will be distorted even if special Nyquist pulses as raised
cosine were employed. This signal distortion has a more critical impact on the BER
increase than the AWGN, since an increase in the power of the transmitted signal will
increase the SNR but will not reduce the ISI.

Hence, to solve this problem, digital communication systems often employ a
filter called equalizer before the detection process to compensate signal distortions
caused by the channel and mitigate ISI. By carefully designing the equalizer, a pulse
shape can be obtained at the detector input that has no ISI at the sampling instants,
regardless of the channel conditions.

As the channel can vary randomly over time, equalizers should be implemented
adaptively to track channel changes. An adaptive equalizer may include a training step
to adjust its parameters (i.e., coefficients) periodically to compensate for the effects
of the channel on the receiver (also called channel inversion).

Equalizers can be implemented in time domain and in frequency domain. Time
domain equalizers (TDEs) are usually indicated to digital communication systems
operating in relative low selective fading channels, which results in a simpler filter
equalizer (e.g., few coefficients). On the other hand, frequency domain equalizers
(FDEs) are commonly used for systems operating in high frequency selective fading
channels.

2.6.3.1 Time domain equalization
TDEs can either be linear or nonlinear. Linear TDEs are simpler structures, usually
implemented by transverse filters, whose coefficients can be adjusted to generate
zero ISI at the sampling instants. Nonlinear TEDs generally have a more complex
structure and are able to mitigate ISI in multipath channels with more severe fading
conditions, where linear TDEs are generally not effective (e.g., presence of spectral
nulls).

The two most common linear TDEs are zero forcing (ZF) and minimum mean
square error (MMSE). The former is able to adequately mitigate the ISI but may con-
siderably increase noise during the occurrence of deep fading caused by spectral nulls.
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Figure 2.24 ZF TDE system diagram

The latter minimizes the expected mean square error (MSE) between the transmitted
and detected symbols at the equalizer output, thus providing a better compromise
between ISI mitigation and noise enhancement. Because of this, MMSE TDEs tend
to have a lower BER than ZF TDEs [16].

Considering the LPE system diagram presented in Figure 2.24, the overall
frequency response Ho(f ) is given by

Ho(f ) = Hptx (f ) · Hc(f ) · Hprx (f ) · He(f ) (2.121)

where He(f ) is the frequency response of the equalizer and Hptx (f ) and Hprx (f ) are,
respectively, the frequency responses of the transmit and receive filters.

By the Nyquist criterion, presented in (2.106), Ho(f ) should meets
∑

i

Ho

(
f − i

Ts

)
= Ts, (2.122)

If transmit and receive processes use SRRC filters to meet zero ISI criterion, it
is only necessary that

He(f ) = 1

Hc(f )
. (2.123)

Thus, to mitigate the ISI, the TDE should act as a simple inverter filter. The
frequency response of the equalizer should be the inverse of the frequency response
of the channel, repeated at a rate of 1/Ts.

This result can be investigated more deeply by analyzing the operation of a linear
TDE in the time domain.

Let the linear structure of a TDE based on a TDL transverse filter with 2N + 1
taps spaced of Ts, shown in Figure 2.25, whose impulse response is given by

he(t) =
N∑

n=−N

cn · δ [t − n · Ts], (2.124)

where cn is the nth coefficient of the filter.
Thus, by applying a distorted pulse hu(t) to the TDE and sampling its output at

tk = (k + N ) · Ts so that the peak of hu(t) is at the central tap of the TDE, the resulting
discrete-time output is given by [2,21]

he(tk ) =
N∑

n=−N

cn · hu [k − n], (2.125)

where hu [k − n] represents hu(kTs − nTs).
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Figure 2.25 Linear TDE model based on transverse filter

Considering the Nyquist criteria for zero ISI, the output of the TDE should be

he(tk ) =
⎧
⎨

⎩

1 for k = 0

0 for k 	= 0
. (2.126)

However to meet this condition, it is necessary a TDE with infinity number of
coefficients. Since there are only 2N + 1 coefficients, the zero ISI condition can be
approximated by making [2,21],

he(tk ) =
⎧
⎨

⎩

1 for k = 0

0 for k = ±1, . . . , ±N
. (2.127)

Since the function of thisTDE is to set the central peak to 1 and force the N values
on each side of the central peak to zero (forcing ISI to zero), it is called ZF-TDE.

The ZF-TDE coefficients can be obtained by

he(tk ) =
N∑

n=−N

cn · hu [k − n] =
⎧
⎨

⎩

1 for k = 0

0 for k = ±1, . . . , ±N
. (2.128)

The solution of this set of equations in vector notation is given by

c = H−1
u · he, (2.129)

where he = [0, . . . , 1, . . . , 0]T , c = [c−N , . . . , c0, . . . , cN ]T and

Hu =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

hu[0] · · · hu[−2N ]
...

...

hu[N ]
. . . hu[−N ]

...
...

hu[2N ] · · · hu[0]

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

. (2.130)

One of the main disadvantages of ZF-TDE is the performance degradation due
to increased noise level during spectral nulls [2,28]. In general, to reduce this effect,
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the zero ISI constraint must be relaxed, allowing the TDEs to have some residual ISI
at their outputs. A more robust TDE based on this approach can be obtained by using
the MMSE criterion instead of the ZF [28].

In the MMSE-TDE, the coefficients are adjusted to minimize the MSE between
the transmitted symbol dk (training symbol) and the detected symbol hu[k] [2,21,28].
In this way, the cost function can be defined as

Jc[n] = E
{|e[k]|2} = E

{|dk − he[k]|2}, (2.131)

where E{.} is the expectation operator.
Thus, Jc[n] is given by

Jc[n] = E
{|dk − ck · hu[k]| · |dk − ck · hu[k]|H}, (2.132)

where hu[k] = [hu[k], . . . , hu[k − 2N + 1]]T and cu[k] = [c0[k], . . . , c2N+1[k]]T .
The solution of this problem is given by the Wiener’s equation [21,28]:

E
{
HH

uext
· dk

} = E
{
HH

uext
· Huext

} · c. (2.133)

where c is the coefficients vector of the MMSE-TDE, d = [d−N , . . . , dN , . . . , d2N+1]T ,
and Huext is an extended version of matrix Hu with dimension (4N + 1) × (2N + 1)
given by

Huext =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

hu[−N ] · · · 0
...

...

hu[N ]
. . . hu[−N ]

...
...

0 · · · hu[N ]

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

. (2.134)

Furthermore, defining the autocorrelation matrix of the received symbols as

Ruu = E
{
HH

uext
· Huext

}
, (2.135)

and the crosscorrelation vector between the transmitted and received symbols as

hud = E
{
HH

uext
· dk

}
, (2.136)

it follows that

hud = Ruu · c. (2.137)

Thus, the TDE coefficients can be obtained by

c = R−1
uu · hud . (2.138)

As mentioned at the beginning of this section, in general, linear TDEs do not
perform as well as nonlinear TEDs when the channel has severe fading conditions.
Among nonlinear TDEs, one of the most common is decision-feedback equalizers
(DFEs), since it is simple to implement and does not undergo noise enhancement.
However, DFE suffers from error propagation when channels have a low SNR, which
leads to poor performance [16]. On the other hand, ML sequence equalizer (MLSE)
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is optimal in the sense of minimizing BER. Unfortunately, the complexity of this
equalizer grows exponentially with the length of the channel [16].

2.6.3.2 Frequency domain equalization
As discussed earlier, the development of digital communications systems with high
data rates can result in an Rs � Bcoh and hence a rather severe selective fading with
ISI in tens or hundreds of symbols.

Linear and nonlinear TDEs can be used on the receive side to compensate, in
the time domain, for distortions caused by frequency selective channels. However,
depending on the type of TDE, computational processing may increase linearly or
exponentially with channel length (e.g., due to the required increase in the number
of coefficients of a ZF-TDE or the trellis of an MLSE), not being a good choice for
severe frequency selective fading channels.

A promising alternative to TDEs are the FDEs. They are an effective way to
improve the system performance under severe frequency selective fading conditions
without significantly increasing the complexity of the system. This is possible by
associating the operations of fast Fourier transform (FFT) and inverse FFT (IFFT)
with a one-tap equalizer (OTE) to compensate for distortions caused by the channel
in the frequency domain. In this way, convolution in time is replaced by a simple
multiplication in frequency, offering a lower increase of complexity as a function
of the length of the impulse response of the channel in comparison with the TDEs.
Furthermore, adaptive techniques generally converge more rapidly and are more sta-
ble in the frequency domain, making adaptive TDEs an interesting option for time-
varying channels [16,29].

A FFT operation on the receive side can map the received symbols to the fre-
quency domain and divide the frequency spectrum of the signal into subcarriers, also
called subchannels. In this way, a frequency selective fading channel can be con-
verted into several flat frequency fading subchannels. The OTE can then compensate
for channel distortions simply by multiplying the FFT result of each subchannel by
the inverse of the frequency response value at the corresponding subchannel. This
process requires an estimate of the frequency response of the channel, which can be
performed by transmitting training symbols [30].

Considering that the impulse response of the channel is given by (2.120), the
channel frequency response can be obtained by

fc = FFT {hc(t)}, (2.139)

where fc = [fc(1), . . . , fc(NFFT )]T , fc(m) is the frequency response complex coefficient
at the mth subchannel and NFFT is the FFT block size.

If the received signal waveform is hu(t) (that can correspond to more than one
data symbol), its frequency representation is expressed by

fu = FFT {hu(t)}, (2.140)

where fu = [fu(1), . . . , fu(NFFT )]T and fu(m) is the frequency domain information at
the mth subchannel.
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Thus, the information corresponding to the mth subchannel free of the distor-
tions caused by the channel can then be restored through the following ZF operation
performed in the OTE [30,31]:

dm = fu(m) · f ∗
c (m)

|fc(m)|2 , (2.141)

or by the following MMSE operation [31]:

dm = fu(m) · f ∗
c (m)

|fc(m)|2 + (1/SNR)
. (2.142)

The FDEs can be used in single carrier (SC) systems and multicarrier systems,
such as orthogonal frequency division multiplexing (OFDM). It is important to note
that if the presented procedures (i.e., FFT and OTE) are executed in SC systems, an
additional IFFT operation on the dm corresponding to all subchannels will be required
after OTE to retrieve the original data symbols. On the other hand, if these procedures
are performed in OFDM systems, all dm already correspond to the transmitted data
symbols. The effectiveness of this procedure can be ensured if a cyclic prefix (CP) is
employed in the transmission process, as will be discussed further in Chapter 4 [29,30].

2.7 Synchronization

The demodulation process, performed at the receivers of digital bandpass systems,
can be classified as coherent and noncoherent. In coherent demodulation, frequency
and phase information of the carrier signal is required to the correct recovery of
the transmitted information. On the other hand, in noncoherent demodulation, the
information of the carrier signal is not required in the demodulation process.

Coherent demodulation usually has the advantage of presenting a lower Pe com-
pared with noncoherent demodulation for the same received signal power, although
at the cost of more receiver complexity [32].

Also, both coherent and noncoherent digital demodulation schemes require tim-
ing information from the received signal to perfectly recover the digital transmitted
symbols.

In real bandpass digital communication systems, the output of the demodulator
must be sampled periodically at a rate of at least once per symbol period, in order
to recover the transmitted information. Since the propagation delay from the trans-
mitter to the receiver is generally unknown at the receiver, symbol timing must be
derived from the received signal in order to synchronously sample the output of the
demodulator. The propagation delays of the communication channel also result in off-
sets in both frequency and phase of the carrier, which must be estimated at coherent
receivers [33].

Therefore, to reach optimal carrier and timing estimation, synchronization
schemes are employed at the receiver. ML estimation is one of the most employed
approaches since it can provide an unified framework for developing optimal
synchronization algorithms for digital communication receivers [33].
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Figure 2.26 Generic phase-locked loop

In the following, carrier and timing synchronization are discussed for coherent
receivers.

2.7.1 Carrier synchronization

In general, coherent digital demodulation requires knowledge of the sinusoidal basis
functions at the receiver. It means that the receiver has to estimate the frequency
and the phase of the carrier from the corresponding received signal. This estimation
process is called carrier synchronization.

There are many possibilities for implementing carrier synchronization in a band-
pass digital communication system, but the core of most of them is a phase-locked
loop (PLL).

A generic PLL, represented by the block diagram of Figure 2.26, is a dynamic
control system, the controlled parameter of which is the phase of a locally generated
replica of the incoming carrier signal.

The main components of a generic PLL are as follows:

● The phase detector (PD), which is responsible for measuring the phase difference
between the local carrier generated by the voltage controlled oscillator (VCO)
and the PLL input signal;

● The VCO, which is a variable-frequency oscillator whose output signal frequency
is controlled by an input voltage signal (voltage-frequency converter). In normal
operation, the free running frequency of the VCO, corresponding to an input
voltage of zero, should be equal or close to the frequency of the PLL input signal;

● The loop filter (LF), which is basically a lowpass filter. Usually, first or second
order filters are employed.

The PD generates an error signal resulting from the phase difference between the
local carrier and the PLL input signal. This error signal is then fed to an LF, which
is designed to track the changes in the error signal and to reduce the effects of noise.
The filtered error signal controls the frequency of the VCO so that the local generated
carrier signal reaches the same phase of the PLL input signal. As the frequency is the
derivative of the phase, keeping the phases of the PLL input signal and of the VCO
output signal locked, their frequencies will be also locked. A detailed description of
the PLL operation can be found in [34].
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2.7.2 Timing synchronization

Coherent and noncoherent digital demodulations require knowledge of the timing
information of the received signal to perfectly recover the transmitted information.
This estimation process is called timing synchronization. The main purpose of the
timing recovery is to obtain symbol synchronization.

Symbol decisions are based on the MF output at the end of each symbol period
Ts. The detector samples the MF output and uses this information to decide which
symbol is most likely to have been sent. In order to make these decisions, the detector
must know when the symbols begin and end.

Basically, there are three main techniques to determine the optimum sampling
point [32]:

● The first method finds the point where the slope of the MF output is zero by
considering ML criterion. If the current timing estimate is too early, then the
slope of the MF output is positive indicating that the timing phase should be
advanced. If the current timing estimate is too late, then the slope of the MF
output is negative indicating that the timing phase should be retarded.

● The second method, commonly denoted as Gardner loop, uses the zero crossings
in the oversampled MF output, with oversampling rate of two samples per symbol,
to estimate the times in between the optimum sampling points. Zero crossings
are found by searching for sign changes between the previous yi−1 and following
MF yi+1 outputs with respect to current analyzed output yi. A sign change means
that the current MF output resides on a zero crossing trajectory, whose error can
be estimated by ei = [yi+1 − yi−1] · yi. This method has the advantage of being
insensitive to carrier offsets and timing recovery can be locked first, simplifying
the task of carrier recovery.

● The third method, usually called dither loop, estimates the optimum sampling
point by finding the position that minimizes the variance of the MF output. Typi-
cally, the search is performed by estimating the variance at the next interpolation
point. If the variance increases, then the timing estimate is not advanced. If the
variance decreases, then the timing estimate is advanced.

2.8 Conclusion remarks and trends in digital communications

New communication systems promise to offer a wide range of multimedia applica-
tions, which demand high data rates and low error probabilities. These requirements,
generally characterized by a demanded quality of service, combined with the ever-
increasing demand for high speed Internet access, motivate the development and the
use of new technologies.

In wireless communication and PLC systems, for instance, a number of new
structures and techniques have been proposed in recent years to mitigate the degrading
effects of multipath channels and different sources of interference, thus allowing for an
increase in system capacity and reliability and, consequently, in the data transmission
rates.
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Among these techniques, OFDM has risen as a very efficient, flexible and
cost-effective modulation technique [13,18]. In OFDM, digital information can be
first mapped to a high-order M -ary scheme to improve system throughput. Then,
IFFT and FFT operations are performed in the transmission and reception processes,
respectively. By combining IFFT/FFT and CP, OFDM can mitigate ISI, converting
a frequency selective fading channel into multiple orthogonal frequency flat fading
channels. Consequently, the fading can be compensated by a simple one-tap FDE at
the receiver [14,30].

Another interesting technique is multiple-input and multiple-output (MIMO) sys-
tems. The theoretical studies presented in [35–37] demonstrated that MIMO systems
can offer a significant increase in system capacity without sacrificing precious band-
width and power resources. The main idea of MIMO systems is to exploit not only
the time dimension of the information signals but also the space dimension provided
by the use of simultaneously multiple transmissions by using multiple receivers. By
jointly processing the signals from the multiple transmissions, the interference can
be effectively suppressed, thus increasing the system capacity.

One of the most effective and practical ways to improve the quality of the received
signals in MIMO systems is to mitigate the fading effects by using space-time coding
(STC) [18,38,39]. As the name suggests, the encoding process is done in both temporal
and spatial domains, thus introducing correlation between signals transmitted by
different spatially separated sources (e.g., antennas) in different time instants. Among
the existing STC schemes, Orthogonal space-time block coding is of particular interest
because their ML receiver consists of a simple linear combiner followed by a symbol-
by-symbol decoder [38–41]. MIMO systems can also be used to increase the data
rate of a digital communication system by the use of spatial multiplexing techniques
[18,38,42].

It is important to highlight that although nearly associated with wireless com-
munications, recently MIMO systems have been employed in other systems, such as
fiber optic [43,44], DSL [45–48] and PLC [49–52].

In order to increase the robustness of transmitted signals to noise and interfer-
ences, forward error correction (FEC) coding, also called channel coding, is normally
used. FEC coding techniques add controlled redundancy to the transmitted message
to allow the receiver to detect and/or correct errors caused by the communication
channel during transmissions.

Although FEC techniques have been used for a long time, a variety of pow-
erful coding schemes have been designed in the last decades. Among them, turbo
coding [53–55] and low density parity check (LDPC) coding [54–58] stand out
because they can offer a capacity close to the Shannon limit with a feasible com-
plexity [2,13,54,55]. Turbo and LDPC techniques have been adopted by various
wireless communication (e.g., IEEE 802.11n/ac) and PLC (e.g., IEEE 1901.2, IEEE
1901-2010) standards.
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Chapter 3

Basis of error correction coding
Marco A. Cazarotto Gomes1 and Murilo B. Loiola1

The main goal of any communication system is to reliably transmit information from
an emitter to a receiver. To accomplish such a task, a communication system must
have certain elements that make possible the transmission of information. Figure 3.1
shows a basic block diagram of a general communication system.

In this figure, the information source, or emitter, could be a person or a machine,
such as a computer or a smartphone. The output of the information source, which
constitutes the message to be sent to the receiver, could be a continuous signal (like
our voice) or a sequence of symbols (like letters in a text). The goal of the source
encoder is to transform that message in a sequence of bits, called information bits. This
transformation must be realized in a way that the number of bits needed to represent the
original message is minimized. The channel encoder, on the other hand, is designed to
insert a controlled redundancy in the bits’ sequences generated by the source encoder
to protect the information from errors that may occur during its transmission.

The modulator is responsible to transform the binary sequence at the output of the
channel encoder into waveforms suitable for propagation through the channel. Typical
channels include telephone lines, optical fibers, air and space. Besides distorting the
modulated waveforms, the channel may corrupt the transmitted signals by natural
and/or man-made noises.

At the receiver side, the demodulator plays a role opposed to that of the modulator,
generating a discrete-time signal from the distorted waveforms arriving from the
channel. The equalizer, in its turn, tries to mitigate those distortions, providing a
sequence only corrupted by noise to the channel decoder, which uses the redundancy
added by the channel encoder to detect and, if possible, correct some bit errors. Finally,
the source decoder generates an estimate of the original message.

Once this chapter is intended to provide an overview of channel coding tech-
niques, it is sufficient to consider an equivalent discrete-time baseband model of the
system presented in Figure 3.1. In this new model, modulator, channel, demodulator
and equalizer are combined into a single block, forming an equivalent channel, whose
input is a binary sequence and whose output is composed of a noise-corrupted bit
sequence. Source and source encoder are also combined into one block, generating

1Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
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Figure 3.2 Equivalent communication system model

a binary source. This simplified communication system is represented by the block
diagram shown in Figure 3.2.

Based on a channel model similar to that in Figure 3.2, Shannon stated, in his
channel coding theorem [1], that if we transmit data through a noisy channel at
a rate less than the channel capacity, then there exist channel codes that allow an
arbitrary small probability of error at the receiver. Unfortunately, the coding scheme
proposed by Shannon in his paper is not practical. For that reason, practical channel
codes that attain the Shannon limit have been searched since then. Therefore, this
chapter presents an overview of such codes, with emphasis in the foundations of block
and convolutional codes, which constitute the two main classes of error-correcting
codes [2–4].

Block codes, as their names suggest, are codes that encode blocks of information
bits. They are memoryless in the sense that the coded outputs, named codewords,
do not depend on previous input message blocks. In other words, the codewords are
computed based solely on the bits composing the current message block, i.e., the
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current input to the encoder. In contrast, coded output sequences in convolutional
codes depend not only on the current encoder input, but also on a number of previous
inputs, i.e., the codes have “memory.” Both classes of codes are widely used in
powerline communications (PLC), as can be seen in [5–14], which constitute a small
sample of works on channel-coding technique applied to PLC systems.

Hence, Section 3.1 presents the main concepts behind linear block codes, a
family of block codes widely used in communication systems. The low-density parity-
check (LDPC) codes, which are some of the most powerful error-correcting codes in
use nowadays, and Reed–Solomon codes belong to that family. Convolutional codes
are then presented in Section 3.2, which includes some discussion on turbo codes,
another powerful class of channel codes used in communication systems.

3.1 Linear block code

Block codes were the first error-correcting codes developed to protect information
from the noise present in the communication channel. Among the families of block
codes, one of the most important is that of the linear block codes. As it is clear from
its name, in a linear block code, the outputs are computed as linear combination of
its inputs.

To accomplish that task, the message to be transmitted is firstly divided into
blocks of k information bits. A message block is represented by a binary sequence u =
(u0, u1, . . . , uk−1) [2,15]. In total, there are 2k messages. The encoder then transforms
each message u in a sequence v = (v0, v1, . . . , vn−1) known as codeword. Therefore, a
codeword has n symbols, where n ≥ k . The difference m = n − k indicates the number
of redundant (or parity) bits introduced by the encoder to protect the information bits.
The set of 2k codewords1 of length n is known as an (n, k) block code. The code rate
is defined as R = k/n.

By considering a sequence of n binary symbols as a vector, it is easy to see that
the set of all possible binary sequences of length n forms a vector space. Thus, a linear
block code, i.e., the set of 2k codewords of length n, can be thought of as a subspace
of the n-dimensional binary vector space.

In linear algebra, a vector space is usually described by its basis vectors, which
are linearly independent vectors that span the space. In the same way, a linear block
code can be represented by its “basis” vectors. Therefore, each codeword can be
written as a linear combination of these basis vectors, which can be arranged in a
matrix G known as generator matrix. It is worth noting that the coefficients of these
linear combinations are given by the information bits of the message to be encoded.

Remark 3.1. There are k basis vectors in an (n, k) linear block code, since it is
composed by 2k codewords.

1Since there is a one-to-one mapping (given by the encoder) between messages u and codewords v, it is
easy to see that a linear block code has 2k codewords.
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The generator matrix G is then rectangular with k rows and n columns and has
the form

G =

⎡

⎢⎢⎢⎣

g0

g1
...

gk−1

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

g0,0 g0,1 g0,2 . . . g0,n−1

g1,0 g1,1 g1,2 . . . g1,n−1
...

...
...

...
...

gk−1,0 gk−1,1 gk−1,2 . . . gk−1,n−1

⎤

⎥⎥⎥⎦ , (3.1)

where g0 g1 · · · gk−1 are the basis vectors. For example, for a (6,3) block code,
a generator matrix G can be written as

G =
⎡

⎣
1 0 1 1 0 0
1 1 0 0 1 0
0 1 1 0 0 1

⎤

⎦ . (3.2)

Hence, to generate a codeword v, we use the message u and the generator matrix
G. Assume the message u = 101 has to be transmitted to the receiver. The codeword
will then be given by v = uG. Thus,

v = uG,

= u0g0 + u1g1 + · · · + uk−1gk−1,

= u0g0 + u1g1 + u2g2. (3.3)

As all codes presented in this chapter are binary, additions and multiplications are
computed in the binary field. Thus, addition and multiplication operators hereinafter
are computed as modulo-2 addition and modulo-2 multiplication, respectively.

Remark 3.2. It is worth noting that modulo-2 addition is equivalent to bitwise
exclusive-OR operation, and a modulo-2 multiplication is the same as a bitwise AND
operation.

Therefore, by applying modulo-2 operations to (3.3), we obtain

v = 1 · g0 + 0 · g1 + 1 · g2

v = 1(101100) + 0(110010) + 1(011001)

v = 101100 + 000000 + 011001

v = 110101 (3.4)

As in this example k = 3, there are 23 = 8 possible messages. The respective
codewords are shown in Table 3.1.

Note that the matrix G in (3.2) can be segmented into two parts: a submatrix P
consisting of the parity-check equations responsible to generate the (n − k) redundant
bits and an identity matrix, which “copies” the k message bits to the end of the code-
word. Linear block codes, whose generator matrices present the same form as (3.2)
are known as systematic codes.2 Codes whose generator matrices do not possess the

2In fact, a systematic code is one that copies the information bits directly to the codeword.
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Table 3.1 Codewords of the code generated by (3.2)

Message v = uG Codeword

000 v0 = 0 (101100) + 0 (110010) + 0 (011001) 000000
100 v1 = 1 (101100) + 0 (110010) + 0 (011001) 101100
010 v2 = 0 (101100) + 1 (110010) + 0 (011001) 110010
110 v3 = 1 (101100) + 1 (110010) + 0 (011001) 011110
001 v4 = 0 (101100) + 0 (110010) + 1 (011001) 011001
101 v5 = 1 (101100) + 0 (110010) + 1 (011001) 110101
011 v6 = 0 (101100) + 1 (110010) + 1 (011001) 101011
111 v7 = 1 (101100) + 1 (110010) + 1 (011001) 000111

structure of (3.2) and all their coded bits are computed as linear combinations of
information bits are known as nonsystematic.

Thus, the generator matrix G of a systematic code can be written in canonical
form as

G = [
Pk×(n−k) Ik×k

]

=

⎡

⎢⎢⎢⎣

p00 p01 p02 . . . p0,n−k−1 1 0 ... 0
p10 p11 p12 . . . p1,n−k−1 0 1 ... 0
...

...
...

...
...

...
...
...
...

pk−1,0 pk−1,1 pk−1,2 . . . pk−1,n−k−1 0 0 ... 1

⎤

⎥⎥⎥⎦ .
(3.5)

Remark 3.3. In fact, the generator matrix G = [
Ik×k Pk×(n−k)

]
is also in canonical

form.

3.1.1 Parity check matrix

At the receiver side, the received coded vector may have been contaminated by some
noise in the communication channel. Thus, it is the decoder’s task to check if the
received vector is a valid codeword, and if not, to try to correct it. This task is
performed by the parity-check matrix H, which is orthogonal to the generator matrix
G [2,15], i.e.,

GHT = 0. (3.6)

The matrix H, shown below, belongs to the null space of G and has dimensions
(n − k) × n. In fact, matrix H can be seen as a generator matrix for a linear block
code, whose codewords are all orthogonal to the each codeword generated by G. This
code generated by H is known as dual code with respect to G.

H =

⎡

⎢⎢⎢⎣

h00 h01 h02 . . . h0,n−1

h10 h11 h12 . . . h1,n−1
...

...
...

...
...

hn−k−1,0 hn−k−1,1 hn−k−1,2 . . . hn−k−1,n−1

⎤

⎥⎥⎥⎦ (3.7)
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If the generator matrix is in canonical form (3.5), then the parity-check matrix is
given by

H = [
I×(n−k) PT

]
(3.8)

For the generator matrix in (3.2), the matrix H can be written as

H =
⎡

⎣
1 0 0 1 1 0
0 1 0 0 1 1
0 0 1 1 0 1

⎤

⎦ (3.9)

To verify that a given received block is a valid codeword, one can just use the
orthogonality between G and H. By projecting the received block (which can be
seen as a vector in an n-dimensional space) onto the space spanned by H, a valid
codeword will produce a null vector. Otherwise, a nonzero bit sequence is obtained.
Mathematically, this is written as

vHT = 0. (3.10)

As an example, consider the sequence v = (101011). By projecting v onto the
space spanned by H, we have

vHT = (101011)

⎡

⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1
1 0 1
1 1 0
0 1 1

⎤

⎥⎥⎥⎥⎥⎥⎦
(3.11)

vHT = 1(100) + 0(010) + 1(001) + 0(101) + 1(110) + 1(011) (3.12)

vHT = (000) (3.13)

Hence, v = (101011) is a valid codeword, as can be seen in Table 3.1.

3.1.1.1 Syndrome computation and error detection
Let r = (r1, r2, . . . , rn) be a received vector from a noisy channel, i.e.,

r = v + e, (3.14)

where e is an error vector. The syndrome of a received block is a vector with (n − k)
bits defined as

S = rHT. (3.15)

In an algebraic perspective, the syndrome is just the projection of the received vector
onto to space spanned by H, which in its turn is orthogonal to the space spanned by
G. Therefore, the syndrome can be used to detect if an error has occurred during
transmission.

By using (3.14) into (3.15) , the syndrome can be written as

S = (v + e)HT = vHT + eHT, (3.16)
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and since vHT = 0, the syndrome can also be expressed as

S = eHT. (3.17)

This equation shows that the syndrome of a received block depends only on the error
vector. Thus, if the syndromes for all correctable error patterns are a priori known, the
original message can be recovered by comparing these syndromes with that computed
from the received block r. This method of decoding is known as syndrome decoding.

For instance, suppose the received block is r = (000001). The syndrome for this
block is given by

S = rHT = (000001)

⎡

⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1
1 0 0
1 1 0
0 1 1

⎤

⎥⎥⎥⎥⎥⎥⎦
, (3.18)

resulting in

S = rHT = 0(100) + 0(010) + 0(001) + 0(101) + 0(110) + 1(011) (3.19)

S = 011, (3.20)

demonstrating that there is an error in this block (specifically in the last bit). More
details on linear block codes and syndrome decoding can be found in [2,15].

Once the basic concepts of block codes were presented, the next subsection is
devoted to LDPC codes, which are some of the most important block codes in use
nowadays.

3.1.2 Low-density parity-check

The LDPC is a linear block code known for its performance, very close to the Shannon
limit for the AWGN channel [2,15]. It is characterized by providing a matrix H
containing a small number of 1 compared to the number of 0 (around 1% of the
entries of H are 1s). This matrix H can be called a sparse or low-density matrix. If all
rows and columns have the same number of ones, we have a regular code. Otherwise,
we have an irregular code.

LDPC codes were proposed by Gallager in 1961 [16], but because of the high
computational effort required for their implementation, they were forgotten for years,
until 1981, when Tanner [17] generalized LDPC codes and introduced a graphical
representation, facilitating their implementation. This graphical representation has
come to be known as Tanner Graph. Subsequently, in the 1990s, LPDC studies were
resumed by [18].

3.1.2.1 Tanner graphs
Tanner in 1981 introduced the now-known Tanner Graph [17]. Basically it is a graph-
ical representation that can be used for any block codes, then can also be used for
LDPCs.
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Variable nodes

Check nodes

Figure 3.3 Tanner graph

Tanner Graph has 2 sets of nodes: on one side we have the variable nodes and
on the other, the check (parity) nodes. We have n variables nodes and (n − k) check
nodes. In a Tanner graph, a variable node is connected to a parity node whenever the
element ij of the matrix H equals 1, i.e., when hi,j = 1.

For example, consider that for an LDPC code, the parity-check matrix H is
given by

H =
⎡

⎣
1 0 0 1 1 0 1
0 1 0 1 0 1 1
0 0 1 0 1 1 1

⎤

⎦ (3.21)

The Tanner graph associated to the matrix H is represented in Figure 3.3.
Through theTanner graph, it is possible to propose algorithms for iterative decod-

ing of LDPC based on the exchange of messages between nodes. These methods use
probabilistic analysis and will be briefly seen in the next section.

3.1.2.2 LDPC decoding
The LDPC decoding algorithms are iterative algorithms based on message exchanges
between Tanner’s graphs. These algorithms use estimation methods based on
probability, such as the maximum a posteriori probability (MAP) estimator [2,15].

To make the correction, the LDPC uses a posteriori likelihoods or log likelihood
ratios (LLRs). For the first iteration, the algorithm accepts as input the probability
values of each received bit, which are known as a priori probability. Then, the LLR
below is computed iteratively, where

li = ln
Pr(bi = 0|r)

Pr(bi = 1|r)
, (3.22)

Pr(bi) is the probability of a bit i and r is the received sequence.
After a number of iterations, a decision is taken based on the LLR values. For

a value of LLR above a threshold, a bit 1 is chosen and below that threshold, one
chooses bit 0.
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There are many algorithms for decoding LDPC Codes, being the sum-product
and belief-propagation algorithms the most known [2,15].

3.1.3 Reed–Solomon codes

Besides linear block codes and LDPC codes, briefly described in previous sections,
there are some other subclasses of block codes. Among them, one of the most impor-
tant and widely used in practice is that of Reed–Solomon (RS) codes, which was
discovered in 1960 [2,15]. They are typically encountered in digital communications
and storage systems, with applications ranging from CDs, DVDs and barcodes to
wireless, satellite, deep-space and PLC communications [2,5,15]. The success of RS
codes comes from their ability to correct multiple errors in a data block, especially
when these errors occur in bursts, and to the existence of efficient coding and decoding
algorithms.

Differently from the binary linear block codes shown in Section 3.1, whose
messages and codewords are vectors of binary symbols, RS codes are q-ary codes. This
means that each element of message and codeword vectors comes from an alphabet
of q symbols. Hence, for a message of k information symbols, a q-ary (n, k) RS code
consists of a set of qk codewords of length n.

Since an RS code is a linear block code, all concepts and properties developed
for binary codes in the previous sections of this chapter could still be applied with few
modifications. Particularly, all operations (additions and multiplications) must now
be carried out modulo-q. Also, in all practical applications of RS codes, q is chosen
as a power of 2, i.e., q = 2s, where s represents the number of bits that is grouped
into a symbol on the q-ary alphabet.

Example 3.1. In optical communications, data-storage systems, and hard-disk
drives, it is usual to employ the (255, 239) RS code, with s = 8. This code is con-
structed over a 256-symbols alphabet and is capable of correcting eight or fewer
symbol errors. Another important RS code is the (255, 233) code, which can correct
up to 16 symbol errors and is used by NASA as a standard code for deep-space and
satellite communications.

One of the remarkable properties of RS codes is that their error-correction
capability is tightly related to the number of parity symbols added by the encoder.
Specifically, for a q-ary (n, k) RS code, the maximum number of symbol errors that
can be corrected is given by t = n−k

2 . In other words, the number of redundant sym-
bols added by the encoder of an RS code is twice the maximum number of symbol
errors that it can correct. Also, for this code, n = q − 1 and k = q − 1 − 2t [2,15].

In general, to correct a symbol error in a received sequence, the decoder must
be able to find not only the position of this error in the block but also its value. This
last task is equivalent to determine which of the q symbols in the code alphabet must
replace the erroneous symbol. As the RS encoder adds two redundant symbols for
each correctable symbol error, it is possible to intuitively associate one of these parity
symbols to the location of an error (i.e., detection), and the other, to the determination
of the error value.
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Remark 3.4. For binary linear block codes, this general decoding process is easier,
since each symbol can assume only one of two possible values. Thus, once the location
of the error is found, the decoder must simply flip the bit in that position to correct it.

Although syndrome decoding, as presented previously, could be used to decode
RS codes, this is not the most efficient decoder, due to both the RS codewords’
lengths and their multiple error-correction capability. Fortunately, there are efficient
algorithms to perform RS decoding, such as the Berlekamp–Massey and the Euclidean
algorithms, whose details can be found in [2,15] and references therein.

Finally, it is also worth noting that the ability of RS codes to deal with burst
errors is due to their nonbinary nature. In fact, during decoding, an incorrect symbol
is replaced with a correct one, whether the corruption was found in 1 bit or in all bits of
that symbol. Therefore, the decoding of a received sequence is based on replacing an
incorrect symbol, regardless how many bits within that symbol have been corrupted,
which provides robustness against bursty noise.

Remark 3.5. RS codes are often concatenated with convolutional codes, which will be
described in the sequel, to repair any convolutional decoding errors (which typically
occur in bursts).

A more detailed presentation of RS codes, including their algebraic structure,
coding and decoding algorithms, can be found in [2,15].

3.2 Convolutional codes

Convolutional codes have been widely used in a variety of applications, such as wire-
less and satellite communications. Their popularity comes from their simple encoder
structure and the possibility of practical implementation of maximum likelihood (ML)
decoding methods [2,4]. As stated in the beginning of this chapter, one of the dif-
ferences between convolutional and block codes is the presence of memory in the
encoder. Another difference is that convolutional codes accept as inputs not only
message blocks but also running sequences of information bits.

As with block codes, the encoder of a convolutional code with k inputs and n
outputs, with n > k , produces a coded bit sequence known as codeword. The smallest
Hamming distance3 between any two finite-length codewords of a given convolutional
code is known as free distance or dfree [2]. In general, the higher the free distance,
the better the ability of the code to detect and/or correct errors that may occur during
the transmission. The ratio R = k/n is called coding rate and indicates the amount of
redundancy introduced into the message.

Due to the presence of memory elements in the encoder, the outputs depend
not only on the inputs at a certain time instant but also on the inputs in μ previous
instants. Therefore, the encoder has a memory of order μ. For a fixed rate R, more

3The Hamming distance is defined as the number of bits in which two binary sequences differ.
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Figure 3.4 A simple convolutional encoder

robust codes can be constructed, up to a certain limit, by increasing the number of
memory elements [2]. An example of a rate R = 1/2 convolutional encoder can be
seen in Figure 3.4, where the blocks marked with D are the memory elements and the
operator ⊕ indicates modulo-2 addition. In Figure 3.4, the output bit v1 at instant k,
v1

k , is computed by modulo-2 addition between input bits uk and uk−2, while output
v2 is formed by summing uk , uk−1 and uk−2.

Example 3.2. Suppose the message u = (1 0 0 1 0) has to be encoded by the encoder
shown in Figure 3.4. Considering that the memory elements are set to an initial value
of zero, one has at the first time instant uk = 1 (i.e., the first bit of the message) and
uk−1 = uk−2 = 0. This produces as outputs v1 = 1 and v2 = 1.

In the next time instant, the inputs of the memory elements, which can be imple-
mented by shift registers, are shifted to their outputs and the second information bit,
which is a 0, arrives. Therefore, the outputs are given by v1 = uk ⊕ uk−2 = 0 ⊕ 0 = 0
and v2 = uk ⊕ uk−1 ⊕ uk−2 = 0 ⊕ 1 ⊕ 0 = 1. In the third time instant, another mes-
sage bit arrives and the memory elements shift their inputs, producing v1 = 0 ⊕ 1 = 1
and v2 = 0 ⊕ 0 ⊕ 1 = 1. Continuing this procedure up to the end of the message,
outputs v1 = (1 0 1 1 0) and v2 = (1 1 1 1 1) are generated.

Finally, to obtain the encoder output, v1 and v2 must be multiplexed in time, such
as v = (v1

0 v2
0 v1

1 v2
1 · · · ), where vi

j represents the encoder output vi at time j. Hence,
the codeword for the message u = (1 0 0 1 0) is given by v = (1 1 0 1 1 1 1 1 0 1).

Since modulo-2 addition is a linear operation, the convolutional encoder is a
linear system. Consequently, each output sequence (v1 and v2 in Figure 3.4) is com-
puted by the convolution4 between the input sequence u and their respective “impulse
responses.” These impulse responses are obtained by observing the coded bits gener-
ated by the input u = (1 0 0 · · · ). For the encoder in Figure 3.4, the impulse responses
are g1 = (1 0 1) and g2 = (1 1 1), or g1 = 5 and g2 = 7 in octal.

Taking linearity into account, the discrete-time convolution could be replaced, as
in the Z-transform, by a product in a transformed domain. Then, by representing the
input sequence as a polynomial of the form u(D) = u0 + u1D + u2D2 + · · · and the
impulse response as g(D) = g0 + g1D + · · · + gμDμ, the output sequence is given

4Hence the name convolutional codes.
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by v(D) = u(D)g(D). In these expressions, D may be interpreted as a delay operator
and the powers of D denote the number of time units a bit is delayed with respect to
the first bit of the message. Thus, for the encoder in Figure 3.4, it is possible to write
g1(D) = 1 + D2 and g2(D) = 1 + D + D2. These polynomials provide information
on the structure of the code and are known as generator polynomials.

As convolutional encoders are sequential circuits, their operation can be well
described by state diagrams, where the states are defined by the contents of the
memory elements. Each of the 2μ states has 2k input branches and 2k output branches,
being k the number of inputs to the encoder.

Example 3.3. The encoder in Figure 3.4 has two memory elements (μ = 2) and one
input (k = 1). Hence, it has 2μ = 22 = 4 states and 2k = 21 = 2 branches entering
and leaving each state. The states correspond to the possible combinations of the
outputs of the memory elements. In this way, the state S0 can be associated with both
memory outputs in 0, the state S1 with the first memory element in 0 and the second,
in 1, and so on for the other states.

By looking at the encoder in Figure 3.4 and by considering the memory elements
are set to 0, it is easy to see that when a bit 0 arrives at the input, both outputs will
be 0 and the next state will be again S0. On the other hand, if a bit 1 arrives, both
outputs will be one and the next state will be S2.

Suppose now the encoder is at state S1. For an incoming bit of 0, the state at
the next time instant will be S0 and v1 = v2 = 1. However, if the incoming bit is 1,
v1 = v2 = 0 and the next state will be S2. To obtain the complete state diagram, this
procedure must be repeated to all states.

Hence, the state diagram of the convolutional code represented in Figure 3.4 is
shown in Figure 3.5. In this diagram, the arrows indicate transitions between two
states, while the first symbol of the set u/v1v2 defines the input (information) bit and
the next two symbols, the coded output.

Remark 3.6. It is important to observe that the state diagram can also be used
to encode a message. In fact, a message corresponds to a path through the state
diagram. Consider, for instance, the message u = (1 0 0 1 0) and the state diagram
in Figure 3.5. By starting at S0, the sequence of states reached by u is S0 → S2 →
S1 → S0 → S2 → S1 and the codeword is v = (1 1 0 1 1 1 1 1 0 1), which is exactly
the same as that of Example 3.2.

As can be readily seen from Figure 3.5, it is possible to determine the current
state by knowing only the previous state and the input bit that caused the transition
between these states. Therefore, the encoding process can be seen as a Markov process
and its temporal evolution represented by a trellis diagram, such as that of Figure 3.6,
which corresponds to a message block of length 3 coded by the encoder in Figure 3.4
followed by two more bits that force the encoder to initial state S0.5

5The bits that force the encoder back to the initial state are called tail bits. In general, μ tail bits are
appended to the end of the message.
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Figure 3.5 State diagram for the code (5,7)
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Figure 3.6 Trellis diagram for code (5,7) supposing a message composed by
3 information bits and 2 tail bits

In a trellis, the branches leaving a state are associated with each possible input
to the encoder. Thus, for the code with generators (5,7) shown so far, the lower
branch leaving a state is associated with the information bit “0,” while the upper
branch is associated with the input bit “1.” The labels of each output branch show the
coded bits generated by the respective information bit. In addition, each codeword is
represented by a unique path through the trellis, that is, each codeword is obtained
through concatenation of the encoder output bits at each state transition.
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Figure 3.7 Path associated to the message u = (1 1 0 0 0)

Example 3.4. Suppose the message (1 1 0) has to be encoded by the code (5,7), whose
trellis diagram is shown in Figure 3.6. Before starting the encoding process, μ = 2
tail bits are appended to u, generating the “new” message u = (1 1 0 0 0). Then,
considering S0 as the initial state in t = 0, the first incoming bit (bit 1) triggers the
state transition to S2 and the encoder outputs v1 = 1 and v2 = 1. When the second bit
1 arrives at the encoder input, at t = 1, the encoder produce as coded outputs v1 = 1
and v2 = 0. In this case, the next state at t = 2 can only be S3. The third information
bit (which is a bit 0), in its turn, causes the transition from S3 to S1, generating
v1 = 1 and v2 = 0. Finally, the two tail bits force the encoder back to S0, causing the
transitions from S1 to S0 at t = 4 and from S0 to S0 at t = 5. The resulting codeword
is obtained by concatenating the coded outputs at each trellis branch and is given by
v = (1 1 1 0 1 0 1 1 0 0). Figure 3.7 shows the path of the message u = (1 1 0 0 0)
through the trellis.

Depending on the way the codewords are computed from the input message bits,
the convolutional codes can be classified as systematic or nonsystematic, recursive or
nonrecursive. In a systematic code, k outputs are replicas of the k inputs (information
bits). The other outputs of the encoder correspond to the parity bits. In a recursive sys-
tematic code, the parity bits are generated through a feedback loop. In nonsystematic
codes, none of the outputs is exactly the same as any of the inputs. Figure 3.8 illus-
trates the encoder of a systematic convolutional code with generators g1 = 20 and
g2 = 37 (in octal), while Figure 3.9 shows the encoder of the recursive systematic
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Figure 3.8 Systematic convolutional code (20,37)
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Figure 3.9 Recursive systematic convolutional code (37,21)

convolutional code with g1 = 37 and g2 = 21. Finally, a non-systematic convolutional
code with g1 = 37 and g2 = 21 can be seen in Figure 3.10. It is worth noting that
the recursive systematic and the nonsystematic codes shown in Figures 3.9 and 3.10,
respectively, have the same generator polynomials, that is, they can be described by
the same trellis diagram, differing only in the input and output bits associated with
each branch of the trellis.

To apply channel-coding techniques in practical communication systems, the
receiver must be able to recover unambiguously the original message from the encoded
information, i.e., there must be a one-to-one correspondence, given by the generator
polynomials, between message bits and codewords. Hence, the task of the decoder is
to produce an estimate of the original message based on the received noisy signal. In
other words, the decoder must find the path of the trellis that generated the codeword
sent through the channel.

A decoding rule is a strategy for choosing a codeword for each received sequence.
A decoding error occurs when the estimated message differs from the original one.
A decoding rule frequently used in the decoding of convolutional codes is the one
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Figure 3.10 Nonsystematic convolutional code (37,21)

that minimizes the sequence error probability, i.e., P(v̂ �= v). It can be shown [2–4]
that the minimization of P(v̂ �= v) is accomplished by choosing the codewords v̂ that
maximize the a posteriori probability of v, that is,

v̂ = arg max
v

P(v|r), (3.23)

where r is the noisy received sequence. This decoding rule is known as MAP.
By using the well-known Bayes rule, the a posteriori probability P(v|r) can be

written as

P(v|r) = p(r|v)P(v)

P(r)
. (3.24)

In this equation, P(v) is the a priori probability of codeword v. Since P(r) does not
depend on v, (3.23) can be rewritten as

v̂ = arg max
v

p(r|v)P(v). (3.25)

The function p(r|v) is known as likelihood function. By comparing (3.25)
and (3.23), one can realize that a decoder that maximizes the likelihood is equivalent
to the MAP decoder when the codewords are equally likely. In many systems, the
probability of occurrence of each codeword is not previously known by the receiver,
which makes the MAP decoding impossible. In these cases, the ML decoding is usu-
ally the best available strategy. In practice, ML decoding is performed by the Viterbi
algorithm [2–4], whose implementation is simpler than that of the MAP decoder.

Basically, the Viterbi algorithm is an efficient way to find the path through
the trellis that is most likely to the received bit sequence. It does that by moving
sequentially through the trellis and comparing a metric, such as the Hamming distance,
between the received sequence and all paths entering a state. When two or more paths
enter the same state, the one having the smallest Hamming distance is chosen, while
the others are removed from the possible candidate paths. The chosen path is known
as the survival. This selection of surviving paths is performed for all states until the
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Figure 3.11 Performance comparison between hard- and soft decoding for the
code of Figure 3.4

end of the trellis, when the path with the smaller distance is chosen as the decoded
sequence. More details on the Viterbi algorithm can be found in [2–4].

Another point in most digital communication systems using binary encoding is
that the received signal is generally quantized before the decoding process. Thus, the
decoder input is composed of a sequence of “0”s and “1”s, and the device performs
the so-called Hard Decoding. On the other hand, when the decoder input has more
than two levels or it is not quantized at all, the decoder performs a Soft Decoding.
Although hard decoding is simpler to implement, its performance is not as good as
that of the soft decoding, since hard decoding does not use all the information avail-
able in the received signal. This is evident from Figure 3.11, which shows the bit error
rate (BER) performances obtained by simulation of communication systems trans-
mitting blocks of 150 information bits a through an AWGN (Additive White Gaussian
Noise) channel. These information bits were coded by the rate R = 1/2 convolutional
code of Figure 3.4 using both hard- and soft-decoding at the receiver side, which used
the Viterbi algorithm. This results match the ones presented in [3], indicating there is
a 2 dB difference, in terms of BER, between hard- and soft-decoding.

The properties and characteristics presented thus far are valid for any convolu-
tional code, including the turbo codes, which are some of the most powerful codes,
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in terms of error correction capability, in use in current communication systems. The
next section is then devoted to provide an overview on turbo codes.

3.3 Turbo codes

In 1993, a new class of convolutional codes, whose performance approaches the
Shannon limit, was presented to the scientific community [19]. These new codes,
called turbo codes, were one of the major advances in channel-coding theory in the
last decades, evolving rapidly due to their performances and their unique combination
of some new ideas with “forgotten” concepts and algorithms.

As will be seen in the sequel, it is the iterative decoding procedure, which has some
similarities with the turbo engines working cycles, that gives the name to the codes.
The first encoder of a turbo code [19] was composed by the parallel concatenation of
two identical recursive systematic convolutional codes separated by an interleaver, as
is illustrated in Figure 3.12. However, the recursive systematic convolutional codes
can also be serially concatenated [20], as indicated in Figure 3.13.

The interleaver is of fundamental importance in the turbo codes structure. Dur-
ing the encoding step, the interleaving reduces the number of codewords with low
Hamming weights, i.e., the number of words near to dfree [20]. In addition, the per-
mutation of the bits that form a codeword allows to “create” long codes from short
convolutional codes, that is, from codes with few memory elements. This is important
since only long codes may approach the Shannon limit [21].

The decoding step, in its turn, is carried out by the serial concatenation of two
decoders, each of which is associated with one of the encoders. As the message

Encoder 1

Interleaving

Encoder 2

u v1

v2

v3

Figure 3.12 Turbo code with parallel concatenation

Encoder 1 Interleaving Encoder 2

Outer code

u

Inner code

v

Figure 3.13 Turbo code with serial concatenation
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is encoded by more than one encoder prior to transmission, the receiver can refine
its estimates by iteratively exchanging information between the decoders. This means
that the same received sequence passes many times through the decoding processes
before a final decision on the message can be taken. Figure 3.14 illustrates the iterative
decoder for a parallel concatenated encoder, while Figure 3.15 illustrates the decoder
for a serial concatenated encoder.

As mentioned in Section 3.2, soft decoding has a better performance than hard
decoding. Therefore, the two decoders of a turbo decoder must be able to exchange
soft information between them. This soft information (also known as soft decisions)
is usually expressed by means of the logarithm of the likelihood ratio (LLR), defined
as follows:

L(uk )
�= ln

P(uk = 1|r)

P(uk = 0|r)
, (3.26)

where uk is the message bit at instant k , and r is the noisy received sequence. It is
important to notice that the hard decisions taken from L(uk ) provide the MAP esti-
mation of the message bits, while the absolute value of L(uk ) indicates the reliability
that the decision taken is correct [21,22].

As can be seen in Figures 3.14 and 3.15, the output of one decoder is used by the
other one as an a priori information on the received signal. This information, also
known as extrinsic information, corresponds to an incremental information on bit uk

obtained by the decoding process of all bits of the data block, except the systematic
bit received at instant k. In other words, each decoder jointly processes the received
bits around the systematic bit uk and the a priori information on uk to generate a new
LLR over uk , taking into account the restrictions imposed by the code structure.

Decoder 1 Interleaving Decoder 2

Deinterleaving

Received 
signal

Received 
signal

Estimated 
sequence

Figure 3.14 Iterative receiver for a parallel concatenated turbo code

Decoder 2
(inner code) Deinterleaving Decoder 1

(outer code)

Interleaving

Received 
signal Estimated 

sequence

Figure 3.15 Iterative receiver for a serial concatenated turbo code
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One of the keys elements to the excellent performance of the iterative decoding
performed by turbo codes is the fact that the decoders only exchange extrinsic infor-
mation between them. This ensures that each decoder use as a priori information
just the values that has not been generated directly by itself in the previous iteration,
preventing a positive feedback, which could cause numerical instability to the turbo
decoder. It is still possible to show [15,19,21–23], from (3.26) and the Bayes rule,
that the LLR at the output of each decoder can be written as the sum of three terms:
one originating from the channel (received sequence), another from the a priori bit
probabilities and the last one corresponding to the extrinsic information generated
during the previous decoding step. Hence, once the full LLR’s L(u) are computed,
the extrinsic information can be obtained simply by subtracting from L(u) the terms
corresponding to the channel and to the a priori probabilities.

Decoding algorithms that accept as input estimates of the a priori probability
of message bits and compute new estimates of these probabilities given the recep-
tion of the entire sequence are called soft-input, soft-output decoders. Examples of
such decoders are the BCJR-MAP [2,15,19,24] and SOVA (soft-output Viterbi algo-
rithm) [2,15,25]. One difference between them lies in the fact that the states estimated
by SOVA form a feasible path through the code trellis, while the states estimated by
the BCJR algorithm are not, necessarily, connected.

Given the importance of turbo codes for PLC systems, as could be seen in [7,10,
11] and in other chapters of this book, the MAP-decoding algorithm usually employed
in turbo decoders will be briefly described in the sequel. It is worth noting that this
algorithm minimizes the bit error probability, while the Viterbi decoder minimizes
the sequence error probability.

The symbol-to-symbol MAP algorithm, better known as BCJR (BCJR stands for
Bahl, Cocke Jelinek and Raviv, which are the authors who proposed this decoding
method) [24], calculates the a posteriori probability for each state transition as well
as for the message bits of a Markov process given a noisy observed sequence and then
computes the LLR (3.26), as [2,15,19,24]

L(uk ) = ln
P(uk = 1|r)

P(uk = 0|r)
= ln

∑
{(s′,s):uk =1} p(s′, s, r)

∑
{(s′,s):uk =0} p(s′, s, r)

, (3.27)

where s′ and s represent the trellis states at instants k − 1 and k , respectively. The
sums in the numerator and in the denominator are performed for all existing transitions
between states s′ and s triggered by uk = 1 and uk = 0, respectively.

By using the properties of a Markov process, it is possible to show [2,15,24] that
the joint probabilities p(s′, s, r) can be written as the product of three independent
terms, i.e.,

p(s′, s, r) = p(s′, rj<k ) · p(s, r|s′) · p(rj>k |s)

= p(s′, rj<k )︸ ︷︷ ︸
αk−1(s′)

· P(s|s′) · p(rk |s′, s)︸ ︷︷ ︸
γk (s′,s)

· p(rj>k |s)︸ ︷︷ ︸
βk (s)

. (3.28)
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In this equation, rj<k represents the sequence of symbols received from the beginning
of the block to instant k − 1, while rj>k is the sequence between time instant k + 1
and the end of the trellis.

The terms αk (s) and βk (s) can be computed recursively as

αk (s) =
∑

s′
γk (s′, s) · αk−1(s′), (3.29)

βk−1(s′) =
∑

s

γk (s′, s) · βk (s). (3.30)

Considering a finite trellis starting and ending in the zero state, (S0), αk (s) and βk (s)
are initialized as follows:

αbeginning(0) = 1 and αbeginning(s) = 0, ∀s �= 0

βend(0) = 1 and βend(s) = 0, ∀s �= 0
(3.31)

The BCJR algorithm computes the values of αk by moving through the code
trellis from its beginning to its end (forward recursion). On the other hand, βk ’s are
obtained by starting at the end of the trellis and going back to its beginning (backward
recursion).

The term γk (s′, s) in (3.29) and (3.30) depends on the channel’s current output
and, as can be seen in (3.28), is expressed in terms of the state transition probability
P(s|s′) and the conditional probability p(rk |s′, s), where

P(s|s′) = P(uk ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

eLak

1 + eLak
, uk = 1

1

1 + eLak
, uk = 0

(3.32)

and

p(rk |s′, s) =
n∏

l=1

1

σn

√
2π

e
(
−(1/2σ 2

n )(rkl−avl
k)

2
)

. (3.33)

In these equations, Lak is the a priori information generated by the previous decoder,
n is the number of coded bits at the output of the encoder at instant k , vl

k , l = 1, . . . , n,
represents the outputs of the encoder originated from transition between states s′ and
s, rk ,l is the received symbol corresponding to vl

k , σ 2
n denotes the noise variance and

a is the amplitude of the channel fading (a = 1 for an AWGN channel).

Remark 3.7. It is important to highlight that for serially concatenated turbo codes,
the outer decoder has no access to the channel outputs and therefore p(rk |s′, s) reduces
to a constant. Hence, γk (s′, s) depends only on the a priori information.
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The output of the BCJR-MAP decoder can then be rewritten as

L(uk ) = ln

∑
{(s′,s):uk =1} αk−1(s′) · γk (s′, s) · βk (s)

∑
{(s′,s):uk =0} αk−1(s′) · γk (s′, s) · βk (s)

. (3.34)

A more detailed discussion on the BCJR algorithm and its implementation aspects
can be found in [2,15,24].

3.4 Final remarks

This chapter briefly described the fundamentals of error-correcting codes, trying to
provide an intuitive understanding of how these codes work, instead of an in-depth
mathematical formulation and analysis. The interested readers can find invaluable
information on this subject in many references, such as [2,15], which cover both
classical (block and convolutional codes) and modern (LDPC and turbo codes)
channel-coding theories.
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Chapter 4

Principles of orthogonal frequency division
multiplexing and single carrier frequency

domain equalisation
Cristiano Panazio1 and Renato Lopes2

This chapter provides fundamental principles of orthogonal frequency division
multiplexing and single carrier (SC) modulation schemes, with a focus on frequency-
domain equalisation. We begin with basic concepts, followed by the description of
the cyclic prefix (CP) technique, which allows for a low-complexity equaliser. We
then show how to optimally calculate the equaliser coefficients, and then we present
some bit error rate (BER) results that illustrate the performance differences among
the possible modulation schemes. Finally, we show some peak-to-average power ratio
differences among the two modulation schemes.

4.1 Introduction

With the use of more bandwidth to satisfy the need for higher data rates, the received
signal becomes more sensitive to the channel time dispersion, which generates inter-
symbol interference (ISI) and can considerably degrade the receiver performance.
Such impairment is usually mitigated through channel equalisation at the receiver,
but as the distortions increase, so does the complexity of the equalisers. To reduce
this complexity, frequency domain equalisation (FDE) has become the technique of
choice due to its simple and efficient implementation.

Historically, before becoming an important technique for SC modulation
schemes, FDE first became popular with orthogonal frequency domain multiplex-
ing (OFDM) schemes, which were introduced by Chang [1] in 1966. The idea was
to transmit data symbols with periods much larger than the channel time dispersion.
As a result, each stream would experience a flat frequency response channel, needing
only a simple phase and gain correction. In contrast, SC modulations convention-
ally required a complex time-domain equaliser. Nevertheless, in order to achieve the
same data rates as SC modulation, this basic concept would need to transmit multiple

1Department of Telecommunications and Control Engineering (PTC), Escola Politécnica of the University
of São Paulo (EPUSP), Brazil
2Department of Communications (DECOM), University of Campinas (UNICAMP), Brazil
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symbols in parallel, using frequency division multiplexing. Chang’s main contribution
was a method that, through some appropriate frequency shaping, allowed the carriers
to have minimum frequency separation. In fact, he showed that the subchannels asso-
ciated to each carrier presented some frequency overlapping, achieving maximum
spectral efficiency, and yet could easily be demultiplexed.

In the following year of 1967, Saltzberg [2] extended the work of Chang to
use quadrature amplitude modulation (QAM), proposing what is nowadays called
OFDM/OQAM (offset QAM). However, a more practical digital implementation of
OFDM came only in 1971, with Weinstein and Ebert [3] when they showed that
the Cooley–Tukey fast-Fourier transform (FFT) algorithm [4] could be used to gen-
erate and demodulate the parallel orthogonal frequency streams. However, in the
presence of ISI, the approach in [3] was not able to attain perfect orthogonal channels
at the receiver, which made it hard to demultiplex the streams.

A solution to the ISI problem was only devised by Peled and Ruiz [5] in 1980,
when they proposed the present form of OFDM.They introduced the concept of the CP
and showed that, as long as the CP length is larger than the channel impulse response,
the received OFDM symbol will not suffer from ISI and can preserve the orthogonality
of the subchannels. They also showed that, in this case, equalisation can be perfectly
achieved by a single-tap phase and gain compensation on each subchannel.

SC modulation has been used for a longer time than OFDM and provides lower
peak-to-average power ratio (PAR) and superior robustness to carrier frequency offsets
[6–9]. However, it traditionally uses time–domain equalisation [10] to deal with ISI,
which tends to be more complex than the equalisation strategy of OFDM. This is only
exacerbated by the modern large-bandwidth systems, which makes the time–domain
equalisation approach extremely computationally expensive.

To circumvent the complexity of time–domain equalisation, SC-FDE has become
a popular solution. The origin of SC-FDE can be traced back to 1973 with Walzman
and Schwartz [11]. However, only more recently [6,9,12–14], it has become a serious
alternative. One of the main advantages of FDE is that, through the introduction of
a CP, the equaliser can be implemented in the frequency domain, thus benefiting
from the low complexity of the FFT. As a result, the equaliser is as computationally
efficient as the OFDM counterpart. Nowadays, SC-FDE is used in the uplink of the
4G Long-Term Evolution (LTE) [9] and is considered for 5G systems [15,16].

In the sequel of this chapter, we show the fundamental concepts needed to imple-
ment FDE for OFDM and SC system. We first describe a mathematical model that
allows us to show how to achieve the simple but nonetheless efficient frequency
domain equaliser for both OFDM and SC modulation schemes. Then, we present
some simulation results that show how some choices impact the performance of these
schemes. Finally, some PAR comparisons are shown that are followed by the chapter
conclusions.

4.2 Mathematical preliminaries and basic concepts

Before we define the system model and explain the frequency domain equaliser con-
cept, let us introduce some notation and basic concepts. Let us start by defining
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the N -point discrete Fourier transform (DFT) as a matrix F, where the element
[F]k+1,n+1 = (1/

√
N )e−j2πkn/N , with k , n = 0, 1, . . . , N − 1 denoting a frequency

and a time shift, respectively, and j = √−1. The inverse DFT (IDFT) is given
by F−1 = FH , where (·)H is the transpose-conjugate operator and [F−1]k+1,n+1 =
(1/

√
N )ej2πkn/N .

We suppose that the channel can be modelled by a finite impulse response (FIR)
filter with L coefficients defined by the vector h = [

h0 h1 · · · hL−1

]T
, where (·)T is

the transpose operator. Given a sequence x = [
x0 x1 · · · xM−1

]T
to be transmitted,

the received sequence at the channel output is

y = h ∗ x, (4.1)

where the symbol ∗ represents the linear convolution operator, and each element of
y is given by

yn =
L+M−1∑

k=0

xkhn−k , (4.2)

where n = 0, . . . , L + M − 1. This convolution can also be expressed in matrix
form as

y =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 · · · 0 · · · 0
h1 h0 0
...

. . .

hL−1 h0

0
. . .

. . .

hL−1 h0
... hL−1 h1

. . .
...

0 · · · 0 hL−1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
H

x, (4.3)

where H is called the convolution matrix and has dimension L + M − 1 × M .

4.2.1 The basics of OFDM

Weinstein and Ebert proposed in [3] to efficiently synthesise the subcarriers using the
IFFT (for modulation) and FFT (for demodulation), which are the fast implementa-
tions of the (I)DFT for sequences of length N , where N is usually a power of two.1

Ignoring the presence of ISI, and thus the need for the CP, a single OFDM symbol in
baseband is formed in the transmitter, in the discrete–time domain, as

s = FH ă, (4.4)

1There are (I)FFT for non-power of two lengths, as long as the length can be factored in small primes, such
as two and three.
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where ă = [
ă0 ă1 · · · ăN−1

]T
is the vector containing the digital modulation sym-

bols [e.g. binary phase shift keying (BPSK) or QAM symbols] and the breve over
the letter means that vector represents a signal in the frequency domain. In other
words, each symbol ăk is modulated by a complex sinusoid of frequency k/N , i.e.
(ăk/

√
N )ej2πkn/N , and their sum along the time n is represented in (4.4), i.e.

sn = 1√
N

N−1∑

k=0

ăkej2πkn/N . (4.5)

As seen before, x denotes the transmitted signal, which, in OFDM, is formed by
the introduction of a CP to s. However, as already mentioned, at this point, we consider
an ideal channel, which does not introduce ISI. Hence, we have no need to use the
CP, so that the transmitted signal is x = s. We also assume that there is no noise, so
that the received signal is equal to the transmitted signal, i.e. r = x. Then, in order to
demodulate, we first down-convert the signal component in frequency m/N . To that
end, we multiply the received signal rn by e−j2πmn/N . Then, we need a matched filter.
To that end, note that each symbol is modulated be the carrier multiplied by an N -
sample discretised rectangular pulse. The filter should be matched to the rectangular
pulse, so that it is simply the sum of N consecutive samples of the down-converted
signal, i.e.

ŭm = 1√
N

N−1∑

n=0

rne−j2πmn/N . (4.6)

Clearly, the combination of down-conversion and matched filtering corresponds to a
DFT operation on the received signal, which can be represented in matrix form by

ŭ = Fr. (4.7)

Finally, using the fact that r = x = s and that the IDFT operation in (4.4) and the
DFT operation in (4.7) are inverses of each other, we conclude that, in the absence
of ISI and noise, ŭ = ă. In other words, in this ideal case, the output of the matched
filters are equal to the transmitted symbols.

4.2.2 The basics of SC

For simplicity, but without loss of generality, consider a baseband model sampled
at the symbol rate. Again, we assume that there is no ISI, so no CP is intro-
duced. Thus, x = s. Furthermore, in SC, the symbols are transmitted directly in
the time domain. Thus, instead of ă, which represented the information symbols in
the frequency domain for OFDM, we assume that we want to transmit the vector
a = [

a0 a1 · · · aN−1

]T
. Finally, since a is already in the time domain, we have that

s = a.
As in the previous section on OFDM, besides an ideal channel we also assume

the absence of noise, so that the received signal is equal to the transmitted signal. It
is worth noting that this model implicitly assumes that the transmission pulse and its
matched filter at the receiver results in a Nyquist filter.
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4.3 Frequency domain equalisation

Time-dispersive channels introduce ISI, which may heavily affect the performance
of OFDM and SC. In this section, we show how to efficiently compensate for these
distortions in OFDM by using the CP technique. For the SC scheme, we describe a
system model that allows us to easily understand the SC-FDE approach by using the
same structure used in the cyclic prefixed OFDM. However, as we will show later,
the SC-FDE performance is sensitive to the equalisation criterion used to calculate
the equaliser coefficients.

Before showing the FDE schemes for OFDM and SC-FDE, we describe how
ISI may be represented as a simple entrywise product in the frequency domain for
a channel that performs cyclic convolution. We then show how this can be achieved
in practical channels, which actually perform linear convolutions, through the use of
cyclic prefixes.

4.3.1 The channel distortion as a simple entrywise product

In order to achieve an entrywise product representation for the ISI, the first step is to
transform the linear convolution represented in (4.2) in a circular one, represented by

rn =
N−1∑

k=0

skhn−k mod N , (4.8)

where m mod N is the remainder of the division of m by N , and rn is the result of the
circular convolution of the signal sn with the channel coefficients hn.

Now, before showing how we can emulate a circular convolution through the CP,
let us demonstrate how this circular property can simplify the equalisation by writing
the circular convolution in matrix form:

r =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 · · · hL−1 · · · h1

h1 h0
. . .

...
...

. . . hL−1

hL−1 h0 0

0
. . .

...
. . .

...
... hL−1 hL−2 · · · h0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Hc N×N

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

s0

s1

s2

s3
...

sN−1

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

, (4.9)

where Hc is an N × N circular convolution matrix. Note that we can write Hc as

Hc = h0IN + h1Q + h2Q2 + · · · + hL−1QL−1, (4.10)
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where IN is an identity matrix with dimension N × N , and

Q =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 1

1 0
. . . 0 0

0 1
...

...
...

. . .
. . . 0 0

0 · · · 1 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

(4.11)

is also a circular convolution matrix that corresponds to a unity delay channel, i.e.
h = [0 1]T .

Now, we want to equalise in the frequency domain, so we take the DFT of the
received signal, resulting in

ŭ = Fr. (4.12)

We also consider that the transmitted signal is generated as an OFDM signal, as
described in (4.4). Thus, substituting (4.4) and (4.12) into (4.9), we can write

ŭ = FHcFH ă. (4.13)

Now, we show that the matrix

� = FHcFH (4.14)

is actually a diagonal matrix, whose diagonal elements correspond to the DFT of h.
To that end, we use (4.10) to write

� = (
h0I + h1FQFH + h2FQ2FH + · · · + hL−1FQL−1FH

)
. (4.15)

We know that any vector multiplied by Q will be circularly shifted, so that is not
difficult to show that [17]

D = FQFH = diag
{[

1 e−j2π/N · · · e−j2πk/N · · · e−j2π (N−1)/N
]}

, (4.16)

where diag {x} represents a diagonal matrix where its diagonal are the elements of x,
and all other elements are zero.

Note that the diagonal of D corresponds to the DFT of a unity delay, which is
exactly the DFT time-shift property. Also, note that Dn = FQnFH , since, from (4.16),
Q = FH DF. Thus, we can write (4.15) as

� = (
h0D0 + h1D + h2D2 + · · · + hL−1DL−1

) =
N−1∑

n=0

hnDn

=
N−1∑

n=0

diag
{
hn

[
1 e−j2πn/N · · · e−j2πkn/N · · · e−j2π (N−1)n/N

]}
, (4.17)

where hn = 0 for n > L − 1 and the (k + 1)th element of the diagonal is

[�]k+1,k+1 = h̆k =
N−1∑

n=0

hne−j2πkn/N , k = 0, 1, . . . , N − 1, (4.18)

which is clearly the DFT of h, i.e. h̆ = √
NFh.
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Therefore, we can rewrite (4.12) as

ŭ = �ă = h̆ ◦ ă =
[
h̆0ă0 h̆1ă1 · · · h̆N−1ăN−1

]T
. (4.19)

In conclusion, the kth channel output, ŭk , is the entrywise product of the DFT of the
channel impulse response and the original signal. In vector notation, we represent the
entrywise product by the ◦ operator.

It is worth noting that one fundamental aspect to make � a simple diagonal
matrix is that the channel must be static during the N samples of an OFDM symbol.2

Otherwise, off-diagonal entries will appear in the matrix � and the more time-varying
the channel is, the larger these entries will be with respect to the diagonal. In this
scenario, equalisation is still possible, but at a much higher computational cost, even
with some simplifications and clever additional manipulations, due to the need to
deal with a full matrix (e.g. [18,19]). Such time-varying channels may arise, for
instance, as a result of mobility in wireless communication systems. In order to avoid
additional complexity, the system must be designed considering that each received
block of N samples experiences a quasi-static channel, which can be achieved if such
block period is less than the channel coherence time [20].

Finally, in order to achieve such entrywise product of the transmitted signal and
the channel discrete frequency response, we must transform the linear convolution
into a circular one for at least N samples. Fortunately, this can be achieved by the CP
technique, as we show next.

4.3.2 The cyclic prefix technique

In this section, we show how the CP can be used to transform the linear convolution
performed by the channel into a circular convolution. We begin with a simple example,
which also introduces the topic of FDE, which will be discussed in full generality in
the next section.

Thus, assume we want to transmit four information symbols, denoted by ă0, ă1, ă2

and ă3. Assume also that the Z-transform of the channel is H (z) = 1 + αz−1. Finally,
we will use an OFDM symbol length of N = 2.

Our first task is to compute the IFFT, to generate the symbols xn that will be input
to the channel. Since N = 2, we must group the transmitted symbols in blocks of
N = 2 symbols. In the first block, and using N = 2 in (4.5), this yields the time-
domain symbols

s0 = 1√
2
(ă0 + ă1)

s1 = 1√
2
(ă0 − ă1) .

(4.20)

2As we are going to see, the circular convolution is achieved through the use of CP. In this case, the channel
must be static during N + L − 1 samples.
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For the second block, the resulting symbols are

s2 = 1√
2
(ă2 + ă3)

s3 = 1√
2
(ă2 − ă3) .

(4.21)

Now, normally we would transmit the four symbols in a sequence, i.e. the chan-
nel input would be s0, s1, s2 and s3. Assume, however, that we insert a CP to the
second block, transmitting its last symbol before actually transmitting the block.
This would yield the following channel inputs: x0 = s0, x1 = s1, x2 = s3, x3 = s2 and
x4 = s3. After transmitting these symbols, and ignoring noise, this would result in the
following received symbols:

r2 = x2 + αx1 = s3 + αs1

r3 = x3 + αx2 = s2 + αs2

r4 = x4 + αx3 = s3 + αs2.

(4.22)

Note that r3 and r4 depend on symbols coming only from the second block. Fur-
thermore, it is not hard to see that r3 and r4 are the circular convolution between
the channel and the transmitted symbols x3 = s2 and x4 = s3. Thus, by transmitting
x2 = s3 before actually transmitting the second block, we turned the linear convolu-
tion performed by the channel on the symbols xn into a circular convolution performed
on the symbols sn. Finally, note that the circular convolution does not depend on the
fact that the symbols sn are the outputs of an IDFT operator. It only depends on the
insertion of the CP.

Before generalising the CP, and studying its impact on some system parameters,
we continue with the example to illustrate the entrywise product model for the channel
in (4.19). To that end, let ŭ be the length-2 DFT of r3 and r4:

ŭ0 = 1√
2
(r3 + r4)

ŭ1 = 1√
2
(r3 − r4) .

(4.23)

Now, using (4.22) and (4.21), it can be seen that

ŭ0 = (1 + α) ă2

ŭ1 = (1 − α) ă3.
(4.24)

Note that the terms multiplying the transmitted symbols in the equation above are
exactly the DFT of the channel impulse response, as predicted by (4.19).

Also note some important consequences of the CP in some system parameters.
To that end, let Ts be the symbol period at the channel input. Note that each OFDM
block corresponds to three symbols: one for the CP and two for the actual information
symbols. Thus, the period for an OFDM block is 3Ts.
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Figure 4.1 Frequency content of a length-2 OFDM symbol at the transmitter. The
solid lines correspond to the symbols without cyclic prefix, the dashed
lines correspond to symbols with a length-one CP. The spectra centred
at frequency 0 correspond to the first carrier in the OFDM symbol,
while the spectra centred at fs/2 correspond to the second carrier

The frequency content of the OFDM symbols at the channel input in this example,
both with and without CP, is depicted in Figure 4.1. In both cases, the length-2 DFT
samples the spectrum at the frequencies 0 and fs/2 [3], so the symbols a2 and a3 are
centred at these frequencies. Without CP, these symbols are modulated and multiplied
by a length-2 rectangular window, and the resulting spectra are shown as the solid lines
in Figure 4.1. However, with the length-one CP used in this example, the transmitted
OFDM symbol actually lasts three time samples. This results in the spectra were
shown as dashed lines in Figure 4.1. Note that, with CP, the symbols are no longer
orthogonal at the transmitter. However, as seen before, after the CP is removed, the
symbols become orthogonal even in the presence of ISI.

Generalising the concept of the CP is now straightforward. Its first task is to
guarantee that neighbouring OFDM blocks do not interfere with each other and to
make each block look like a circular convolution. Both these goals can be achieved
as long as the CP is at least as large as the memory of the channel, L − 1. All we have
to do, then, is to copy the last L − 1 values of the OFDM symbol to the beginning,
as illustrated in Figure 4.2. This figure illustrates the OFDM symbols at the channel
input, i.e. the values of xn in (4.5). These were obtained under the assumption that
only one value of ăk , namely ă2 was non-zero. In other words, the figures show a
symbol with only one carrier. An actual OFDM symbol would then be obtained as
the sum of N figures like Figure 4.2, one for each value of k in (4.5).
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The symbols at the end (empty marks)
are copied at the beginning (solid marks)
forming the cyclic prefix.

Again, the symbols at the end are copied
at the beginning.

CP 1 OFDM symbol 1 CP 2 OFDM symbol 2

Figure 4.2 Illustration of an OFDM symbol with cyclic prefix. This plot shows the
time-domain OFDM symbol, i.e. the values of xn in (4.5). The regular
OFDM symbol, without the cyclic prefix, is shown as the empty
markers. The cyclic prefix is shown as the solid markers, and its values
are copied from the end of the OFDM symbols. In this figure, we show
the time-domain OFDM symbol with a single non-zero frequency
domain symbol, in this case ă2. An actual OFDM symbol would be the
sum of several plots like this one, each plot corresponding to a
frequency domain symbol, i.e. a value of k in (4.5)

The main reason for choosing a single value of k when plotting Figure 4.2 is to
illustrate the fact that there is no discontinuity between the CP and the beginning of the
corresponding symbol. This is because each value of k in (4.5) generates a complex
exponential that has k periods within an OFDM symbol. For instance, in Figure 4.2,
we used k = 2, which results in two periods for the sinusoid. This periodicity ensures
that there is no discontinuity between the beginning and the end of the symbol. Note,
however, that there may be severe discontinuity between adjacent OFDM symbols,
as seen in Figure 4.2. This results in poor spectral containment in OFDM [8]. A large
body of literature exists that tries to improve this characteristic of OFDM [21].

Note that using a CP decreases the system spectral efficiency, since we now
transmit N symbols over N + L − 1 samples. Note, however, that this rate penalty
decreases as N increases, which means that long OFDM symbols may be desirable.
On the other hand, the channel has to remain constant during the transmission of an
OFDM symbol, so that N cannot be too long in some applications with time-varying
channels.

Finally, we note a common misconception of OFDM systems: to ensure that
each symbol ăk sees a one-tap channel, the frequency response of the channel is not
required to remain constant for each subchannel. All we need is a CP of appropriate
length. To see this, consider again our example with N = 2 symbols and assume
α = 1. The second carrier uses the frequencies from fs/4 to fs/2. Over this range,
the frequency response varies, in magnitude, from

√
2 to 0, which is certainly not a
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Figure 4.3 OFDM system model

negligible variation. Still, as shown in (4.24), the channel model for the demodulated
signal is a pair of one-tap channels, and there is no ISI between ă2 and ă3.

4.3.3 OFDM equalisation

Consider the OFDM system model presented in Figure 4.3. In it, we assume that
the CP length is longer than the channel impulse response, perfect synchronisation
and that the channel is static for each OFDM symbol. Besides, we also consider the
presence of additive white Gaussian noise (AWGN) with zero mean and variance σ 2

v ,
so that the received signal can be written as

ŭ = Fr = F(Hcs + v) (4.25)

ŭ = FHcFH ă + Fv

= �ă + v̆

=
[
h̆0ă0 h̆1ă1 · · · h̆N−1ăN−1

]T + [v̆0 v̆1 · · · v̆N−1]T ,

where v = [v0 v1 · · · vN−1]T is theAWGN noise vector and v̆k is also anAWGN noise
with zero mean and variance σ 2

v , due to the orthonormal characteristics of the N -point
DFT.

From (4.25), we can see each subcarrier as an AWGN channel where the symbol
ăk is rotated and scaled by h̆k and a Gaussian white noise v̆k is added. Therefore,
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a simple correction to this distortion is to multiply it by a scalar, i.e. the one-tap
equaliser

ˆ̆a = w̆ ◦ ŭ (4.26)

=
[
w̆0h̆0ă0 w̆1h̆1ă1 · · · w̆N−1h̆N−1ăN−1

]T + [w̆0v̆0 w̆1v̆1 · · · w̆N−1v̆N−1]T ,

where w̆k is the kth equaliser coefficient and ˆ̆a =
[ ˆ̆a0

ˆ̆a1 · · · ˆ̆aN−1

]T
is the vector

with the estimated values of ă. At this point, we can recover ăk by making

w̆k = 1

h̆k

. (4.27)

The signal-to-noise ratio (SNR) at the equaliser output is given by

SNROFDMk = |h̆k |2
σ 2

ăk

σ 2
v

, (4.28)

where σ 2
ăk

is the variance of the symbol on subcarrier k . The value of SNROFDMk is
important in order to allow optimal channel decoding of the information bits encoded
in the symbols. Also note that any scalar multiplication of the received signal will not
change the SNR, so any other criterion to determine the equaliser coefficients will
yield the same SNR. From (4.28), we can also calculate the theoretical average BER,
considering an M -QAM modulation:

BEROFDM = 1

N

N−1∑

k=0

PeM−QAM (SNROFDMk ), (4.29)

where the bit error probability for M -QAM, considering Gray mapping, is

PeM−QAM (SNR) =
(

1 − 1√
M

)
4

log2 M
Q

(√
3

M − 1
SNR

)
, (4.30)

where Q(x) = (1/
√

2π )
∫ ∞

x e(−u2/2)du is the Q-function of a normal Gaussian
distribution with zero mean and unitary variance.

4.3.4 SC frequency domain equalisation

In order to make it easier to understand the SC-FDE scheme, and to put it in the same
framework we have been using, we can see the SC modulation as a linear precoded
OFDM scheme. This approach is commonly adopted in the literature (e.g. [14,22])
and is depicted in Figure 4.4. Such precoding is achieved by making the OFDM
signal to be transmitted as

ă = Fa, (4.31)

where the vector a is formed with digital modulation symbols to be transmitted.
Recall that the time-domain signal s in our framework is formed as s = FH ă, which,
for SC, results in s = a, since FH F = I. In other words, in SC, the digital modulation
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Figure 4.4 SC-FDE as linear precoded OFDM system

symbols a are transmitted directly in the time-domain signal s. In contrast, in OFDM,
the information symbols are used to form the frequency-domain vector ă.

It is important to note that the frequency domain OFDM symbols ă in this model
are no longer statistically independent, since they are a linear combination of the
symbols a. This characteristic, as we will show, impacts the equaliser coefficients
design and also can help exploit the channel frequency diversity.

As the received signal is the same of the OFDM scheme (4.25), we can use
the OFDM one-tap equaliser in (4.26) to estimate the frequency-domain symbols
ă: ˆ̆a = w̆ ◦ ŭ. We can then recover the time-domain symbols by multiplying the
equaliser output by the inverse of the precoding matrix, i.e.

â = FH (w̆ ◦ ŭ) . (4.32)

However, in contrast with OFDM, the resulting SNR depends on several factors.
To see this, we expand (4.32) and, after some algebraic manipulation, write the kth
estimated symbol as a combination of the desired symbol, the remaining ISI and
noise:

âk = 1

N

N−1∑

n=0

[
w̆nh̆n

]
ak

︸ ︷︷ ︸
desired signal

(4.33)

+ 1

N

N−1∑

n=0
n�=k

[
N−1∑

m=0

w̆nh̆ne−j2π (k−n)m/N

]
am

︸ ︷︷ ︸
intersymbol interference

+ 1√
N

N−1∑

n=0

w̆nv̆ej2πkn/N

︸ ︷︷ ︸
noise

,
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From (4.33), the SNR of the SC-FDE can be written as

SNRSC−FDE = Psignal

PISI + Pnoise
, (4.34)

where Psignal is the desired signal power, given by

Psignal =
∣∣∣∣∣

1

N

N−1∑

n=0

[
w̆nh̆n

]∣∣∣∣∣

2

σ 2
a , (4.35)

PISI is the ISI power, given by

PISI = 1

N

⎡

⎣
N−1∑

n=0

∣∣∣w̆nh̆n

∣∣∣
2 − 1

N

∣∣∣∣∣

N−1∑

n=0

w̆nh̆n

∣∣∣∣∣

2
⎤

⎦ σ 2
a , (4.36)

and finally, Pnoise is the noise power

Pnoise = σ 2
v

N

N−1∑

n=0

|w̆n|2 . (4.37)

To design the equaliser, consider again (4.25), which we rewrite here as

ŭ = h̆ ◦ ă + v̆, (4.38)

where, as before, h̆ is the vector with the N -point DFT of the channel impulse response,
and ă and v̆ represent the transmitted signal and the noise, both in the frequency
domain. Then, we may write the equaliser output as

â = FH (w̆ ◦ h̆ ◦ ă + w̆ ◦ v̆), (4.39)

Now, assume that we want to mitigate ISI by inverting the channel, which is the
so-called zero-forcing (ZF) solution. To that end, we may simply choose w̆i = 1/h̆i.
Therefore, with the aid of the CP that turns the channel linear convolution performed
by the channel into a circular one, it is possible to perfectly invert a FIR channel with
another FIR filter.3 This is an advantage over the conventional SC linear equaliser
(LE) with linear convolution, and it allows us to completely eliminate ISI and make
PISI = 0.

Note that we may need larger values of w̆k , where the channel frequency response
magnitude is small (|h̆k | � 1). However, in contrast to OFDM, as stated in (4.28), the
SC-FDE noise power (Pnoise) depends on the equaliser coefficients as seen in (4.37).
Furthermore, the larger the equaliser coefficients, the larger is the noise power after
equalisation. This is known as noise enhancement, and it may considerably degrade
the SC-FDE performance if not taken into account. Also, note that using the ZF
solution (4.27) and (4.34), we have [23]

SNRZF
SC−FDE = 1

(1/N )
∑N−1

k=0 (σ 2
v /(σ 2

a |h̆k |2))
(4.40)

3As long the frequency response of this channel satisfies h̆k �= 0, ∀k .
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which corresponds to the harmonic mean of (σ 2
a /σ

2
n )|h̆|2. As a consequence, the pres-

ence of spectral nulls, i.e. small values of |h̆k |, will incur in a very high performance
penalty.

The equalisation literature shows that a good compromise for the trade-off
between ISI mitigation and the noise enhancement which comes with it can be
achieved through the use of a minimum mean square error (MMSE) criterion,
which chooses the equaliser coefficients as the solution to the following optimisation
problem:

argmin
w̆

= E
{‖Fa − w̆ ◦ ŭ‖2} , (4.41)

where || · || is the norm of the vector and E{·} is the expectation operator.
In order to find the optimal value of w̆k for the MMSE criterion, we differentiate

(4.41) with respect to w̆∗
k and set it to zero, obtaining

w̆MMSE
k = h̆∗

k

|h̆k |2 + (σ 2
v /σ

2
a )
. (4.42)

By substituting (4.42) into (4.34), we have [23]

SNRMMSE
SC−FDE = 1

(1/N )
∑N−1

k=0 (σ 2
v /(σ 2

v + σ 2
a |h̆k |2))

− 1, (4.43)

which can be seen as the harmonic mean of
(

1 + ((σ 2
a /σ

2
n )|h̆|2)

)
− 1. Note that in

contrast to (4.40), in (4.43) a small |h̆k | will not incur in a large SNR loss, giving
better performance results as we are going to see in the next section.

Also, contrary to a traditional, time-domain MMSE LE [24], the MMSE SC-FDE
coefficients can be easily calculated and do not need to use a training delay as the LE
does.4 The optimal value of this delay depends on the received SNR and the chan-
nel frequency response, making the search for the optimal value costly. In practice,
a conservative value is guessed, which will likely lead to suboptimal performance.
This problem does not exist when using the CP, since the one-tap frequency domain
equaliser corresponds to a circular convolution and, thus, the training delay is irrel-
evant as it just circularly shifts the combined equaliser-channel impulse response.
Besides, even when compared to the LE with the optimal delay, the MMSE SC-FDE
solution will result in lower MMSE since the one-tap frequency domain equaliser,
which is able to perfectly invert an FIR channel, corresponds to an infinite length LE.
Such advantage is going to be shown in the next section.

4.4 Simulation results

In this section, we show some simulations to illustrate the performance and some inter-
esting behaviours of OFDM and SC-FDE schemes under time-dispersive channels.

4By training delay, we mean the fact that the MMSE LE minimises E
{|an − ân−δ |2

}
, for some delay δ.
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Figure 4.5 Frequency response for H(z) = 1 + αz−16 − (α/2) z−30+(α/3) z−32,
α = 0.4 and 0.9

In our simulations, for simplicity, the channel is deterministic and time-invariant, with
four multipath components, defined as H (z) = 1 + αz−16 − (α/2)z−30 + (α/3)z−32,
where α = 0.4 or 0.9. These channels represent a three-branch power line commu-
nication channel, and their frequency response is shown in Figure 4.5. Note that
the larger the parameter α, the more frequency-selective is the channel, as seen in
Figure 4.5. We also assume that the CP length is equal to L − 1. For all simulations,
the modulation is 4-QAM, the DFT length is N = 256, and the CP length is L = 33,
unless otherwise indicated.

First, in Figure 4.6, we show the OFDM BER with respect to the SNR of the
received signal for both channels, i.e. α = 0.4 and 0.9. The figure shows both the the-
oretical and the simulated BER performances, and they clearly match. Furthermore,
we see that larger values of α result in more performance degradation, which is a
consequence of the increased frequency selectivity shown in Figure 4.5. This degra-
dation results from the fact that the data sent in subchannels with highly attenuated
values |h̆k | have higher error probability, due to the low SNROFDMk values. The BER
in these channels will dominate the overall BER.

Next, in Figure 4.7, the BER performance of the ZF and MMSE SC-FDE is
shown for the same SNR and α values. We also show the performance of an MMSE
LE without CP, using 256 coefficients and optimal training delay for each SNR and
channel frequency response. From the results, the simulated values match the theo-
retical values and it is clear that the MMSE solutions outperform, as expected, the ZF.
As mentioned before, this is due to the larger noise enhancement of the ZF equaliser,
especially when the channel is more frequency-selective, i.e. for larger values of α.
Also, for higher SNR values, the MMSE SC-FDE is superior to the MMSE LE
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Figure 4.7 Bit error rate of the linear time domain MMSE equaliser (LE), ZF
SC-FDE and MMSE SC-FDE for α = 0.4 and 0.9

equaliser without CP, since, for these SNR values, the SC-FDE benefits from the
possibility to perform a better (and even perfect) channel inversion even with a finite
number of coefficients. The difference is more notable when α is larger, that is when
the ISI is more severe.
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Finally, when comparing the results in Figures 4.6 and 4.7, we can see that OFDM
is considerably outperformed by the MMSE SC-FDE, particularly whenα = 0.9. This
comes from the fact that, in OFDM, the BER at the attenuated subcarriers is close to
0.5, and the values dominate the average BER. This does not happen with the SC-FDE
since the precoding averages the SNR, allowing the SC solution to exploit the channel
frequency-diversity and achieve much better results than OFDM. In fact, the SNR of
all the symbols is the same.

Fortunately, it is possible to overcome the lack of frequency diversity in OFDM
using two solutions. The first and optimal solution is to make use of waterfilling/bit-
loading [8] when the channel is known at the transmitter side. Using waterfilling, we
do not transmit on the highly attenuated subcarriers; instead the available power is
used to maximise the capacity on the best subcarriers.

However, if the channel is not known at the transmitter, we must use channel cod-
ing and interleave the coded bits in the frequency domain. This combination exploits
the frequency diversity by correcting errors generated in low SNR subcarriers using
the more reliable subcarriers. In order to show this, in Figure 4.8, we present the
BER performance of an OFDM system with 4-QAM, a rate-1/2 convolutional code
(171 133)octal, and random interleaving. As can be seen, the coded OFDM perfor-
mance is not only much better than the non-coded one shown in Figure 4.6, but it also
outperforms the coded MMSE SC-FDE solution. This comes from the fact that the
combination of channel coding and OFDM is more efficient to exploit the channel
frequency-diversity than the coded SC-FDE, which relies solely on linear precoding.

It is worth noting that OFDM is less effective at higher coding rates than SC-
FDE. Also, the latter can be further improved using decision feedback equalisation,
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but further details and comparisons are out of the scope of this chapter. Additional
results comparing coded OFDM and SC-FDE, using linear and non-linear equalisation
schemes, can be found in [13,23,25,26]. The general conclusion is that the use of
non-coded OFDM is not of practical interest, as observed by [6].

4.5 Peak-to-average power

The more a power amplifier (PA) works close to its saturation, the more efficient it
is. One way to measure this is to evaluate the PAR of the baseband transmitted signal

PAR = max |sn|2
E
{|sn|2

} . (4.44)

A PAR close to one indicates that the envelope of sn is close to a constant, and then the
PA can work almost all the time close to the saturation. On the other hand, a large PAR
value indicates the opposite, i.e. the envelope fluctuates over a wide range, indicating
that the PA cannot work most of the time close to saturation; otherwise, it could not
accommodate the (large) signal excursion without unacceptable distortions.

In this sense, it is interesting to compare both SC and OFDM schemes in terms
of PAR. However, if we took the PAR defined in (4.44), the OFDM will achieve
very large values when compared to SC. For instance, consider a BPSK signal in
baseband and at Nyquist rate. Using (4.44), the SC PAR would be equal to 1, but
the PAR for OFDM would be N . The problem is that achieving this PAR is unlikely,
since it occurs only in four out of 2N possible OFDM symbols: ă = ±[1 · · · 1] or
ă = ± [1 − 1 · · · 1 − 1]. Then, to make a more fair comparison, we define the
PAR considering the length of an OFDM symbol

PARm = max(m−1)N≤n<mN |sn|2
E
{|sn|2

} , (4.45)

where PARm becomes a random variable and m indicates the mth OFDM symbol.
Also, it is worth noting that the addition of the CP will not change the PAR.

As a last remark, it is important to note that the oversampled and interpolated
signal will have a peak power value larger than the Nyquist sampled one, since the
interpolating filter will make the value overshoot near the peak value of the Nyquist
sampled signal. Then, by considering s′

n the oversampled by a factor K and interpolated
version of sn, we have5

PARm = max(m−1)KN≤n<mKN |s′
n|2

E
{|s′

n|2
} . (4.46)

5The upconverted signal will have the PAR doubled, but since this will happen for both SC and OFDM
signals, we can ignore this in the comparison.
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The literature (e.g. [8]) indicates that an oversampling factor of K = 4 already is close
to the K � 1 scenario.

Then, using the SC as a precoded OFDM, and K = 8 oversampling factor
and interpolating both SC and OFDM signals in the frequency domain by using a
zero-padded IDFT, we show in Figures 4.9 and 4.10 the complementary cumulative
distribution function (CCDF) of the random variable PARm, i.e. the probability of
PARm being larger than a certain threshold PARthreshold.

In Figure 4.9, we show that the OFDM PAR is insensitive to the cardinality of the
chosen modulation, whereas the SC PAR gets decreasingly larger with the increasing
cardinality. Also, as expected, the SC provides lower PAR than OFDM and the OFDM
PAR is far away from the worst case scenario defined in (4.44), which is equal to 24 dB.

Finally, in Figure 4.10, using only 4-QAM, we present the PAR for N = 64, 256,
1,024, 4,096 and 16,384. As N grows, it slightly increases the PAR values, but it has a
smaller impact on the SC scheme than OFDM. For instance, considering a probability
of 10−3, going from N = 64 to N = 16, 384 (a 256 fold increase) makes the SC and
OFDM PAR increase by 0.91 and 1.84 dB, respectively.

It is worth noting that the OFDM PAR can be reduced through signal processing
techniques [8], but they are complex and many of them require the transmission of
side information.

4.6 Concluding remarks and further considerations

This chapter has presented fundamental concepts of OFDM and SC-FDE. Both
schemes are today the standard techniques for modern wire and wireless systems
and future technique being discussed are usually derived from them. The main princi-
ple of the techniques presented here is the use of the CP in order to obtain a simple yet
efficient equaliser. We have also shown how to calculate the equaliser coefficients,
as well some performance limitations of both schemes and their PAR behaviour.
We believe that, together with the previous chapters, the reader has the basic concepts
to understand these systems and perform some simulations.
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Chapter 5

Modern power line communication technologies
Samuel C. Pereira1, Ivan R. S. Casella2,

and Carlos E. Capovilla2

Power line communication (PLC) technologies allow the transmission of data through
the electrical cables employed in power transmission, distribution and consumption
networks, or in any other electrified environment, taking advantage of these important
existing branched and interconnected infrastructures to reduce the time and costs of
deploying communication networks.

PLCs have been used for a long time, but only with recent advances in digital com-
munication, signal processing and circuit design techniques have become sufficiently
reliable and secure for applications in data networks and smart grids (SGs).

PLC technologies have been designed for both narrowband and broadband appli-
cations and, as a result, several standards were developed to regulate their use. These
standards specify several techniques to overcome the challenge of transmitting data
through a medium (electrical cables) that was not originally designed for this purpose.
Currently, PLCs are able to compete or complement wireless technologies in a variety
of applications, presenting, under certain conditions, a number of advantages over
them.

5.1 Introduction to PLC technologies

PLCs can be defined as any technology that transmits data through electrical power
cables. Such data transmission may be carried out either in indoor environments
(e.g., industrial, residential and vehicular electrical networks) or outdoor (e.g., power
transmission and distribution networks).

Basically, the data to be transmitted, after being properly modulated (in baseband
or bandpass), is injected into the electrical cables by means of a coupling circuit. The
resulting PLC signal (modulated data) can coexist with the 50/60-Hz power line signal
waveform, by operating at a significantly higher frequency, as shown in Figure 5.1.
Moreover, PLC signals can also be injected into direct current (DC) power grids [1–3].

1Department of Automation and Process Control, Federal Institute of São Paulo (IFSP Suzano), Brazil
2Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
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Data to be transmitted (modulated)

Power line signal (50 or 60 Hz)

Modulated data added to the
power line channel

Figure 5.1 PLC and 50/60 Hz power line signals

Figure 5.2 shows a generic block diagram of a digital PLC modem (modula-
tor/demodulator). In the transmitter, several types of external devices, with different
communication protocols, can be connected to the PLC modem through a suitable
data interface, which should be compatible with the PLC standard used. The infor-
mation to be transmitted, in binary digital format, is encoded by a forward error
correction (FEC) scheme and interleaved to protect the information against errors
caused by the communication channel (i.e., power lines). The modulator then maps
the digital (encoded) bitstream into an analog baseband or bandpass signal to be effi-
ciently transmitted through the power line cables. The modulated signal is injected
into the electrical cables by means of a coupling circuit which is generally an analog
baseband or bandpass filter.

At the receiver, the decoupling circuit, which is also a baseband or bandpass
filter, can mitigate the 50/60-Hz power line signal and unwanted electrical noises by
selecting only the frequency range of the modulated information signal. The demod-
ulator demaps the analog baseband or bandpass signal from the decoupling circuit
to the interleaved (encoded) bit stream, which may contain errors introduced by the
communication channel and by different types of noise in the power line. Finally,
the bit stream is deinterleaved and directed to the decoder that detects and corrects
the errors encountered, delivering the correct data information to the external devices.
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Figure 5.2 Generic block diagram of a PLC modem

5.2 Advantages and disadvantages of PLC technologies

As 84 percent of the world population has access to electricity [4], it is possi-
ble to conclude that the power grid is by far the largest physical network in the
world. Therefore, the use of this enormous high capillarity infrastructure to con-
vey information seems to be very advantageous. When compared to other wired
solutions, this advantage is mainly related to the reduction of time and cost for the
implantation of new communication infrastructures. Since this same advantage is
offered by wireless solutions, it is necessary to analyze the advantages and disadvan-
tages of PLC technologies more deeply before choosing them, rather than wireless
technologies.
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5.2.1 Advantages of PLC technologies

The main advantages of PLC technologies are as follows:

● Use of an existing infrastructure (i.e., the power grid), which reaches the majority
of the world’s population [4], covering entire countries, including the interior of
buildings, homes and industrial facilities and remote electrified regions (reduction
in time and cost of deploying the communication infrastructure);

● Ability to penetrate places where wireless signals have difficulties, such as
tunnels, basements of buildings and houses, concrete and metal shielded
structures;

● Physical contact with the electrical grid is required to gain access to PLC signals,
which improves information and system security;

● Long-range communications. Ultra-narrowband PLC (UNB-PLC) systems can
establish a low data rate (LDR) communication link over power lines with
receivers located up to 200 km from the transmitter [5], while narrowband PLC
(NB-PLC) systems up to 6 km over medium voltage (MV) lines (from 1 to
35 kV) [6];

● High data rate (HDR) communications. Modern broadband PLC (BB-PLC)
systems offer maximum (theoretical) data rates of up to 1 Gbps, operating
in single-input–single-output (SISO) mode, and up to 2 Gbps operating in
multiple-input–multiple-output (MIMO) mode [7].

5.2.2 Disadvantages of PLC technologies

The power line cannot be considered a proper communication channel at all. The
disadvantages of PLC technologies are mainly related to the channel characteristics,
such as:

● The parameters of the power line operating as a communication channel vary over
time according to the location and characteristics of the loads connected to the
grid [6];

● The topology of the electrical network and its components are not designed to
transmit data [high frequency (HF) signals]. The power line, mainly in low voltage
(LV) networks (up to 1,000 V), has many branches with different characteristics
(e.g., different cables, loads, electrical components, open ends). These ramifica-
tions and consequent impedance mismatches cause reflections of the PLC signals
at various points, a phenomenon known as multipath propagation, which can
degrade PLCs considerably [8];

● Under certain conditions, the noise power may be greater than the power of the
PLC signal, resulting in negative signal-to-noise ratios (SNRs) [9]. In addition, in
the LV power lines, there may be an SNR variation of the order of 10 dB abruptly
due to the connection of a load in the power line [10];

● PLC signals can suffer severe attenuation. For example, a typical 200-m point-
to-point PLC link over an LV power line may suffer signal attenuations of the
order of 30 dB [6]. Furthermore, depending on the used PLC technology, voltage
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transformers in the network can cause signal attenuations of the order of 50 dB
or more [11];

● Power line cables are not shielded, so portions of the radio frequency (RF)
energy they carry can be radiated. Thus, PLC systems operating in the range of
3.8–30 MHz may interfere with licensed radio communication services using the
same frequencies, such as amateur radio and emergency bands [12,13].

5.3 History of PLC technologies

The first mention of a technology in which information is sent through power cables
goes back to 1838 [14]. At that time, the English scientist Edward David (1806–55)
created a system, known as the “Electrical Renewal,” in which batteries were installed
on the transmission lines to improve the signal range [15]. In order to remotely monitor
the voltage level of these batteries, he developed a communication system through
the power supply line of the London-Liverpool telegraph system [16].

Almost 60 years later, in 1897, Joseph Routin and C. E. Brown, in Zurich
(Switzerland), patented a power meter controlled by signals sent from the power
utility via power line. It was rudimentary and probably infeasible, but it started a
concept that became reality decades later, i.e., energy meters remotely monitored by
the utilities [17]. Following the same line, Chester H. Thordarson, in 1905, created
a power meter that could be read remotely via power line plus an additional wire for
signaling, in the United States of America (USA) [16].

In 1918, AT&T inaugurated commercial carrier frequency (CaF) over telephone
lines. CaF technology, developed in 1911, allowed the transmission of multiple tele-
phone channels over single telephone circuit (each channel using its own transmission
frequency) [18]. At that time, the telephone lines were unreliable, expensive and frag-
ile to weather conditions and mountainous terrain. As the power lines were more
robust and already available, it was decided to use them for transmitting voice by
means of CaF [19]. That is the reason, PLC technologies are also known as “power
line carrier.” Then, still in 1918, the first test and commercial operation of telephone
signal over power lines were performed in Japan when, in May of that year, voice was
transmitted over a 144-km power line (Kinugawa Hydro-Electric Co.). In the same
year, commercial operation of this system was done over a three-phase power line of
22 kV (Fuji Hydroelectric Co.) [20].

In the USA, in July 1920, a communication system operating above 5 kHz was
successfully tested, transmitting voice over a power line of 11 kV and 33 km in length
(American Gas and Electric Co.). In late 1920, the telephone signal via the power
grid, known as “wireless wired,” was already widespread in the USA and Europe.
In 1929, there were approximately 1,000 similar systems installed in Europe and the
USA, operating in the frequency range between 50 and 150 kHz [20]. Due to the few
branches, high voltage power lines (35–230 kV) proved to be excellent carriers of RF
energy, to the point that a signal transmitted with a power of 10 W can reach distances
of 500 km [21].
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The CaF technology was also used for radio broadcasting through power lines. In
1923, in State Island (New York), the first radio system transmitted by the power grid
was tested by the Wired Radio Service Company (controlled by The North American
Company, a public utility). Radio signals within the amplitude modulation (AM)
frequency band were inserted into the MV lines so that subscribers could receive and
tune the signals radiated by the electrical lines (they were charged for this service
directly in the electricity bill). This system, known as carrier current (CaC) was
simpler and easier to tune than conventional radio systems that required more sensitive
receivers and antennas and, therefore, more expensive and susceptible to reception
problems [22]. CaC systems were also used in Switzerland, Germany, and Norway
and were very common in the Soviet Union in the 1930s because of their low cost
and accessibility [23]. In the USA, CaC was widely used to transmit local radios
within the university campus and to provide news and music broadcast services to
subscribers [24]. Nowadays, they are still used in drive-in cinemas and in travelers
information systems inside bus stations [25].

Due to the intrinsic characteristics such as large number of branches, open ter-
minations and different types of conductors that results in impedance mismatch and
high attenuation of the HF signals, the LV and MV power lines were not initially
intended for the deployment of communications systems operating at relatively high
frequencies. Initially, in 1930 in Germany, low frequency (LF) unidirectional com-
munication systems (below 3 kHz) were employed in LV and MV power lines for
load-management applications [21]. These systems became quite popular in the 1950s
when the Brown Boveri Electric, one of ABB’s predecessor companies, along with
other companies, developed a PLC system to manage the connection or disconnection
of loads to the power grid [26] (the first patent for a similar communication system
was issued by the French Cesar René Loubery in 1899 [27]). This system, known as
the ripple control system (RCS), was later deployed in several European countries.
In the RCS, the power utility sends electrical control signals at frequencies below
3 kHz, which are detected by the receivers connected to the LV power line at the cus-
tomer’s premises. These signals remotely switch high-power loads or groups of loads
(machines, boilers, electric heating and public lighting) allowing the power utility to
control peak loads [26]. These low frequencies signals with high power can cover
a wide area, being able to cross MV/LV transformers in order to reach customers
connected to the LV power lines [28].

In the end of 1972, substations with total capacity of 120 GVA, normally,
had RCSs communicating with approximately five million receivers. At that time,
these systems had been installed in most of the major European countries, Australia,
New Zealand and in parts of Africa and South America [29].

Although the PLC technology available in the 1940s was commercially used in
baby alarms [30], the first relevant commercial project involving PLCs emerged in
1975 with the X10 from Pico Electronics (a Scottish company), proposed to transmit
signals to control lights and household appliances through power lines. In 1978, the
X10 standard was introduced in the US market, kicking off the home automation
industry [31], and today, even with the most modern communication technologies
available, it is still popular all over the world [32]. In X10 systems, digital data
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(consisting of an address and a command) are sent from a controller device to a con-
trolled device, by modulating a 120 kHz carrier and transmitting the modulated signal
in bursts during the zero crossing of the 50/60-Hz signal (one bit per crossover) of the
power grid [33]. These systems can achieve data rates of 20 bps (usable rate) [34].

In the 1980s to the early 1990s, available hardware technologies were able to
implement FSK (frequency shift keying) modems using FEC and spread spectrum
(SS) techniques and enabled the development of PLC systems with data rates of
1–144 kbps (operating at frequencies below 200 kHz and covering distances of
300–500 m) [21,28,35–37]. At that time, PLC systems above 200 kHz were not
feasible due to distortions caused by branched power lines. However, in 1991, Nortel
(a Canadian telecommunications company) and United Utilities (British power utility)
began to investigate together the use of power lines to provide telecommunications
services. At the outset, these companies have proved for the first time that a typical LV
power line could propagate HF signals (over 1 MHz) by means of suitable coupling cir-
cuits. Then, employing appropriate compression, coding and modulation techniques,
these HF signals could be used for modern telecommunications services [38].

In 1995, in Manchester, these companies started trials with 25 residential cus-
tomers on the power line-based telephone system, providing a 32 kbps digital voice
communication channel for each customer. In 1998, Nor.Web Communications was
created, a joint venture between the two companies (Nortel and United Utilities). At
that time, with its PLC technology, Nor.Web was able to offer a bidirectional dig-
ital communication link through the power line with data rates above 1 Mbps and
with capacity for more than 200 subscribers. In addition to the United Kingdom,
tests to provide massive, low-cost Internet access were successfully completed in
the USA, Australia and Germany. However, it was found that the size and shape of
UK street lamps made them capable of irradiating PLC signals (such as antennas),
causing serious interference to British Broadcasting Corporation services and also
affecting amateur radios and emergency bands. Because of this, Nor.Web was closed
in 1999 even though it had received investments around 15–20 million of pounds
sterling [10,13,39].

A major annual conference, the International Symposium on PLCs (ISPLC) and
Its Applications, was created in 1997 by communications researchers in Europe and
Asia seeking a forum for discussions on the challenges and achievements of PLC.
As of 2006, this conference became financially and technically sponsored by the
Institute of Electrical and Electronics Engineers (IEEE) Communications Society
(ComSoc) [40].

In 2000, the HomePlug Power Alliance was founded, a nonprofit industry associ-
ation that also aims to create standards for BB-PLC applications. In 2001, this alliance
launched its first standard, the HomePlug 1.0, suitable for indoor applications (e.g.,
sharing broadband Internet within households) and operating in the frequency band of
4.5–21 MHz [41]. This standard, based on orthogonal frequency division multiplexing
(OFDM), a multicarrier (MC) modulation technique and with carrier sense multiple
access with collision avoidance (CSMA/CA) mechanism, presents data rates from 1.3
to 5.3 Mbps [42] with a typical maximum distance between devices of approximately
300 m [43]. In 2004, the Open PLC European Research Alliance (OPERA) project
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was created, consisting of 35 participants (utilities, universities, telecommunications
operators and PLC technologies companies) and research funding from the Euro-
pean Community (EC). The objective of this project was the improvement of existing
PLC technologies, standardization and development of solutions for connection of
PLC networks to backbones, aiming to offer low-cost broadband access service to all
European citizens through power lines [44].

Currently, new NB-PLC technologies operating below 500 kHz such as power-
line intelligent metering evolution (PRIME) and G3-PLC, proposed respectively by
PRIME Alliance and G3-PLC Alliance, can offer theoretical data rates of 150 kbps to
1 Mbps [45,46], while recent BB-PLC technologies operating at frequencies of up to
100 MHz, such as HomePlug AV2, can achieve theoretical data rates of up to 2 Gbps
in indoors environments [7].

PLC technologies operating below 500 kHz have been of particular interest for use
in SGs because they meet the data rates required by a large number of SG applications
and can be used in outdoor environments where low frequencies are needed to reduce
the level of interference in licensed radiocommunication bands, as well as providing
a broader coverage [47].

Since the beginning of 2010, IEEE and the International Telecommunication
Union (ITU) have been publishing a series of international standards for PLC
technologies [48,49], which has been very important for the promotion of these tech-
nologies worldwide. Figure 5.3 shows the time line of PLC technologies history,
highlighting the most relevant achievements in its development.

5.4 PLC classification, frequency bands and standards

PLC systems are generally classified according to their data transmission bandwidth,
and can be divided into three main groups [50]:

● UNB-PLC
● NB-PLC
● BB-PLC

Each group has its own frequency bands, data rates, applications and standards.

5.4.1 UNB-PLC systems and its applications

PLC systems operating in the super LF (30–300 Hz) and ultra LF (0.3–3 kHz) bands
are classified as UNB-PLC. Because of their LF, these systems provide long-range
communication even through MV/LV transformers, which allow most customers
to connect to LV/MV networks without the need for signal repeaters and/or addi-
tional coupling circuits (reduction of infrastructure costs). Their main disadvantage
is the LDRs (120 bps maximum) [50].

Currently, UNB-PLC technologies are mainly used as communication systems
for load management. In these systems, known as RCSs, power utilities send control
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signals through the electrical grid to remotely connect and/or disconnect loads or
generators from the grid so that electricity can be managed mainly at peak times of
demand. RCS signals occupy the frequency band between 100 Hz and 3 kHz (typically
between 150 and 1,350 Hz) and are injected by power utilities into MV power lines
where the control center (CC) is connected. They can reach clients located 150–
200 km from the CC, in industrial and residential facilities connected to the MV or
LV (by crossing transformers) power lines. At the customers side, there are devices
installed by the power utilities and connected to specific loads or group of loads
(e.g., hot water boilers, electric heating, household appliances, street lighting) and
generators, making possible to connect or disconnect them from/to the power grid,
according to the commands received. Customers who allow the installation of these
devices can receive rebates on the electricity bill [5,26,28].

By allowing adequate control of power demand and reducing the problem of elec-
tricity supply during periods of peak demand, RCSs have been widely used in many
different countries and continents, such as the USA, Europe and Oceania [51]. As
shown in Figure 5.4, they typically use a one-way communication channel, but more
modern systems can provide bidirectional communication, additionally enabling the
transmission of the current status of the loads and generators, which is an impor-
tant feedback on the success or otherwise of the remote switching operation. RCSs
with bidirectional communication capability can also provide remote measurement
of customer power consumption, known as automatic meter reading (AMR) [52].
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Figure 5.4 RCS example
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5.4.2 Standards and frequency bands for UNB-PLC systems

The RCSs are tailor made for companies in the electrical sector, so there is neither
standardization nor license fees for this type of service. However, for RCSs dedi-
cated only for AMR applications, there are two main UNB-PLC standards: two-way
automatic communication system (TWACS) and Turtle [50].

TWACS is a standard of communication through power line created in 1982 and
widely used today. It was developed to provide bidirectional communication for AMR
applications to the power utilities within their service areas [53,54]. It can also be
used for load-management purposes and is mainly employed in small towns and rural
areas, where residences are located farther from urban centers, sinceTWACS provides
long range communication (over 300 km in rural areas) [55]. It relies on modifying
the 50/60-Hz signal waveform of the power line. For transmissions from the CC to
customers, voltage pulses are injected into the power line during zero crossing of
the 50/60-Hz signal (these voltage pulses are superimposed on the power line signal
as minor distortions) [53]. In the transmissions of the customers to the CC, current
pulses are used [56]. The information to be transmitted is modulated by the polarity
and quantity of these voltage/current pulses [53] which are within the range of 200–
600 Hz [57]. TWACS systems can achieve data rates of up to 120 bps in 60 Hz power
lines and 100 bps in 50 Hz (2 bits per cycle) [58].

On the other hand, created in 1995, the Turtle system was developed for AMR
applications. This technology offers one-way communication through power lines
and enables thousands of devices to transmit digital information continuously. Each
power meter uses a specific frequency within the range of 5–10 Hz with a bandwidth
of 0.0015 Hz. This very narrow bandwidth provides a data rate of only 0.0005 bps,
so that the simple reading of a meter usually takes a whole day, which makes this
system unsuitable for load management applications (response time for connecting or
disconnecting loads is impractical). However, this LDR has the advantage of requiring
very low transmit power (some milliwatts allow the PLC signal to reach hundreds of
kilometers and also to cross MV/LV transformers), which enables the development
of low cost power meters with built-in Turtle technology transmitters. In addition to
AMR applications, the Turtle system can provide warnings of power failure (when a
device stops sending information, disregarding a potential device failure, it indicates
a power outage in your area) [59,60].

5.4.3 NB-PLC systems and its applications

NB-PLC systems operate in the frequency band between 3 and 500 kHz, which covers
the very LF (3–30 kHz) and LF (30–300 kHz) and part of the medium frequency band
(MF – 300 kHz to 3 MHz) [50]. Like UNB-PLC systems, the use of low frequencies
allows the use of NB-PLC technologies in external applications without the risk of
interfering with licensed radio communication services.

The first relevant NB-PLC system was the X10 protocol, launched in 1978 and
still popular today. It is designed for residential automation (e.g., lights and appliances
control) through the power lines, operating at 120 kHz and offering usable data rates
of 20 bps [31,32,34].
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In addition to the home automation application, NB-PLC systems can also be
used in home energy management systems (HEMS), dedicated to monitoring, con-
trol and analysis of energy in homes, which allows the monitoring of energy received
from the power utility (energy meter), monitoring and control of household appli-
ances, heating system and lighting, integration of photovoltaic panels and batteries,
and even communication with plug-in electric vehicles. HEMS can improve the effi-
ciency of energy consumption through the automatic management of loads and power
generators [50,61].

However, the need to develop a system to read energy meters and also to connect
devices for monitoring and control the conditions of the outdoor power lines that inte-
grate the distribution network were the main factors that motivated the development
of NB-PLC systems with bidirectional capacity and high rate data transmission [28].

In this context, NB-PLC systems can be used to develop the advanced metering
infrastructure (AMI), which allows utilities to exchange information with consumers
energy meters (which may include electricity, gas and water readings), allowing cus-
tomers to monitor their energy consumption in real time, check the value of current
power rates and even to remotely connect or disconnect loads and generators.

For AMI, NB-PLC systems can be the last mile communication solution connect-
ing the energy meters, known as smart meters, to the local LV power lines (the range
of NB-PLC systems in LV power lines can be of the order of 200–300 m) [6,37], as
shown in Figure 5.5. Smart meters, after receiving remote commands from the power
utility, send the read-in information to a local data concentrator that forwards them
to the CC, usually via broadband communication technologies (e.g., BB-PLC).

PLC is the main communication technology used in smart meters, with 60 per-
cent of the market share [62]. As modern NB-PLC systems offer higher data rates, it
is possible for the power utility to take advantage of AMI to add new services, such as
distribution automation (DA), responsible for monitoring and control of distribution
networks, street lighting control and local loads and generators management (inte-
gration between the CC and HEMS at the customer’s facilities), i.e., in the direction
on the SGs.

5.4.4 Frequency bands for NB-PLC systems

In 1991, the European Committee for Electrotechnical Standardization (CENELEC),
responsible for standardization in the field of electrotechnical engineering in Europe,
published the standard EN50065-1, which regulates the frequency band between 3 and
148.5 kHz for signaling on LV power lines. This frequency band was divided in four
groups referred to as CENELEC A, B, C and D bands, each one dedicated to different
users and applications [63,64]:

● CENELEC A (3–95 kHz), reserved for energy providers and their utilities;
● CENELEC B (95–125 kHz), reserved for customers of power utilities (all

applications), without the need for any access protocol;
● CENELEC C (125–140 kHz), reserved for customers of power utilities with

the purpose of home networking. In this band, the use of access protocol,
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Figure 5.5 AMI last mile solution based on NB-PLC technologies

i.e., CSMA/CA, is mandatory which allows the coexistence of different and/or
incompatible systems operating in this band;

● CENELEC D (140–148.5 kHz), reserved for customers of power utilities (alarms
and security systems, without access protocol).

In the USA, the Federal Communications Commission (FCC) is responsible to
regulate the telecommunications in all 50 states, District of Columbia and in the
US territories. This agency allocated the frequency band of 9–490 kHz for electric
utilities to operate NB-PLC systems in all applications [65]. This wider frequency
band allows PLC systems with higher data rates in comparison with CENELEC band,
because any device can use the whole band.

In Japan, the Association of Radio Industries and Businesses (ARIB), an agency
established to promote the research and development of radio systems and to stan-
dardize telecommunication activities in Japan [66], allocated the frequency band of
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Table 5.1 Frequency bands for NB-PLC systems

Organization Region Frequency band
(kHz)

ARIB Japan 10–450
CENELEC Europe 3–148.5
CEPRI China 3–90
FCC USA 9–490
ITU Worldwide 9–490
IEEE Worldwide 10–490

10–450 kHz for NB-PLC systems [67]. The China Electric Power Research Institute
(CEPRI), government agency focused in researches for the electric sector, defined
the frequency band between 3 and 90 kHz [68].

In addition to government agencies that regulate telecommunications locally
(regional regulation), international organizations recommend frequency bands and
standards worldwide to promote interoperability and compatibility between devices
from different manufacturers and countries. These recommendations are usually
adopted in most countries, making them mandatory in their territories.

For instance, the ITU recommended an NB-PLC standard operating from 9 to
490 kHz [49], while the IEEE created an NB-PLC standard operating in the 10–490-
kHz frequency band [69]. Both standards can be configured to operate in the regional
frequency bands.

Table 5.1 describes the frequency bands established by different organizations
around the world. It is important to mention that CENELEC is considering to extend
its frequency band to 500 kHz in order to harmonize with FCC and ARIB bands [50].
NB-PLC systems operating in the 148.5–500-kHz frequency band (i.e., outside of
CENELEC band) may have access to the European market as long as they comply
with the electromagnetic compatibility (EMC) rules of the EC [70].

5.4.5 Standards for NB-PLC systems

NB-PLC systems can be divided in two groups: LDR and HDR [50].

5.4.5.1 LDR NB-PLC
LDR NB-PLC systems employ single carrier (SC) modulation techniques and offer
data rates below 10 kbps. The X10 can be considered the first relevant LDR NB-
PLC standard, being released in 1978 with a data rate of 20 bps (useful rate). In the
following decades, new standards were developed with FEC and SS techniques that
resulted in more reliable communication systems with higher data rates, enabling
Internet Protocol (IP) operation. LDR NB-PLC standards have been developed for
residential automation (indoor applications), remote metering and public lighting
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control (outdoor applications). Some examples of popular LDR NB-PLC standards
are:

● LonWorks (ISO/IEC 14908): Introduced in 1990 by Echelon Corporation, Lon-
Works (Local Operating Network) was approved by the International Organization
for Standardization (ISO) and the International Electrotechnical Commission
(IEC), in 2008, as an international standard (ISO/IEC 14908), covering all seven
layers of the Open System Interconnection (OSI) model. At that time (2008), there
were already over 100 million devices with LonWorks standard installed around
the world, being used in different markets, like transportation, utilities, process
control and home automation [71,72]. LonWorks uses binary phase shift key-
ing modulation with differential Manchester encoding, operating in CENELEC
bands (A and C). In addition to power lines, it also works over twisted pair cables
and wireless medium. Over power line cables, in CENELEC A band, LonWorks
has a data rate of 3.6 kbps and operates in the frequency band of 75–86 kHz. In
CENELEC C band, the data rate is 5.4 kbps operating in the frequency band of
115–132 kHz [73].

● IEC 61334: This is an international standard, known as “distribution automation
using distribution line carrier systems,” which offers LDRs over power line for
remote energy metering and SG applications. IEC 61334 covers all seven layers
of OSI model and in the Physical (PHY) layer operates in the frequency band
of 20–95 kHz with spread FSK (S-FSK) modulation and without FEC schemes,
providing an effective data rate of 2.4 kbps [68]. NB-PLC systems operating with
FSK and S-FSK modulation are the most commonly deployed technology for
AMR infrastructure (widely used by power utilities) [72].

● HomePlug C&C: The HomePlug Command and Control (HomePlug C&C) stan-
dard was defined by HomePlug Powerline Alliance, being the PHY and medium
access control (MAC) layers ratified in 2007. This NB-PLC standard, which cov-
ers all seven layers of OSI model, is designed for command and control purposes
in home appliances, home automation and SG applications. HomePlug C&C
devices are plug and play, being able to create a secure network automatically
(just connecting the device to the power line), and have CSMA/CA mechanism.
The PHY layer specifies data interleaving processes, FEC coding and an SS mod-
ulation called differential code shift keying, for operation in the FCC, ARIB and
CENELEC frequency bands (A and B). HomePlug C&C offers a maximum data
rate of 7.5 kbps [74].

Other examples of NB-PLC standards: ISO/IEC 14543-3-5 (KNX), CEA-600.31
(CEBus), Insteon, SITRED, Ariane Controls, BacNet [50].

5.4.5.2 HDR NB-PLC
HDR NB-PLC systems are based on OFDM and can achieve theoretical data rates
of up to 1 Mbps (at the PHY layer) [46]. HDR NB-PLC systems are designed to be
the last mile communication solution for the AMI and meet the requirements of other
applications planned for the SGs in addition to the AMI, such as DA, public lighting
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control, load management, which are not supported by UNB-PLC and LDR NB-PLC
systems.

The first HDR NB-PLC systems, PRIME and G3-PLC, were not created by stan-
dard development organizations (SDOs), but they were later ratified as international
standards. The IEEE and the ITU also published their HDR NB-PLC international
standards, respectively, IEEE 1901.2 and ITU-T G.hnem. These standards only
specify the two lower layers of OSI model (PHY and MAC layers) [72].

PRIME
The PRIME initiative was started at the end of 2006 by Iberdrola, a power utility from
Spain, aiming to develop an open and royalty free PLC standard, covering PHY and
MAC layers, in order to offer a solution that attends either AMI or SG needs. In 2007,
the Spanish government created a directive to oblige all power utilities to replace, by
2018, their meters under 15 kW (10 million devices only for Iberdrola) with smart
meters [75]. The field tests with PRIME standard also started in 2007 and several
companies joined to the PRIME Alliance, including utilities and semiconductor com-
panies [28]. In 2018, more than 18 million smart meters with PRIME standard were
deployed in over 15 countries worldwide [76].

In its latest version (v1.4 from 2014), PRIME uses the frequency band from
41.992 to 471.679 kHz (divided in eight frequency channels that can be selected and
combined in different ways), being able to operate in CENELEC, ARIB and FCC
bands (the previous version, v1.3.6, works only on CENELEC bands). It is based
on OFDM, using differential phase shift keying (DPSK) (carrying one, two or three
bits per symbol) mapping for the subcarriers. Besides convolutional (CONV) coding
and data interleaving for protecting the information, PRIME offers an optional robust
operation (ROBO) mode in which the information inside the data frame is repeated
by a factor of four, which allows its operation even in conditions with negative SNR.
Combining the eight channels, PRIME v1.4 achieves a theoretical data rate ranging
from 5.4 to 1,028.8 kbps [46,77].

The convergence layer of PRIME MAC, responsible for interfacing the infor-
mation with upper layers of OSI model, is divided in two sublayers. The common
part convergence sublayer (CPCS) provides generic services (only data segmentation
and reassembly) and the service specific convergence sublayer (SSCS) with specific
services for different communication profiles. SSCS allows transference of IPv4 and
IPv6 packets over PRIME networks and also supports data packets in the format spec-
ified in IEC 61334-4-32 standard, which allows to replace the PHY and MAC layers of
old IEC 61334 systems with PRIME standard. PRIME works with 128-bit Advanced
Encryption Standard (AES-128), which guarantees a secure PLC network even at
lower levels. The channel access is made by means of CSMA/CA mechanism [78].

In 2012, PRIME was approved, by the ITU, as an international standard, being
the ITU-T G.9904 recommendation [79].

G3-PLC
In 2008, Maxim Integrated won a contract to develop a new PLC specification for
implementing AMI to the Electricite Reseau Distribution France (ERDF), a French
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power utility with over 35 million customers. This partnership between Maxim and
ERDF, also with participation of Sagem Communications, resulted the G3-PLC stan-
dard which was released in 2009 [80,81]. In 2011, 12 companies of the SG sector
(utilities, equipment and semiconductor companies) created the G3-PLC Alliance in
order to promote G3-PLC worldwide as an open international standard and also its
applications in the SG and home automation scenarios [82].

The G3-PLC standard specifies the PHY and MAC layers, and similarly to
PRIME, it is also based on OFDM with DPSK mapping for the subcarriers. However,
in addition to data interleaving and CONV coding, G3-PLC also employs a Reed–
Solomon (RS) coding in a concatenated way (before CONV coding) to improve the
robustness of data transmission. The G3-PLC also provides a ROBO mode by means
of a repetition coding with factor four (applied after the CONV coding and only with
DPSK mapping for the subcarriers). There is also a super ROBO mode in which the
information of frame control header (FCH), part of the frame, is repeated six times
(the encoded data is repeated four times either for ROBO or super ROBO mode).
G3-PLC operates in CENELEC, ARIB and FCC bands, offering a theoretical data
rate of up to 300 kbps in FCC band and in its less ROBO mode when associated with
differential 8-phase shift keying (D8PSK) mapping.

The G3-PLC has an adaptive tone mapping (ATM) function in which, based on
the channel estimation, it is possible to carry data only on the subcarriers located in
parts of the frequency spectrum that have better conditions, that is, higher SNRs. This
function allows the adaptation of the communication system to the dynamic behavior
of the PLC channel [83].

Due to its robustness, the G3-PLC signal has the ability to traverse MV/LV
transformers without the need for coupling circuits [6]. This feature is especially
important in the deployment of metropolitan area networks for Internet access
or neighborhood area networks (NANs) for smart metering in countries such as
the USA where an MV/LV transformer serves only six to eight households (in
countries of Asia and Europe, a transformer can serve 200–300 households) [10].
Thus, for instance, to form a NAN between several smart meters, the PLC signal
will probably have to traverse a couple of transformers and G3-PLC will simplify
the overall deployment of the system. This reliability and robustness of G3-PLC
can also provide long range communication in MV power lines. During the G3-
PLC field tests in the USA, a communication link of 8 km over MV power lines
and of 1.5 km was established when crossing transformers (MV to LV network)
[84].

The G3-PLC MAC layer is based on IEEE 802.15.4, with AES-128 and, simi-
larly to PRIME, the access to the medium is also performed by means of CSMA/CA
mechanism. The convergence layer is based on 6LoWPAN (low-power wireless per-
sonal area network/IETF RFC 4944) which accommodates IPv6 packets at the top of
G3-PLC MAC layer [85] and becomes G3-PLC compatible with small and simple
devices (low power), inside the internet of things (IoT) concept.

In 2012, G3-PLC was approved, by the ITU, as an international standard, being
the ITU-T G.9903 recommendation [83].
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IEEE 1901.2
The IEEE working group which developed IEEE 1901.2 standard started in the begin-
ning of 2009, aiming to create a PLC solution for automotive industry. In November
of this same year, during a meeting sponsored by the NIST (National Institute of
Standards and Technology), IEEE agreed to sponsor a new PLC standard for SG
applications below 500 kHz, suitable for alternating and DC power lines, indoor and
outdoor applications (either for LV or MV power lines), with ability to cross MV/LV
transformer and data rate of up to 500 kbps. This standard would define PHY and
MAC layers and should have mechanism to guarantee coexistence (i.e., to share the
same frequency band) between the different NB-PLC technologies available [86]. In
November of 2013, IEEE 1901.2 “Standard for LF (less than 500 kHz) Narrowband
PLCs for Smart-Grid Applications” was approved by the IEEE, being published in
the next month [87].

IEEE 1901.2 is based on G3-PLC standard, having similar PHY layer and
MAC based on IEEE 802.15.4 with support to IPv6 packets (convergence layer
not specified). Security and access mechanism are also similar to G3-PLC. Despite
these similarities, there are some differences that make G3-PLC and IEEE 1901.2
noninteroperable technologies [88]. These differences are related to [88]

● size of the data unit on MAC layer;
● lack of specification of collision avoidance mechanism for fragmented packets

and frame counter for anti-replay protection in IEEE 1901.2;
● use of information elements (IE) in the frames of IEEE 1901.2 (IE are optional

and variable in length);
● possibility of the super ROBO mode (repetition by a factor of six) for the payload

(user data) part of the IEEE 1901.2 PHY frame (G3-PLC applies super ROBO
mode only for the FCH).

IEEE 1901.2 also has ATM function, operates in the CENELEC (A and B), ARIB
and FCC bands and can coexist with other NB-PLC technologies [88].

ITU-T G.hnem
In January 2010, the ITU started the G.hnem project in order to create a worldwide NB-
PLC standard, for SG applications, which aggregates features of PRIME and G3-PLC,
with new functions and improvements for a better performance. In 2011, the ITU-T
recommendations G.9955 and G.9956, respectively, PHY and MAC specifications of
the ITU-T NB-PLC standard were approved and published [89].

The ITU-T G.hnem PHY layer is similar to G3-PLC, with RS and CONV encoder.
However, the interleaver splits the data into blocks, and in the ROBO mode, these
blocks can be repeated 2, 4, 6 or 12 times (before interleaving). G.hnem is also based
on OFDM, but unlike G3-PLC and PRIME, it does not use DPSK mapping for the
subcarriers but quadrature amplitude modulation (QAM), and each QAM symbol can
be configured to carry 1, 2 and 4 bits. QAM mapping needs a coherent receiver, i.e., the
subcarrier phase is used as reference for demodulation, which increases the receiver
complexity, but improves the SNR gain (less degradation of PLC signal). G.hnem
also operates in CENELEC (A, B and CD) and FCC bands with ATM function [89].
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G.hnem MAC layer defines CSMA/CA mechanism for coexistence with other
NB-PLC technologies and its convergence layer supports multiple protocols, includ-
ing IPv4, IPv6 and Ethernet. Security is obtained by means of AES-128 code
[49,89].

5.4.6 BB-PLC systems and its applications

BB-PLC systems operate in the frequency band between 1.8 and 250 MHz, which
cover part of MF (300 kHz to 3 MHz), HF (3–30 MHz) and part of very HF (30–
300 MHz) bands [50]. Because of their operation in high frequencies, these systems
are suitable for applications involving data rates of tens or hundreds of Mbps. Today,
BB-PLC systems can reach data rates of up to 2 Gbps (over PHY layer) [7].

In 1991, it was proved that power line could propagate HF signals (above 1
MHz) [38], which opened the doors for the implementation of BB-PLC systems.
The initial purpose of this technology was to deliver broadband telecommunication
services to residential customers, but it was noticed that in outdoor applications, it
could affect licensed radio communication services that uses the same frequency
band (similarly for antennas, power line is not shielded and emit RF radiation related
to the PLC signal) [12,13]. In 2002, the Japan’s government, based on studies that
monitored radiation emitted by BB-PLC systems, prohibited PLC systems operating
between 2 and 30 MHz due to harmful effects on licensed radio services operating
in HF band [90]. In the USA, BB-PLC systems, in outdoor applications, are not
prohibited; however, FCC rules regulate the transmission power, and consequently
the signal range, so that a BB-PLC network would require a large number of signal
repeaters, increasing the deployment costs [50].

Although the OPERA project (conducted by the EC in 2004) which promoted
research to develop technologies for providing low-cost broadband telecommunica-
tion services via power line to all European citizens [44], BB-PLC systems became
restricted to indoor applications (sharing Internet connection and multimedia data in
an in-home scenario) [50]. In this type of application (shown in Figure 5.6), which
started in 2001 with HomePlug 1.0 standard from HomePlug Alliance [41], BB-PLC
modems connected to the power sockets create an in-home local area network (LAN)
in order to share Internet connection, peripherals (printers, scanners and so on) and
multimedia data (audio and video). It is an alternative to the popular Wi-Fi 802.11
with the advantage of reaching all the rooms of the house (Wi-Fi signals have diffi-
cult to penetrate infrastructure). Today, there are over 200 million HomePlug BB-PLC
devices, from different manufacturers, in the market [91].

5.4.7 Frequency bands for BB-PLC systems

In Europe, CENELEC EN 50561-1 standard, from 2013, regulated the frequency
band of 1.6–30 MHz for BB-PLC systems. This standard demands a specific dynamic
protection for radio broadcast services so that BB-PLC systems need to be equipped
with a detector of radio signals in order to not transmit in the frequencies these signals
are detected (if no signal is detected, the whole frequency band available can be used
for transmitting PLC data). Although this dynamic control, which must be performed
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Figure 5.6 In-home LAN with BB-PLC technologies

automatically by the BB-PLC devices, CENELEC EN 50651-1 also mentions some
frequencies bands, inside the frequency band of 1.6–30 MHz, permanently excluded
because of their use in radio communication services. BB-PLC standards operating
above 30 MHz, such as IEEE 1901-2010 (2–50 MHz) and ITU-T G.hn (2–100 MHz),
can have access to the European market by complying with the EMC regulation
established by the EC [70,72,92,93].

In the USA, there is no regulated frequency band for BB-PLC systems. In 2004,
in order to cover these systems, FCC published a “Reporter and Order” (FCC 04-245)
which implemented changes to part 15 of its rules. FCC considers, from a regulatory
standpoint, that BB-PLC systems are an unlicensed and unintentional emitter of RF
energy and requires that this type of device must not cause interference to licensed
radio services, having to comply with the FCC EMC rules which limit the power of
their RF radiation. These systems must also accept any interference caused by normal
activity of these same radio services [94]. However, differently from CENELEC, FCC
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does not specify any excluded frequency band and/or mechanism of protection for
radio services.

5.4.8 Standards for BB-PLC systems

In the 2000s, industry associations were created in order to develop BB-PLC stan-
dards for in-home applications, e.g., the HomePlug Power Alliance (HomePlug), the
Universal Powerline Association, the High-Definition PLC (HD-PLC) Alliance and
the HomeGrid Forum [50]. The standards created by these associations specify PHY
and MAC layers and are based on OFDM. Later, the IEEE and the ITU published
their international standards, respectively, IEEE 1901-2010 and ITU-T G.hn.

5.4.8.1 HomePlug
The HomePlug Power Alliance was created in 2000 in order to develop standards
for home powerline networking products. Its first standard, the HomePlug 1.0, was
launched in 2001 and operates in the frequency band of 4.5–21 MHz. The PHY layer
employs a concatenated FEC scheme based on RS and CONV coding, interleav-
ing, DPSK mapping and OFDM modulation with 84 subcarriers. The MAC layer,
with CSMA/CA mechanism and security scheme based on the 56-bit Data Encryp-
tion Standard (56-bit DES), was developed to work with IEEE 802.3 frame formats,
which allows integration with the widely deployed Ethernet standard. The theoret-
ical maximum data rate over PHY layer is 13.78 Mbps and field tests in a typical
residential environment presented data rates of 1.6–5.3 Mbps (at application layer of
OSI model) [41,42]. In 2008, the Telecommunications Industry Association (TIA)
published the TIA-1113 international standard which is based on HomePlug 1.0 [95].

In 2005, the HomePlug AV (audio and video) standard was launched. Different
from HomePlug 1.0, that was designed for sharing broadband Internet connection in
a home environment, the HomePlug AV was designed to distribute high definition
video and audio, e.g., high-definition TV (HDTV) and voice over IP (VoIP), also in a
home environment. For that, it provides a theoretical data rate of 200 Mbps over PHY
layer and 150 Mbps of information rate, operating in the frequency band of 2–30 MHz.
Data at PHY layer are protected by a turbo convolutional coding and interleaving;
then, they are mapped to DPSK or QAM symbols and transmitted by means of OFDM
modulation with 1,155 subcarriers (of which 917 carry data). The MAC layer supports
CSMA/CA with optional time division multiple access (TDMA) scheme, and the
security is based onAES-128 (the convergence layer supports Ethernet format packets
so that all IP based protocols are compatible). HomePlug AV standard also offers
ROBO mode, supports ATM function and coexistence and optional interoperability
with HomePlug 1.0 [96].

In 2010, a simplified version of HomePlugAV in order to offer a low cost and low
power solution that is suitable for SG and energy applications in home area networks
was introduced. This version, called HomePlug Green PHY, uses the same PHY
layer of HomePlug AV but supports only differential quaternary phase shift keying
(DQPSK) subcarrier mapping, which limits the data rate over PHY layer to 10 Mbps.
HomePlug Green PHY does not support ATM and its MAC layer has only CSMA/CA
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mechanism (differently from HomePlug AV, it does not support TDMA). Moreover,
it has a power save mode for saving energy when the device is not transmitting or
receiving data. HomePlug Green PHY is interoperable with HomePlug AV, AV2 and
the IEEE 1901-2010 [97].

In the future, the integration of several multifunction devices inside a home envi-
ronment (HDTV, VoIP, interactive gaming, broadband Internet, home automation,
security monitoring, IoT and so on) will demand higher data rates from network
devices. For covering this demand, in 2012, it was launched the HomePlug AV2 that
can achieve theoretical data rates of 1012 Mbps (over PHY layer). It uses the same
architecture of HomePlug AV and HomePlug Green, which allows interoperability
between them. However, it has an extended frequency band, from 1.8 to 86.16 MHz,
which allows the use of 3,455 subcarriers and, consequently, a higher data rate in com-
parison to HomePlug AV. HomePlug AV2 supports MIMO operation, which allows
to transmit data in two pairs of wires (line-neutral and line-ground or neutral-ground
inside a three wire configuration). The second pair of wires allows using a second
independent transmitter, which doubles the data rate, achieving a theoretical data rate
of 2,024 Mbps (over PHY layer). In premises that do not have a three wire config-
uration to implement MIMO, the HomePlug AV2 device automatically changes the
configuration to standard SISO operation. The MAC layer is similar to HomePlug
AV except that it was added a power save mode, like in HomePlug Green [7,98].

5.4.8.2 HD-PLC
HD-PLC is a BB-PLC standard (MAC and PHY layers) created in 2005 by Panasonic
Corporation [99]. In order to promote the world wide operation and interoperability of
its standard, Panasonic founded in 2007 the HD-PLC Alliance, a nonprofit association
that currently has 22 members, including industries and SDOs [100,101]. The efforts
of this alliance led HD-PLC to be used as part of the international standard IEEE
1901-2010 [99].

HD-PLC PHY layer is based on the wavelet OFDM technique (W-OFDM) with
pulse width modulation (PAM) mapping in each subcarrier. In comparison to the
conventional fast Fourier transform OFDM (FFT-OFDM), W-OFDM does not require
guard intervals between OFDM symbols. Due to this feature, the W-OFDM provides
higher transmission efficiency so that HD-PLC PHY can achieve a theoretical data rate
of 240 Mbps over a 26-MHz bandwidth (frequency range 2–28 MHz). Concatenated
RS and CONV FEC coding and interleaving are employed to increase the robustness of
the system to transmission errors caused by the communication channel. Optionally,
the low density parity check CONV (LDPC-CONV) coding may also be employed
[102].

MAC layer supports two types of media access mechanism, CSMA/CA and
dynamic virtual toking passing (DVTP). The security uses AES-128 encryption code
and the convergence layer supports Ethernet packets. HD-PLC also supports ATM
function which allows, after channel estimation, the physical layer to use an optimized
configuration according to channel conditions and consequently to improve network
throughput [102].
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For avoiding interference with licensed radio communication services, HD-PLC
supports dynamic notch (DN) and dynamic power control (DPC) functions. The HD-
PLC device with DN function periodically senses the presence of short wave radio
signals in the medium, and once it is detected, the device will add notches to the
PLC signal in the regions of the frequency spectrum in which the radio signals were
detected. The DPC function reduces the power of the PLC signal when the HD-
PLC device has a good communication link that does not need maximum power
transmission [102].

5.4.8.3 IEEE 1901-2010
In 2005, the IEEE P1901 Working Group, sponsored by the IEEE ComSoc and aiming
to develop an international BB-PLC standard with data rates over 100 Mbps (over
PHY layer) and frequencies below 100 MHz, was created [103]. At the end of 2010,
the standard created by this working group (IEEE 1901-2010) was published [104].

IEEE 1901-2010 BB-PLC standard defines two PHY/MAC layers, one based on
HomePlug AV and another based on HD-PLC standards. The choice for one of the
layers is optional, but IEEE 1901-2010 specifies a mandatory Intersystem Protocol
(ISP) that guarantees the coexistence between both PHY layers (but no interoperabil-
ity) and other BB-PLC standards. In addition to operating in the frequency band of
HomePlugAV and HD-PLC (up to 30 MHz), IEEE 1901-2010 standard can optionally
operate in frequencies above 30 MHz (1.8–50 MHz), which enables theoretical data
rate of 500 Mbps (over PHY layer and operating in the whole frequency band) [105].

The reason for the use of two PHY/MAC layers is related to the divergence
of technologies in the current PLC market. This can be considered a step toward
convergence of PLC technologies which will occur in the future once it is established
a solid market demand for BB-PLC systems [50].

IEEE 1901-2010 is designed to either in-home or access networks. Access net-
works involves several nodes (hundreds or thousands) in a larger area and with
centralized control, offering broadband communication services (Internet or VoIP)
and power utilities services (SG applications and building/factory control). On the
other hand, in-home networks consist of a few devices close to each other in a resi-
dential environment. For covering both scenarios, MAC layer has different algorithms
which allow its use either in a typical in-home network (with one or two hops) and
in an access network with over 1,000 nodes (multihop environment), also supporting
dynamic topologies [106].

5.4.8.4 ITU-T G.hn
In 2006, the ITU, later supported by the HomeGrid Forum (industry alliance created
in 2008), started the G.hn project in order to develop an international standard for
wired broadband communication (up to 1 Gbps) in an in-home environment (up to
250 nodes), being able to operate over power lines, phone lines, coaxial and Cat-5
cables [107]. In 2010, all three components of ITU-T G.hn, the PHY layer (G.9960),
MAC layer (G.9961) and the coexistence protocol (G.9972), were complete and
approved by the ITU [107].
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ITU-T G.hn PHY layer (G.9960) works with three different profiles. One of
these profiles is designed for SG applications and works in the frequency band of
2–25 MHz, with data rates of up to 20 Mbps, low complexity and low power con-
sumption (features required by SGs). The other two profiles work in the frequency
bands of 2–50 and 2–100 MHz, with data rates of up to 1 Gbps (over PHY layer) [49]. It
employs a quasi-cyclic LDPC (QC-LDPC) mandatory coding, interleaving, coherent
phase shift keying (PSK) or QAM mapping, and OFDM modulation [108].

ITU-T G.9972 defines ISP for G.hn standard which allows its coexistence with
IEEE 1901-2010 and consequently with HomePlug and HD-PLC devices, ever since
the same ISP is implemented in all devices. The ISP allows these devices to share the
same frequency band by means of time division multiplexing, i.e., each device uses
the same medium and frequency band, but in different times [109].

5.5 Conclusion remarks

This chapter presented the concept behind PLC technologies, its history, classifi-
cation and finally an overview of the current PLC standards present in the market.
While old PLC technologies are still used by electric utilities in RCSs or for home
automation purposes, the modern PLCs clearly have advantages that allows its use as
a complement or even substitute for the current wired and wireless communication
technologies (in either narrowband or broadband applications).

Today, NB-PLCs are strongly present in smart metering applications, being the
last mile communication solution that connects millions of consumer power meters to
the CC of electric utilities. These applications can be considered one of the first steps
towards SGs, as this communication infrastructure can be used for implementation
of other services and functions inside SG concept.

On the other hand, BB-PLCs are able to replace or work together with wire-
less technologies for sharing Internet and multimedia data in in-home environments,
overcoming the wireless signal issues to cross structures such as walls and floors. For
SGs applications in outdoor environments, the possibility of BB-PLCs interfering
with licensed radio and communication services is a concern, but precautions, such
as using low transmit power and devices capable of detecting radio signals (avoiding
transmitting at the frequencies where they are detected), can alleviate such problem.

The lack of standardization of PLCs is not an issue anymore since international
standards of both IEEE and ITU are available for both NB-PLC and BB-PLC.
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Chapter 6

Power line communication channel models
Ricardo Suyama1

Advances in communications system have been achieved through the use of reliable
models able to capture essential characteristics that are present in real environments.
In order to obtain a representative model for the signal degradation observed in PLC
communication systems, it is important to characterize the distortions imposed by the
propagation of the signals in the wires, in terms of the channel frequency response
(or, equivalently, the channel impulse response), and correctly model the noise, which
may be even more stringent than in other communication systems, such as in ADSL
or wireless communications systems.

Several works have proposed models for the PLC channel, essentially trying to
capture the propagation effects due to multipath propagation in the physical medium
and to obtain realistic noise models, following two main approaches to accomplish
this task: a bottom-up and a top-down approach.

In the bottom-up approach, the channel transfer function is modeled using trans-
mission line theory and requires prior knowledge about the network topology and
loads connected to it [1–4]. Nevertheless, statistical extensions of the model were
proposed in [5–7], so that channels with similar characteristics could be generated
without the knowledge about a specific network configuration.

On the other hand, in the top-down approach, the channel model is obtained by
considering a general multipath propagation model for the signals, with parameters
that can be fitted from real measurements [8,9] or statistically modeled [10,11],
allowing the generation of channels similar to those found in practice.

In this chapter, rather than providing a broad view about the existing models
found in the literature, we follow the top-down approach, aiming to provide a concise
description of simple models that can be used in simulations to assess the performance
of PLC communications systems and smart grid applications. In this sense, the chap-
ter has been structured as follows: first, the analytical multipath propagation model
is presented, which is the basis for generating synthetic frequency responses, for both
broadband and narrowband PLC (NB-PLC); then, we present usual models for the
noise present in the PLC communication channel. In the sequence, we present the gen-
eral procedure for generating channel frequency responses for simulation scenarios

1Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
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for broadband and NB-PLC, and, finally, we comment about recent extensions of
such models to MIMO PLC systems.

6.1 Multipath propagation model

Due to the very nature of low voltage and medium voltage distribution network,
signal propagation in such medium does not occur in a direct “line-of-sight” path
between transmitter and receiver. Since there may exist several connections and
derivations in the network, the received signal is a composition of the transmitted
signal and additional echoes (due to the propagation in additional paths) [9]. This
situation is illustrated in a simple example in Figure 6.1, which depicts a hypothetical
communication channel with a branch somewhere between “A” and “B.”

Let us assume that both transmitter and receiver ends are matched with the trans-
mission lines, i.e., the loads impedances ZA and ZB are equal to the lines characteristic
impedances ZL1 and ZL2, respectively. In this case, signal transmitted from A to B is
possibly subject to reflections in the branch connection point (denoted in the figure
by point “X”), and in the end of the branch (point “C” in the figure), due to impedance
mismatch. Hence, one can define the reflection factors r1X , r3X and r3C to represent
how much of the impinging signal is reflected in points X and C, and transmis-
sion factors t1X and t3X to model how much of the impinging signal is transmitted
through X .

It is not difficult to imagine different possible propagation paths that may arise due
to multiple reflections, for example, paths like A → X → B, which can be considered
a “line-of-sight” path, A → X → C → X → B, A → X → X → X → C → X → B,
and so on. Thus, in order to obtain the channel model, it is necessary to consider
the attenuation and delays associated with each propagation path.

The attenuation observed in a particular path is due to the reflection and trans-
mission factors along the path—represented by a gain gp which is the product of the
reflection and transmission factors (denoted by rij and tij in Figure 6.1) along the
path—and also due to the attenuation A(f , d) related to losses of the cables, which
increases with the path length and frequency. On the other hand, the propagation delay

A B

C

r3C

t3Xr3X

r1X

t1X

X1 2

3

Figure 6.1 Multipath signal propagation in a transmission line with a single tap
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associated with a particular path p depends on the propagation velocity in the cables
and is given by

τp = dp
√
εr

c0
= dp

v
, (6.1)

where εr denotes the dielectric constant of the insulating material, c0 is the speed
of light and dp denotes the length of the path. Hence, considering these factors, the
frequency response of the channel connecting A to C can be expressed as

H (f ) =
Npaths∑

p=1

gp · A( f , dp) · e−j2π f τp . (6.2)

The attenuation due to cable losses can depends on physical characteristics of
the cable [12], but based on results obtained from real channel measurements, it was
found that A(f , dp) can be approximated by

A( f , d) = e−α( f )d = e−(α0+α1·f k )d , (6.3)

where α0 and α1 are attenuation parameters that can be fitted from real measurements
and k is a constant that has typical value between 0.5 and 1 [9]. Hence, using (6.3) in
(6.2), one obtains that the channel frequency response can be modeled by1

H ( f ) = A

Npaths∑

p=1

gp · e−(α0+α1·f k )dp · e−j2π f (dp/v), (6.4)

where v is the propagation velocity and A is a normalization constant.
The signal propagation model presented in (6.4) has been used as an essential

building block for PLC channel models [9–11]. Figure 6.2 illustrates the frequency
responses of two different channels that were obtained by fitting (6.4) to measure-
ments. In the first case, the channel is modeled with N = 5 dominant paths, while
in the second, N = 4. Despite the simplicity of the model and the reduced num-
ber of dominant paths, the resulting frequency response is able to capture the main
characteristics observed in real channels [9].

In order to cope with possible variations found in real channel responses, sev-
eral studies in the literature were devoted to explore statistical information about
PLC channel from worldwide measurement campaigns, from which it was possible
to develop methods to generate channel models that exhibit the same statistical prop-
erties of the real measured channels. It is worth mentioning that it is similar to the
approach followed in the development of wireless communications systems [13–15],
obtaining statistical reference models for the propagation of wireless signals in dif-
ferent scenarios. In Sections 6.3 and 6.4, we discuss in more detail such models,
presenting a methodology to generate PLC channels for simulations of broadband
and NB-PLC communications systems.

1A more general model would consider that the reflection and transmission coefficients present complex
values and be frequency dependent—in which case gp should be replaced by |gp|eφgp ( f ).
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Figure 6.2 Frequency response magnitude obtained with (6.4) using parameters
presented in (a) [8] and (b) [9]

6.2 Noise in PLC channels

An important part of PLC channel modeling is related to the noise model to be
adopted. Since the noise in such environment is, in fact, a composition of noise
sources connected to the network, such as electrical motors, dimmers, consumer
electronics, and from external sources, such as radio broadcast, it is not easy to obtain
a single model that can encompass the characteristics of all distinct sources.

A usual approach is to consider different models, one for each particular type of
noise. In this chapter, we discuss three common types of noise that can be observed
in the PLC channel, as indicated in Figure 6.3: colored background noise, which
can be understood as the result of a superposition of several noise sources connected
to the network; narrowband noise, commonly associated with radio broadcast; and
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Figure 6.3 Different types of noise present in PLC channels

impulsive noise, due, for instance, to the connection or disconnection of electrical
equipment in the network [16].

6.2.1 Colored background noise

Due to the contribution of several sources, the disturbances in the frequency range
used in PLC systems give rise to a colored background noise, which varies with
frequency [17]. In the literature, different models for the background noise were
proposed, but share a similar power spectral profile, with a low density in almost all
frequency range, which, however, significantly increases for lower frequencies [7,9].

A simple model that exhibit such characteristics considers that the background
noise has a Gaussian distribution with power spectral density given by

SnBG ( f ) = a + b

∣∣∣∣
f

1 × 106

∣∣∣∣
c

, (6.5)

where a, b and c are parameters that can be obtained from measurements, and f is
given in Hz. For example, in [17], the authors proposed, based on measurements,
that a , b and c be set to −140, 38.75 and −0.72, respectively, for a “good” channel
condition, and −145, 53.23 and −0.337, respectively, for a “bad” channel condition.
Both situations are depicted in Figure 6.4(a), and the basic difference between each
other is related to the noise floor level, since both scenarios maintain the same decay
profile.

Another model for the background noise was proposed in the context of the
OMEGA project [18], a European research project involving several companies and
universities that made several contributions to the characterization of the PLC chan-
nel. Based on experimental measurements, the proposed model expresses the power
spectral density of the background noise as

SnBG ,OMEGA( f ) = 10 log10

(
1

f a + 10b

)
, (6.6)

where a and b are the model parameters. The noise level profile, for a = 2 and
b = −15.5, as originally proposed in [18], is shown in Figure 6.4(b), indicating the
same frequency dependent behavior observed in the previous model.
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Figure 6.4 Background noise models (a) proposed in [17] (b) Omega Project [18].
In (a) both best- and worst-case scenarios are depicted

6.2.2 Narrowband noise

In general, there are two main sources of narrowband interference in PLC systems.
First, devices connected to the power network that operate switching the input current
(such as dimmers and switching power supplies), which originates a noise associated
with the switching frequency, that can be as low as 50 Hz, in the case of dimmer
devices, up to hundreds of kHz, for switching power supplies. The second group of
noise sources is associated with radio frequency transmission, from radio broadcast-
ers in long, medium and short wave range, as well as amateur radio. In the short and
medium wave band, transmissions are mainly based on narrow band analog modu-
lation techniques, with bandwidths around 9 kHz, which may be seen, in broadband
OFDM communication schemes, as a single-tone interference [19].
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For those reasons, in simulations, the narrowband noise is often modeled as a
sum of multiple sinusoidal terms, i.e.,

nNB(t) =
Ninterf∑

k=1

Ak sin(2π f0,k t + φk ), (6.7)

where Ninterf is the number of disturbers, each one with a different central frequency
f0,k , amplitude Ak and phase φk . In the absence of prior information about possible
disturbers, an usual approach is to consider that the frequencies are randomly dis-
tributed in the frequency spectrum, with arbitrary values for their amplitudes and
phases.

A more elaborated model, based on real noise measurements, was proposed
in [20].According to the model, developed in the frequency domain, the power spectral
density associated with the narrowband interference can be represented by [21]

SnNB ( f ) =
Ninterf∑

k=1

Ake−( f −f0,k )2/(2B2
k )), (6.8)

where Bk denotes the bandwidth of each interferer. Generation of noise samples
exhibiting such power spectral density can be carried out by filtering a white Gaussian
noise.

An interesting point in the model presented in [20] is that it also provides statistical
models for each of the parameters in (6.8), which were obtained from measurements
made in residential and office buildings. For example, in a “typical” residential build-
ing, the author proposes that Ninterf should follow a normal distribution (for positive
values) with a mean value μ = 0.88 and standard deviation σ = 5.47 for frequencies
below 10 MHz, μ = 0.35 and σ = 3.94 for frequencies between 10 and 20 MHz, and
μ = 0.72 and σ = 2.53 for frequencies in in the 20–30-MHz range. By generating
random numbers following such distributions (considering only the positive values),
the following can be observed: for the frequency range of 0–10 MHz, there will be
an average of NB1 = 5 disturbers; for the 10–20 MHz range, the average is NB2 = 3;
and for the 20–30 MHz range, the average is NB3 = 2.

Similar statistical models for Ak and Bk are presented in [20], and in Figure
6.5, the power spectral density in the 0–30-MHz frequency range, for a particular
realization, is depicted. Using the parameters presented in [20], a number of narrow-
band disturbers were generated, leading to the narrowband noise level illustrated in
Figure 6.5(a). In Figure 6.5(b), the narrowband noise was added to the background
noise model presented in (6.6), and a general overview of the noise level in the channel
is obtained.

6.2.3 Impulsive noise

Impulsive noise in the PLC channel is mainly associated to the occurrence of distur-
bances that present a high level of interference in a short period of time, a characteristic
that is not easily captured by simple models as the ones used to represent background
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Figure 6.5 Background noise models (a) proposed in [17] (b) Omega Project [18].
In (a) both best- and worst-case scenarios are depicted

noise. In the sequence, some of the most common impulsive noise models are pre-
sented: the Bernoulli–Gaussian model, the Middleton Class A model, the α-stable
model and the Markov–Gaussian model.

6.2.3.1 Bernoulli–Gaussian model
Considered to be one of the simplest impulsive noise models, the Bernoulli–Gaussian
model represents the impulsive characteristic by means of the product of two inde-
pendent random sequences: a real Bernoulli ε(t) and a complex Gaussian process
n1(t), i.e.,

nI (t) = ε(t)n1(t). (6.9)

The occurrence of a high level of interference is controlled by the Bernoulli
distribution, and the amplitude of this disturbance is associated with the value drawn
from the Gaussian distribution. Hence, if the background noise is also assumed to be a
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Gaussian process, with standard deviation σBG, the overall model for the background
and impulsive noise can be expressed by a mixture of Gaussians, i.e.,

n(t) = εn1(t) + (1 − ε)nBG(t) (6.10)

where nBG(t) is the background noise. In this case, the noise at any given time instant
will be characterized by a random value with probability density function given by

p(nBG(t)) = (1 − P)N (0, σ 2
BG) + PN (0, Kσ 2

BG), (6.11)

where P denotes the probability that an impulsive noise occurs, N (μ, σ 2) denotes
the Gaussian distribution with mean value μ and variance σ 2, and Kσ 2

BG denotes
the variance of the impulsive noise (K times higher than the background noise).
Figure 6.6 depicts two different noise scenarios, with σ 2

BG = 0.01 and K = 400, to
illustrate the effect of the impulsive noise under different impulse probabilities –
P = 0.01 in Figure 6.6(a), a mild noise scenario, and P = 0.1 in Figure 6.6(b), a
scenario heavily disturbed by impulsive noise.

6.2.3.2 Middleton Class A
The Middleton Class A model has been widely used and studied noise model [21–24],
that still preserves the simplicity of Bernoulli–Gaussian model, but has a greater
flexibility. Mathematically, noise samples following Middleton’s Class A noise model
follows the distribution given by

p(nI (t)) =
∞∑

m=0

PmN (0, σ 2
m), (6.12)

where

Pm = �me−�

m! , (6.13)

and

σ 2
m = σ 2

I

m

�
+ σ 2

BG, (6.14)

with σ 2
I and σ 2

BG denoting, respectively, the impulse noise and background noise
variance. In such model, the parameter � is associated with the density of impulses
occurring in an observation period.

From (6.12) one can observe that the distribution is also given by a mixture
of Gaussian distributions, as in the Bernoulli-Gaussian model, but considering an
infinite number of terms. Nonetheless, an approximation of (6.12) taking only the
first terms in the summation is often enough to model the impulsive noise [25]. In
this case, truncating (6.12) to the first N terms results in

p(nI (t)) =
N−1∑

m=0

P′
mN (

0, σ 2
m

)
, (6.15)

where

P′
m = Pm∑K−1

m=0 Pm

. (6.16)
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Figure 6.6 Impulsive noise model based on a Bernoulli–Gaussian distribution,
for σ 2

BG = 0.01, K = 400 and two different scenarios (a) P = 0.01
(b) P = 0.1

In Figure 6.7, two different scenarios with Middleton’s noise model are depicted,
in similar conditions to that presented in Figure 6.6. In the simulation, only the first
5 terms of (6.12) were used. The difference in Figure 6.7(a) and 6.7(b) is due to
different values of the parameter � (0.01 and 0.1, respectively).

6.2.3.3 α-Stable distributions
α-Stable distributions have been considered as an appropriate distribution to model
the impulsive characteristic of noise in PLC systems [25,26], and arise from a gen-
eralized form of the Central Limit Theorem from probability theory, which states
that the sum of independent and identically distributed (i.i.d.) random variables with
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Figure 6.7 Impulsive noise model based on Middleton’s Class A distribution,
for σ 2
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I = 4 and two different scenarios (a) �= 0.01
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finite or infinite variance converges in distribution to the α-stable distribution [27].
If only finite variances are allowed in the sum, then the normalized sum converges in
distribution to the Gaussian distribution.

The α-stable distribution, denoted by Sα(σ ,β,μ), is defined by four parameters:

α represents an index of stability (0 < α < 2) and is related to the tail decay of the
distribution.

σ is a scale parameter (σ ≥ 0).
β is the skewness parameter (−1 ≤ β ≤ 1), being equal to 0 for a symmetrical

distribution and assuming other values for skewed variables.
μ represents a shift parameter (μ ∈ 	), controlling the location of the variable.
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For α = 2, the distribution is equivalent to the Gaussian distribution, with the
distinction that σ 2 is not equivalent to the variance—in fact, σ 2 = (variance/2).

In general, an α-stable random variable X ∼ Sα(σ ,β,μ) has no closed form for
the probability density function (pdf), hence being usually defined in terms of its
characteristic function


X (θ ) =
{

exp{ jμθ − σα|θ |α(1 + jβ sign (θ ) tan (πα/2))} if α �= 1

exp{ jμθ − σ |θ |(1 − jβ(2/π ) sign (θ ) ln |θ |)} if α = 1
, (6.17)

where θ ∈ 	 and

sign (θ ) =

⎧
⎪⎨

⎪⎩

1 if θ > 0

0 if θ = 0

−1 if θ < 0

. (6.18)

Even though it is not possible to obtain a closed-form expression for the prob-
ability density function (pdf) from (6.17), one can obtain it numerically [26], which
is depicted in Figure 6.8 for different values of α. From the pdf, by numerical inte-
gration, it is also possible to obtain the cumulative distribution function, which can
then be used to produce samples following the distribution by the method of inverse
transformation [27]. Figure 6.8(b) and 6.8(c) shows a set of noise samples drawn from
the α-stable distribution for two distinct values of α. In Figure 6.8(c), the samples
correspond to the distribution for α = 2, which is equivalent to the normal distribu-
tion, whereas in Figure 6.8(b), the noise was generated with α = 1.5, thus exhibiting
a more impulsive behavior.

The summarized procedure to generate samples from an α-stable distribution,
as indicated in [26], comprises the following steps:

1. Sample
X (θ ) using increasing values for θ , obtaining a numerical representation
of the characteristic function;

2. Evaluate the inverse discrete Fourier transform of the resulting sequence, obtain-
ing a numerical representation of the desired pdf. It is worth mentioning that
the samples of the characteristic function should maintain Hermitian symmetry
before applying the inverse Fourier transform;

3. Obtain an estimate of the cumulative density function (cdf) by numerical
integration of the pdf;

4. Once the cdf is estimated, it is possible to generate α-stable random numbers by
using a pdf transformation method

6.2.4 Markov–Gaussian noise model

One major drawback of the previous models, despite their simplicity, is that they
are unable to model possible temporal structure that may be present in the noise.
For instance, the impulsive noise often occurs in bursts [9], a characteristic that is
not captured by a simple distribution. In such scenario, a simple model based on
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an association of a Markov process and the Gaussian distribution, denoted here as
Markov–Gaussian model [28], can be interesting to describe this burst behavior of
the noise.

This model can be considered a simplified version of the model presented in [9]
and is based on the approach described in [29,30] to model channel events that occur
in bursts. In the Markov–Gaussian model, the noise is a complex circularly symmetric
Gaussian random variable with variance depending on the channel state sk—which
can be either G, i.e., a “good” channel, or “B,” i.e., a “bad” channel, as indicated in
Figure 6.9, where PIJ denote the transition probability from state I to state J . The pdf
of nk in each case is defined as

p(nk |sk = G) = N (0, σ 2
BG), (6.19)

and

p(nk |sk = B) = N (0, Kσ 2
BG), (6.20)

where the parameter K ≥ 1 represents the ratio between the average noise power
present in the bad channel and that in the good channel.
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Figure 6.9 Markov chain used in the Markov–Gauss noise model

In order to completely describe the noise model, it is necessary to define the
statistical description of the state process {sk}, which, in this model, is assumed to be
a stationary first-order Markov process [27], i.e.,

P({sk}) = P(s1)
N−1∏

k=1

P(sk+1|sk ), (6.21)

for each realization of the process {sk}. Thus, a complete description of the model is
given by the state transition probabilities PGB = P(sk+1 = I |sk = J ) for I , J ∈ {G, B}.
In this simple case, with only two states, it is only necessary to define the transition
probabilities PBG = P(sk+1 = G|sk = B) and PGB = P(sk+1 = B|sk = G). With these
values, the probabilities of being in a given state are

PG = P(sk = G) = PBG

PGB + PBG
, (6.22)

and

PB = P(sk = B) = PGB

PGB + PBG
. (6.23)

In [28], the authors define the parameter

ξ = 1

PGB + PBG
, (6.24)

which controls the behavior of the noise. For ξ > 1, the channel tends to stay in a
state for a period that is longer than that observed in the memoryless case, while for
ξ < 1, the channel tends to stay in a state for a period that is, on average, shorter than
the memoryless case. Thus, for typical scenarios with bursts affecting the channel,
one should consider values of γ ≥ 1.0.

In order to illustrate the different behaviors of the model, in Figure 6.10, the
samples generated with the Gauss–Markov model are depicted for ξ = 1, ξ = 5 and
ξ = 10. It is clear that for ξ = 1, the noise samples profile is similar to that observed
in the noise models without memory, whereas for ξ = 5 and ξ = 10, the impulses
appear in bursts, as was originally expected.

6.2.5 Noise in narrowband systems

The noise in NB-PLC systems is mainly composed of continuous colored background
noise and continuous tone jammers, together with periodic impulses [31]. In the
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literature, two main noise models have been used to assess the performance of NB-
PLC systems, denoted here as Katayama model [31] and LPTV Model [32]. In this
chapter, we focus our attention on the first model.

The Katayama model was developed taking into account a set of measurements
obtained in Japan. In the measurements, the authors found that the noise presents a
cyclic behavior and thus could be modeled as a cyclostationary process. In this model,
the distribution of the noise samples at a particular time instant is given by a Gaussian
distribution, with zero mean and variance that varies synchronously to the AC voltage
of the mains. In other words, the probability density function of the noise at time
instant t = iTs can be expressed by

p(nNB(t)) = N (0, σ 2
NB(t)), (6.25)

where σ 2
NB(t) is the instantaneous variance of the noise and is a periodic time function,

with period that equals to half of the mains frequency, i.e., T/2.
The form of σ 2(t) can be estimated considering an average of the instantaneous

noise power, taken at every T/2 seconds, for t = 0, . . . , T/2. However, the authors
propose the use of a simple function to approximate the behavior of σ 2(t), thus reduc-
ing the number of parameters to be estimated. The periodic function to approximate
the variance is expressed by

σ̂ 2
NB(t) =

L−1∑

l=0

Al| sin(2π t/T + θl)|nl , (6.26)

where Al , θl and nl are the parameters that characterize the variance of the noise.
In general, L = 3 is sufficient to capture most of the noise characteristics in NB-

PLC systems, where the term for l = 0 represent the background noise (and, hence,
n0 = 0 and θ0 is an arbitrary constant value), the term associated with l = 1 is related
to continuous periodic noise, and the term for l = 2 is used to mode the periodic
impulsive noise [31].

The resulting model is able to generate uncorrelated noise samples, and in order
to introduce a spectral profile—which is typically assumed to have an exponential
decay—the Gaussian noise should be filtered by a linear time invariant system in
order to shape its power spectral density. The shaping filter is defined in the frequency
domain as

δ( f ) = a

2
exp(−a| f |) , (6.27)

with a being estimated from measurements. The procedure for generating noise
samples according to the model can be summarized as follows:

1. Determine the set of parameters for σ 2(t)
2. Generate uncorrelated noise samples with instantaneous variance given by σ 2(t)
3. Filter the noise samples with an LTI system with frequency response given by√

δ( f ), as defined in (6.27).

In Figure 6.11, an example with a = 1.2 × 10−5, as indicated in [31], is presented.
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Figure 6.11 Noise samples from the Katayama model, with parameters indicated
in [31]

A further refinement in the noise model for NB-PLC systems was presented
in [32], where the authors introduce the possibility of variation of the noise spectral
content. In the Katayama model, the noise samples produced by a cyclostationary
process is filtered by a single filter in order to produce a decaying spectral profile.
In [32], a new model denoted linear periodically time-varying (LPTV) noise model
is presented, in which the authors consider that a given observation period can be
divided into intervals where the noise spectral shape remains unchanged. As in other
approaches, the parameters for each filter in the LPTV noise model is obtained by
fitting the model with real measurements.

6.3 Generating channels for broadband PLC

The analytical model for the PLC channel transfer function in (6.4) depends on a set
of parameters, which can be fitted to represent a particular scenario [8]. However,
in general, rather than obtaining the results for a particular channel, it is interesting
to have a more flexible description of the scenario—e.g., a model that represents a
channel in a “common” in-home scenario or in a “common” industrial scenario. This
flexibility can be achieved considering that some of the parameters in (6.4) are, in
fact, random variables, and the parameters are obtained after fitting the model with
real measurements.

Following the model presented in [10], let us assume that reflection and trans-
mission coefficients in a network are uniformly distributed in [−1, 1] or, equivalently,
are the result of the product between a uniform random variable between [0, 1] and
a random sign flip. Thus, since gp is a product of these transmission and reflection
coefficients, its distribution will approach a log-normal distribution [27] multiplied
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by a random sign flip. It is further assumed that gp is zero mean, with variance
equal to σ 2

g = 1, without loss of generality since constant A can be properly adjusted
afterwards.

The path lengths dp can also be modeled a random variable, and unless more
information is provided, a usual practice is to consider that it is uniformly distributed
in the interval [0, L], for a particular length L. Finally, regarding the number of paths,
it is assumed that it is a Poisson random variable, i.e.,

Npaths ∼ P(npaths) → P(Npaths = k) = e−�L

1 − e−�L

(�L)k

k! (6.28)

where k ≥ 1 and�L define the mean value of the distribution. In other words,� can
be interpreted as the number of paths per unit length (paths/m). In [10], for example,
it is assumed that � = 0.2 (paths/m).

Plausible values for the remaining parameters in (6.4) are ν = 2 × 108, A =
6.7 × 10−4, α0 = −0.015, α1 = 3.7 × 10−5, k = 0.35 and L = 320. A complete set
of parameter values corresponding to real channel measurements can be found in
[10].

Based on these statistical models, the procedure for generating the channels can
then be summarized as follows:

1. Determine the number of paths in the channel, according to the distribution
defined in (6.28);

2. Path lengths should be uniformly sampled in the interval [0, L];
3. Obtain the path gains gp from a lognormal distribution, with zero mean and

σ 2
g = 1, multiplied by a random sign flip;

4. Determine the channel frequency response using the obtained parameters in (6.4).

6.4 Generating channels for narrowband PLC

Following a similar approach as in the broadband PLC case, in [11], the authors
propose a channel generator for NB-PLC, considering the channel frequency response
below 500 kHz. The proposed model is also based on the multipath propagation model
(6.4), but, in this case, the model explicitly includes a frequency dependent path gain
gp( f ) in the channel frequency response, and it is assumed that it can be modeled as

H ( f ) = A

Npaths∑

p=1

gp( f ) · e−(α0+α1·f )ντp · e−j2π f τp , (6.29)

where τp is the path delay and ν = 2 × 108 m/s is the signal propagation velocity in
the cables.

As in the previous case, the application of this model to the NB-PLC case depends
on the proper selection of its parameters, which can also be described in terms of
statistical models obtained from field measurements [33]. A simplification in (6.29)
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was proposed to approximate the behavior of the path gain gp( f ) and obtain a compact
and simpler expression for the channel frequency response, given by

H ( f ) = A

Npaths∑

p=1

ap · ebpf · ejφpf · e−j2π f τp , (6.30)

in which the path gain and the attenuation in the cable are modeled by parameters ap,
bp and φp.

The procedure for generating the synthetic channels is very similar to that
described for the broadband channels, and can be summarized as follows [11]:

1. Obtain the number of paths Npaths, which should be drawn from a Poisson
distribution, with parameter λ = 25.04;

2. Generate the delays τp by generating samples from a Beta distribution, i.e.,

X ∼ Beta(α,β) → p(x) = xα−1(1 − x)β−1

B(α,β)
, (6.31)

where

B(α,β) = �(α)�(β)

�(α + β)
(6.32)

with �(x) representing the Gamma function [27]. In this case, the shape param-
eters ατ and βτ given by 0.43 and 0.45. Since the values are normalized, τp is
obtained by multiplying the random value by τmax = 0.808 ms;

3. For each path, generate φp, ap and bp as random samples from the following
distributions:
φp Uniform distribution in the interval [−π ,π ];
ap Lognormal distribution with mean μ and standard deviation σ .
bp Gamma distribution with shape parameter a and scale parameter b.

Plausible parameter values for generating ap and bp are μ = −90, σ = 2.5, a =
1 × 10−5 and b = 2. A detailed description of the parameter values obtained from
real channel measurements is given in [11].

6.5 Extensions to MIMO PLC

The availability of three wires—phase (P), neutral (N) and protective earth (PE)—in
powerline infrastructure in many countries worldwide, can be explored to implement
a MIMO PLC system, which may help increase the achievable data rates in the
communication system. In Figure 6.12, the possible subchannels that can be used
involving the existing wires in the powerline infrastructure are illustrated.

A first approach for generating a MIMO channel model was presented in [34],
where the authors present a methodology for generating a 2×4 MIMO channel. The
key idea explored by the authors was to obtain the MIMO channel model from a single-
input–single-output (SISO) channel generated using the model proposed in the context
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Figure 6.12 Individual physical paths in a MIMO PLC channel. CM denotes the
common mode

of the European OPERA project [35]. Assuming that a reference SISO channel was
generated, subchannels that compose the MIMO model are obtained by multiplying
the taps of the SISO channel by random phase factors. Since all subchannels are
derived from the same reference SISO channel, the larger the variation introduced
by these phase factor, the more uncorrelated the channels will become. This same
idea was used in [36] to generate a 3 × 3 MIMO channel. Nevertheless, with this
approach, it is not possible to have total control about the correlation between the
subchannels, an important aspect to be considered in the development of strategies
for MIMO communication systems designs.

In this sense, the work presented in [37] tackles the problem of channel mod-
eling from a different perspective, developing a model able to capture the spatial
correlations observed in real measurements corresponding to a 2 × 3 MIMO channel.
Considering that the estimated channel coefficients for each subcarrier at frequency
f are organized in a matrix H( f ), of size Nr × Nt , where Nr and Nt represent the
number of receiving and transmitting ports, it can be factored as

H( f ) = K · R1/2
r · H′( f ) ·

(
R1/2

t

)T
(6.33)

where K is a constant, Rr and Rt are the transmitter and receiver correlation matrices,
respectively, and H′( f ) is a channel matrix with taps corresponding to i.i.d. variables
with a complex Gaussian distribution (zero mean and unit variance). Hence, if one is
able to obtain the correlation matrices that represent a particular scenario, it is easy
to generate several MIMO channels presenting the same spatial correlation structure.

This idea was further explored in [38] and a more elaborated model was derived,
using the formulation previously described based on the multipath propagation model
(6.4), but introducing the correlation between subchannels using (6.33).

6.6 Concluding remarks

In this chapter, we presented some simple models for the channel frequency response
and noise in the context of PLC systems.
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Using an analytical formulation for the signal propagation in the powerlines, and
results from real measurements, it was possible to obtain statistical models that can
be used to generate random channels—both for broadband and narrowband PLC. In
the MIMO case, the same propagation model can be used, but some modifications are
necessary to model possible correlations between sub-channels. In addition to that,
different models for the three main categories were described, aiming to emulate the
behavior of signals observed in channel measurements.

The statistical models described in this chapter were adjusted based on real mea-
surements and provide faithful channel and noise models that can be helpful in the
design and assessment of PLC communication systems and smart grid applications.
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Chapter 7

Narrowband power line communication systems
Samuel C. Pereira1, Ivan R. S. Casella2,

and Carlos E. Capovilla2

Advanced metering infrastructure (AMI) can be considered as one of the first steps
towards smart grids (SGs) that provide direct access to consumers [1]. In a comple-
mentary way, power line communications (PLCs) appear as one of the main used
technologies today for smart metering applications (60 per cent of market share [2]),
demonstrating the importance of studying these technologies for the evolution of the
communication infrastructures of power systems.

Modern narrowband PLC (NB-PLC) technologies are a very attractive solution
for last-mile communication of the AMI [2,3] and a great promise to integrate future
SGs applications. These technologies can provide two-way communication with the
quality needed for neighbourhood area networks (NANs) that interconnect the smart
meters, to meet the requirements of the AMIs (smart meters can offer in addition to
electricity services, gas and water services). The NANs are connected to the utility’s
control centre (CC) through field area networks and wide area networks enablingAMI
to offer remote metering of power consumption (this information can be accessed in
real-time by consumers and/or the utility) and other bidirectional services such as
remote load activation/deactivation and power meter tamper detection [1].

Currently, there are several widely used NB-PLC standards such as power-
line intelligent metering evolution (PRIME) and G3-PLC, respectively, developed
by the PRIME Alliance and G3-PLC Alliance, and the standards IEEE 1901.2 and
ITU-T G.hnem, created by standard development organizations (SDOs) of the Inter-
nationalTelecommunication Union (ITU) and the Institute of Electrical and Electronic
Engineers (IEEE). These standards are essential to deliver transparent, efficient and
integrated communication through the power line network. Basically, a standard is a
document that provides requirements and guidelines for a product, process or service.
Specifically in relation to the mentioned NB-PLC standards, they focus on the spec-
ifications of the two lowest layers of the open systems interconnection (OSI) model,
i.e. the physical (PHY) and medium access control (MAC) layers [4]. One particular-
ity of the above-mentioned modern NB-PLC standards lies in the fact that the PHY

1Department of Automation and Process Control, Federal Institute of São Paulo (IFSP Suzano), Brazil
2Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
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Figure 7.2 Block diagram of G3-PLC/IEEE 1901.2 PHY layer transmitter

layer of all of them uses multi-carrier (MC) modulation systems based on the OFDM
(orthogonal frequency division multiplexing) technique.

In this context, this chapter will first present an overview of the PHY layer
of the PRIME, G3-PLC, IEEE 1901.2 standards, and then the results obtained from
the performance simulations of PHY layer of these standards will be presented and
discussed considering multipath fading channels with additive white Gaussian noise
(AWGN) and impulsive noise.

7.1 PHY layer description of PRIME, G3-PLC and IEEE 1901.2
standards

In this section, the main features of the PHY layers of the standards PRIME v1.4 [5],
G3-PLC [6] and IEEE 1901.2 [7] will be described more deeply. As G3-PLC and IEEE
1901.2 have similar PHY layers, the description of both will be presented together.

The block diagram of the PRIME v1.4 PHY layer (transmitter) is shown in
Figure 7.1. The payload coming from the MAC layer and the frame control header
(FCH) generated in the PHY layer are encoded by the forward error correction (FEC)
system and sent to the OFDM generation block where the encoded bits are mapped
into subcarriers and transformed in OFDM symbols. Afterwards, the OFDM symbols
are sent to the analogue front end (AFE) interface that conditions the signal in order
to be coupled to the power line by means of specific filters.

On the other hand, Figure 7.2 shows the block diagram of a G3-PLC/IEEE 1901.2
PHY layer (transmitter). Again, the FCH and payload data are encoded by the FEC
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Figure 7.3 PHY frame structure and OSI model

system, transformed in OFDM symbols in the OFDM generation block and finally
coupled to the power line by the AFE interface.

7.1.1 PHY frame

All the NB-PLC standards specify only the two lowest layers of the OSI model, PHY
and MAC. In this model, shown in Figure 7.3, the information to be transmitted by a
source user passes through seven layers (application, presentation, session, transport,
network, data link and PHY) until reaching the communication channel, starting at
the application layer (layer 7) and ending at the PHY layer (layer 1). After passing
through the channel and reaching the receiver device, the information does the inverse
path until reaching the destination user application layer. At each layer, additional data
(e.g. control information or error detection) can be appended to the data information
to better organize the transmission of the information and ensure the reliability of
communication between different devices.

The PHY layer is responsible for defining the interfaces for medium access (e.g.
signal type, channel characteristics, timing, modulation and coding schemes). On the
other hand, the MAC layer is responsible for controlling and organizing access to the
transmission medium, which can be shared by several network devices, whether or
not based on the same standard (the MAC layer must ensure coexistence between
devices sharing the same medium in order to not interfere with each other). The MAC
is actually one of the two sublayers that constitute the link layer (MAC and logical
link control), but it is widely called the MAC layer.

The MAC layer creates a data frame known as MAC protocol data unit (MPDU)
that contains the original information at application layer plus all additional data
appended through the upper layers. Before the information is transmitted through the
PLC channel, the PHY layer attaches a preamble and an FCH to the MPDU from the
MAC layer, creating the PHY layer frame, also known as the physical protocol data
unit (PPDU). At PHY layer, the MPDU is called physical service data unit (PSDU) or
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payload. Each PHY frame starts with a preamble that is a fixed sequence of informa-
tion known and expected by the receiver and used for detecting and synchronizing the
received frame sent by the transmitter (it is also used to estimate channel conditions).
The preamble sequence is followed by the FCH which contains the information nec-
essary to demodulate the payload part of the frame [like modulation type and frame
length (FL)], including a cyclic redundancy check (CRC), that is an error detecting
code used to detect if the received FCH information contains any error caused by
characteristics of the PLC channel (like noise and multipath effect). If the FCH CRC
processing indicates any error, the information to demodulate the data frame is not
reliable and the received frame is excluded. Then, the receiver can request the trans-
mitter to resend the excluded frame, which increases the transmission latency but
guarantees the reliability of the data transmission and avoids data loss. The FCH is
followed by the payload which contains the data (information) delivered by the MAC
layer (MPDU) and that will be transmitted. The payload data is also checked by means
of a CRC code; however, it is performed at upper levels.

Figure 7.3 shows the PHY frame structure. Each part of the frame (preamble,
FCH and payload) has its length normally specified in amount of OFDM symbols
(integer number, except the preamble that can be a non-integer number of symbols
and even not to use OFDM symbols).

7.1.1.1 PRIME PHY frame
The PRIME latest version (v1.4) describes two types of PHY frames, A and B.The type
A corresponds to the one described in the previous PRIME version (v1.3.6), whereas
the type B was introduced in the latest version for supporting robust operation (ROBO)
transmission modes. This section will describe only the type B frame (information
about type A can be found in [5]).

Preamble
The PRIME preamble is based on linear chirp sequence, i.e. a constant envelope
signal (constant amplitude) in which the frequency varies linearly by the time. The
frequency range depends on the number of frequency channels used, as PRIME fre-
quency band (41.992–471.679 kHz) is divided in eight frequency channels that can
be selected and combined in different ways (some additional details will be presented
in Section 7.1.4.2). Each used frequency channel forms a preamble sub-symbol in
which the chirp signal ranges from the lower to the upper frequency. The head of each
sub-symbol is shaped with a raising roll-off region, whereas the tail has a decreasing
roll-off region. The preamble sub-symbols (one for each used frequency channel)
are concatenated to form a preamble symbol with duration of 2.048 ms (the shaped
head and tail of each sub-symbol are overlapped with the adjacent sub-symbol in
order to maintain constant signal envelope and good autocorrelation properties of the
preamble symbol).

Figure 7.4 shows an example of PRIME preamble structure when frequency
channels 1, 3 and 6 are used (the frequency range of each frequency channel can be
found in Annex G of [5]). In the PHY frame, the preamble is repeated four times
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(in the last repetition, the preamble has a phase inversion that can be used for frame
synchronization at the receiver). The total preamble duration is 8.192 ms.

Frame control header and payload
The PRIME FCH is composed of four OFDM symbols (84 data subcarriers plus
13 pilots for each activated frequency channel), just after the preamble and with
duration of 8.96 ms (some additional details will be presented in Section 7.1.4.2). For
the subcarriers, FCH always use differential binary phase shift keying (DBPSK) with
convolutional (CONV) and repetition coding activated. The payload symbols, after the
FCH, carry 96 data subcarriers for each active frequency channel (the number of pilots
is equal to the number of active carriers) and according to the MAC configuration,
the subcarriers can be DBPSK, differential quaternary phase shift keying (DQPSK)
and differential 8-phase shift keying (D8PSK) modulated (with or without coding).
Figure 7.5 shows the PRIME FCH and payload structure with their respective fields
and lengths in bits (before encoding). The maximum number of payload symbols M
is 252 when repetition code is activated and 63 for the other settings.

The FCH is composed by the following information fields:

● Protocol: indicates the transmission mode of the payload (subcarrier modulation
type and activation of CONV and repetition encoding).

● LEN (Length): indicates the length of the payload (after coding) in number of
OFDM symbols.

● PAD_LEN: indicates the length of the PAD field at payload (in bytes);
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● Reserved: bits reserved for future features.
● CRC_Ctrl: this field contains the CRC checksum (CRC-12) over protocol, LEN,

PAD_LEN and reserved fields (used for detecting errors added in these fields
during the transmission over the PLC channel). The CRC for the payload is
performed at upper levels.

● MPDU1: first part of the MPDU (payload) transmitted in the FCH. The firsts
bits of the MPDU are transmitted in this field, being the amount defined by
the number of active frequency channels selected, ranging from 0 (one active
frequency channel) to 288 bits (eight active frequency channels).

● FLUSHING_H: bits needed to reset the CONV encoder (all six bits set to zero).
● PAD_H: bits (zeros) added (before coding) for adjusting the FCH length (number

of bits) in order to fill the four OFDM symbols (after coding). It depends on the
number of active frequency channels and ranges from zero (one active frequency
channel) to six (eight active frequency channels).

The payload is composed by the following information fields:

● MPDU2: second part of the MPDU, i.e. all the bits following the MPDU1;
● FLUSHING_P: bits needed to reset the CONV encoder (all six bits set to zero).

Only used when CONV encoder for payload is active;
● PAD: bits (zeros) added (before coding) for adjusting the payload length (number

of bits) in order to fill an integer number of OFDM symbols (after coding). It
depends on the number of active frequency channels and ranges from zero (one
active frequency channel) to six (eight active frequency channels).

7.1.1.2 G3-PLC and IEEE 1901.2 PHY frame
The G3-PLC and IEEE 1901.2 NB-PLC specification supports two types of PHY
frames: data frame and acknowledge (ACK) frame. The second one does not carry
data, only preamble and FCH, and it is used for signalling purposes (e.g. frames
correct reception verification). The PHY frames have two types of structures: one for
the CENELEC (European Committee for Electrotechnical Standardization) regulated
frequency band (3–148.5 kHz) and the other for the FCC (Federal Communications
Commission) frequency band (9–490 kHz). This section will describe only the data
frame with FCC structure (information about ACK frame and CENELEC structure
can be found in [6,7]).

Preamble
The preamble consists of eight identical specific synchronization symbols called
SYNCP symbols followed by one and a half identical specific synchronization sym-
bols denoted as SYNCM symbols, transmitted before the FCH (IEEE 1901.2 can have
eight or twelve SYNCP symbols). The duration of each preamble symbol is 213 μs
for FCC band plan and 640 μs for CENELEC. The SYNCP symbols are used for syn-
chronization, automatic gain control, initial phase reference and channel estimation.
It is obtained setting the subcarriers of the symbol with the phase vectors described
in [6,7], according to the frequency band used. The frequency bands available
(CENELEC, FCC and ARIB) have different number of subcarriers so that there is a
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specific SYNCP symbol for each band. The SYNCM is identical except that all sub-
carriers are inverted (π phase shifted) in relation to SYNCP symbol, being the phase
distance between SYNCP and SYNCM symbols used for frame synchronization.

Frame control header and payload
For FCC band plan, the FCH is composed of 12 OFDM symbols (232 μs each
one) with 72 data subcarriers just after the preamble, being all bits protected by a
CONV coding. The FCH subcarriers are mapped to coherent binary phase shift key-
ing (BPSK) modulation with Super ROBO (S-ROBO) mode in which the data, after
coding, is repeated six times. For G3-PLC, only the FCH can use the S-ROBO mode,
but IEEE 1901.2 allows applying S-ROBO mode to the payload of the PHY frame.

The FCH has information for demodulating the payload frame, including the tone
map (TM). G3-PLC and IEEE 1901.2 have adaptive tone mapping (ATM) function
that allows the devices to adapt to the PLC channel conditions of an specific commu-
nication link, using PHY layer parameters optimized for the channel conditions and
consequently to provide maximum throughput. For that, the receiver estimates the
SNR of each subcarrier of the received signal in order to select which subcarriers will
carry data (the ones with better conditions in terms of SNR), the most appropriate
modulation type and code rate (ROBO or S-ROBO modes) and the power level of the
transmitter. The ATM function is handled by the MAC in conjunction with the PHY
layer (more details in Section 7.1.5).

The payload has only one field because the MAC layer is responsible for padding
the data in order to fit it to the PHY layer requirements. Differently from the
FCH, the payload data is protected by the concatenation of Reed–Solomon (RS)
and CONV encoders. It also has a selectable ROBO mode in which the encoded bits
are repeated by a factor of four. In IEEE 1901.2, the implementation of S-ROBO
mode (encoded bits repeated by a factor of six) for the payload is mandatory for FCC
and ARIB band plans and optional for CENELEC bands (G3-PLC does not support
S-ROBO mode for the payload).

The subcarriers payload can be mapped on the DBPSK, DQPSK and D8PSK
(mandatory) modulations and, optionally, G3-PLC (ITU-T specification) and IEEE
1901.2 support coherent modulations such as BPSK, quaternary phase shift keying
(QPSK), 8-phase shift keying (8-PSK) and 16-quadrature amplitude modulation (16-
QAM). The maximum number of payload symbols is 252 for CENELEC band plans
and 511 for FCC.

Figure 7.6 shows the G3-PLC and IEEE 1901.2 FCH and payload structures with
their respective fields and lengths in bits (before encoding).

The FCH is composed by the following information fields, common for G3-PLC
and IEEE 1901.2:

● PDC (phase detection counter): indicates the phase difference between the trans-
mitter and the receiver. For that, the devices must have an internal counter
synchronized to the zero crossing of the power line signal. This counter ranges
from 0 to 255 (8 bits) in one period of the power line signal. At the time the frame is
transmitted, the value of this counter is stored in the PDC field. Then, the receiver
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Figure 7.6 G3-PLC and IEEE 1901.2 – FCH and payload structure

compares the PDC with the value of its counter at the time of the PDC reading.
The difference of these values (transmitter and receiver counters, both synchro-
nized to the zero crossing of the power line signal) indicates the phase difference
between the devices, and it is stored in a neighbour table of each device. This
information is used for detecting losses on the distribution line and the presence
of incorrect neutral and phase installations (its use is optional).

● MOD (modulation): indicates the transmission mode of the payload, i.e. the
subcarrier modulation type (DBPSK, DQPSK, D8PSK, ROBO and S-ROBO
mode). Optionally, coherent modulation (BPSK, QPSK, 8PSK and 16-QAM) can
be used. Only IEEE 1901.2 allows the use of the S-ROBO mode for the payload.

● PMS (payload modulation scheme): indicates if the subcarriers are differentially
or coherently modulated.

● DT (delimiter type): indicates whether the frame expects or not a response. IEEE
1901.2 presents additional features, like indication that the frame was rejected or
stored for later reading due to a busy device (the busy device sends this indication
to the sender via DT field).

● FL: indicates the PHY FL in number of symbols.
● TM: it consists of three fields, each one with 8 bits. These fields are used to

indicate which sub-bands of the payload OFDM symbol are carrying data (more
details in Section 7.1.5).

● Reserved: it reserves some bits for future features.
● Two RS blocks: G3-PLC and IEEE 1901.2 allow dividing the MPDU (PSDU)

in two equal size RS blocks. This field indicates whether or not the MPDU was
divided.

● FCCS (frame control check sequence): this field contains the CRC checksum
(CRC-8 for FCC band plan) over all previous FCH fields (used for detecting
errors added in these fields during the transmission over the PLC channel). The
CRC for the payload is performed at upper levels.

● ConvZeros: bits needed to reset the CONV encoder (6 bits set to zero).
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The FCH can also have the following information fields, exclusive for IEEE
1901.2:

● DTM (data tone mask): The tone mask indicates the subcarriers used, being
applied to preamble, FCH and payload. However, IEEE 1901.2 presents the multi-
tone mask function which allows the use of a specific tone mask for the data and
other to the preamble and FCH. The DTM field indicates if the single or multi-
tone mask is used (the TM field can be used to indicate the subcarriers used on
the payload).

● ONOFFMODE: indicates if the subcarriers inactivated by the ATM function are
turned off (no energy transmitted) or carry dummy bits.

● CP mode (cyclic prefix mode): IEEE 1901.2 supports a long CP mode in which
the number of samples of the CP is 52 (rather than 30 samples from the standard
CP mode). The long CP can only be applied to the payload, and it must be indicated
on the CP mode field of the FCH.

The payload is composed by the following information field:

● PSDU: this field carries the MPDU coming from the MAC layer, i.e. the data
portion. Ever since the MAC layer is responsible for padding the data in order to
fit it to the PHY layer requirements, no additional field is needed.

7.1.2 Scrambling schemes

Scrambling is a digital data processing that can be employed to randomize the data
information in order to redistribute bits, encrypt data (in a simple concept) or aid in
data synchronization. It avoids a long sequence of zeros or ones that can increase the
crest factor (relationship between peak and root mean square power) at the output
of the OFDM block and promote energy dispersal on the subcarriers of the OFDM
symbol.

7.1.2.1 PRIME and G3-PLC scrambler
Both PRIME and G3-PLC use the same scrambling scheme. The only difference is that
PRIME applies the scrambler to the encoded data whereas G3-PLC before encoding.
Scrambling is always applied to FCH and payload, even when coding (in the case of
PRIME) or ROBO mode is not activated.

The output data of the scrambler block is obtained by means of the XOR (exclusive
OR) function of each bit of the data stream and a pseudo noise (PN) sequence. This
PN sequence is obtained by the generator polynomial P(x) described in (7.1) which
results in a sequence of 127 bits that is cyclically applied to the data stream by means
of the XOR function.

P(x) = x7 + x4 + 1 (7.1)

Figure 7.7 shows the PRIME scrambler structure, detailing the PN sequence
generator obtained by means of a linear-feedback shift register (LFSR) that must
be initialized with “all ones” state. The XOR function between each bit of the PN
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Figure 7.7 Scrambler structure of both PRIME and G3-PLC/IEEE 1901.2
PHY layer

sequence (cyclically applied to the XOR block) and the data bit stream results the
scrambled data.

7.1.3 Forward error correction system

The use of power lines as a communication channel is very challenging. The condi-
tions and parameters of power lines vary dynamically according to the types of loads
connected, their locations within the network and their behaviour over time [8]. For
low-voltage (LV) networks, in less than one second, the signal-to-noise ratio (SNR)
may vary by 10 dB due to only a single load connected [9]. Moreover, impedance
mismatches, due to the presence of several branches with different characteristics,
cause propagation delays and reflections that may significantly degrade the received
signal (multipath effect) [10].

Power lines can also greatly attenuate the PLC signal (typically 30 dB for a 200 m
link in LV networks [8]) and, taking into account the presence of different sources of
noise and interference, the resulting SNR may be negative [2], which means that the
noise and/or interference power may be higher than the PLC signal power.

In order to overcome all these issues, an FEC scheme is used. FEC encodes the
message with redundant data so that errors introduced by the communication channel
can be corrected at the receiver. The more redundant data is added, the more robust is
the system, however, the lower is the effective data rate (proportionally reduced by the
redundant data added). The performance of the FEC can be improved by concatenating
two or more different coding schemes as it is done in G3-PLC.

7.1.3.1 PRIME forward error correction system
The FEC system of PRIME, shown in Figure 7.8, processes the FCH and payload
differently. The FCH uses a fixed configuration in which it passes through a CONV
encoder, scrambler, repetition encoder and data interleaver (following this order).
The subcarriers will be always DBPSK modulated. The payload can have different
configurations:

● Coding OFF: in this configuration, the payload is processed only by the scrambler.
The subcarriers can be DBPSK, DQPSK or D8PSK modulated. This is the less
robust mode and offers the highest data rates.
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● Coding ON: the payload is processed by a sequence of CONV encoder, scrambler
and data interleaver. The subcarriers also can be DBPSK, DQPSK or D8PSK
modulated.

● ROBO mode: the payload is processed similarly to the FCH, i.e. the payload
passes sequentially through CONV encoder, scrambler, repetition encoder and
data interleaver. The only difference is that the subcarriers can be either DBPSK
or DQPSK modulated.

Convolutional encoder
The payload (when coding or ROBO are activated) and FCH data employ a CONV
encoder (most significant bit first) which has code rate of 1/2 (for each input bit,
there will be two output bits), constraint length K = 7 (seven memory elements) and
generator polynomials (171, 133)8. The generator polynomials correspond to the tap
connections of the LFSRs that integrate the encoder, represented in binary by the
polynomials (1111001)2 for Xoutput and (1011011)2 for Youtput . Figure 7.9 shows the
PRIME CONV encoder structure. At the start and end of each frame, the encoder
state is always set to zero (the error probability at the CONV decoder is lower when
the starting and ending states are known) by means of the flushing zeros appended to
the end of the FCH and payload, as shown in Figure 7.5 from Section 7.1.1.1.
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Figure 7.10 PRIME repetition code with a shift value of 2

Repetition code
The repetition code is always applied to the FCH data and, when the ROBO mode is
activated, to the payload. The repetition code consists in repeating the bit data stream
four times in a way that time and frequency diversity are introduced. For that, the
bit data stream will be divided and organized in rows whose number of lines L will
be equal the number of bits carried by each OFDM symbol, according to the chosen
subcarrier mapping (DBPSK or DQPSK) and number of selected frequency channels
Nch. As explained previously, the PRIME frequency band is divided in eight frequency
channels that can be selected and combined in different ways (some additional details
will be presented in Section 7.1.4.2). Each channel has 84 data subcarriers for the
FCH and 96 for the payload (each carrying 1 or 2 bits depending on the choice of
DBPSK and DQPSK mapping). Then, L is equal 84 · Nch for the FCH and 96 · Nch and
192 · Nch for the payload when using, respectively, DBPSK and DQPSK subcarrier
mapping.

Once the rows are organized, each one will be repeated in order to form a matrix
of four rows. For introducing time and frequency diversity, there will be a cyclic
shift of the bits position. The first row maintains the original bit position (most
significant bit first), and the next three rows have their bit position shifted Nshift

lines in relation to the previous one so that the last row (fourth) will be 3 · Nshift

shifted in relation to the first one. Nshift is two for DBPSK subcarrier modulation
(FCH and payload) and four for DQPSK (payload). Figure 7.10 shows an example of
PRIME repetition code with Nshift = 2. The original bit stream contains the amount
of bits for one OFDM symbol (one bit per line), and after the repeater, there will
be four OFDM symbols. The lines of the matrix represent the frequency domain
(subcarriers inside OFDM symbol), whereas the rows represent the time domain
(OFDM symbols).
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Figure 7.11 Example of interleaving performed by PRIME interleaver block

Interleaver
Interleaving is applied only when coding or ROBO mode is activated. Power line chan-
nel presents frequency selective fading, in which only a specific group of subcarriers
inside the used frequency spectrum is affected, which causes burst bit errors. For
avoiding these burst errors, the interleaver performs permutation of coded bits so that
adjacent bits are separated from each other by several bits, which ensures bit errors
are randomly scattered before decoding, improving the error correction capability of
the decoder.

The encoded bits of each OFDM symbol are interleaved separately so that the
interleaver block must have the size corresponding to the number of coded bits per
OFDM symbol NCBPS . The bit stream of each OFDM symbol is organized in a row
vector v(krow), with krow = 0, 1, . . . , NCBPS − 1 (krow represents the row positions of
each element of the vector, which in this case each element is a bit) and applied to the
input of the interleaver. The output of the interleaver will have a row vector w(irow),
with irow = 0, 1, . . . , NCBPS − 1 (irow represents the row positions of each element of
the interleaved vector). The elements of each position of vector w(irow) is determined
by (7.2), for krow = 0, 1, . . . , NCBPS − 1 and s = 7 for the FCH. For the payload, s is
determined by (7.3), where NCBPSC is the number of encoded bits per subcarrier (1 for
DBPSK, 2 for DQPSK and 3 for D8PSK). The rem() function finds the remainder
after division of krow by s and the function floor() rounds the division of krow by s to
the nearest integer less than or equal to that result.

w(irow) = v

(
NCBPS

s
· rem(krow, s) + floor

(
krow

s

))
(7.2)

s = 8 ·
(

floor

(
NCBPS

2

)
+ 1

)
(7.3)

Figure 7.11 shows an example of the bit permutation performed by the interleaver
block with NCBPS = 14 and s = 7; however, for the FCH , NCBPS = 84 · NCBPSC · Nch

and for the payload, NCBPS = 96 · NCBPSC · Nch, where Nch is the number of frequency
channels used for the transmission.



176 Power line communication systems for smart grids

CRCFCH
data

Payload (MPDU) OFF

ON

Robust mode
(ON–OFF)

C
on

vo
lu

tio
na

l
en

co
de

r

Sc
ra

m
bl

er

Repetition
code (RC6)

In
te

rle
av

er

Forward error correction system

To
 O

FD
M

 g
en

er
at

io
n

Only for IEEE 1901.2
Reed–

Solomon
encoder OFF

ON
Repetition

code (RC4)

Super
robust
mode

(ON–OFF)

Figure 7.12 Block diagram of G3-PLC/IEEE 1901.2 FEC system

At the receiver, the received interleaved vector w′(irow) will be applied to the
deinterleaver block that, by means of (7.4), for irow = 0, 1, . . . , NCBPS − 1, will restore
bits to their original position inside the vector v′(krow) so that it can be decoded.

v′
(

NCBPS

s
· rem(irow, s) + floor

(
irow

s

))
= w′(irow) (7.4)

7.1.3.2 G3-PLC/IEEE 1901.2 forward error correction system
Similarly to PRIME, G3-PLC and IEEE 1901.2 FEC system (shown in Figure 7.12)
also processes the FCH and payload differently. The FCH uses a fixed configuration
in which, after the scrambling, it passes through a CONV encoder, repetition code
for S-ROBO mode (encoded data bits are repeated six times) and data interleaver
(following this order).

Differently from PRIME, the FEC system for the payload in G3-PLC/IEEE
1901.2 consists of the concatenation of the RS and CONV coding schemes (it is not
possible to disable it). There is also a selectable ROBO mode in which the encoded
data bits are repeated four times. IEEE 1901.2 also offers an S-ROBO mode in which
the encoded data bits are repeated six times (G3-PLC uses the S-ROBO mode only
for the FCH and without RS encoding).

G3-PLC/IEEE 1901.2 CONV encoder
G3-PLC and IEEE 1901.2 use exactly the same PRIME’s CONV encoder described
in Section 7.1.3.1.

G3-PLC/IEEE 1901.2 Reed–Solomon encoder
The RS encoder is applied only to the payload of the PHY frame, after the scrambler
block and before the CONV encoder. The scrambled data is encoded using a RS code
with the following parameters:

● Normal mode (without repetition code): RS (n = 255, k = 239, t = 8).
● ROBO and S-ROBO modes (with repetition code): RS (n = 255, k = 247, t = 4).

Where n represents the codeword length in bytes (data bits plus eight bytes of
parity bits), k the message length in bytes (input data bits must be organized in blocks
with this length) and t is the number of symbols in which the encoder is able to correct
(i.e. errors in up to 8 bytes of any part of the codeword can be corrected). Only one
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Figure 7.13 G3-PLC/IEEE 1901.2 repetition code for ROBO mode

RS block is used for each PHY frame so that the n and k parameters are adjusted
according to the amount of data to be transmitted that will depend on the subcarrier
modulation, coding rate and available subcarriers over the frequency band. The RS
block sizes for different PHY parameters are defined in [6,7].

The RS codeword is generated using the generator polynomial presented in (7.5).
The RS parity symbols are given by the polynomial shown in (7.6), representing a
Galois Field GF(28).

g(x) =
2t∏

i=0

(x − αi) (7.5)

P(x) = x8 + x4 + x3 + x2 + 1 (7.6)

Repetition code
The repetition code is always applied to the FCH and, when the ROBO or S-ROBO
modes are activated, to the payload as well. The repetition coding is always applied
to the FCH and also to the payload when the ROBO or S-ROBO modes are activated.
It consists of repeating each bit at the CONV encoder output four times for ROBO
(RC4) mode and six times for S-ROBO (RC6). The repetition is performed bit by bit
sequentially as shown in Figure 7.13. The FCH will always use the S-ROBO mode.
For the payload, IEEE 1901.2 allows to select ROBO and S-ROBO modes, and in
G3-PLC only, ROBO mode is supported.

Interleaver
G3-PLC/IEEE 1901.2 interleaving is done in a way that both time and frequency
diversities are added, offering protection against burst errors that affect consecutive
OFDM symbols (time) and frequency deep fade that affects adjacent subcarriers
(frequency). The coded bits of each PHY frame are jointly interleaved. For this, the
bit data stream of each PHY frame, coming from the CONV encoder or from the
repetition block (in case of ROBO modes), is organized in a matrix whose number of
columns mcol is equal to the number of active subcarriers per OFDM symbol and the
number of rows nrow is equal to the number of OFDM symbols of the PHY frame times
the modulation size Nbps. The number of rows nrow is found by means of (7.7), where
ceil() is a function that returns a number equal to the nearest integer greater than or
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Figure 7.14 G3-PLC/IEEE 1901.2 interleaver matrix structure

equal to its input, Nbits is the total number of encoded bits to be transmitted in one PHY
frame and Nbps is the modulation size, i.e. the number of bits per active subcarrier
that depends on the selected mapping (DBPSK = 1, DQPSK = 2, D8PSK = 3 and
16QAM = 4).

nrow = ceil

(
Nbits

mcol · Nbps

)
· Nbps (7.7)

Figure 7.14 shows the structure of the G3-PLC/IEEE 1901.2 interleaver matrix,
where i and j represent, respectively, column and row positions. Once the matrix is
organized, interleaving is performed in two steps. In the first step, each column is
circularly shifted a different number of times. In the second one, each row is also
circularly shifted. The number of circular shifts for the rows is determined by (7.8)
whereas the columns by 7.9, where I and J represent, respectively, column and row
interleaved positions, nj is the first coprime of nrow larger than 2 and ni the second
one (I obtained from J ). Similarly, mi is the first coprime of mcol larger than 2 and
mj the second one (if it is not possible to find two coprimes larger than 2, one of the
coprimes must be set to 1 with ni > nj and mj > mi). The rem(a, b) function finds the
remainder after division of a by b.

J = rem(j · nj + i · ni, nrow) (7.8)

I = rem(i · mi + J · mj, mcol) (7.9)

The spreading behaviour of the G3-PLC/IEEE 1901.2 interleaver for a 10×8
matrix is shown in Figure 7.15. As nrow = 8, then nj = 3 and ni = 5 (coprime numbers
for 8, except 1 and 2, are 3, 5 and 7) and as mcol = 10, then mi = 3 and mj = 7 (coprime
numbers for 10, except 1 and 2, are 3, 7 and 9). With these parameters, (7.8) and (7.9)
can be applied to the original matrix in order to find, respectively, I and J coordinates
in the interleaved matrix.

When DBPSK subcarrier modulation is used, the interleaved matrix must not be
modified prior to the mapping block, because each position already has the number
of bits in which each DBPSK symbol carries, i.e. 1 bit per symbol. However, if higher
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Figure 7.16 Example of interleaved matrix organization of G3-PLC/IEEE 1901.2
for DQPSK mapping

order subcarrier modulation, such DQPSK and D8PSK, is used, the data bits in the
interleaved matrix must be organized so that each position has the number of bits
carried by each DPSK symbol. For example, if each DQPSK symbol carries 2 bits,
then each interleaved matrix position must be organized to carry 2 bits, reducing the
number of rows by a factor of two (after that, each row will represent one OFDM
symbol), as shown in Figure 7.16. The same applies to D8PSK which carries 3 bits
in each symbol.

7.1.4 OFDM generation

Modern NB-PLC systems are based on MC modulation with OFDM. When compared
to single carrier techniques, OFDM presents a higher spectrum efficiency and more
robustness against frequency selective fading and interference, because the whole
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spectrum is divided in multiple narrowband signals (subcarriers) that are individually
affected by flat fading and interference. It allows the FEC system to recover the
corrupted data on the affected subcarriers or even not to use parts of the spectrum that
presents higher level of interference or fading. Moreover, due to their orthogonality
to each other, the subcarriers are closely spaced, which allows a higher spectrum
efficiency when compared to other MC modulation techniques.

For both PRIME and G3-PLC/IEEE 1901.2, the OFDM block receives the data
coming from the FEC system (the bits are organized in a matrix so that the columns
have the same number of bits carried on each OFDM symbol and the rows have the
number of OFDM symbols on each PHY frame). The bits of this matrix are mapped
on subcarriers that are DPSK modulated (G3-PLC/IEEE 1901.2 also have optional
coherent modulation), and then the OFDM signal is generated in the next blocks.

7.1.4.1 PRIME OFDM generation
In the PRIME OFDM generation block, the bit stream coming from the interleaver
block (coding on) or from the scrambler (coding off) is sent to the subcarrier mapper
block where it is differentially modulated (DPSK mapping). Then, it is sent to the
inverse fast Fourier transform (IFFT) block for generation of the OFDM symbols.
Finally, each OFDM symbol is cyclically extended in the CP block. Figure 7.17
shows the PRIME OFDM generation block diagram.

Subcarrier mapper
The bit stream coming from the data interleaver (when coding is enabled) or from the
scrambler block (when coding is not activated) is divided in groups (each group is
organized to fill one OFDM symbol) and processed by the subcarrier mapper (the first
bit is the MSB) that maps these bits for DPSK modulation. The first DPSK symbol is
used as phase reference for demodulation of the first symbol containing data (for the
following symbols the previous ones are used as reference). The DPSK symbols are
placed on adjacent subcarriers inside the same OFDM symbol, i.e. frequency-domain
differential modulation (FDDM) where every first subcarrier of each OFDM symbol
must carry the reference symbol needed for demodulation at the receiver.
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Figure 7.18 Constellation diagram of the modulation schemes used in PRIME

The FCH data is always DBPSK modulated, while the payload can be, according
to the selected configuration, DBPSK, DQPSK and D8PSK modulated. Figure 7.18
shows the constellation diagram of the differential modulation schemes applied to
PRIME, considering the phase reference at zero degrees.

IFFT block and cyclic prefix
The OFDM symbols are generated by the IFFT block. The data of each OFDM symbol
is organized and allocated into the inputs of the IFFT block together with its mirrored
complex conjugate (symmetric input) in order to only get the real values as output (the
subcarriers mapping for a 2,048-point IFFT block can be found in [5]). After the IFFT
block, a CP of 192 samples is appended to the OFDM symbol (192 samples of the
end of the symbol delivered by the IFFT block are appended to the beginning of this
same symbol). The PRIME OFDM subcarriers use the frequency band from 41.992
to 471.679 kHz that is divided in eight frequency channels that can be used either as
single independent channels or combined in different ways. Each frequency channel
has 97 equally spaced subcarriers, and it is separated from adjacent frequency channels
by a guard interval of 15 subcarriers (7.3 kHz). The allocation of each subcarrier for
the eight available frequency channels can be found in Annex G of [5]. The duration
of each OFDM symbol is 2.24 ms (192 μs of this period consists of the cyclic prefix
appended after the IFFT block). The parameters of PRIME OFDM block are shown
in Table 7.1. The sample rate (1 MHz) and fast Fourier transform (FFT) block size
(2,048) parameters are not mandatory on the implementation.

For the FCH (four OFDM symbols), each channel contains 13 pilot subcarriers,
starting at the first subcarrier and separated from each other by seven data subcarriers
so that only 84 subcarriers of each channel will carry data. The pilots from FCH
can be used to estimate the sampling start error and the sampling frequency offset.
For the payload, only the first subcarrier of each active channel will carry a pilot,
and it has the function to provide a phase reference for the DPSK demodulation
on frequency domain (96 subcarriers will carry data). Pilot subcarriers are coherent
BPSK modulated, and their phases are controlled by a PN sequence of 127 bits
obtained by a PN generator similar to the one described for the PRIME scrambler
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Table 7.1 PRIME OFDM parameters

Parameter Value

Sampling frequency 1 MHz
Number of FFT points 2,048
Number of subcarriers per active channel 97
Subcarrier spacing 488.28125 Hz
Number of data subcarriers per active channel 84 (FCH)/96 (payload)
Number of pilot subcarriers per active channel 13 (FCH)/1 (payload)
Symbol duration 2,240 μs (with CP)
Cyclic prefix duration 192 μs (192 samples)
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Figure 7.19 G3-PLC/IEEE 1901.2 OFDM generation block diagram

block in Section 7.1.3.1. More details on the distribution of this PN sequence for the
pilot subcarriers can be found in [5].

7.1.4.2 G3-PLC/IEEE 1901.2 OFDM generation
In the G3-PLC/IEEE 1901.2 OFDM generation block, the bit stream coming from
the interleaver block is sent to the subcarrier modulator block where it is differentially
modulated (DPSK and an optional coherent modulation). Then, it is sent to the pre-
emphasis block for frequency shaping before the OFDM generation is performed at
the IFFT block. After the IFFT block, each OFDM symbol is cyclically extended in
the CP block, and, finally, raised cosine shaping is applied in the windowing block.
Figure 7.19 shows the G3-PLC/IEEE 1901.2 OFDM generation block diagram.

Subcarrier mapper
The bit stream coming from the data interleaver, already organized in groups to fill one
OFDM symbol, is processed by the subcarrier mapper that, similar to PRIME, also
maps these bits for DPSK modulation. However, different from PRIME that places
the symbols in adjacent subcarriers (FDDM), the symbols are placed in adjacent
OFDM symbols, i.e. time-domain differential modulation (in this case, the phase
reference is sent at the beginning of each frame, which reduces the overhead in
comparison to PRIME FDDM in which the phase reference must be sent in every
OFDM symbols). The constellation diagram of the differential modulation schemes
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Table 7.2 G3-PLC/IEEE 1901.2 OFDM parameters

Parameter Value

Sampling frequency (minimum) 1.2 MHz
Number of FFT points (minimum) 256
Number of subcarriers 72
Subcarrier spacing 4.6875 kHz
Symbol duration 232 μs (with CP)
Cyclic prefix duration 18.3 μs (30 samples/8 overlapped)

applied to G3-PLC/IEEE 1901.2, considering the phase reference at zero degrees,
is shown in Figure 7.18.

When operating in FCC band, the FCH is always coherently BPSK modulated
(the phase reference for its demodulation comes from the last preamble and the pay-
load uses the phase of the last FCH symbol as reference for DPSK demodulation).
The payload can be, according to the selected configuration, DBPSK, DQPSK and
D8PSK modulated. In ROBO and S-ROBO modes, IEEE 1901.2 uses BPSK mod-
ulation, while G3-PLC in ROBO mode uses DBPSK with optional BPSK. G3-PLC
and IEEE 1901.2 have also the optional coherent modulation (BPSK, QPSK, 8PSK
and 16QAM) for the payload.

Frequency domain pre-emphasis
Frequency domain pre-emphasis is an optional mechanism for frequency shaping of
the transmitted signal, e.g. compensation for frequency dependent attenuation and
spectral shaping. If implemented, frequency domain pre-emphasis must be applied
to all OFDM symbols (preamble, FCH and payload) and in according to parameters
TXRES (transmission gain resolution) and TXCOEF (transmitter gain for each group
of subcarriers) that are related to the neighbour table which has information of PLC
devices sharing the same frequency band (more detailed information in [6,7]).

IFFT block and cyclic prefix
The OFDM symbols are generated by the IFFT block. The data of each OFDM symbol
is organized into the inputs of a 256-point IFFT block (each subcarrier index must
be placed on the corresponding input of the IFFT block with all other inputs set to
zero). Only the real part of the time-domain output of the IFFT block must be taken
(imaginary parts are discarded). After the IFFT block, a CP of 30 samples is appended
to the OFDM symbol. IEEE 1901.2 has an optional longer cyclic prefix (52 samples).

For FCC band, G3-PLC and IEEE 1901.2 use 72 equally spaced subcarriers
for transmitting data (FCH and payload) and, inside FCC NBPLC frequency band
(9–490 kHz), there are different band plans, found in [7] (IEEE 1901.2) and in [11]
(G3-PLC). The duration of each OFDM symbol is 232 μs. Pilot subcarriers are only
used when coherent modulation is used in the payload (FCH never uses pilot subcar-
riers). The parameters of G3-PLC/IEEE 1901.2 OFDM block are shown in Table 7.2.
The sample rate (1.2 MHz) and FFT size (256) are the minimum values allowed.
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Windowing
Raised cosine shaping is applied to all FCH and payload OFDM symbols with the
purpose to reduce out of band emission and the spectral side lobe. Eight samples
of each side of the symbol (head and tail) are shaped by the raised cosine func-
tion. For the preamble, the same raised cosine function is applied to the head of the
first SYNCP symbol (eight samples) and to the tail of the last 1/2 SYNCM symbol
(also eight samples). The tail of the SYNCM symbol will be overlapped with the
head of the first FCH symbol. Parameters of the raised cosine function are found
in [6,7].

7.1.5 G3-PLC/IEEE 1901.2 ATM function

The ATM function provides the greatest network throughput for a specific communi-
cation link according to the channel conditions. For that, each G3-PLC/IEEE 1901.2
device keeps a neighbour list (at MAC level) which contains all devices within its
range. For each neighbour device, the list informs the optimized PHY parameters that
must be used for transmitting data frames (only applied to the payload as the FCH
uses fixed PHY parameters). These parameters are obtained by means of a channel
estimation.

Every time a device needs to send a data frame and there is no valid neighbour
list for the receiver, the MAC layer sends a TM request (TMR) frame via the payload
of the PHY frame using ROBO or S-ROBO mode, according to the configuration
(only IEEE 1901.2 is able to use S-ROBO mode for the payload). After receiving
the TMR frame, the receiver performs channel estimation at PHY level and sends
back to the transmitter, via its MAC layer, the TMR frame (also using ROBO or
S-ROBO mode) which contains optimized PHY parameters (obtained by this channel
estimation) for the communication link. These PHY parameters such as TM (usable
subcarriers, i.e. the one with better conditions in terms of SNR), modulation type
and transmitter power level. These parameters will be stored in the neighbour list of
the transmitter device that will use them for the next transmissions to that specific
device. The neighbour list is constantly updated as its parameters (or even the whole
list) expire according to a configured valid time.

The PHY parameters used in the current transmission are carried by the FCH.
The TM field of the FCH indicates the used subcarriers that are divided in sub-bands.
Then, the usable subcarriers can only be selected in groups (for FCC band, each sub-
band contains six subcarriers and the frequencies for each one can be found in [6,7]).
The receiver PHY layer ignores the unused subcarriers according to the TM field.
The subcarriers inactivated by the ATM function (i.e. not carrying information) will
carry binary values (dummy bits) obtained by a PN sequence generated by the same
generator polynomial used for PRIME and G3-PLC scrambler block and introduced
in Section 7.1.2.1. The bits of the generator must be initialized to all ones at the
start of the FCH and to shift to the next value according to the subcarrier modulation
(each modulation carries a different number of bits) and for every disabled or masked
subcarrier and pilot. Alternatively, IEEE 1901.2 also allows to turn off the inactive
subcarriers, i.e. not to transmit energy on them, rather than transmit dummy bits.
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Preamble and FCH will always use all available subcarriers for the specific band
plan, except the ones notched by the tone mask parameter predefined by the MAC
layer. The tone mask is applied to preamble, FCH and payload, and it does not depend
on channel conditions. This is a static function, and the subcarriers are switched off
rather than transmitting dummy bits, like in ATM function.

7.2 Simulation of PRIME and G3-PLC/IEEE 1901.2 PHY layers

As explained in Section 7.1.3 and in previous chapters, PLC channels present multi-
path fading and high levels of noise. In order to evaluate the performance of PRIME
and G3-PLC/IEEE 1901.2 PHY layers regarding the data information transmission
(payload) over some of these typical characteristics of the PLC channel, some simu-
lations were performed according to the specifications presented in Section 7.1 and
analysed for four distinct scenarios:

● AWGN channel;
● Multipath fading channel;
● AWGN channel with periodic impulsive noise;
● Multipath fading channel with periodic impulsive noise.

The PRIME PHY layer was implemented using a 2,048-sample OFDM symbol
(corresponding to an effective maximum of 1,024 data symbols due to the symmetrical
operation of the IFFT) with duration of 2,048 μs and a fixed guard interval (CP) of
192 samples (192 μs). All eight frequency channels of PRIME v1.4 frequency band
specified in [5] were used, totalling 976 data subcarriers. The FEC system consists
of (171, 133)8 CONV coding scheme. The data block interleaving was configured
as described in Section 7.1.3.1. The subcarrier mapping considered in the simulations
was DBPSK with ROBO mode (DBPSK-ROBO), DBPSK, DQPSK and D8PSK.
(For comparison purpose, the DQPSK-ROBO was omitted due to the fact that G3-
PLC/IEEE 1901.2 does not specify DQPSK ROBO mode.)

On the other hand, G3-PLC/IEEE 1901.2 PHY layer was implemented using
a 256-sample OFDM symbol (corresponding to an effective maximum of 128 data
symbols due to the symmetrical operation of the IFFT) with duration of 213.3 μs,
a fixed guard interval (CP) of 30 samples (due to overlap of eight samples, the
guard interval is 18.3 μs) and 72 data subcarriers (specifications for FCC band [7]).
The FEC system is obtained by the concatenation of (255, 239) RS with t = 8 and
(171, 133)8 CONV coding schemes. For simplicity, the same FEC system will be
used in the ROBO mode simulations (RS other than the one specified in the G3-
PLC/IEEE 1901.2 standards for ROBO mode), by adding only one repetition coding
scheme with factor 4. In the same way, the data block interleaving was implemented
randomly. The subcarrier mapping considered in the simulations was coherent BPSK-
ROBO, DBPSK-ROBO, DBPSK, DQPSK and D8PSK. IEEE 1901.2 uses coherent
BPSK subcarrier modulation for ROBO and S-ROBO modes.

For each point of the simulation, 104 frames were transmitted. Depending on the
subcarrier mapping, bit-filling can be employed to match the FL.
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Figure 7.20 Simulation model for an AWGN channel
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Figure 7.21 BER performance of PRIME PHY layer over an AWGN channel

7.2.1 AWGN channel

In order to first analyse the system performance in the simplest noise scenario, some
simulations in an AWGN channel (considering only thermal background noise) were
performed [12].

The employed simulation model, shown in Figure 7.20, represents the simple
addition operation of AWGN n(t) to the transmitted OFDM signal s(t). The resulting
received signal r(t) was processed at the receiver, and the recovered data was compared
to the transmitted ones to estimate the bit error rate (BER) of the system.

The simulation results for both PRIME and G3-PLC/IEEE 1901.2 in the AWGN
scenario are shown, respectively, in Figures 7.21 and 7.22. The curves express the
system performance in terms of BER as a function of the energy per bit to the noise
power spectral density ratio (Eb/N0).
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Figure 7.22 BER performance of G3-PLC/IEEE 1901.2 PHY layer over an AWGN
channel

For PRIME, it can be verified in Figure 7.21 that, for reaching a BER of 1 · 10−4,
DBPSK-ROBO, DBPSK, DQPSK and D8PSK mapping require, respectively, an
Eb/N0 of approximately 5, 7.6, 8.2 and 11.1 dB.

For G3-PLC/IEEE 1901.2, it can be noted in Figure 7.22 that, for reaching a BER
of 1 · 10−4, BPSK-ROBO, DBPSK-ROBO, DBPSK, DQPSK and D8PSK mapping
require, respectively, an Eb/N0 of approximately 1.2, 4.5, 7.1, 7.3 and 10.2 dB.

Due to the use of a concatenated (RS/CONV) coding scheme, G3-PLC/IEEE
1901.2 clearly presented a better performance in comparison to PRIME (that employs
only a CONV coding scheme) inAWGN channels for equivalent modulation mapping
schemes (same modulation order). Because of coherent BPSK mapping, the IEEE
1901.2 ROBO mode performed significantly better compared to the G3-PLC ROBO
mode using DBPSK.

7.2.2 Multipath fading channel

The multipath fading propagation effects, usually presented in PLC channels, can
be depicted by the tapped delay line (TDL) model (corresponding to the channel
impulse response). This model has been often used in the literature for modelling
different bandlimited communication channels, including PLC channels [13–18],
and it represents the multipath fading propagation effects (e.g. reflections, scattering)
caused by different resolvable paths (corresponding to distinct symbol time intervals)
by varying the complex coefficients of a TDL filter.

In this work, a coded symbol-spacedTDL channel model with 5-taps (five resolv-
able paths) whose coefficients have Rayleigh distributed magnitudes and uniform
distributed phases was considered. An exponential decay profile with factor 2 between
coefficients was also employed.
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Figure 7.23 Simulation model for multipath fading channel with AWGN
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Figure 7.24 BER performance of PRIME PHY layer over multipath fading with
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In the adopted simulation model, described in Figure 7.23, the resulting signal
r(t) at the receiver was obtained by the convolution of the transmitted OFDM signal
s(t) and the 5-tap multipath channel h(t) and by the addition of AWGN n(t).

In both PRIME and G3-PLC/IEEE 1901.2, the received OFDM symbols were
equalized using the minimum mean square error frequency domain equation technique
(applied after the FFT operation on the OFDM receiver).

Figures 7.24 and 7.25 present, respectively, the performance results in the multi-
path fading scenario for both PRIME and G3-PLC/IEEE 1901.2 in terms of BER as
a function of Eb/N0.

For PRIME, it can be verified in Figure 7.24 that, for reaching a BER of 1 · 10−4,
DBPSK-ROBO, DBPSK, DQPSK and D8PSK mapping require, respectively, an
Eb/N0 of approximately 12, 20.5, 20 and 21 dB.

For G3-PLC/IEEE 1901.2, it can be noted in Figure 7.25 that, for reach-
ing a BER of 1 · 10−4, BPSK-ROBO, DBPSK-ROBO, DBPSK, DQPSK and
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Figure 7.25 BER performance of G3-PLC/IEEE 1901.2 PHY layer over multipath
fading with AWGN

D8PSK mapping require, respectively, an Eb/N0 of approximately 6.6, 11, 18.8,
18.8 and 20.2 dB.

Although the multipath channel causes a larger performance degradation com-
pared to the AWGN channel for both standards, the G3-PLC/IEEE 1901.2 also
performed better than the PRIME in this scenario for equivalent modulation map-
ping schemes. Again, IEEE 1901.2 ROBO mode presented a better performance in
comparison to G3-PLC ROBO mode.

7.2.3 AWGN channel with periodic impulsive noise

Regarding the noise scenario, it is not possible to analyse the performance of PLC
systems considering only AWGN, as in general, the noise in power lines consists
of background noise and impulsive noise (very destructive). The impulsive noise
occurs generally in bursts, as represented in Figure 7.26, and it can be classified as
periodic (occurs at regular time intervals, synchronous or asynchronous to the mains
frequency) or aperiodic (random occurrence) [10].

In [19], periodic impulsive noise parameters were evaluated by means of a mea-
suring campaign that established three different scenarios: heavily disturbed, medium
disturbed and weakly disturbed. Table 7.3 shows the impulsive noise parameters for
these three scenarios, where IAT is the inter-arrival time of the impulsive noise and
Tnoise is its average duration.

For evaluating the performance of PRIME and G3-PLC/IEEE 1901.2 PHY lay-
ers, the periodic impulsive noise nimp(t), generated according to [20] for the heavily
disturbed scenario of Table 7.3, was added to the background noise n(t) (represented
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Figure 7.26 Representation of AWGN and impulsive noise over an OFDM symbol

Table 7.3 Periodic impulsive noise parameters

Impulsive noise scenario IAT (s) Tnoise (ms)

Heavily disturbed 0.0196 0.0641
Medium disturbed 0.9600 0.0607
Weakly disturbed 8.1967 0.1107

Source: Reference [20].

Transmitter Receiver+

AWGN

s(t)

+ Impulsive
noise

n(t)

r(t) = s(t) + n(t) + nimp(t)

n(t) + nimp(t)

nimp(t)

Figure 7.27 Simulation model for AWGN channel with periodic impulsive noise

by the AWGN), as shown in Figure 7.27. The simulations were performed consid-
ering two levels of impulsive noise, characterized by the impulsive noise to AWGN
power ratio (Fimp), one setting Fimp = 10 and the other setting Fimp = 100. Although
Fimp = 100 represents an impulsive noise level much higher than Fimp = 10, which
was considered in [19,20], it was also employed here only to investigate more deeply
the effects of increasing impulsive noise at extreme levels.

Figures 7.28 and 7.29 present the performance results for PRIME in the AWGN
channel with impulsive noise in terms of BER as a function of the Eb/N0, respectively,
for Fimp = 10 and Fimp = 100. For comparison purpose, the curves without impulsive
noise (only AWGN) were also inserted to the figures.
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Figure 7.28 BER performance of PRIME PHY layer over AWGN channel with
periodic impulsive noise (Fimp = 10)
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Figure 7.29 BER performance of PRIME PHY layer over AWGN channel with
periodic impulsive noise (Fimp = 100)

It can be verified in Figure 7.28 that, for reaching a BER of 10−4, the Eb/N0 has
to be increased by around 0.2 dB, when compared to the no impulsive noise scenario,
independent to the modulation mapping schemes, due to the presence of the periodic
impulsive noise. This highlights the robustness of PRIME against periodic impulsive
noise.
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Figure 7.30 BER performance of G3-PLC/IEEE 1901.2 PHY layer over AWGN
channel with periodic impulsive noise (Fimp = 10)
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Figure 7.31 BER performance of G3-PLC/IEEE 1901.2 PHY layer over AWGN
channel with periodic impulsive noise (Fimp = 100)

It can be noted in Figure 7.29 that with Fimp = 100, the higher impulsive noise
level reduces the performance of PRIME. For reaching a BER of 10−4, the Eb/N0 has
to be increased between 1 and 2 dB depending on the modulation in relation to the
values obtained in the scenario without impulsive noise.

Figures 7.30 and 7.31 show the performance results for G3-PLC/IEEE 1901.2 in
the AWGN channel with impulsive noise, respectively, for Fimp = 10 and Fimp = 100.
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Figure 7.32 Simulation model for multipath channel with AWGN and periodic
impulsive noise

From Figure 7.30, it can be noted that the presence of impulsive noise with
Fimp = 10 requires an increase in Eb/N0, when compared to no impulse noise scenario,
by around 0.1–0.2 dB for a BER of 1 · 10−4. It highlights that G3-PLC also presents
a good robustness against periodic impulsive noise.

Analysing the results of Figure 7.31, it can be noted that the presence of impulsive
noise with Fimp = 100 require an increase in Eb/N0, in comparison to the scenario
without impulse noise, by around 0.1–0.8 dB for a BER of 1 · 10−4.

7.2.4 Multipath fading channel with periodic impulsive noise

In this scenario, all PLC channel characteristics previously discussed are combined,
as shown in Figure 7.32. The transmitted OFDM signal s(t) pass through the multipath
channel h(t) with five resolvable paths, and then AWGN n(t) and periodic impulsive
noise nimp(t) are added to the resulting signal at the receiver. The multipath channel
was generated according to the parameters shown in Section 7.2.2, and the periodic
impulsive noise was configured according to the heavily disturbed scenario presented
in Table 7.3, for Fimp = 10 and Fimp = 100. Again, the performance with Fimp = 100
was also analysed for investigation purpose only (verify when impulsive noise levels
start to become critical).

Figures 7.33 and 7.34 present the performance results for PRIME in the mul-
tipath channel with AWGN and impulsive noise in terms of BER as a function of
Eb/N0, respectively, for Fimp = 10 and Fimp = 100. For comparison purpose, the
curves without impulsive noise (only multipath fading) were also inserted to the
figures.

From Figure 7.33, it can be noted that the presence of impulsive noise
with Fimp = 10 require an increase in Eb/N0 (when compared to no impulse
noise scenario) by around 0.1–0.2 dB for a BER of 1 · 10−4. The perfor-
mance degradation due to multipath was much higher than due to the impulsive
noise with Fimp = 10.

Analysing the results of Figure 7.34, it can be noted that the presence of impulsive
noise with Fimp = 100 require an increase in Eb/N0, when compared to no impulse
noise scenario, by around 0.2–0.8 dB for a BER of 1 · 10−4.
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Figure 7.33 BER performance of PRIME PHY layer over multipath fading channel
with AWGN and periodic impulsive noise (Fimp = 10)
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Figure 7.34 BER performance of PRIME PHY layer over multipath fading channel
with AWGN and periodic impulsive noise (Fimp = 100)

Figures 7.35 and 7.36 show the performance results for G3-PLC/IEEE 1901.2 in
the multipath channel with AWGN and impulsive noise, respectively, for Fimp = 10
and Fimp = 100.

From Figure 7.35, it can be noted that the presence of impulsive noise with Fimp =
10 requires an increase in Eb/N0, when compared to no impulse noise scenario, by
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Figure 7.35 BER performance of G3-PLC/IEEE 1901.2 PHY layer over multipath
fading with AWGN and periodic impulsive noise (Fimp = 10)

BPSK−ROBO
DBPSK−ROBO
DBPSK
DQPSK
D8PSK
BPSK−ROBO (Fimp=100)
DBPSK−ROBO (Fimp=100)
DBPSK (Fimp=100)
DQPSK (Fimp=100)
D8PSK (Fimp=100)

10–6

10–5

10–4

10–3

10–2

10–1

B
ER

Eb/N0 (dB)
0 5 10 252015

Figure 7.36 BER performance of G3-PLC/IEEE 1901.2 PHY layer over multipath
fading with AWGN and periodic impulsive noise (Fimp = 100)

around 0.05–0.6 dB for a BER of 1 · 10−4, highlighting the robustness of G3-PLC at
this level of periodic impulsive noise. Analysing the results, it can be verified that the
performance degradation due to multipath was much higher than due to the impulsive
noise with Fimp = 10.
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Analysing the results of Figure 7.36, it can be noted that the presence of impulsive
noise with Fimp = 100 require an increase in Eb/N0, when compared to no impulse
noise scenario, by around 0.2–0.7 dB for a BER of 1 · 10−4. The results for Fimp = 10
and Fimp = 100 were very similar.

7.3 Conclusion remarks

In the analysis conducted in this chapter, it was possible to conclude that both PRIME
and G3-PLC presented good robustness against periodic impulsive noise even in
very severe scenarios with Fimp = 10 and Fimp = 100. The degradation of the system
performance caused by multipath propagation was much more critical than the one
caused by the periodic impulsive noise (at the investigated levels). It is important
to mention that in all scenarios investigated (AWGN and multipath fading channel
without and with periodic impulsive noise) G3-PLC outperformed PRIME.
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Chapter 8

Broadband power line communication systems
Ivan R. S. Casella1, Samuel C. Pereira2,

and Carlos E. Capovilla1

Modern broadband power line communication (BB-PLC) technologies were primarily
designed to provide high-speed Internet access and multimedia communication. As
they can operate in the frequency range of 1.8–250 MHz (high frequencies), the initial
deployments were intended for indoor applications (residential or industrial) in order
to avoid electromagnetic interference in licensed radio services that share the same
frequency range [1–3]. However, important studies are currently in progress to use
these technologies in indoor and outdoor applications of the smart grids [4–6].

BB-PLC can provide theoretical data rates of up to 2 Gbps [7], competing or work-
ing in conjunction with wireless technologies in different applications. In addition to
offer high data rates, they have the advantage of penetrating facilities where wireless
signals have difficulty accessing, such as underground areas, tunnels, basements,
different rooms and floors in homes and buildings and remote regions.

Currently, there are two BB-PLC standards developed by industry associa-
tions widely spread worldwide, the HomePlug, created by the HomePlug Powerline
Alliance (more than 200 million devices sold [8]), and the high definition-PLC (HD-
PLC), proposed by the HD-PLC Alliance. Both standards only specify the two lowest
layers of the OSI (open systems interconnection) model, that is, the physical layer
(PHY) and the medium access control (MAC) layer.

These standards served as the basis for the creation of the international standard
IEEE 1901-2010, proposed by the Institute of Electrical and Electronic Engineers
(IEEE) and published in 2010. IEEE 1901-2010 defines two PHY layers, one based
on HomePlug AV 1.1 standard that uses the FFT-OFDM (fast Fourier transform-
orthogonal frequency division multiplexing) technique and the other based on the
HD-PLC standard that employs theW-OFDM (wavelet-OFDM) technique. The choice
between these layers is optional, but they are not interoperable. On the other hand,
coexistence is guaranteed by a mandatory intersystem protocol specified in the
standard. The MAC layer defined in IEEE 1901-2010 deals with both PHY layers [9].

1Department of Automation and Process Control, Federal Institute of São Paulo (IFSP Suzano), Brazil
2Engineering, Modeling and Applied Social Sciences Center (CECS), Federal University of ABC
(UFABC), Brazil
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In this chapter, an overview of the two PHY layers specified in the IEEE 1901-
2010 standard (based on the FFT-ODFM and W-OFDM techniques) will be initially
presented. Next, some performance simulations of these PHY layers will be carried
out taking into account the effects caused by multipath fading channels, additive white
Gaussian noise (AWGN) and impulsive noise. Finally, the results obtained for each
case studied will be analyzed.

The similarities between the recent BB-PLC standards, the widespread recogni-
tion of the importance of the IEEE 1901-2010 standard, and the fact that it includes
the specifications of the two relevant BB-PLC standards (HomePlug and HD-PLC),
with some interesting particularities, justifies this chapter to focus only on the IEEE
1901-2010 (favoring objectivity and simplicity of reading).

8.1 Physical layer description of IEEE 1901-2010

In this section, the main features of the PHY layers that integrate the IEEE 1901-2010
standard [9,10], derived from HomePlugAV 1.1 and HD-PLC, will be described more
deeply. For simplicity, the specific PHY layer based on HomePlug AV 1.1 will be
referred to FFT-OFDM PHY layer, and the specific PHY layer based on HD-PLC
will be referred to W-OFDM PHY layer.

The block diagram of the FFT-OFDM PHY layer (transmitter) is shown in Fig-
ure 8.1. The header (frame control) and payload fields that came from the MAC layer
are encoded by the forward error correction (FEC) scheme, interleaved and sent to
the OFDM generation procedure, where the encoded data is mapped into subcarriers
and then transformed into OFDM symbols. Subsequently, OFDM symbols are sent
to the analog front end (AFE) interface that conditions the signal so that it can be
coupled to the power line by means of specific filters (coupling circuits).

On the other hand, Figure 8.2 shows the block diagram of the W-OFDM PHY
layer (transmitter). The header and payload (frame body) that came from MAC layer
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Figure 8.2 Block diagram of the W-OFDM PHY layer transmitter

are processed by the FEC system that encodes and interleave the data and sent it to
the W-OFDM generation block where the encoded bits are mapped and transformed
into the W-OFDM symbols. The resulting symbols are then sent to the AFE interface,
which conditions the signal to be transmitted so that it can be coupled to the power
network by means of adequate filters (coupling circuits).

8.1.1 Physical layer frames

IEEE 1901-2010 standard deals with PHY and MAC layers. Its PHY layer is respon-
sible for defining electrical, mechanical and functional interfaces for medium access
(e.g., signal type, channel characteristics, timing, modulation and coding schemes).
On the other hand, its MAC layer is responsible for controlling and organizing access
to the transmission medium, which can be shared by several network devices, whether
or not based on the same standard (the MAC layer must ensure coexistence between
devices).

IEEE-1901-2010 MAC layer is based on both carrier sense multiple access with
collision avoidance and time division multiple access protocols to control the access
of transmissions to the PLC channel. For simplicity, this chapter will focus on PHY
layer.

The PHY layer of the transmission device receives a data frame known as MAC
protocol data unit (MPDU) from the MAC layer. It contains the source user informa-
tion data entered at the application layer and all additional data appended in each of
the upper layers. At the PHY layer, the MPDU is converted in a PHY frame by adding
the preamble and header fields. The preamble is a fixed data sequence, known and
expected by the receive device, which is used for the detection and synchronization of
received frames (can also be used to estimate the PLC channel). The preamble field
is followed by a header field containing frame control data required to detect frame
type, network identify, presence and length of the payload field (for demodulation at
the receiver), and also some other important control functions. In the header field,
there is also cyclic redundancy check (CRC) data used to verify the integrity of the
received header (if any error is detected, the receiver asks the sender for resending
the PHY frame). The last field of the PHY frame is the payload containing variable
length broadcast or unicast information from a source user or the network. Figure 8.3
shows the PHY frame structure within the OSI model.
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The PHY frame is then encoded by a FEC scheme and interleaved to protect infor-
mation against errors (possibly generated during transmission). Lastly, it is modulated
and conditioned to be transmitted through the PLC channel. After this process, the
PHY frame is known as the PHY protocol data unit (PPDU), which is basically the
MPDU of the MAC layer converted at the PHY layer to be properly sent through
the PLC channel. After crossing the channel and reaching the receiving device,
the PPDU makes the reverse path until reaching the destination user’s application
layer.

8.1.1.1 FFT-OFDM PHY layer frame
The FFT-OFDM PHY layer specification supports two types of PPDU, a short
frame only with preamble and frame control and a long frame composed of pream-
ble, frame control and payload. These two types can operate in HomePlug 1.0
(TIA-1113) compatible mode (with preamble and frame control compatible to Home-
Plug 1.0) and in AV mode (with preamble and frame control compatible to HomePlug
AV 1.1), totaling four possible PPDU formats (two with no payload and two with
payload). When operating in the compatible mode, known as hybrid mode, PPDUs
are transmitted to prevent HomePlug 1.0 devices from accessing the PLC channel
when any IEEE 1901-2010 device is in operation (PPDU in AV mode can be used
only when there are no HomePlug 1.0 devices sharing the communication medium).

Figure 8.4 shows the PPDU structure of the FFT-OFDM PHY layer in both modes.
In hybrid mode, the PPDU uses a 25-bits HomePlug 1.0 frame control after the pream-
ble, followed by a 128-bits HomePlug AV 1.1 frame control (the presence of the
payload field after frame control depends on the type of PPDU). In AV mode, the
PPDU does not have the HomePlug 1.0 frame control, and it employs a different
preamble. Without loss of generality, this chapter will focus only on the PPDUs in AV
mode. It is important to highlight that the payload field of the PPDUs, when present,
has variable length, because it depends on the amount of data to transmit.
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Preamble
The preamble of the FFT-OFDM PHY layer starts with the last half of a particular
synchronization symbol called SYNCP, followed by seven identical SYNCP symbols
and ends with two and a half (first half) identical particular synchronization symbols
called SYNCM as shown in Figure 8.5. Each SYNCP symbol is a chirp (frequency
sweep) that spans the entire frequency range (1.8–50 MHz) specified for the IEEE
1901-2010 FFT-OFDM standard (excluding masked subcarriers) and with duration
of 5.12 μs each (it is obtained setting the subcarriers with the phase vectors described
in [10]). As the subcarriers used in the preamble employ the same phases specified for
the preambles of the HomePlug 1.0 and HomePlugAV 1.1 standards in their respective
frequency ranges (4.5–20.7 and 1.8–30 MHz), due the orthogonality between the
subcarriers, the preambles are compatible. It means that HomePlug 1.0 and HomePlug
AV 1.1 devices can detect a preamble sent by the FFT-OFDM PHY layer. The process
is identical for each SYNCM symbol, except that all phases of the subcarriers are
inverted by 90 degrees with respect to the SYNCP symbol.

The roll-off region shown in Figure 8.5 is the part of the waveform arising from
the raised cosine windowing process in the time domain (4.96 μs). In this case, the
last samples of the roll-off region of the preamble of one frame can overlap the first
samples of the roll-off region of the next frame (frame control), reducing the side
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lobes outside the spectrum used (more details on the preamble specification can be
found in [10]).

The sequence of SYNCP and SYNCM symbols provides a repetitive pattern
with transition point that can be detected and synchronized by a simple correlation
method. Since the preamble signal is known by the receiver, it is also used for channel
estimation and equalization.

Frame control (header) and payload
The header of the PPDU of the FFT-OFDM PHY layer is composed of the frame
control field. The frame control consists of an FFT-OFDM symbol that carries
128 data bits (generated at the MAC layer) with a duration of 40.96 μs [considering
an effective guard interval (GI) of 18.32 μs]. In order to fill one OFDM symbol and
also to increase robustness of the transmitted information, the encoded frame control
data bits are repeated according to the available subcarriers by the diversity copier
block.

The FFT-OFDM symbol is obtained by first applying the data from the frame
control field to a concatenated FEC scheme composed of an inner turbo convolutional
(TC) encoder with a code rate of 1/2, an interleaver and an outer repeater encoder,
which repeats each received bit according to the number of active subcarriers (selected
by the mask process discussed later). The resulting encoded bits are then mapped to
quaternary phase shift keying (QPSK) symbols (each symbol occupying a subchannel
or subcarrier in the frequency domain), which are grouped and transformed into the
FFT-OFDM symbol by the inverse fast Fourier transform (IFFT).

In addition to the information related to the MAC layer, the frame control field
contains the TMI information, employed to properly demodulate and decode the
payload of the PPDU. The TMI is generated by an adaptive tone mapping procedure
that is responsible for sending data on the subcarriers located in parts of the frequency
spectrum with better conditions in terms of signal-to-noise ratio (SNR) and choosing
the most appropriate coding and modulation schemes for this specific scenario.

When establishing a communication link between two devices (unicast trans-
mission), the transmitter first sends a number of sound PPDUs to the receiver. In
processing these specific frames, the receiver can adaptively estimate the channel
state information of the link (e.g., attenuation, complex gain, delay and SNR of each
subcarrier) and determine the best subcarriers and the most appropriate coding and
modulation schemes and GI of the OFDM symbol to be used. This information is
used to define the TMI that will be employed by the adaptive tone mapping proce-
dure to optimally transmit data PPDUs across the channel in order to maximize the
throughput (this procedure will be discussed in more detail later in the chapter).

The transmitter will use the TMI sent by the receiver in its next transmissions
(the TMI is informed in the frame control so that the receiver is able to correct,
demodulate and decode the payload). The TMI is applied only to the payload field of
the PPDUs (the preamble and header will always use all subcarriers available except
those excluded by the masking process) and is updated frequently as the receiver
continuously monitors the channel, sending a newTMI periodically or when necessary
e.g., when bit error rate (BER) is high.
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The payload symbols are present only on the long PPDU, carrying information
sent by the MAC layer (source user data or information related to MAC management).
The information bits are first divided into blocks of 136 or 520 bytes and then,
according to the TMI information, TC encoded, interleaved and mapped to binary
phase shift keying (BPSK), QPSK, 8-quadrature amplitude modulation (8-QAM), 16-
QAM, 64-QAM, 256-QAM, 1,024-QAM or optionally 4,096-QAM (if the amount
of data bits is not sufficient to fill an integer number of symbols, zero padding is
provided). Lastly, the resulting mapped symbols are grouped and transformed into a
corresponding number of FFT-OFDM symbols.

The first two payload OFDM symbols have a fixed GI of 567 samples (the next
ones may have one of the three GIs described in [10] and established by the TMI).
The maximum length of the payload field is 2,501.12 μs. Larger frame length (FL)
values are optional and the receiver can inform the maximum FL that it can handle
by means of the channel estimation procedure (information indicated in the TMI).

Figure 8.6 shows the FFT-OFDM PHY frame control and payload structures with
their respective fields and lengths in bits (before TC encoding). The payload field is
not described because it has variable length and can carry either end user data or
MAC management information (detailed description about its content can be found
in [10]).

The header (frame control) of the FFT-OFDM PHY layer is composed of the
following information fields:

● DT_IH (delimiter type): indicates the content and format of the variant fields of
the frame control. There are six types of variant fields (beacon, start of frame,
selective acknowledgment, request to send/clear to send, sound and reverse start
of frame);

● ACCESS: this single bit indicates the type of network the MPDU was transmitted
(in-home network or access network). In-home networks operate over power lines
not owned or managed by an electrical utility, i.e., indoor environment (houses,
buildings, industrial facilities and so on). It creates a network for transferring
information between electronic devices and to share Internet connection. Access
networks are used to interconnect in-home networks to each other and also to their
service provider, operating over low voltage (LV) and medium voltage power lines
managed by an electrical utility (outdoor environments);

● SNID (short network ID): these 4 bits are used to identify a network and, con-
sequently, to distinguish MPDUs transmitted from different networks that share
the same power line medium;
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● VF_IH (variant fields): the content of this field depends on the delimiter type. It
carries important control information used by both PHY and MAC layers (infor-
mation for demodulating the payload, like tone map and frame control length are
placed in this field). Detailed information about the content of this field can be
found in [10];

● FCCS (frame control check sequence): this field contains the CRC checksum
(CRC-24) over all previous frame control fields (used for detecting any error
added in one or more fields of the frame control during the transmission over the
PLC channel).

8.1.1.2 W-OFDM PHY layer frame
Figure 8.7 shows the data frame structure of the W-OFDM PHY layer. It begins with
a preamble field of variable length (from 11 to 17 W-OFDM symbols), followed
by the TMI field (one symbol), the frame control field (eight symbols) and the FL
field (one symbol). Then, there is a variable-length frame body field and, finally, the
F-pad field. If there is no payload to be transmitted, the data frame will consist only
of the preamble, TMI and frame control (the absence of the payload field is informed
in the TMI field). On the other hand, if the data frame has payload, after the frame
control there will be the FL indicating the length of the payload (which will also
have the CRC of the header) and finally the payload of variable length within the
frame body field. The F-pad field, after the frame body, is used for zero padding.
The W-OFDM also has an optional post-amble appended to the end of the data frame
(similar to the preamble, but using a different phase vector).

In addition to the data frame, there are four other types of frames supported by
the W-OFDM MAC layer and transmitted via PHY layer: the acknowledge (ACK)
frame (used to inform the transmitter whether the frame was received or dropped,
requesting retransmission), request channel estimation (RCE) (used to RCE to the
receiver), the channel estimation response (CER) frame and the management frame
(different services provided by the W-OFDM MAC layer). Each of these frames has
a specific structure that is presented in detail in [10]; however, this chapter will deal
only with the data frame.

Preamble
The preamble of the W-OFDM PHY layer consists of a sequence of identical SYNCP
symbols followed by a single SYNCM symbol and is used by the receiver for equal-
ization, synchronization and carrier detection. The number of SYNCP symbols can
vary from 10 to 16 symbols, so that the preamble can range from 11 to 17 symbols.
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The SYNCP symbol is modulated by all ones information, while the SYNCM symbol
is equal to the SYNCP symbol multiplied by minus one. The first SYNCP symbol
is processed by a ramp function that has zero value for a delay period and then rises
linearly (similarly to a ramp) to reach its maximum value. Then, the amplitude at
the beginning of the first symbol is zero and rises linearly to reach its maximum value
in half the symbol period. The duration of each symbol is 8.192 μs, but there are two
other optional values. In [10], there are detailed information on the preamble structure
and its specifications.

Header and payload
Differently from the FFT-OFDM PHY layer, the header of the W-OFDM PHY layer
consists of three fields: TMI, frame control and FL. These fields come from the MAC
layer as MPDU and become the header of the PPDU by means of the FEC encoding,
interleaving and modulation processes.

The TMI and FL fields are, each separately, encoded by a convolutional (CONV)
code with code rate of 1/2 and generator polynomials (171, 133)8. After that, the
encoded data is repeated a sufficient number of times so that TMI and FL fills, each
one, one W-OFDM symbol (the number of repetitions varies according to the number
of active subcarriers defined by tone mask). Then, the bits are mapped into 2-level
pulse amplitude modulation (PAM) symbols (each symbols occupying a subchannel
or subcarrier in frequency domain). TMI and FL data are not interleaved. Lastly,
each resulting block of 2-PAM symbols is transformed into a W-OFDM symbol (one
W-OFDM per field) by the inverse discrete wavelet transform (IDWT) operation.

On the other hand, the frame control field is first encoded by a concatenated
FEC scheme composed by an outer (50, 34) Reed–Solomon (RS) encoder and an
inner CONV encoder with code rate of 1/2. The encoded bits are then interleaved
and repeated in order to fill eight OFDM symbols. Then, these bits are mapped into
2-PAM and transformed into eight W-OFDM symbols by the IDWT operation.

Similar to FFT-OFDM PHY layer, W-OFDM PHY layer also has the adaptive
tone mapping procedure. The transmitter sends a RCE frame to the receiver that
responds with a CER frame containing the TMI that will be used by the transmit
device and informed in the TMI field of its header so that the receiver is able to
correctly demodulate the payload field of the frame (this procedure will be discussed
in more detail later in the chapter). TMI field also carries 1 bit that informs if the
PPDU carries payload (some types of PPDU does not carry payload).

Besides carrying the FL information in number of W-OFDM symbols, the FL
field also carries 8-bits CRC information in order to verify the integrity of the header
of the PPDU.

The W-OFDM symbols carried in the payload field of the PPDU are obtained
by first scrambling the data information and then encoding it by the concatenated
FEC scheme (RS and CONV). For the payload, the 1/2 rate CONV encoder can
be punctured for different code rates (2/3, 3/4, 4/5, 5/6, 6/7 and 7/8) selected
according to the channel conditions. Thereafter, the encoded data are organized into
groups, and each group is interleaved separately and mapped according to the TMI to
2-PAM, 4-PAM, 8-PAM, 16-PAM or optionally to 32-PAM (each symbol occupying
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Figure 8.8 Header and payload structure of the W-OFDM PHY layer

a subchannel or subcarrier in the frequency domain). Finally, each mapped symbol
group is transformed into a W-OFDM symbol by IDWT operation.

Figure 8.8 shows the W-OFDM header and payload structures with their respec-
tive fields and lengths in bits and symbols (as explained, the bits of the header are
always repeated in order to fill the indicated number of symbols and also to increase
robustness of data transmission).

The header is composed of the following information fields:

● NPF (no-payload flag): this single bit information indicates to the receiver the
presence of the payload field.

● TMI (tone map index): this 8-bits information indicates the tone map used in
the transmission. When W-OFDM devices communicates with a legacy HD-PLC
device, this field contains only 5 bits.

● Tail (for TMI, frame control and FL fields): bits added to reset the CONV encoder
(all 6 bits set to zero for constraint length of seven).

● Info: this 272-bits information carries all the frame control information needed
to identify the type of frame, network and devices information, device address
and other services provided by the MAC layer.

● FL: this 16-bits information indicates to the receiver the length of the payload
field in number of symbols. The maximum allowed FL is 1,023 symbols.

● FCCS: this field contains the 8-bits CRC checksum over all previous header fields
(used for detecting errors added in these fields during the transmission over the
PLC channel).

The payload is composed of the following information fields:

● Frame body: contains the data to be transmitted (payload);
● F-pad: insert a number of zeros to complete an integer number of W-OFDM

symbols.

8.1.2 Scrambling schemes

Scrambling is a digital data processing that can be employed to randomize the data
information in order to redistribute bits (energy dispersion), encrypt data (in a simple
concept) or aid in data synchronization.
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8.1.2.1 FFT-OFDM PHY layer—scrambler
The scrambler is only applied to the payload field of the PPDU of the FFT-OFDM
PHY layer. It randomizes the bits distribution of the data stream, which avoids a
long sequence of ones or zeros that can increase the crest factor (peak and root mean
square power ratio) at the output of the OFDM block and promotes energy dispersion
on the subcarriers of the OFDM symbol. The output data of the scrambler block is
obtained by means of the exclusive OR (XOR) function of each bit of the data stream
with a pseudo noise (PN) sequence. This PN sequence, represented by the generator
polynomial P(x) described in (8.1), is cyclically applied to the data stream by means
of the XOR function.

P(x) = x10 + x3 + 1 (8.1)

Figure 8.9 shows the FFT-OFDM PHY layer scrambler structure, detailing the PN
sequence generator obtained by a linear feedback shift register (LFSR) that must be
initialized with all ones state. The XOR function between each bit of the PN sequence
(cyclically applied to the XOR block) and the data bit stream results the scrambled
data.

8.1.2.2 W-OFDM PHY layer—scrambler
The scrambler is only applied to the frame body data of the PPDU of the W-OFDM
PHY layer. The output of the scrambler block is obtained by means of the XOR
function of each bit of the data stream (frame body) with the PN sequence represented
by the generator polynomial P(x) described in (8.2).

P(x) = x7 + x4 + 1 (8.2)

Figure 8.10 presents the scrambler structure of the W-OFDM PHY layer.

8.1.3 Forward error correction system

Data transmission through power lines represents a major challenge. There are
many different devices with distinct characteristics connected to them, which may
represent different sources of noise, interference and impedance mismatches. In addi-
tion, the characteristics of the PLC channels change whenever a new load is connected
or disconnected. In LV networks, this dynamic behavior can cause, in less than 1 s,
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variations of more than 10 dB in the SNR [11]. It is common to have negative SNRs on
power lines, which means that the PLC signal power is lower than the noise power [12].

The branching characteristic of power lines, with open ends and different loads
connected at other ends, causes impedance mismatches and, consequently, signal
reflections. The sum of the original signal with its reflections reaching the receiver
with different delays, amplitudes and phases, a phenomenon known as multipath
propagation, can significantly degrade the PLC signal [13]. The strong attenuation
of the PLC signal with the distance is also expected in the power lines, so that a
typical connection of 200 m in LV networks can introduce attenuations of the order
of 30 dB [14].

FEC techniques are among the most widespread techniques to overcome these
problems. The FEC schemes employ the concepts of information theory and digi-
tal signal processing to increase the reliability of the system by adding redundant
information strongly correlated to the original transmitted data (encoding), so that
the errors introduced by the communication channel can be detected and corrected at
the receiver (decoding). Thus, FEC schemes play a very important role in the relia-
bility of data transmission by power lines. Two or more FEC schemes may be used in
sequence, in a concatenated way, to further increase the robustness of the communica-
tion system. The error correction capability of the FEC scheme is usually proportional
to the amount of redundant data added to the original data. However, by increasing
the amount of redundant data, the usable data rate is reduced (for the same system
operating condition). Generally, an interleaving process is associated with the FEC
coding techniques to improve the robustness of the communication system against
errors in bursts mainly caused by multipath fading channels.

8.1.3.1 FFT-OFDM PHY layer forward error correction coding
and interleaving schemes

The FEC scheme of the FFT-OFDM PHY layer processes the header and payload
fields differently. In addition, it will also act in a different way over the frame control,
depending on whether the PHY layer is operating in hybrid or AV mode.

The 128 bits of the AV frame control pass through a TC encoder with code rate
of 1/2, an interleaver and a diversity copier in order to repeat the encoded bits for
filling one OFDM symbol. The AV payload field data of the frame passes through a
scrambler, a TC encoder and an interleaver (same used in the AV frame control). The
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Figure 8.11 Block diagram of the FFT-OFDM PHY FEC system

FEC encoding of the payload is applied on groups of 520 or 136 bytes called PHY
blocks. If the robust operation (ROBO) mode is enabled, the interleaver is followed
by the ROBO interleaver block.

The hybrid frame control contains an additional frame control compatible with
HomePlug 1.0 standard and, as explained previously, it is used only when there are
HomePlug 1.0 and FFT-OFDM PHY layer devices sharing the same medium. The
FEC system of HomePlug 1.0 frame control employs a turbo product (TP) encoder
and an interleaver (this chapter is focused in the AV mode PPDU; however, details
about hybrid frame control can be found in [15]).

Figure 8.11 shows the block diagram of the FFT-OFDM PHY layer FEC system.
The header (frame control) and payload fields are encoded by the FEC scheme,
interleaved and then sent to the OFDM generation block where the data is mapped
into subcarriers and transformed in OFDM symbols.

Turbo convolutional encoder
The TC encoder of the FFT-OFDM PHY layer is used in the AV frame control or pay-
load fields of the PPDU. Figure 8.12 shows the block diagram of the TC encoder
designed for a code rate of 1/2 and composed of two 8-state recursive system-
atic convolutional (RSC) encoders, with a 2/3 code rate and generator polynomials
(1, 13/15)8, and a turbo interleaver. The outputs of the RSC encoders can be punctured
to achieve code rates of 16/21 and, optionally, 16/18.

PHY blocks with sizes of 16, 136 or 520 bytes are supported (the information bits
are split into u1 and u2 inputs). The output of the TC encoder consists of the original
information bits (u1 and u2) in their natural order followed by the parity bits generated
by the TC encoder (output of the puncturing block) in the order generated by the RSC
encoders. Details about the structures of the RSC encoder and turbo interleaver can
be found in [10].

Interleaver
Frequency selective fading and impulsive noise, both common characteristics of PLC
channels, cause errors in bursts that limit the performance of FEC schemes. In order
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to prevent the decoder from having to deal with the occurrence of this type of error, an
interleaver is normally used after the FEC encoder. By doing this, the interleaver can
perform the permutation of the coded bits, so that, adjacent bits are separated from
each other by several bits and, consequently, bit errors are randomly spread prior to
decoding, which improves the decoder’s error correction capability.

The interleaver of the FFT-OFDM PHY layer is applied to the AV frame con-
trol (HomePlug 1.0 frame control uses a specific interleaver detailed in [10]) and
the payload. In order to improve the decoding process at the receiver, four TC
decoders working in parallel are employed. Then, to facilitate this process, interleav-
ing/deinterleaving is performed in four groups of bits so that the four TC decoders
can perform simultaneous decoding. At the transmitter, the bits coming from the TC
encoder are divided in four subgroups in order to perform interleaving.

As an example, kinf represents the number of information bits and N − kinf the
number of parity bits generated by the TC encoder. The information bits are divided
in four equal subgroups of kinf /4 bits, whereas the parity bits are divided in four equal
subgroups of (N − kinf )/4 bits (for all physical block sizes and code rates available,
either the number of information or parity bits are divisible by four). The first kinf /4
information bits (in their natural order) form the first information subgroup, the
following kinf /4 information bits form the second one and so on. Similarly, the first
(N − kinf )/4 bits (in their natural order) form the first parity subgroup, the following
(N − kinf )/4 parity bits form the second one and so on.

Once the subgroups are formed, they are interleaved identically. The four sub-
groups of information bits are organized into a matrix of kinf /4 rows and four columns
(each column is a subgroup, with column 0 representing the first, column 1 the sec-
ond and so on). Equally, the four subgroups of parity bits are organized in a matrix
of (N − kinf )/4 rows and four columns. Then, the rows of both matrices are read in
a specific sequence that depends on the code rate of the TC encoder (each reading
outputs all 4 bits of the row in their natural order). The readings of the information
bits matrix are performed in the following manner:

● The 4 bits of row zero are readout.
● After the reading of row zero, the row number is incremented by factor called

StepSize, and then the 4 bits of this row are readout, then the row number
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is incremented again and so on (row number reading sequence: 0, StepSize,
2 · StepSize, 3 · StepSize, . . . , (kinf /4) − StepSize);

● Once the (kinf /4) − StepSize row is read, the row number is initialized to one
and the process is repeated, again the row number is incremented by StepSize
factor (row number reading sequence: 1, 1 + StepSize, 1 + 2 · StepSize, 1 + 3 ·
StepSize, . . . , (kinf /4) − StepSize + 1).

● After the last reading, row number is initialized to two and the process is
repeated (row number reading sequence in the second run: 2, 2 + StepSize, 2 +
2 · StepSize, 2 + 3 · StepSize, . . . , (kinf /4) − StepSize + 2).

● Row number is initialized again (one increment in relation to the last initialization
number) and the same process is repeated (the initialization is performed until it
reaches the StepSize value and consequently all rows have been read).

The readings of the parity bits matrix (when TC encoder uses code rate of 1/2)
are performed in a similar way. The difference is that instead of start reading by the
row zero, it starts by a number determined by an Offset factor (row number read-
ing sequence in the first run: Offset, (Offset + StepSize) mod T , . . . , (Offset + T −
StepSize) mod s, where T is equal to (N − kinf )/4). Then, the starting row number
is incremented by one (row number reading sequence in the second run: Offset +
1, (Offset + 1 + StepSize) mod T , . . . , (Offset + 1 + T − StepSize) mod T ), so that
the process is repeated StepSize − 1 more times, until all rows have been read (when
the end of matrix is reached, the count continues on row zero until reaching row
Offset − 1).

For code rates of 16/21 and 16/18, the readings of the parity bits matrix also
start with the Offset factor; however, the row number is not initialized for each of
the StepSize − 1 runs. After each row reading, StepSize is added to the row num-
ber and a modulo t is performed (Offset, (Offset + StepSize) mod T , (Offset + 2 ·
StepSize) mod T , . . .). This process will continue in a sequence until all rows have
been read.

Table 8.1 shows StepSize and Offset factors for different combinations of PHY
block sizes and code rates. The transmission sequence of the readings is performed
as follows (as explained previously, each reading outputs 4 bits of a specific row):

● Rate 1/2: one reading of information bits followed by one reading of parity bits
are transmitted in a sequence (8 bits). This process is repeated until all bits of
both matrices are transmitted.

● Rate 16/21: the first three readings of information bits followed by one reading
of parity bits (total of 16 bits) are transmitted in a sequence. This is repeated five
times, resulting in 20 readings of 4 bits, and then one extra reading of information
bits is output. This process is repeated until all bits of both matrices are transmitted.

● Rate 16/18: the first three readings of information bits followed by one reading
of parity bits (total of 16 bits) is transmitted in a sequence. Then, five readings of
information bits are output. This process is repeated until all bits are transmitted.

There is also an additional interleaving performed by switching bits position of
each nibble output by the described rows reading process (information and parity



214 Power line communication systems for smart grids

Table 8.1 Interleaver parameters of the FFT-OFDM PHY layer

PHY block size (bytes) Code rate Offset (parity) StepSize

16 1/2 16 4
520 1/2 520 16
136 1/2 136 16
520 16/21 170 16
136 16/21 40 8
520 16/18 60 11
136 16/18 16 11

Source: Reference [10].

Table 8.2 Interleaving process (switching bits in
each nibble) in the FFT-OFDM PHY layer

Output nibble number Switched bit order

1 or 2 b0b1b2b3
3 or 4 b1b2b3b0
5 or 6 b2b3b0b1
7 or 8 b3b0b1b2
9 or 10 b0b1b2b3

Source: Reference [10].

bits). This interleaving process is shown in Table 8.2 where b0, b1, b2 and b3 represent
the bits output by each row reading of either information or parity bits (the leftmost
bit of the nibble is transmitted first). The switching pattern changes after every two
nibbles reading and, after a sequence of 10 nibbles, the process is repeated until all
nibbles obtained by the first interleaving process have their position switched.

Diversity copier
The 128 bits of the frame control field of the PPDU become 256 bits after the TC
encoder with a code rate of 1/2. These 256 bits are interleaved and passed through the
diversity copier that copies each bit as many times as possible to fill in all the subcar-
riers enabled by the tone mask (the subcarriers of the frame control is always mapped
to coherent QPSK, meaning each subcarrier carries 2 bits). This procedure increases
the robustness of data transmission proportionally to the number of repetitions.

As an example, for theAmerican standard tone mask, which uses 917 subcarriers,
each encoded bit will be repeated 7.2 times. The 256 bits are mapped to the in-phase
(I ) and quadrature (Q) components with a bit index offset of 128, i.e., the first bit
(index zero) is mapped to component I of the first subcarrier (index zero) and the
129th bit (index 128) is mapped to the Q component of the same subcarrier. This
sequence continues to the 256th subcarrier (index 255), where the 256th and 128th
bits of the frame control data are respectively mapped to I and Q components of this
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Table 8.3 Bit ordering of the diversity copier of the FFT-OFDM PHY layer

Used subcarrier Bit address mapped Bit address mapped
into I component into Q component

0 0 128
1 1 129
2 2 130
… … …
c c mod256 (c+128) mod256
… … …
NumCarriers−1 (NumCarriers−1) mod256 [(NumCarriers−1)+128] mod256

Source: Reference [10].

subcarrier. Then, the same bit sequence is repeated until all 917 subcarriers are filled
with redundant frame control information.

Table 8.3 shows the bit ordering of the diversity copier when a symbol is used
to transmit frame control. The NumCarriers variable represents the number of active
subcarriers of the tone mask, while c represents the subcarrier index.

ROBO interleaver
As explained in Section 8.1.1.1, the adaptive tone map function dynamically adjusts
the FFT-OFDM PHY layer parameters to a communication link according to the
channel conditions. However, for initial communication between two nodes and for
broadcast and multicast communication to multiple nodes, the channel conditions are
unknown. Regarding this situation, three ROBO modes with more reliable commu-
nication, and consequently lower throughput, are supported by the FFT-OFDM PHY
layer. The ROBO modes are used for beacon, control and data broadcast, multicast
communication, session setup and initial unicast communication for channel estima-
tion. The three ROBO modes use coherent QPSK modulation and TC coding with
code rate of 1/2.

When one of the ROBO modes is enabled, the payload bits (encoded and inter-
leaved) are sent to the ROBO interleaver, which introduces redundancy to the encoded
bits by means of a repetition encoding and spreads the copies of these new encoded
bits in both frequency and time. Table 8.4 shows the parameters of the three available
ROBO modes, including the data rate provided at the FFT-OFDM PHY layer when
the default broadcast tone mask is used.

The Standard ROBO (STD-ROBO) mode uses a repetition code of factor four
with PHY blocks of 520 bytes, whereas the high-speed ROBO (HS-ROBO) mode,
for the same PHY block size, uses a repetition code of factor two, providing a twice
higher data rate (used when the channel conditions, estimated by the receiver, allow to
achieve reliable communication with the HS-ROBO mode). The mini-ROBO (MINI-
ROBO) mode has the highest number of copies and works with PHY blocks of 136
bytes, being normally used when small payloads need a highly reliable communication



216 Power line communication systems for smart grids

Table 8.4 ROBO mode parameters of the FFT-OFDM
PHY layer

ROBO mode Number of PHY data PHY block
copies rate (Mbps) size (bytes)

STD-ROBO 4 4.9226 520
HS-ROBO 2 9.8452 520
MINI-ROBO 5 3.7716 136

Source: Reference [10].

(the beacon frame uses the MINI-ROBO mode). Details about the ROBO interleaver
can be found in [10].

8.1.3.2 W-OFDM PHY layer—forward error correction coding
and interleaving schemes

Similar to FFT-OFDM PHY layer, the FEC schemes of the W-OFDM PHY layer also
process the header and payload fields differently. The frame control passes through a
concatenated FEC encoder composed by an outer (50, 34) RS encoder and an inner
CONV encoder with code rate 1/2 and generator polynomials (171, 133)8. The TMI
and FL fields of the header are encoded similarly, except that they do not pass through
the RS encoder and the bit interleaver (only by the CONV encoder).

The frame body, that carries the payload, passes through a scrambler, a concate-
nated FEC scheme composed by a (255, 239) RS encoder and a CONV encoder, a
puncturing block and a bit interleaver. There is also a selectable RS mode in which
the scrambled data passes only through the RS encoder (puncturing and interleav-
ing blocks are not used). Additionally, for the frame body, there is also an optional
low density parity check convolutional (LDPC-CONV) encoder (details about these
encoder can be found in [10]) in the place of the concatenated encoder.

Figure 8.13 shows the block diagram of the W-OFDM PHY layer FEC system.
The header (frame control) and payload fields are encoded by the FEC scheme,
interleaved and then sent to the OFDM generation block, where the data is mapped
into subcarriers and converted to OFDM symbols by the IDWT operation.

The frame control, TMI and FL fields of the W-OFDM PHY layer are always
transmitted in diversity mode, in which data is repeated several times using different
subcarriers within the same symbol (as redundant data are added, the diversity mode
increases the robustness of the transmission). There is also a diversity mode for the
frame body, used whenever there is no valid tone map for the communication link
or when channel operates in poor conditions. The W-OFDM PHY layer has three
different modes of diversity, one for frame control, one for TMI and FL and one for
frame body. Details about these diversity modes can be found in [10].

Reed–Solomon encoder
The RS coding is applied to the frame control of the header and also to the frame
body field (when RS only mode is enabled, the frame body is only codified by the
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Figure 8.13 Block diagram of the W-OFDM PHY layer FEC system

RS encoder). The input data bits must be divided into blocks with size equal to the
message length parameter of the RS encoder. The blocks are encoded separately and
in sequence (the MSB is the first bit to the input/output of the encoder). The RS code
has the following parameters:

● Codeword length (maximum): n = 2s − 1 = 255, with s = 8;
● Message length (maximum): k = n − 2t = 239, with t = 8;
● RS coding for the frame body: (255, 239) and (56, 40) (diversity mode);
● RS coding for the frame control: (50, 34).

Where n represents the codeword length in bytes (data bits plus 8 bytes of parity
bits), k the message length in bytes (input data bits must be organized in blocks with
this length), s is the symbol length in bits and t is the number of symbols in which
the encoder is able to correct (i.e., errors in up to 8 bytes of any part of the codeword
can be corrected).

The RS codeword is obtained by the generator polynomial of (8.3) with (t = 8).
The RS parity symbols are given by (8.4), corresponding to a Galois Field GF(28).

g(x) =
2t∏

i=0

(x − αi) (8.3)

p(x) = x8 + x4 + x3 + x2 + 1 (8.4)

Convolutional encoder
The CONV encoder is applied to all fields of the PPDU, except when RS only mode
is enabled. Data from the RS encoder (frame control and frame body) or directly from
the MAC layer (TMI and FL) are inserted into the CONV encoder input (MSB first).

The CONV encoder has a code rate of 1/2 (for each input bit, there will be
two output code bits), constraint length K = 7 (seven memory elements) and gen-
erator polynomials (171, 133)8. The generator polynomials correspond to the tap
connections of the LFSRs that integrate the encoder, represented in binary by the
polynomials (1111001)2 for the Xoutput and (1011011)2 for the Youtput .

Figure 8.14 shows the structure of the CONV encoder. In the beginning and at
the end of each frame, the encoder state is always set to zero (the error probability
in the CONV decoder is lower when the initial and final states are known) by means
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Figure 8.14 Convolutional encoder structure of the W-OFDM PHY layer

Table 8.5 Puncture patterns of W-OFDM PHY layer

Coding rate Puncture pattern (X) Puncture pattern (Y)

2/3 10 11
3/4 101 110
4/5 1000 1111
5/6 10101 11010
6/7 100101 111010
7/8 1000101 1111010

Source: Reference [10].

of the flushing zeros appended to the end of each field of the PPDU (tail bits) as
described in Section 8.1.1.2.

Puncturing
The code rate of the CONV encoder is chosen based on the channel conditions esti-
mated by the RCE/REC frames. TMI, frame control, FL and frame body (in diversity
mode) always use a code rate of 1/2; however, the frame body can use code rates of 1/2
to 7/8 (the better the channel conditions, the higher the code rate and the effective data
rate). Since the CONV encoder has a fixed code rate of 1/2, the puncturing block has
the function of increasing the code rate by removing some parity bits shortly after the
CONV encoding process. Table 8.5 shows the code rates according to the puncturing
patterns.

Interleaver
The encoded data (CONV or LDPC-CONV coding) is sent to an interleaver to increase
the system robustness to burst errors that can be caused by the PLC channel. TMI
and FL fields of the header and frame body in RS only mode are not interleaved.
For W-OFDM standard, interleaving can be performed for each W-OFDM symbol,
individually, or for multiple consecutive OFDM symbols (optional).
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Figure 8.15 Interleaving example for one W-OFDM PHY layer symbol

When interleaving is performed for one W-OFDM symbol, the bit stream is
organized in a matrix in which the number of rows is equal to the interleaver depth
parameter D. Consequently, the number of columns, denoted as the horizontal size
parameter S, is obtained dividing the number of bits Nbits in a W-OFDM symbol by the
depth parameter (if this operation do not return an integer number, it is rounded up).
The bit stream sequence is organized in a way that the first bit (MSB) is inserted in the
first column followed by the other bits in column direction, as shown in Figure 8.15
with the bits identified in numerical order (example with Nbits = 100 and D = 8).
The interleaved output consists of the bits of the matrix read in row direction, starting
from the first column, as also shown in Figure 8.15. The D and Nbits parameters for
the different parts of the frame are shown in Table 8.6.

Details about the optional interleaver for multiple W-OFDM symbols can be
found in [10].

8.1.4 OFDM generation

FFT-OFDM PHY layer uses a special form of multicarrier (MC) modulation called
OFDM, where the subcarriers are orthogonal in the frequency domain by means
of an IFFT operation, which is an efficient computational implementation of the
inverse discrete Fourier transform, at the transmit side. This feature allows subcarriers
to be closely spaced without interfering with each other providing higher spectrum
efficiency when compared to other MC modulation techniques.
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Table 8.6 Interleaver parameters of the W-OFDM PHY layer

Frame portion Number of bits Interleaver depth (D)
per symbol (Nbits)

Frame control (header) 102 8
Frame body in diversity mode (payload) 84 8
Frame body Variable 16

Source: Reference [10].

In comparison to SC modulation systems, OFDM systems present more robust-
ness against interference and frequency selective fading (the spectrum is divided in
multiple narrowband subchannels that are individually affected by frequency flat fad-
ing instead of frequency selective fading). Then, parts of the spectrum with higher
level of noise or fading can be avoided by not transmitting data on the subcarriers
inside them. Moreover, in certain conditions, the FEC schemes can recover corrupted
data on the affected subcarriers.

The W-OFDM PHY layer employs the W-OFDM technique, a different type
of OFDM based on the IDWT operation which exhibits even greater spectrum effi-
ciency than the conventional FFT-OFDM technique, requiring no GIs in the frequency
domain, and nor cyclic prefix (CP) in the time domain to mitigate intercarrier interfer-
ence. Because it has very low side lobes, it provides good noise rejection and limited
spectral leakage.

For both PHY layers (FFT-OFDM and W-OFDM), the encoded data coming from
the FEC schemes are mapped into subcarriers and then converted to OFDM symbols.

8.1.4.1 FFT-OFDM PHY layer—OFDM generation
After passing through the encoder and interleaver, the resulting encoded bits stream
is sent to the mapper to be transformed into a modulated symbols stream. Then, the
resulting symbols are applied to the OFDM generator. In this step, they are grouped
into blocks (each symbol corresponding to a subcarrier) and applied to the IFFT
operation to form the OFDM symbols. Each OFDM symbol is cyclically extended by
adding a CP block before the beginning of the symbol. Each CP block is a reproduction
of an end portion of the corresponding OFDM symbol. In the windowing and overlay
processes, a time domain window is applied to each OFDM symbol with CP, causing
adjacent symbols to be partially overlapped.

Finally, the preamble previously generated by the IFFT block is appended in
order to form the PPDU (preamble, header and payload). The resulting symbols are
sent to the AFE interface to be coupled to the power line and transmitted by the PLC
channel. Figure 8.16 shows the OFDM generation block diagram of the FFT-OFDM
PHY layer.

Subcarrier mapper
The bit stream coming from the interleaver (or from ROBO interleaver when one of
the ROBO modes is enabled) is mapped into subcarriers with coherent PSK/QAM
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Figure 8.16 OFDM generation in the FFT-OFDM PHY layer

Table 8.7 Subcarrier modulation characteristics of the FFT-OFDM PHY layer

Frame field Bits per carrier Modulation type

Frame control (header) 2 Coherent QPSK
Payload (STD-ROBO, HS-ROBO, MINI-ROBO) 2 Coherent QPSK
Payload 1 Coherent BPSK

2 Coherent QPSK
3 Coherent 8-QAM
4 Coherent 16-QAM
6 Coherent 64-QAM
8 Coherent 256-QAM

10 Coherent 1,024-QAM
12 Coherent 4,096-QAM

Source: Reference [10].

modulation by means of the subcarrier modulator block. The frame control field of the
PPDU is always QPSK modulated, whereas the payload can be mapped into different
modulations (BPSK, QPSK, 8-QAM, 16-QAM, 64-QAM, 256-QAM, 1,024-QAM
or optionally 4,096-QAM) according to the TMI information.

Table 8.7 shows the different configurations of subcarrier modulation and their
respective bit load. Different modulations can be used for different subcarriers inside
the same symbol (except for ROBO mode). The subcarriers not carrying data, accord-
ing to the tone map, carry dummy bits (generated by means of a PN sequence) with
coherent BPSK modulation.

IFFT, cyclic prefix, windowing and overlap
OFDM symbols are generated by the IFFT operation. The mapped data are grouped
and allocated into the inputs of a 4,096-point IFFT block (according to the predefined
tone mask), resulting in an OFDM symbol consisting of 4,096 time samples (IFFT
range). Then, a CP is created by copying a pre-set number of samples from the end of
the OFDM symbol and inserting it before the beginning of the symbol. After insertion
of the CP, a time domain window is applied to the extended OFDM symbol (details can
be found in [7]) causing an overlap with the adjacent symbols. Figure 8.17 shows the
structure of the resulting OFDM symbol after the windowing process, and Table 8.8
presents its specifications considering a sampling rate of 100 MHz.
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Table 8.8 Specifications of the OFDM generation block of FFT-OFDM PHY layer

Symbol Description Time samples Time (μs)

T IFFT interval (mandatory) 4,096 40.96
IFFT interval (optional for access stations) 4,096 81.92, 163.84

tprefix CP interval RI+GI 4.96+GI
TE Extended symbol interval T + tprefix 45.92+GI
RI Roll-off interval 496 4.96
TS Symbol period 4,096+GI 40.96+GI
GIFC Frame control guard interval 1,832 18.32
GI Payload symbol guard 556, 756, 5.56, 7.56,

intervals (mandatory) 4,712 47.12
Extended smaller guard 160, 392, 208, 1.60, 3.92, 2.08,

intervals (optional) 256 2.56
Extended larger guard 956, 1,156, 9.56, 11.56,

intervals (mandatory) 1,556, 1,956 15.56, 19.56
GISR STD-ROBO payload symbol 556 5.56

guard interval
GIHR HS-ROBO payload symbol 556 5.56

guard interval
GIMR MINI-ROBO payload symbol 756 7.56

guard interval
F Frequency range 1.8–30 MHz

Frequency range (optional) 1.8–50 MHz

Source: Reference [10].

The OFDM symbols may contain up to 1,974 subcarriers (spaced by approxi-
mately 24.414 kHz), ranging from 1.8 to 50 MHz. In the particular case of the IEEE
1901-2010 FFT-OFDM standard, the FFT-OFDM PHY layer specifies the frequency
band of 1.8 to 30 MHz as default and leaves the range above 30 MHz as optional.

There are two types of tone masks used in the FFT-OFDM PHY layer for sub-
carrier selection, the broadcast tone mask, used for frame control data symbols and
ROBO, and the extended tone mask, used for preambles, data, and priority resolution
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Figure 8.18 OFDM generation in the W-OFDM PHY layer

symbols (below 30 MHz, 917 subcarriers can be used by both tone masks). Details
on the tone masks can be found in [10].

The preamble construction is described in Section 8.1.1.1.

8.1.4.2 W-OFDM PHY layer—OFDM generation
In the OFDM generation process of the W-OFDM PHY layer, the encoded bit stream
coming from the interleaver is sent to the mapper to be transformed into a PAM sym-
bols stream. Then, the resulting symbols are applied to the OFDM generator, where
these are grouped into blocks and applied to the IDWT operation to form theW-OFDM
symbols.After that, the preamble previously generated by the IDWT block is appended
to form the PPDU (preamble, header and payload) and ramping process is performed
on the composite waveform. Lastly, the resulting symbols are sent to the AFE inter-
face to be coupled to the power line and transmitted by the PLC channel. Figure 8.18
shows the W-OFDM generation block diagram of the W-OFDM PHY layer.

Subcarrier mapper
The encoded bits stream from the interleaver is mapped to a PAM symbols stream.
The resulting symbols are grouped in blocks, and each symbol of a given block is
associated with a corresponding subcarrier.

The frame control, TMI and FL fields of the PPDU are always mapped to 2-PAM,
while the frame body can be mapped in different ways (2-PAM, 4-PAM, 8-PAM, 16-
PAM or optionally 32-PAM). The voltage levels of the PAM schemes can be found
in [10]. In diversity modes, the frame body can use 2-PAM or differential 2-PAM
(D2-PAM) [10]. Table 8.9 shows the different subcarrier mapping configurations and
their respective bit loads.

IDWT operation, preamble and ramp process
The frame of the PHY W-OFDM layer can be transmitted directly in baseband (for
residential and access applications, the baseband is mandatory) or optionally in band-
pass. It should be noted that baseband transmissions employ a cosine modulated filter
bank (CMFB). On the other hand, in bandpass transmissions, it is necessary to include
a sine modulated filter bank (SMFB) for the generation of the quadrature signal, in
order to preserve the spectral efficiency. Thus, bandpass transmissions employ both
CMFB and SMFB to generate in-phase and quadrature signals [10].
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Table 8.9 Subcarrier modulation characteristics of W-OFDM
PHY layer

Frame field Bits per Modulation Mode
carrier type

TMI and frame length 1 2-PAM Diversity
Frame control 1 2-PAM
Frame body 1 2-PAM

1 D2-PAM High speed
1 2-PAM
2 4-PAM
3 8-PAM
4 16-PAM
5 D32-PAM

Source: Reference [10].

For baseband transmission, each group of PAM symbols is associated with 512
equally spaced subcarriers of 61.03515625 kHz (the spacing of the subcarrier varies
according to the size of the IDWT block), occupying a bandwidth from direct current
up to 31.25 MHz and allocated in the fixed frequency range of 1.8–28 MHz with
notches used to avoid amateur radio frequencies. The upper limit of the frequency
range may vary below or above 28 MHz according to country regulations. The PAM
symbols are applied to the inputs of a 512-point IDWT block to obtain an OFDM
symbol composed of 512 time samples.

For the optional bandpass transmission, each PAM symbol group is associated
with 1,024 uniformly spaced subcarriers, ranging from 1.8 to 50 MHz. The PAM
symbols are applied to the inputs of a 1,024-point IDWT block, resulting in a symbol
OFDM composed of 1,024 time samples. Table 8.10 shows the specifications of the
W-OFDM generation block of W-OFDM PHY layer. More details about the IDWT
block, subcarrier frequencies and baseband and bandpass transmissions can be found
in [10].

The preamble construction and ramp process is described in Section 8.1.1.2 and
in more detail in [10].

8.1.5 Tone mapping

The channel adaptation process is initiated by estimating some important channel
characteristics (e.g., SNR) at the receiver and determining the best tone maps. Tone
maps are lists of subcarriers to be used with their corresponding FEC encoding and
modulation mapping configurations and the length of the GI to be employed on a
specific unicast communication link between two devices to optimize throughput.

8.1.5.1 FFT-OFDM PHY/MAC layers tone mapping
The frame control field contains the TMI information employed to properly demod-
ulate the PPDU payload. The TMI is a 5-bits field that indicates which tone map was
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Table 8.10 Specifications of W-OFDM generation block
of W-OFDM PHY layer

Parameter Value

IDWT block size 512, 1,024 (optional) and 2,048 (optional)
Subcarrier spacing 61.03515625, 30.517578125 (optional)

and 15.2587890625 kHz (optional)
Symbol duration 8.192, 16.384 (optional)

and 32.768 μs (optional)
Frequency range 1.8–28

and 1.8–50 MHz (optional)
Maximum physical data rate 220

and 420 Mbps (optional)

Source: Reference [10].

used to generate the PPDU payload. The tone map is only valid for the payload (robust
modes do not support tone map), and it contains information on which subcarriers are
being used to carry data, the modulation method and coding rate of each subcarrier
and the OFDM symbol GI.

As the FFT-OFDM PHY/MAC layers operate with multiple tone maps, the
receiver stores a list of tone maps that are individually selected according to the
TMI field information. The tone map list is obtained by means of channel estima-
tion procedure handled by the MAC layer in conjunction with the PHY. It consists
in obtaining the characteristics of the power line channel for a specific communica-
tion link (such as SNR of each subcarrier and channel delay) in order to choose the
best PHY configuration (indicated in the tone map) and consequently to optimize the
network throughput. The subcarriers with higher SNR will use a higher modulation
order and code rate, whereas the ones with lower SNR a lower modulation order and
code rate (or even will not carry data).

The tone map is constantly updated as the channel conditions are dynamic. One
important characteristic of the power line channel is that the SNR and noise char-
acteristics vary according to the alternating current (AC) line cycle (typically, the
noise level is lower during zero crossing and higher during peaks). For this rea-
son, the 50/60 Hz cycle is divided in regions with different tone maps (multiple tone
maps operation). Then, the PPDUs are transmitted using the specific tone map for the
region of the AC cycle that is being crossed during the transmission. Such mechanism
provides performance improvements to the point the throughput in better conditions
regions are often 50 percent higher than in the worse ones [9].

The channel estimation procedure is divided in two processes, the initial channel
estimation (ICE) and the dynamic channel adaptation (DCA). When the transmitter
needs to send data to a specific destination in which there is no tone map available, it
performs the ICE. For that, the transmitter sends one or more sound MPDUs to the
destination. The receiver processes these MPDUs, estimates the channel conditions in
the PHY layer, creates and stores the default tone map and sends it to the transmitter
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that will store and start using the tone map immediately after receiving it. Then, the
receiver may also generate one or more AC line cycle adapted tone maps, providing
a tone map list for the communication link.

On the other hand, the DCA is performed by the receiver subsequently to the
ICE requested by the transmitter. For that, the receiver continuously monitors the
channel conditions based on the received MPDUs (either sound or data) and provides
dynamic updates to the tone map list, adapting the communication link to the variable
conditions of power line channel.

8.1.5.2 W-OFDM PHY/MAC layers tone mapping
Similar to the FFT-OFDM PHY/MAC layers, W-OFDM PHY/MAC layers also sup-
port the tone map function that selects the most appropriate PPDU configuration
(payload part) for power line channel conditions. For the channel estimation pro-
cedure, the transmitter sends a RCE PPDU to the destination. This PPDU has an
evaluation sequence that is used by the PHY of the receiver to estimate the chan-
nel conditions. Based on this estimation, the new tone map is created, stored in the
receiver and sent to the transmitter together with its identification number (TMI) by
means of a CER PPDU. Immediately after processing the CER PPDU, the transmitter
will store the new tone map and begin using it for the following transmissions of this
communication link (the PPDU header will take the TMI to the receiver so that it will
have the information needed to properly demodulate and decode the payload).

The tone map indicates the modulation of each subcarrier and the FEC system
type of the payload field. It allows masking the subcarriers that present the worse noise
conditions so that they will not be used for transmission. Different from FFT-OFDM,
W-OFDM tone map function does not support multiple tone map operation.

Channel estimation is always performed when there is no valid tone map for the
communication link. In order to keep the tone map constantly updated, it will have a
lifetime defined for the MAC layer (maximum of 30 s) so that the devices will have to
perform the channel estimation procedure every time it expires. Channel estimation
is also performed when there is insufficient transmission capacity between devices
or it was detected an improvement or deterioration of channel conditions.

8.2 Simulation of FFT-OFDM and W-OFDM PHY layers

As explained in Section 8.1.3 and in previous chapters, PLC channels present mul-
tipath fading and high levels of noise. In order to evaluate the performance of IEEE
1901-2010 PHY layers regarding the data information transmission (payload) over
some of these typical characteristics of the PLC channel, some simulations were per-
formed according to the specifications presented in Section 8.1 and analyzed for four
distinct scenarios:

● AWGN channel
● Multipath fading channel
● AWGN channel with periodic impulsive noise
● Multipath fading channel with periodic impulsive noise
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Transmitter Receiver+

AWGN

s(t)

n(t)

r(t) = s(t) + n(t)

Figure 8.19 Simulation model for an AWGN channel

The FFT-OFDM PHY layer was implemented using a 4,096 samples OFDM
symbol with duration of 40.96 μs and a fixed GI (CP) of 556 samples (5.56 μs).
The FEC system consists of a (1, 13/15)8 TC coding scheme, the code rate of which
was set to 1/3 rather than 1/2 and the data block interleaving was set randomly, for
simplicity of implementation. The subcarrier mapping considered in the simulations
were BPSK, QPSK, 16-QAM and 64-QAM (higher mapping order specified in the
standard were omitted for simplicity).

The W-OFDM PHY layer was implemented using a 512-point IDWT block for
generating the W-OFDM symbols, each with a duration of 8.192 μs. The FEC system
consists of the concatenation of (255, 239) RS and (171, 133)8 CONV coding schemes
(all simulations were performed without puncturing) with random data block inter-
leaving. The subcarrier mapping considered in the simulations were 2-PAM, 4-PAM,
8-PAM and 16-PAM (32-PAM was not analyzed since it is optional).

For each simulation point, it was transmitted 104 frames, each one was composed
by 20, 480 digital coded symbols (equivalent to 10 OFDM symbols for FFT-OFDM
and 40 OFDM symbols for W-OFDM). Depending on the subcarrier mapping, bit-
filling can be employed to match the FL.

8.2.1 AWGN channel

In order to validate the simulation model and to verify the system performance in
the simplest noise scenario, some analysis in an AWGN channel (considering only
thermal background noise) were performed [16].

In the adopted simulation model, described in Figure 8.19, the AWGN n(t) is
simply added to the transmitted OFDM signal s(t) and the resulting received signal
r(t) is processed at the receiver.

The simulation results for both FFT-OFDM and W-OFDM in theAWGN scenario
are shown, respectively, in Figures 8.20 and 8.21. The curves express the system
performance in terms of BER as a function of the energy per bit to the noise power
spectral density ratio (Eb/N0).

For FFT-OFDM, it can be verified in Figure 8.20 that for reaching a BER of
1 · 10−5, BPSK, QPSK, 16-QAM and 64-QAM mapping require, respectively, an
Eb/N0 of approximately 0.85, 0.85, 2.9 and 5.0 dB.
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Figure 8.20 BER performance of FFT-OFDM PHY layer over an AWGN channel
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Figure 8.21 BER performance of W-OFDM PHY layer over an AWGN channel

For W-OFDM, it can be noted in Figure 8.21 that for reaching a BER of 1 · 10−5,
2-PAM, 4-PAM, 8-PAM and 16-PAM mapping require, respectively, an Eb/N0 of
approximately 5, 8.5, 12.2 and 16.5 dB.

Due to TC coding and employed modulation mapping techniques, FFT-OFDM
clearly presented a better performance in comparison to W-OFDM (that employs
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Multipath
channel

Figure 8.22 Simulation model for multipath fading channel with AWGN

RS/CONV coding and M -PAM) in AWGN channels for equivalent modulation
mapping schemes (carrying same number of bits per digital symbol).

8.2.2 Multipath fading channel

The multipath fading propagation effects, usually presented in PLC channels, can
be depicted by the tapped delay line (TDL) model (representing the channel impulse
response). This model has been often used in the literature for modeling different
bandlimited communication channels, including PLC channels [17–22], and it repre-
sents the multipath fading propagation effects (e.g., reflections, scattering) caused by
different resolvable paths (corresponding to distinct symbol time intervals) by varying
the complex coefficients of a TDL filter.

In this work, it was considered a 5-taps digital coded symbol-spaced TDL model
(five resolvable paths) whose coefficients have Rayleigh distributed magnitudes and
uniform distributed phases. An exponential decay profile with factor 2 between
coefficients was also employed.

In the adopted simulation model, described in Figure 8.22, the resulting signal
r(t) at the receiver is obtained by the convolution of the transmitted OFDM signal
s(t) and the 5-tap multipath channel h(t) and by the addition of AWGN n(t).

In both FFT-OFDM and W-OFDM, the received OFDM symbols were equalized
using the minimum mean square error (MMSE) frequency domain equation (FDE)
technique. The only difference between them is that the MMSE-FDE is processed
before the DWT operation on the W-OFDM receiver (requiring FFT/IFFT operations
as in single carrier systems), while it is conventionally applied after the FFT operation
on the FFT-OFDM receiver.

Figures 8.23 and 8.24 present, respectively, the performance results in the multi-
path fading scenario for both FFT-OFDM and W-OFDM in terms of BER as a function
of Eb/N0.

For FFT-OFDM, it can be verified in Figure 8.23 that for reaching a BER of
1 · 10−4, BPSK, QPSK and 16-QAM mapping require, respectively, an Eb/N0 of
approximately 4.5, 4.5, and 11.5 dB. On the other hand, 64-QAM requires approxi-
mately 14 dB for reaching a BER of 2 · 10−3 (did not reach 1 · 10−4 in the investigated
Eb/N0 interval).



230 Power line communication systems for smart grids

0 5 10 15 20
Eb/N0 (dB)

BPSK
QPSK
16QAM
64QAM

10–6

10–5

10–4

10–3

10–2

10–1

B
ER

Figure 8.23 BER performance of FFT-OFDM PHY layer over multipath fading
with AWGN
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Figure 8.24 BER performance of W-OFDM PHY layer over multipath fading with
AWGN

For W-OFDM, it can be noted in Figure 8.24 that for reaching a BER of 1 · 10−4,
2-PAM, 4-PAM, 8-PAM and 16-PAM mapping require, respectively, an Eb/N0 of
approximately 8.5, 16, 19 and 23.5 dB.

Although the multipath channel causes a larger degradation compared to the
AWGN channel, the FFT-OFDM also performed better than the W-OFDM in this
scenario for equivalent modulation mapping schemes.
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Figure 8.25 Representation of AWGN and impulsive noise over an OFDM symbol

Table 8.11 Periodic impulsive noise parameters

Impulsive noise scenario IAT (s) Tnoise (ms)

Heavily disturbed 0.0196 0.0641
Medium disturbed 0.9600 0.0607
Weakly disturbed 8.1967 0.1107

Source: Reference [24].

8.2.3 AWGN channel with periodic impulsive noise

Regarding the noise scenario, it is not possible to analyze the performance of PLC
systems considering only AWGN, as in general, the noise in power lines consists
of background noise and impulsive noise (very destructive). The impulsive noise
occurs generally in bursts, as represented in Figure 8.25, and it can be classified as
periodic (occurs at regular time intervals, synchronous or asynchronous to the mains
frequency) or aperiodic (random occurrence) [13].

In [23], periodic impulsive noise parameters were evaluated by means of a mea-
suring campaign that established three different scenarios: heavily disturbed, medium
disturbed and weakly disturbed. Table 8.11 shows the impulsive noise parameters for
these three scenarios, where IAT is the interarrival time of the impulsive noise and
Tnoise is its average duration.

For evaluating the performance of FFT-OFDM and W-OFDM PHY layers, the
periodic impulsive noise nimp(t), generated according to [24] for the heavily disturbed
scenario of Table 8.11, was added to the background noise n(t) (represented by the
AWGN), as shown in Figure 8.26.

The simulations were performed considering two levels of impulsive noise, char-
acterized by the impulsive noise to AWGN power ratio (Fimp), one setting Fimp = 10
and the other Fimp = 100. Although Fimp = 100 represents an impulsive noise level
much higher than the one considered in [23,24] (Fimp = 10), it was also used in
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Figure 8.26 Simulation model for AWGN channel with periodic impulsive noise
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Figure 8.27 BER performance of FFT-OFDM PHY layer over AWGN channel with
periodic impulsive noise (Fimp = 10)

this work only for investigation purposes (verify when impulsive noise levels start to
become more critical).

Figures 8.27 and 8.28 present the performance results for FFT-OFDM in aAWGN
channel with impulsive noise in terms of BER as a function of Eb/N0, respectively,
for Fimp = 10 and Fimp = 100. For comparison purpose, the curves without impulsive
noise (only AWGN) were also inserted to the figures.

It can be verified in Figure 8.27 that for reaching a BER of 1 · 10−4, the Eb/N0

has to be increased by around 4–6 dB (when compared to the no impulsive noise
scenario), depending on the modulation mapping schemes, due to the presence of the
periodic impulsive noise, highlighting the degradation effect of the impulsive noise in
FFT-OFDM PHY layer even using TC coding, interleaving and OFDM.

It can be noted in Figure 8.28 that with Fimp = 100, the higher impulsive noise
level degraded significantly the performance of FFT-OFDM. It created a BER floor
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Figure 8.28 BER performance of FFT-OFDM PHY layer over AWGN channel with
periodic impulsive noise (Fimp = 100)
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Figure 8.29 BER performance of W-OFDM PHY layer over AWGN channel with
periodic impulsive noise (Fimp = 10)

at around 5 · 10−3 that goes at least to Eb/N0 of 8 dB to BPSK and QPSK and to 12 dB
for 16-QAM and 64-QAM.

Figures 8.29 and 8.30 show the performance results for W-OFDM in a AWGN
channel with impulsive noise, respectively, for Fimp = 10 and Fimp = 100.
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Figure 8.30 BER performance of W-OFDM PHY layer over AWGN channel with
periodic impulsive noise (Fimp = 100)

From Figure 8.29, it can be noted that the presence of impulsive noise with Fimp =
10 requires an increase in Eb/N0 (when compared to no impulsive noise scenario)
by around 1.5–2 dB for a BER of 1 · 10−3, 2-PAM, 4-PAM, 8-PAM and 16-PAM
mapping. Although some of the mapping schemes studied did not reach a BER of
1 · 10−4 during the simulations (BER drops very rapidly with the increase of Eb/N0),
it can be easily noted that all schemes require an increase in Eb/N0 to achieve the
same level of performance obtained without the presence of impulsive noise.

Analyzing the results of Figure 8.30, it can be noted that the presence of impulsive
noise with Fimp = 100 starts to cause a similar BER floor as presented in FFT-OFDM.

8.2.4 Multipath fading channel with periodic impulsive noise

In this scenario, all PLC channel characteristics previously discussed are combined,
as shown in Figure 8.31. The transmitted OFDM signal s(t) pass through the multipath
channel h(t) with five resolvable paths, and then AWGN n(t) and periodic impulsive
noise nimp(t) are added to the resulting signal at the receiver. The multipath channel
was generated according to the parameters shown in Section 8.2.2 and the periodic
impulsive noise was configured according to the heavily disturbed scenario presented
in Table 8.11, for Fimp = 10 and Fimp = 100. The performance for Fimp = 100 was
also analyzed only for investigation purposes.

Figures 8.32 and 8.33 present the performance results for FFT-OFDM in a
multipath channel with AWGN and impulsive noise in terms of BER as a function
of Eb/N0, respectively, for Fimp = 10 and Fimp = 100. For comparison purpose, the
curves without impulsive noise (only multipath fading) were also inserted into the
figures.
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Figure 8.31 Simulation model for multipath channel with AWGN and periodic
impulsive noise
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Figure 8.32 BER performance of FFT-OFDM PHY layer over multipath fading
channel with AWGN and periodic impulsive noise (Fimp = 10)

It can be noted in Figure 8.32 that with Fimp = 10, there are a BER floor at different
levels (e.g., around 4 · 10−3 to BPSK from 4 to 6 dB), independent to the modulation
mapping scheme. Due to the multipath effect, the contribution of the impulsive noise
in the performance degradation is reduced, although it is still significant (because the
multipath degradation by itself is high). For BPSK and QPSK, the degradation due
to the multipath effect when compared to AWGN is around 5 dB to a BER of 1 · 10−5

and the additional degradation caused by the impulsive noise is around 3.5 dB at the
same BER.

It is possible to verify in Figure 8.33 that the increase in the impulsive noise
caused by Fimp = 100, generate a performance floor of around 6 · 10−3 from 5 to
12 dB for BPSK and QPSK, around 8 · 10−3 that goes from 8 to 12 dB for 16-QAM
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Figure 8.33 BER performance of FFT-OFDM PHY layer over multipath fading
channel with AWGN and periodic impulsive noise (Fimp = 100)
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Figure 8.34 BER performance of W-OFDM PHY layer over multipath fading with
AWGN and periodic impulsive noise (Fimp = 10)

and around 4 · 10−3 that goes from 12 to 16 dB for 64-QAM (partially caused by the
multipath effect).

Figures 8.34 and 8.35 show the performance results for W-OFDM in a multipath
channel withAWGN and impulsive noise, respectively, for Fimp = 10 and Fimp = 100.
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Figure 8.35 BER performance of W-OFDM PHY layer over multipath fading with
AWGN and periodic impulsive noise (Fimp = 100)

Analyzing Figure 8.34, it can be noted that for a Fimp = 10, the impulsive noise
did not affect W-OFDM performance significantly up to a BER of 1 · 10−4. The worst
impulsive noise effect appears in 2-PAM, which presented a performance degradation
of around 0.5 dB at a BER of 1 · 10−4.

On the other hand, Figure 8.35 for Fimp = 100 shows that the increase in the
impulsive noise caused a performance degradation of up to 2 dB at 1 · 10−3 for
the considered modulation mapping. However, the performance degradation can
increase significantly to lower BERs.

8.3 Conclusion remarks

In the analysis conducted in this chapter, it was possible to conclude that the FFT-
OFDM PHY layer presents better performance than the W-OFDM PHY layer in
AWGN (between 4 and 11 dB at 1 · 10−5) and multipath (between 4.5 and 12.5 dB at
1 · 10−4) PLC channels for equivalent modulation order (i.e., bits per digital symbol).

On the other hand, it seems that the FFT-OFDM PHY layer is less robust than
the W-OFDM PHY layer to periodic impulse noise. This becomes clearer when the
results of Fimp = 100 are analyzed, and it is possible to verify the presence of a more
pronounced BER floor for FFT-OFDM than for W-OFDM.

Despite this, FFT-OFDM PHY layer still performed better than W-OFDM PHY
layer for AWGN (e.g., QPSK required 5.5 dB at 1 · 10−5 and 4-PAM required 9 dB)
and multipath (e.g. QPSK required 8.0 dB at 1 · 10−5 and 4-PAM required 17.0 dB)
channels corrupted by impulsive noise with Fimp = 10.
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It is important to mention that the degradation caused by the periodic impulsive
noise can be reduced by increasing the length of the transmitted frame. As the number
of OFDM symbols increases, the effectiveness of coding (mainly to TC coding) and
interleaving schemes can be improved considerably (however, the Doppler effect
might be a concern as FL increases).
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Chapter 9

Power line communications for smart grids
applications

Ivan R. S. Casella1

Smart grids (SGs) can be considered as an evolution of the current energy model
to optimally manage the balance between power supply and demand and meet the
energy needs of the modern world.

One of the key elements of the SGs to achieve this goal is a bidirectional informa-
tion and communication technology (ICT) infrastructure, with real-time monitoring,
control and self-healing capability.

Among potential telecommunications technologies, power line communications
(PLCs) appear as a strong candidate to integrate this ICT infrastructure by having
some interesting features for applications in SGs. For example, they can exploit the
existing electric grid infrastructure to reduce deployment costs, provide a low-cost
alternative to complement existing technologies in the search of ubiquitous coverage
and establish high data rate communication through obstacles that typically degrade
wireless communications.

In order to understand the role of PLCs in SGs applications, this chapter will
introduce a brief overview of how power grids are structured, then some fundamental
characteristics of SGs will be shown and, finally, some possible applications of PLC
technologies in SGs will be presented. Some of the key topics discussed here will be
dealt with more deeply in next chapters.

9.1 Conventional power grids

Conventional power grids are one of the most remarkable conquests of the nineteenth
and twentieth centuries. They are large complex systems responsible for delivering
energy to an enormous number of consumers (residential, commercial and industrial)
spread across a vast region. Historically, this process was built on the principle of
unidirectional energy flow to provide electricity to passive consumers. The energy is

1Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
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generated in some few large power sources and pervasively transported over long-
distance transmission and distribution networks, until reaching the end consumers
[1,2]. This fact, associated with regulatory, technical, commercial and economic
issues, reflected in the monopoly of the power facilities in the early years of electri-
city [3].

Thus, it can be noted that the architecture of conventional power grids is highly
centralized and hierarchical. As shown in Figure 9.1, it consists of the stages of
generation, step-up conversion (inside step-up substations), transmission, step-down
conversion (inside step-down substations), distribution and consumption [4,5].

Although the main specifications of each stage may vary from country to coun-
try, it is possible to describe, in a general way, the whole process. The generation
corresponds to the conversion of different sources of energy, such as hydraulic, wind,
solar, tide, biomass, fossil fuel and nuclear, into electricity. In general, due to the tech-
nical and economic characteristics of the generators, three-phase medium voltages
(MVs) are produced between 1 and 35 kV,1. in AC (alternating current) mode at 50 or
60 Hz.

As generation is often located far from large consumption centers for technical,
legal and safety reasons, the voltage levels are elevated within step-up substations in
order to reduce energy transmission losses over long distances. The transmission net-
works connect the generation plants to the regions of consumption. They usually cover
hundreds of kilometers and are basically composed of high voltage (HV) [between
35 and 230 kV1] or extra HV (EHV) [above 230 kV1] transmission lines, in AC or
DC (direct current) mode.

Lastly, the distribution networks play the role of safely and reliably delivering
electricity from the transmission networks to the final customers within the con-
sumption regions. They encompass step-down substations (to reduce the HV and
EHV of the transmission lines to MV), three-phase MV lines, MV/LV transform-
ers and three- and single-phase low voltage (LV) lines, generally below 1 kV1 (e.g.,
400/230, 380/220, 240/120 and 230/115 V), both in AC mode. In the distribution net-
works, the distances are smaller than in the transmission networks; thus, the voltages
can be reduced to privilege the safety of the consumers instead of providing lower
losses [6].

A step-down substation can supply power at different voltages for different areas
and is usually composed by transformers, relays and circuit breakers, which can
disconnect the substation from different distribution lines or from the power grid, if
necessary. For large consumers, such as large industries, hospitals and universities,
three-phase MV lines can be used directly. For small and medium consumers, a
MV/LV transformer is employed to reduce the voltage at the consumer side. For
residential applications, for example, two LV phases of the MV/LV transformer are
connected to the power meters. For other applications that require more power, such

1This voltage classification is in accordance with IEC 60038 (International Electrotechnical Commission
60038) [7]
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Figure 9.1 Architecture of the conventional power grids

as residential and commercial buildings and small industries, three-phase LV can be
used.

Despite its importance, this centralized and hierarchical model, generally man-
aged in part by the old cybernetic supervision and data acquisition control (SCADA)
system, is aging and is becoming inadequate to meet the new electricity needs of the
twenty-first century (e.g., accurate integration of renewable sources, more efficient
mechanisms of generation, transmission and consumption of energy, high capacity
of monitoring and control). This fact has motivated the development of a new power
grid concept, the so-called SGs [8–10].
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9.2 Smart grids

SGs can be considered as an evolution of conventional power grids. They employ
modern ICT to build a complete interconnected bidirectional infrastructure composed
of communication networks, data processing systems and real-time monitoring and
control applications to optimally manage power generation, transmission, distribution
and consumption and increase the efficiency, reliability and safety of energy use
[1,2,11,12]. A description of the architecture of the SGs is presented in Figure 9.2.

SGs have the potential to achieve several interesting objectives for both power
utilities and consumers [11,13,14], such as the following:

● Power quality suitable for twenty-first-century necessities
● Reduction of greenhouse gas emissions (GHGEs)
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● Increased use of digital technologies to improve reliability, security and efficiency
of the power grid

● Fast self-healing capability to minimize the impact of power outages on consumers
● Deployment and integration of distributed generation, including renewable

resources
● Dynamic resources management to optimize the supply of energy and minimize

operation and maintenance costs
● Real-time monitoring and control of the power delivered to consumers
● Active participation of the consumers in the power grid operations
● Resiliency against physical and cyberattacks;
● Development of new smart products, services and markets;
● Development of standards for communication and interoperability of appliances

and equipment connected to the power grid.

As shown in Figure 9.3, SGs can offer these benefits through the use of the
following techniques:

● Smart metering (SM) and advanced metering infrastructure (AMI) to enable
energy monitoring and control in the consumer domain;

● Optimization of energy resources use and integration of different renewable
energy sources (e.g., solar and wind) to existing power grids to increase energy
supply in a sustainable, reliable, safe and low-cost manner, supported by the
energy management system (EMS);

● Distributed generation (DG) and microgrids (MGs) in order to increase grid
reliability (e.g., more than one supply of energy), simplify grid maintenance
and reduce energy losses and costs (e.g., locating power generators close to the
consumers);
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● Decentralized energy storage (DES) to compensate time varying nature of the
renewable energy sources (RESs);

● Plug-in electric vehicles (PEVs) and vehicle-to-grid (V2G) in order to coordinate
the balance of energy generation and consumption along the day by discharging
energy into the SGs, such that electrical vehicles (EVs) can act as a mobile energy
source to further stabilize the grid;

● Demand side management (DSM) and dynamic energy pricing (DEP) programs,
allowing active consumers participation to full coordination between the gener-
ated and consumed energy and to reduce energy losses, peaks demand and energy
costs;

● Physical and cybernetic security and privacy.

Traditionally, energy companies have invested in increasing the power grid infras-
tructure to meet high peak power demand to avoid blackouts; however, this strategy
is expensive and inefficient [15]. Within the SGs concept, power utilities can use,
for example, DSM programs to modify the energy use patterns of the consumers and
distribute energy usage more uniformly throughout the day. DEP programs can also
be employed to encourage off-peak energy consumption by charging for electricity
differently throughout the day.

9.2.1 Advanced metering infrastructure

Smart meters are devices initially designed to monitor energy use of the consumers
in a much more accurately way than conventional power meters and to automatically
delivery collected data to the power utility in regular intervals [16].

One of the first large initiatives for the deployment of SM are the automatic
meter reading (AMR) systems. These are basically composed by smart meters and a
unidirectional communication infrastructure with a capability to automatically collect
data from power meters and periodically send them to the power utility for billing and
troubleshooting analysis [17,18].

The natural evolution of AMR systems toward the SGs are the so-called AMIs.
These are designed for the monitoring and control of devices and equipment within the
consumer domain and are essentially comprised of smart meters, smart plugs (sensors
and actuators remotely assisted), a bidirectional communication network, and a home
EMS (HEMS), which is responsible for monitoring, analyzing and controlling the
energy use pattern of each consumer in the power grid [19–21].

In this way, AMIs can provide power utilities and each consumer with much
more information on the individual consumption pattern, allowing real-time energy
management in each consumer domain, especially during peak demand times (e.g.,
DSM). With the participation of consumers, power utilities can reduce grid operating
and expansion costs and share their earnings with consumers (e.g., DEP) [9,18,22].
Thus, AMIs are essential for the success of the DSM and DEP programs expected for
the SGs and, consequently, for the GHGEs reduction.

AMR and AMI systems are not exclusively dedicated to consumer electricity
services, they can also be employed for water and gas services.
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9.2.2 Optimization of energy resources use and integration
of renewable energy sources

The growing demand for energy from the modern world and recent environmental
concerns make the study of RESs extremely important, especially due to the arising of
the SGs concept [23]. The use of RESs can increase the power generation capacity of
the grid and reduce dependence on fossil fuels, which are among the main responsible
for GHGEs.

Most RESs currently installed around the world are wind or solar. They can be
used both in the deployment of large power systems such as wind and solar farms
with capacities from hundreds of megawatts to tens of gigawatts, as well as in small-
and medium-sized systems for homes, buildings and industries applications with
capacities of tens of kilowatts to dozens of megawatts, providing the dissemination
of the DGs and MGs techniques [24].

However, the intermittency and unpredictability of RESs and the generalized
use of DG and MGs bring several additional challenges in optimizing the opera-
tion and planning of the power grid, as they can cause an imbalance between the
supply and demand of energy, requiring new flexible strategies and a different use
of energy reserves (employing conventional energy generation and/or new energy
storage systems) to supply this sui generis instantaneous power demand in the grid.

In this sense, some of unique features of the SGs, such as advanced EMS, DSM,
DES and an ICT infrastructure with real-time monitoring and control capabilities, turn
possible an accurate integration of these energy sources for a clean and sustainable
energy generation.

9.2.3 Distributed generation and microgrids

Conventional power grids have currently faced some problems, such as constant
growth of power demand, high complexity and costs of centralized power plants,
gradual depletion of fossil fuel reserves and GHGEs. These issues have led to the
emergence of a new trend of power generation in the vicinity of the regions of
consumption (reducing power transmission losses) and employing different possible
sources of energy (especially renewable sources, such as wind and solar) [25,26].

This strategy, called DG, can then be defined as the generation of energy from the
connection of renewable or nonrenewable energy sources to the distribution network or
directly to the consumer. Thus, larger power generation systems can also be considered
part of a DG system if they are connected to the distribution network instead of
the transmission network. The term DG was designed to distinguish this generation
concept from conventional centralized generation and, in this case, the energy sources
can be called distributed energy resources.

DG systems can be connected to or disconnected from the grid and allow con-
sumers to produce some or all of the energy they need. The main advantage of
considering grid-connected DG systems is the guarantee of receiving power from the
utility when they are not producing as much energy as necessary. This is crucial for
systems that use intermittent RESs (e.g., solar and wind) and useful for power supply
in the event of failure of the DG systems or during their maintenance period [27,28].
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The use of grid-connected DG systems can make the distribution network active.
This means that energy can flow in two directions; in the direct direction, from the
distribution network to the consumption region, and in the reverse direction, from the
consumption region to the distribution network. For example, in the reverse direction,
the surplus energy generated by the solar panels in the house of a prosumer (i.e.,
producer and consumer) can be delivered to the distribution network and sold to the
power utility.

In turn, MGs are a wider way to deploy the concept of DG.They can be considered
as a cluster of consumers, DG and DES systems (interconnected with each other),
operating as small-scale power grids around a predefined consumption region and
connected to the distribution network of the power utility, but capable of operating as
self-sufficient islands [25,29,30].

An interesting feature of MGs operating in island mode is that they can supply
power to remote regions without electrification at a much lower cost than necessary
for the expansion of the utility’s power grid up to these regions (e.g., construction of
new long-distance transmission lines).

EMS is an essential component for the deployment of MGs. It is responsible for
the decision-making related to the balance between generation and consumption, local
and global operating conditions (inside and outside the MGs) and market information.
One of the main differences between the EMS of MGs and the conventional EMS
is the control of the energy exchange between the MGs and the utility’s power grid,
including islanding operations [31,32]. EMS can also monitor intermittent RESs to
control DG and DES systems and optimize energy flow within the context of SGs [33].

9.2.4 Decentralized energy storage

Energy storage systems have been used naturally for a long time in power systems
such as fossil fuel tanks in thermoelectric plants and water reservoirs in hydroelectric
plants. However, the recent deployment of DG and MGs techniques based on RESs
has introduced a new approach for energy storage.

DG systems and MGs based on intermittent RESs present significant power fluc-
tuations over time, especially during islanding operations. The use of DES systems
in these grids can contribute to a better balance between energy generation and con-
sumption, allowing the storage of the excess energy when intermittent sources are
available for later use by means of batteries or other resources (e.g., fossil fuel and
hot water tanks). This mechanism can be employed in conjunction with conventional
power generation methods to increase generation diversity and ensure uninterrupted
power supply [23,33].

EMS can play an important role in identifying periods of excess or lack of energy
generated by RESs and in controlling the charging and discharging cycles of DES in
order to maximize the use of renewable energy and reduce the use of energy from the
burning of fossil fuels [23,31,32].

From the perspective of the prosumer, the DES systems installed in the DG
systems and MGs can allow that EMS execute different energy management strategies,
according to the electricity pricing policy (purchase and sale), the availability of RESs
and the desired demand.
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9.2.5 Plug-in electric vehicles and vehicle-to-grid

Electrification of the transport systems is one of the most promising trends in reduc-
ing dependence on fossil fuels in both urban and rural regions. The deployment
of hybrid electric vehicles (HEVs), plug-in HEVs (PHEVs) and PEVs has recently
gained popularity because of their ability to reduce GHGEs and costs per distance
traveled or per task performed [34].

HEVs are powered by two complementary drive systems, one based on a con-
ventional internal combustion engine (e.g., gasoline or ethanol) and another based
on batteries-coupled electric motors. The batteries are charged by regenerative brak-
ing and by a converter connected to the combustion engine. Unlike the PEVs and
PHEVs, the HEVs cannot be connected to the mains to charge the batteries. PHEVs
also employ combustion and electric motors. However, batteries can be additionally
charged by connecting them to the mains or to an appropriate external power source.
Unlike the HEVs, the PHEVs may operate in electric mode, but for a specific dis-
tance, usually of the order of tens of kilometers. On the other hand, the PEVs are only
driven by electric motors and the batteries can be partially charged by regenerative
braking and completely through the connection to external power points. Unlike the
HEVs and PHEVs, which can generate a reduced amount of GHGEs, the PEVs do
not generate any GHGEs for not using fossil fuels [35].

The introduction of a large number of PHEVs and/or PEVs can result in some
important technical issues that can affect the entire power grid, particularly, at low
voltage levels. PHEVs and PEVs can significantly increase energy consumption. The
International Energy Agency estimates that together these can increase the transport
share to about 10 percent of the total electricity consumption by 2050 [36].

Also, the increase in the amount of PHEVs and PEVs can cause high peaks
of consumption in the power grid if the charging of the vehicles is not coordinated
properly. In this sense, SGs with their real-time ICT infrastructures can assist in the
management of smart PHEVs and PEVs charging operations at different locations
(e.g., at home, work and recharging stations), so that they can be performed during
off-peak hours (e.g., during night shift) and uniformly distributed according to DR
and/or DEP programs [37].

Once the PHEVs and the PEVs are integrated into the SGs infrastructure, these
can work as DES systems, supplying the stored energy to the distribution network
when necessary. This concept associated with a bidirectional power flow is known as
V2G. Thus, V2G systems can supply energy to the grid under conditions of power
failure, increased consumption or RESs intermittence, in order to mitigate power
variations in the distribution network and keep the power supply and demand balance
[38–41].

9.2.6 Demand side management and demand response

DSM systems can be considered as one of the most important features of SGs by
allowing the power grid to operate more efficiently, reliably and economically. These
can take full advantage of the generation capacity available to meet the increasing
power demand without the need to expand the power grid by optimally allocating
the energy generated and controlling energy use patterns of consumers (i.e., instead
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of increasing the power generation infrastructure to meet the new demand needs, the
demand itself can become more flexible to meet the power supply capacity of the power
grid). With the increasing use of RESs, DSM techniques are especially important
because they can adjust demand to accommodate the intermittent generation patterns
of RESs [22].

Although DSM techniques can be applied in conventional power grids, only in
the SGs, they can provide significant results by integrating all levels of the grid,
from energy generation to consumption (including inside consumer points), through
a bidirectional ICT infrastructure and a sophisticated EMS.

Thus, DSM can be defined as the set of techniques and policies used during the
operation and planning of the SGs to adequately change the energy use patterns of
consumers (individual control of the use of each smart device), in order to optimize
the balance between energy generation and consumption [22,42–45].

DSM can be decomposed into the following elements [44,46]:

● Load management (LM);
● Demand response (DR) programs;
● Energy efficiency (EE) programs.

LM is an automated technique used (by the power utility or consumers) to control
the timing and intensity of the electricity used by the consumers. The most common
LM methods applied in DSM and DEP strategies are as follows:

● Peak clipping, which can reduce demand when the predefined demand limits
are exceeded by turning off noncritical loads through. This scheme is commonly
used by power utilities that do not have enough generation capacity to meet peak
demand.

● Load shifting, which basically aims to reduce the energy consumption during the
peak hours by shifting the use of loads (e.g., smart devices) to off-peak periods.

● Valley filling, which can be used for economic advantages by building loads
during off-peak hours (when the electricity price is lower). This strategy may
be desirable when the costs of building loads in off-peak hours can reduce the
long-term average price (e.g., thermal heat storage and PEVs).

● Strategic conservation, which is the reduction of consumption over a long period
due to programs promoted by the power utility. It can encompass increase of
energy cost, changes in consumer behavior or use of more efficient devices (e.g.,
motivated by the utility).

● Strategic load growth, which represents an increase in energy consumption over
a long period (beyond the valley filling method) motivated by utility programs to
use surplus energy (e.g., due to technological advances or the installation of new
plants).

● Flexible load shape, which involves the periodic energy use control of each
consumer throughout the day to improve the balance between generation and
consumption of the power grid.

DR programs are based on dynamic price DSM techniques in which consumers
can automatically react to price changes over time through a flexible real-time LM
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strategy in order to improve grid reliability and reduce electricity costs. Hence, these
encourage consumers to make short-term reductions in power demand in response
to price changes, the values of which are usually significantly higher during peak
periods.

The deployment of DR programs can become feasible and efficient due to the
high granularity of communication between consumers and the power utility and the
advances of the EMS guaranteed by the SGs.

EE programs allow the reduction of energy consumption without changing the
quality of the power offered. These programs are based on the use of devices with
technological advances that allow a more efficient energy consumption. As a result,
peak demand can be permanently reduced by EE programs, directly impacting on the
overall energy consumption.

9.2.7 Dynamic energy pricing

The ongoing balance between power supply and demand is a considerable challenge
for future SGs, mainly due to the constant growth of demand and the uncertainties and
high power fluctuations of RESs-based DG systems. DEP is a strategy to reach this
balance by adjusting the price of energy consumed over time [47]. The fact that the
costs of increasing the energy supply do not increase linearly with demand makes this
technique even more relevant [24].

The success of DR programs relies on the participation of consumers. Usually,
DR programs can be classified into incentive based and price based (also known as
time based) [46,48–50].

In incentive-based programs, consumers are encouraged to reduce energy con-
sumption through contractual arrangements and direct-load intervention. Agreements
generally specify participation payments to consumers that reduce electricity use
below some predefined limits and can impose restrictions or penalties for noncompli-
ances. These programs often have some disadvantages related to consumer privacy and
system scalability. They are generally adopted by industries and, according to Federal
Energy Regulatory Commission (FERC), nearly 80 percent of the total load reduction
potential in the United States of America (USA) may come from incentive-based DR
programs [51].

Incentive programs can be associated to direct load control (DLC), in which
the power utility can remotely disconnect equipment or devices from a consumer
(e.g., air conditioner or water heater) for a period of time to meet the balance between
generation and consumption or maintain consumption below predefined limits.

In price-based programs, the power demand profiles of consumers are modified
(manually or automatically) according to the price of electricity over time. Follow-
ing the pricing policy of the power utility, each consumer is encouraged to manage
their loads in order to reduce energy consumption at peak times (e.g., peak clipping
method), transfer part of the consumption to less congested periods (e.g., peak shift-
ing method) or increase consumption in less congested periods (e.g., valley filling
method), improving power balance [49,51,52]. Different pricing policies have been
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considered to motivate consumers to participate in DR programs. Among the most
used are

● Time-of-use (TOU)
● Day ahead pricing (DAP)
● Real-time pricing (RTP)
● Critical peak pricing (CPP)

In TOU, the price of electricity depends on the period of day (e.g., two different
periods: low and high peak demand periods or three different periods: low, mid and
high peak demand periods) and year (e.g., monthly or seasonal) and is known in
advance. In this way, consumers can schedule the use of their devices throughout the
day to reduce electricity costs. In practice, electricity prices may vary according to
supply and demand, which is the essence of DR programs. Therefore, prices should
be adjusted often to correct variations in energy use behavior of consumers. DAP is
similar to TOU; however, prices can vary from one day to another. RTP policy is also
similar to TOU; however, energy prices vary on a higher granularity, on an hourly
or subhourly basis (e.g., 15 min). Thus, consumers should respond periodically to
price changes to reduce electricity costs. On the other hand, in the CPP policy, the
price of electricity increases significantly during the occurrence of some critical
events of high demand (e.g., hot summers). Thus, if consumers do not respect these
predetermined periods, they will be heavily penalized. CPP is simple to implement
and is often implemented in conjunction with other pricing policies, such as TOU or
RTP [52].

HEMS (on the consumer side) can automatically adjust the consumption of smart
devices (consumer loads) according to the pricing policy established by the power
utility to minimize energy costs and contribute to the balance between the dynamic
power demand profile of the consumer and the generation capacity of the power grid.

9.2.8 Physical and cyber security and privacy

SGs rely on the use of a complex bidirectional ICT infrastructure to significantly
improve the quality of power generation, transmission, distribution and consumption.
However, using this large heterogeneous infrastructure to interconnect millions of new
smart devices and equipment along the power grid can increase problems related to
data integrity and the security and privacy of consumers and the power utility, making
them more vulnerable to physical and cybernetic attacks such as power theft, improper
charging of energy, unwanted device control, power supply and ICT infrastructure
failures, human risks, damage to smart devices and equipment and blackouts [53–55].

Thus, the study and development of physical and cybernetic surveillance systems
have become crucial in improving the monitoring of network access (physical and
logical), protection of data integrity of consumers and the power grid and efficient
processing of millions of data that travels through the SGs, making possible the
analysis of the network status, verification of occurrence of vulnerability failures,
prevention of attacks and application of countermeasures [56].

Any system has vulnerabilities and the SGs are no exception. Several new issues
can emerge with the integration of ICT and power infrastructures, along with other



Power line communications for smart grids applications 253

relevant factors such as human behavior, business interests and regulatory policies.
Some issues are similar to those of conventional networks but involving more complex
interfaces [54,57].

Some of the most important aspects in protecting the physical and cybernetic
systems that compose the SGs are integrity, security and privacy. Integrity can be
defined as the confidence that a given consumer or the power utility can access at
a certain instant of time the data created in a specific smart device in the expected
location and at the appropriate time, sent through the correct communication protocol
and maintained unchanged throughout the process [57].

Security is the capacity of protect data from nonauthorized access. SG applica-
tions will handle very sensitive private data. Thus, the intrusion of hackers into the
ICT infrastructure can lead to serious economic and reliability issues. The ICT infra-
structure of the SGs can use several new communication protocols to interconnect
all the smart devices within the whole power grid and to connect them to the Internet
(e.g., for remote access, monitoring and control). It is quite different than old com-
munication systems involving devices that were physically inside a restrict area (e.g.,
within fences or enclosed buildings). Consequently, the new ICT systems require
different methods of cyber security to protect the SGs, as advanced user login access
management, permissions management, surveillance systems, data classification and
anomaly behavior analysis [55,57–59].

Privacy is another important deployment aspect of SGs. Authentication, access
and admission of smart devices in the ICT infrastructure must be strictly controlled to
avoid undue access. As the SGs incorporate some applications such as AMI and EMS,
privacy of the consumers is increasingly becoming an issue. Electricity use patterns
can disclose not only how much energy was consumed but also if the consumer is at
home, work or traveling. It may also be possible to deduce the specific activities that
are being performed in each environment (e.g., when at home, whether consumer is
sleeping, showering or watching TV) and find out what types of devices are present.
Consumer privacy violation can lead to various identity issues, such as increase in
energy consumption, change in business models and hiring of undue services. Con-
sequently, such privacy violation can support criminal activities or provide business
information to competitors [55,57,58].

Data cryptography can improve the privacy of the SGs. However, current smart
devices for monitoring and control may not be able to adequately support the high
volume and speed required to perform all necessary encryption operations (although
they usually can support some sort of protection). In addition, cryptographic solutions
in this context should include a key management system to periodically update or at
least revoke them, and this may cause concerns because of the increase in both time
and processing required [57].

9.3 Information and communication technologies for smart grids

The ICT infrastructure of conventional power grids is basically composed of a wide
area networks (WANs) with dedicated communication links and a SCADA system
associated with an EMS [8].
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SCADA system is responsible for remote monitoring and control of power grids.
It collects data measured from remote terminal units (RTUs) installed in important
elements of the power grid and sends them to the master terminal unit (MTU) located
in the control center (CC) through a WAN. It may also send control data from the MTU
to RTUs for optimization and protection actions of the grid. Data are usually trans-
mitted through unencrypted communication links, making this critical infrastructure
vulnerable to cyberattacks [53–55].

EMS is a specific application software framework that assists the SCADA system
to reliably perform the management, optimization and protection operations of the
power grid [53,60–63].

At the generation and transmission levels, the ICT infrastructure of conventional
power grids is permeated locally in some important parts of the power system facilities,
such as power generation plants, transmission networks and step-up and step-down
substations, but does not provide complete interconnection between all parties and
with the CC. On the other hand, at the distribution level, it is very limited in terms of
functionality and availability and, at the consumption level, it is virtually nonexistent
[10,64].

Over the last years, energy distribution networks have undergone constant
changes to meet the growing use of DG (mainly based on RESs) in order to increase
power generation capacity and reduce GHGEs. With the use of DG, the distribution
networks become an active system, allowing bidirectional energy flows. Since most
of the clean sources considered for DG applications are intermittent, managing and
controlling the energy flow become very difficult, requiring a more complex ICT
infrastructure. In addition, these new energy needs of the modern world require a
precise balance between energy generation and consumption and a more participative
behavior of consumers. However, conventional distribution networks do not have the
appropriate technologies (e.g., communication, monitoring and control) to provide
this balance with the necessary grid stability [9,10,12,65].

To overcome these new energy challenges, conventional power grids need to
evolve into the so-called SGs. As discussed earlier, the great differential of the SGs
is the presence of a complex real-time multi-level ICT (generation, transmission,
distribution and consumption) of real time. This infrastructure can connect the various
smart devices (e.g., smart plugs and smart meters), positioned at different points
(nodes) and at different levels of the power system (to be monitored, controlled and/or
protected), to each other and to the CC of the SG. The huge amount of information
exchanged between these smart devices, upon reaching the CC, is processed and used
by the management system to optimally perform all necessary operations of the power
grid [2,9,12,65].

Cloud computing, data mining and big data techniques can help to efficiently
organize, store and access all information generated in the power grid to improve deci-
sion making and facilitate the execution of the different management, optimization
and protection services expected for the SGs [56,66–68].

As the SCADA/EMS presents in general a high latency and low data transmission
capacity, associated with an asynchronous data processing and transmission architec-
ture, it is also necessary to develop alternative systems that are distributed by nature
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such as the flexible AC transmission system, distributed web-based SCADA system
or distributed EMS [8–10].

Another important system that is usually associated with the SCADA system and
WANs is the wide area measurement system (WAMS). WAMS is responsible for the
monitoring, control and some protection mechanisms of the transmission network. It
uses phasor measuring units (PMUs), capable of measuring the voltage and current
phasors at points of the transmission network (e.g., transmission substations), syn-
chronized through satellites, to estimate the state of the network and to avoid failures
and blackouts. According to the WAMS hierarchical architecture, the collected data
are transmitted to the phasor data concentrator and further to the CC, where they
can be used in the SCADA system for monitoring and control of the power grid.
However, depending on the amount of PMU data, more sophisticated systems and
high-rate communication networks may be required to ensure higher reliability and
lower latency for the required actions [63,69].

In addition, the ICT infrastructure of the SGs should rely on the Internet Pro-
tocol (IP) to provide a high degree of interoperability between different applications
and, depending on the level of criticality of the application (e.g., grid protection), also
on the transport control protocol to ensure end-to-end data reliability [70].

The ICT infrastructure of SGs presents some specific requirements from both
technical and economic point of view [5,6,10,19,26,71,72], such as:

● QoS (quality of service). The ICT infrastructure should provide the desired level
of quality of each of the applications expected for the SGs. The main parameters
usually considered to quantify the QoS are as follows:
– Latency. It can be defined as the end-to-end delay to transmit data.
– Throughput. It can be defined as the aggregated data rate associated to a given

application. It can depend on the number of devices, size of the data packets
and data traffic pattern.

– Transmission error rate. It can be defined as the ratio between the total number
of data received with error over the total number of data transmitted for a given
signal-to-noise ratio. It is usually expressed by the bit error rate (BER), frame
error rate or packet error rate.

● Reliability. It can be measured by the percentage of time over a year that the ICT
infrastructure works properly.

● Interoperability. The ICT infrastructure should allow hardware and software from
different manufacturers to interact with each other in a perfect and imperceptible
way. Standardization is essential to effectively achieve this objective.

● Scalability. The ICT infrastructure should allow for a high degree of scalabil-
ity from both technical and economic standpoints. Due to the large number of
smart devices expected in the SGs, communication technologies should have low
deployment, maintenance and operation costs. In addition, it should be able to
add new devices and services.

● Security and privacy. SGs applications will handle very sensitive private data.
Thus, the intrusion of hackers into the ICT infrastructure can lead to serious eco-
nomic and reliability problems. Physical and cybernetic security and privacy
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Table 9.1 Requirements of latency, data rate and transmission error rate
of some SGs applications

Application Latency Throughput BER

AMI 2–15 s 10–100 kbps < 10−6

(500 kbps for backhaul)
DSM 500 ms 14–100 kbps < 10−6

(per node or device)
DES 20 ms to 15 s 9.6–56 kbps < 10−6

Distribution grid 100 ms to 2 s 9.6–100 kbps < 10−8

management
PHEVs/V2G 2 s to 5 min 9.6–56 kbps < 10−6

Wide area situational 20–200 ms 600–1,500 kbps < 10−8

awareness
Substation automation 15–200 ms 9.6–56 kbps < 10−8

Overhead transmission 15–200 ms 9.6–56 kbps < 10−6

line monitoring

are important deployment aspects and, therefore, authentication, access and
admission of devices in the ICT infrastructure must be strictly controlled to avoid
undue access.

With these requirements in mind, a simple summary of some SGs applications
and their respective QoS requirements of latency, data rate and transmission error rate
are presented in Table 9.1 [6,13,73–76].

The ICT infrastructure of the SGs is much more complex than the one of conven-
tional networks. In order to effectively meet the requirements presented above and
achieve several functionalities of the SGs, it probably will be composed of several
different technologies [65,72,77,78]. Some standards, such as the IEEE 2030-2011
of the Institute of Electric and Electronic Engineering (IEEE), have provided some
guidelines for defining an interconnected and interoperable systemic ICT model to
provide end-to-end communication in the SGs [79,80].

With the view to facilitate the study, deployment and optimization of the
ICT infrastructure, regarding the SG requirements and types of applications, it
can be represented through a core-edge architecture composed of the following
hierarchical levels, defined according to the coverage area and functionalities
[72,77]:

● Home area network (HAN), building/business area network (BAN) and industrial
area network (IANs), which correspond to the infrastructures for interconnecting
smart devices (e.g., for energy monitoring and control of homes, building or indus-
tries), such as smart plugs or intelligent electronic devices (IEDs), inside each
consumer domain. They can be coordinated, respectively, by HAN/BAN/IAN
gateways (e.g., smart meters).
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● Neighborhood area network (NAN), which corresponds to the infrastructure that
serves a cluster of HANs/BANs/IANs. It is usually coordinated by a NAN gateway
(e.g., data collector or aggregator).

● Field area network (FAN), which corresponds to the infrastructure that serves a
cluster of NANs and/or some important IEDs of the power distribution network.
It is usually managed by a FAN gateway (e.g., data router).

● WAN, which corresponds to the backbone infrastructure that connects all NANs
and FANs to the CC of the power utility.

● Utility control area network (UAN), which corresponds to the communication
infrastructure inside substations and the CC of the power utility.

In addition, it is still possible to define another type of network specifically to
provide maintenance services and routine operations for workforce/utility employees,
called mobile workforce network.

A HAN is a private network that interconnects smart devices and appliances in
the consumer domain. It can be used in conjunction to a HEMS and DSM programs
to control the use cycle of household appliances (e.g., lighting, refrigerators, heaters,
washers/dryers, air conditioners), the charge and discharge of PHEVs, the operations
of photovoltaic panels and other common types of DG, in order to reduce the energy
consumption during peak hours and to exchange consumption pattern information
with the CC of the power utility through the HAN gateway, that usually is the smart
meter.

Thus, the HEMS enables the consumers to customize their energy use pattern
and take into account DSM and DEP programs in order to minimize their electricity
costs. Also, it also plays an important role for AMI applications by allowing the
consumption data of all household appliances to be sent out of the HAN through the
smart meter. Typically, a HAN covers areas of up to few hundreds of square meters
and needs data rates in the order of tens of kilobits per second [65,72,77].

A BAN is also responsible for interconnecting smart devices in the consumer
domain but, in this case, the consumer domain comprises an entire building with
several apartments and/or business offices. A BAN can be considered a collection of
HANs connected to a building smart meter (BAN gateway). Due to the high number
of smart devices and the energy management applications, a BAN usually covers
areas around few thousand square meters (vertically distributed) and requires data
rates in the order of hundreds of kilobits per second [65,72,77].

An IAN plays the same role as the two previous networks, the only difference
being the presence of a more powerful EMS with more sophisticated applications and
smart devices, such as the PMU, specific for industrial environments. An IAN is also
coordinated by a smart meter (IAN gateway) and may generally cover areas around
tens of thousands square meters and demand data rates around hundreds of kilobits
per second [65,72,77].

Regardless of the differences between HANs, BANs and IANs, they share many
characteristics in common. They are primarily deployed in indoor environments and
need to support short-range communications between smart devices for applications
of monitoring and control. Also, they use a smart meter as a gateway to connect them
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with other networks and the utility. Thus, from the system point of view, they usually
can be analyzed as one.

On the other hand, a NAN interconnects a cluster of HANs/BANs/IANs, in
the distribution domain, to a NAN gateway called data aggregator unit (DAU). It is
responsible for delivering the energy monitoring data from each smart meter to the
DAU and sending real-time control information from the CC of the utility through
the DAU to each smart meter. A NAN can support multiple SGs applications such as
AMI, DSM, meter data and management system (MDMS) [72,77].

Depending on the communication technology, coverage area and number of smart
meters of the HANs/BANs/IANs, it can be used an additional element called data
collection unit (DCU) between the smart meters and the DAU. The smart meters can
be divided in groups, each group can be connected to a DCU and a group of DCU
can be connected to the DAU of the NAN. For example, the smart meters from the
consumers on the same street could first connect to a DCU installed on the pole of the
MV/LV transformer, and then all DCU of all the streets covered by the NAN could
connect to the DAU. The great advantage of this strategy is that data traffic can be
better organized locally, reducing network congestion and contention problems [81].

The number of smart meters in a NAN may range from a few hundred to a few
thousand, depending on the country, SGs topology and communication technology.
Thus, a NAN can cover areas of up to a few square kilometers and require data rates
of up to a few tens of megabits per second [65,72,77].

In a complementary way, a FAN can provide connectivity between field IEDs
such as feeders equipment, power line monitors, switches, circuit breaker controllers,
transformers, public lighting, data collectors (including DAU of NAN) and some
power substations, in the distribution domain, and the FAN gateway called field area
router (FAR). It can support multiple SGs applications such as DG, rapid anoma-
lies and failures detection (RAFD), power quality monitoring (PQM), distribution
automation (DA) and substation automation (SA) systems to improve reliability and
quality of distribution energy services.

A FAN can contain thousands of field IEDs, according to the SGs topology
and communication technology. Thus, a FAN can cover areas of hundreds of square
kilometers and require data rates of tens of megabits per second [65,72,77].

In some applications such as AMI, depending on the proposed communication
technology, adopted topology and service coverage area, the NAN and FAN can be
treated as a single network [18,82].

A WAN forms the communication backbone of the ICT infrastructure of the
SGs. It provides a connection between several IEDs spread across transmission lines,
power substations and power generation plants, in the generation and transmission
domains, various IEDs within NAN, FAN, power substations and DG plants, in the
distribution domain, and a WAN gateway called wide area router (WAR), in order
to enable monitoring, control, protection (e.g., self-healing capability), security and
automation operations in a large service coverage area. A WAN may cover thousands
of square kilometers and require data rates of hundreds of megabits per second.

Lastly, a UAN locally connects all communication equipment inside power sub-
stations or the CC of the power utility to the monitoring, control, security, management
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Figure 9.4 Hierarchical ICT architecture of the SGs

and automation of all levels of the grid, in order to meet the energy services offered by
the SGs. The utility area router is responsible for coordinating the communication of
the UAN with other levels of the ICT infrastructure over a WAN connection through
a WAR.

In Figure 9.4, a diagram with the main communication networks that compose
the hierarchical ICT architecture of the SGs is presented.

All these networks can use wireless and wired communication technologies in a
complementary and, sometimes, competitive manner to meet all of these requirements
[8,9,12]. However, this issue is not trivial since it involves the convergence of different
areas of knowledge, design aspects and levels of interoperability.

Wireless communication technologies such as Zigbee, Bluetooth, BLE (Blue-
tooth low energy), LoRa (long range), Wi-Fi (wireless fidelity), WiMAX (world
interoperability for microwave access), GSM (global system mobile), GPRS (gen-
eral packet radio service), EDGE (enhanced data rate for GSM evolution) and LTE
(long-term evolution), appear as an interesting solution as they can provide many
benefits to the SGs, such as low deployment cost, ease of expansion, ability to use
the technologies currently applied in mobile phone systems, flexibility of use and
distributed management. However, they also present some limitations, as for exam-
ple, the degrading characteristics of wireless propagation channels (e.g., attenuation,
noise, multipath fading, Doppler propagation) that can reduce the quality of the com-
munication with smart devices (placed for monitoring, controlling and/or protecting
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specific nodes of the grid), especially those located inside buildings and tunnels (e.g.,
difficulty in controlling lighting and charging consumers) or below street level (e.g.,
difficulty in supervising underground cables), low coverage in remote electrified
areas (e.g., rural areas, wind farms) and the cost, reliability and safety constraints
of using the wireless infrastructure of mobile service providers (if this strategy of
wireless communication is adopted).

Wired communication technologies, such as SDH (synchronous digital hier-
archy), DSL (digital subscriber line), MPLS (multiprotocol label switching), GbE
(gigabit ethernet), WDM (wavelength division multiplexing) and PLCs, also appear
viable because they offer high data rates, high reliability and high security. However,
most of them have several disadvantages, as for example, high deployment costs, high
maintenance costs, low flexibility and difficulty in expanding and accessing remote
areas.

PLC technologies can be considered an exception to all this. As they present some
of the good advantages of wireless communications and do not present the mentioned
disadvantages of wired communications, they emerge themselves as solid candidates
to integrate the ICT infrastructure of the SGs for technical and economic reasons.

For simplicity, next sections will explore only the use of PLC technologies in
the ICT infrastructure of the SGs. A study on the integration of PLCs and wireless
technologies for SGs applications will be presented in another chapter.

9.4 Power line communication technologies for smart grids

The success of the SGs deployment requires the use of bidirectional communica-
tion for interconnecting the most important nodes of the grid. PLC technologies can
contribute with this new power model since they can exploit the existing electric grid
infrastructure to establish pervasive communication across all nodes of the grid, poten-
tially reducing costs of investments (the only wired technology that has deployment
costs comparable to wireless solutions). Also, they can provide a low-cost alternative
to complement existing technologies when aiming for ubiquitous coverage, estab-
lish high data rate communication through obstacles that commonly degrade wireless
communications, and use PLC technologies currently applied in other sectors (e.g.,
Internet access). Moreover, chip manufacturers of PLCs devices for in-home and
for SGs applications reported that they are selling millions of devices each year and
expect the numbers continue to grow in the future [83].

As mentioned before in the book, one important aspect to be considered in the
development of PLC technologies is that the power grid was not designed to be a data
transmission medium. Thus, its use for communications usually addresses a number
of issues that depend on the type of application, network topology and operating
frequency band, as for instance [84]:

● High levels of background noise
● High interference coupled into the lines
● Attenuation and multipath fading (usually time varying and frequency selective)
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● Low line impedance
● Electromagnetic radiation effects

Another important issue is the interoperability between existing PLCs standards.
Several noninteroperable PLCs standards have been developed over the past few years,
and PLCs devices can interfere with one another as they can share the same power
lines for signal transmission and can cause significant performance degradation or
even service disruption.

To overcome these problems, PLCs can use some modern techniques of dig-
ital communication, such as orthogonal frequency division multiplexing, forward
error correction coding, channel equalization, transmission and reception diver-
sity, that are already used in wireless communication systems [85,86] and some
coexistence mechanisms to limit the interference caused by neighboring devices as
specified, for instance, in the Priority Action Plan 15 of the National Institute of
Standards and Technology, in the standard ITU-T G.9972 developed by the Institute
of Telecommunications Union, and in the standards IEEE 1901 adopted by the IEEE.

A promising indication attesting to the technological maturity of PLCs, even with
the degraded characteristics of power grid for data transmission, is their widespread
use today in Europe for AMI applications [87]. In fact, the use of PLC technologies
to exploit energy infrastructure as a communication medium emerged more than a
century ago [9,88,89]. PLCs were initially used by power utilities for monitoring
applications (status and alarms information) over MV and HV networks between
power plants and substations and, since then, their areas of application have expanded
significantly [20,90].

Currently, PLC technologies can provide communication over LV, MV, HV and
EHV networks to drive several different applications with specific requirements of
throughput (data rate), latency and transmission error rate [6]. The amount of traffic
transported by the PLCs networks will depend on the corresponding power grid level.
Although each single connection may have low data rate requirements, the overall
traffic can be high, especially when fast real-time services are offered [84].

For example, for some applications such as DSM, DG and DEP, a FAR connected
to a step-down substation at the MV level and to several DAUs at the LV level (e.g.,
small and medium consumers) may have to deal with a data traffic of the order of
hundreds of Mbps and maintain the overall latency below 100 ms. On the other hand,
some applications at MV, HV or EHV levels, such as fault detection, circuit breaker
control and islanding control, may generate a total data traffic of tens of kbps, but
require extremely high reliability and a latency of less than 15 ms.

In order to analyze in more detail the deployment of PLC technologies in SGs,
some specific aspects of PLC technologies for HANs/BANs/IANs, NANs, FANs and
WANs applications will be shown in the next sections.

9.4.1 PLCs applications in HAN/BAN/IAN

A HAN/BAN/IAN corresponds to the communication infrastructure for connecting
smart devices (e.g., for energy monitoring and control) inside each consumption point
(e.g., a home, building, business, or industry) to the smart meter, for a better energy
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use management. As it covers the restricted area within a consumption point, the use
of PLC technologies for this type of application encompasses basically an indoor LV
network (single- or three-phase, depending on the type of consumer point).

In general, this indoor LV network has a high capillarity, heterogeneity and
variability due to the reasonable number of connected devices and equipment with
different characteristics and energy consumption patterns (e.g., devices with constant
or intermittent consumption, random variation of the amount of devices and equip-
ment connected to the grid over time). This leads to different types of noise (e.g.,
Gaussian, impulsive, asynchronous, synchronous) and variations in the communica-
tion channel characteristics over the time (due to changes in the impedance of the
medium over time), which can degrade the quality of the PLC transmissions.

Considering these types of networks, some of the possible applications supported
by the PLC technologies would be

● SM and AMI
● HEMS
● DSM and DR
● DEP
● DG (e.g., local power generation using renewable energy sources, such as solar

and wind)
● PEVs and V2G
● Multimedia monitoring

Due to the distances involved and amount of data and devices, both multicarrier
(MC) NB-PLC (e.g., IEEE 1901.2) and BB-PLC (e.g., IEEE 1901-2010) technologies
can be considered for HANs/BANs/IANs deployments.

9.4.2 PLCs applications in NAN

A NAN corresponds to the communication infrastructure that serves a cluster of
HANs/BANs/IANs. As it covers the area around several consumption points, the
use of PLC technologies may have to encompass LV networks or both LV and MV
networks at the distribution level (although can be more suitable encompass just the
LV network). A DAU may be located in the LV or MV network, depending on the
PLC technology considered (bypass circuits or couplers may be necessaries).

The pervasive deployment of PLC technologies is expected to mainly occur in
this level of the power grid. In this case, the NAN and FAN will have the important
mission and to support a voluminous amount of data generated, respectively, from
the HANs/BANs/IANs and IEDs (e.g., active loads, sensors, actuators, transformers)
spread across the distribution network [84].

The outdoor LV and MV networks at the distribution level may be classified as
overhead or underground, depending on the positioning of cables; this classification is
not only important in terms of cost and installation requirements but also relevant for
the applicability and performance of PLC technologies. The power lines impedance,
cables access and network architecture are different for each case and PLC signal
propagation is generally favored in overhead networks. Typically, overhead networks
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use a bus topology with mechanical switches in parts of the grid, while underground
networks have a point-to-point topology that is very attractive for communication
applications [20].

There are some factors that need to be highlighted specifically for the NAN
based on LV and MV networks. Regarding the LV networks, distances, number of
consumption points and its density are very important parameters. If the distance
between smart devices and equipment in communication is too large (in terms of
attenuation) for a specific implementation of a PLC technology, or if the density of
consumers is low enough to consider repetition of the PLC signals, or if the number
of consumers per cluster (i.e., subnetwork) is not high enough to allow for a signif-
icant economic return of investments, PLCs might not be an attractive technology.
Regarding the MV networks, the voltage level is an additional important parameter,
critical in the design of couplers responsible for connecting PLC signals to the MV
networks [20].

For this type of network, some possible applications supported by the PLC
technologies would be:

● AMI backbone network
● EMS (a variety of applications of monitoring and control for small consumers as

homes, buildings, businesses and industries)
● DSM and DR
● DEP
● Public lighting monitoring and control

Depending on the application requirements and power grid level, MC NB-PLC
technologies, MC BB-PLC technologies or a combination of both can be employed
for a NAN deployment [84]. However, despite offering a lower data rate than BB-PLC,
the use of NB-PLC allows data to pass easily through MV/LV transformers, making
possible a significant reduction in deployment costs and operation management. NB-
PLC technologies have millions of devices deployed around the world [91]. In many
circumstances, NB-PLC technologies do not require the installation of bypass cir-
cuits or couplers at MV/LV transformers, allowing the connection of a large number
of smart meters to the DAU on the MV network side. Contrariwise, BB-PLC tech-
nologies in general require the installation of bypass circuits or couplers and, even
with the installation of these devices, there are higher signal attenuations than those
observed in NB-PLC technologies [92].

These technologies have also proven to be able to prevent network congestions
when cooperative techniques are employed, making possible to predict more accurate
message deliveries, and reduce the transmission power consumption when compared
to wireless solutions [87].

9.4.3 PLCs applications in FAN

A FAN corresponds to the communication infrastructure to interconnect some dis-
tribution substations, several field IEDs along the distribution network and also to
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serve a cluster of NAN. As it covers a large area around a segment of the distribu-
tion network, the use of PLC technologies should be delimited to MV networks. A
FAR located in the MV network can collect data from all elements of the FAN and
send them to the CC via a WAN and receive the specific control information to each
element sent by the CC through the WAN. A FAR at the MV level can connect to a
specific DAU of a NAN at the LV level through bypass circuits or couplers (in general
causing signal attenuations).

Considering this type of network, PLC technologies could provide the following
applications:

● AMI backbone network
● EMS (a variety of applications of monitoring and control inside large consumers

as industries)
● DG and MGs
● RAFD in the distribution network (for rapid fault detection, isolation and self-

healing)
● PQM
● Islanding detection in the distribution network
● Substations connectivity (sharing state of equipment and power flow status)
● DA and SA (to improve reliability and quality of distribution network services)

The deployment of a FAN can be based on both NB-PLC and BB-PLC MC
technologies [84]. Some low data rate access points could use NB-PLC technologies,
but high data rate access points resulting from voluminous aggregate traffic (e.g.,
several NAN connecting to a FAR) would require the use of BB-PLC technologies. The
feasibility of using BB-PLC (IEEE 1901-2010) in an MV network was demonstrated,
for example, in [93]. The authors performed a field test covering 1.6 km through 7
BB-PLC modems, achieving data rates of approximately 27 Mbps.

9.4.4 PLCs applications in WAN

The WAN corresponds to the communication backbone of the ICT infrastructure of
SGs. It may be used to connect several power substations, FANs and IEDs for moni-
toring, control, protection, management and automation of long-distance distribution
and transmission networks to the CC. As it covers a very large region, the use of PLC
technologies for WAN applications encompasses mainly MV, HV and EHV networks
of the power grid. As mentioned before, the outdoor MV networks can be classified as
overhead or underground. Due to the variations of the power lines impedance, cables
access and network topology, they can present a complex medium for PLCs signal
propagation.

On the other hand, the HV and EHV networks are usually deployed by large
overhead structures connecting step-up substations to the step-down substations.
Although, historically, the communication network at this level was based on low
data rate single carrier PLC technologies (e.g., ripple carrier signaling), optical com-
munications technologies came to dominate this segment due to its high data rate
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capability, its high electromagnetic immunity at HVs and electrical surges and the
simplicity of the topology of these networks.

New MC BB-PLC technologies appears a promising alternative at HV and EHV
networks since they can offer a reduction in the costs of deploying new ICT infrastruc-
tures (e.g., grid expansion), when compared with optical technologies, and act as a
secondary communication network (e.g., redundancy) to existing ICT infrastructures.
Also, as HV and EHV have few connections and transformers and better impedance
when compared to LV and MV networks, they work as a good transmission medium
for PLCs. Coupling BB-PLC devices to the electrical network may be critical and
expensive due to the wide frequency bandwidth required and the HVs of this part of
the power grid.

Another promising technique at these levels of the power grid are multiple-input
and multiple-output PLCs (MIMO-PLCs). MIMO-PLC technologies can form par-
allel communication channels between the coupled pairs of wires of a multiphase
power grid to offer significantly higher data rates and increased communication reli-
ability when compared with single-input–single-output technologies, without any
additional cost regarding transmitter power and bandwidth. However, coupling of
MIMO-PLC signals can be even more complex and expensive than coupling BB-PLC
signals [94].

Considering this type of network, BB-PLC technologies can provide the
following WAMS services:

● Remote fault detection in the distribution and transmission networks (broken
insulator detection, insulator short circuit, cable rupture, circuit breaker activation
and deactivation)

● Remote station surveillance or state estimation
● Sag monitoring in the transmission network (determination of the average height

change above ground of horizontal HV overhead conductors)

The use of PLC technologies for high data rate WAN applications still requires
attention and deep research.

9.5 Conclusion remarks

In this chapter, the main characteristics and problems of conventional power grids
were presented and some strategies for them to evolve into the SGs were discussed. It
was shown that, among existing telecommunication technologies, PLC technologies
are particularly interesting for integrating the ICTs of the SGs and to provide essential
real-time monitoring, control and self-recovery capabilities by using the utility’s own
electrical infrastructure as means of communication, significantly reducing deploy-
ment costs. Also, it was shown that they can also be associated with other existing
technologies, as wireless technologies, in the search for ubiquitous coverage and to
establish high data rate communication, where other technologies would have difficult
to work reliably alone.
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Chapter 10

An overview of quad-generation system for
smart grid using PLC

Muhammad Kashif1, Muhammad Naeem1, Muhammad
Iqbal1, Waleed Ejaz2, and Alagan Anpalagan3

Electricity produced through conventional power systems is both expensive and inef-
ficient. A portion of useful fuel is wasted as heat and greenhouse gas emissions
(GHGEs). Therefore, conventional power generation systems are not only inefficient
but also causing environmental pollution. In conventional power systems, different
energy requirements, namely, daily electricity consumption, chiller consumption, and
heating are usually supported by purchasing electricity from the utility. Contrary to
the conventional power systems, in combined heating and power (CHP) systems,
different energy requirements are satisfied from a generation system coupled with a
heat recovery system. After the integration of few thermally activated technologies,
namely, absorption and adsorption chillers into the CHP, the system is transformed
into combined cooling, heating, and power (CCHP) system which is more efficient
as compared to CHP system. A CCHP system can be further integrated with the car-
bon dioxide extractor to transform the CCHP system into a new generation of power
system called quad-generation system. Complex integration of various components
requires careful selection of their rated capacity and the number of equipment giving
rise to the various optimization formulations. In this chapter, we review different
optimization formulations being used to optimize the design, operation, and plan-
ning of the CHP, CCHP, and quad-generation systems. Mathematical formulations
of commonly used objective functions, namely, cost minimization, efficiency max-
imization, and GHGEs minimization have been elaborated. We also present various
optimization algorithms and the simulation tools being used to solve the optimization
formulations. The chapter can serve as a foundation stone for the beginners in this
research area. It can also serve as a guide for the practitioners to optimally design,
deploy, and operate the multigeneration power systems.

1Department of Electrical Engineering, COMSATS Institute of Information Technology-Wah, Pakistan
2Department of Electrical and Computer Engineering, Sultan Qaboos University, Oman
3Department of Electrical and Computer Engineering, Ryerson University, Canada
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10.1 Introduction

The concept of smart grid opens many corridors in terms of energy transfer. This
energy can be in the form of electrical energy, heat energy, etc. One can get the
optimal benefit of the smart grid if we use features of smart grid for CCHP systems.
The concept of smart grid-enabled decentralized energy system has facilitated the
use of CCHP systems. The CCHP systems are not only more energy efficient but
also help to reduce GHGEs [1–5]. The idea of CCHP can be traced from the concept
of combined heating and power (CHP) systems being used in large-scale centralized
power plants and other commercial buildings [6]. CCHP is now becoming a key sec-
tor to the development of smart grid. The CCHP systems are more energy efficient
as compared to conventional power systems [7]. Figure 10.1 shows an illustration
of conventional and CCHP systems. It is assumed that any type of fuel can be used
for the conventional and CCHP systems. In conventional power systems, different
energy requirements, namely, daily electricity consumption, chiller consumption,
and heating, are usually met by purchasing electricity from the utility. Conventional
electricity production systems are inefficient in utilization of fossil fuels [8]. Much
of this costly fuel is being wasted in the form of heat, and only a portion of fuel
energy is converted into electricity. Contrary to the conventional power systems, in
CHP systems, different energy requirements are satisfied from a generation system
coupled with a heat recovery system [9]. Unmet demands can be satisfied through
the electricity purchased from the utility or the nearby local grid. After the addition
of few thermally activated technologies, namely, absorption and adsorption chillers
into the CHP, the system is transformed into CCHP system [10] which is also known
as a trigeneration system. A typical CCHP system can achieve 50% higher efficiency
as compared to a CHP plant of the same capacity [11]. The CCHP system can be
integrated with carbon dioxide extractor which transforms it into a new generation
of power system known as quad-generation system.1 This includes not only the com-
bination of heating, cooling, and electricity but it also extracts carbon dioxide from
exhaust gases [12]. Figure 10.2 shows a typical CCHP system that generates electric-
ity, in which wasted heat is extracted to fulfill the heating and cooling demands by
using absorption chillers. CCHP and trigeneration systems consist of various subsys-
tems including power generation equipment, absorption chillers/heat pump, and heat
storage subsystem [13]. Therefore, these systems are the integration of many thermal
processes, energy supply subsystems, and energy/mass conversion subsystems. It is,
therefore, imperative that the optimal utilization of fuel/energy requires optimization
of power production, cost, reliability, and sizing of the CCHP systems.

One issue in the data transfer of CCHP smart grid system is the selection of
communication technology. One option is the power line communication (PLC). PLC
can play a key role in the trading of electricity between the smart buildings [14–18].
PLC has a decade of history and tradition to be used in electric companies with a
number of different applications and implementations. PLC systems can work as an

1http://www.clarke-energy.com/gas-engines/quadgeneration/.
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Figure 10.1 Conventional single generations versus poly-generation techniques

ultra-narrow-band system with the range of 0.3–3 kHz or narrow-band system from
3 to 500 kHz [18]. The data rate of PLCs can be from few kbps to hundreds of kbps.
Another advantage of PLC is that the issue of congested spectrum was overcome,
which helps the information to flow along the same path as power, hence simplify the
deployment of smart grid based CCHP system.

Various optimization strategies have been proposed for the optimization of poly-
generation systems in order to come up with optimal selection of prime movers,
thermally activated technologies, system configuration, system management, and
sizing. For example, an optimization strategy has been suggested in [19] to optimize
the size of the poly-generation system powered by natural gas, solar energy, and gasi-
fied biomass. The authors used mixed integer nonlinear programming (MINLP) to
solve the optimization formulation for finding the trade-off between primary energy
savings, GHGEs, and economic viability. A trigeneration system has been modeled
as a MINLP problem in [20] for optimal heating of several buildings. Long-term
optimization problem of a CCHP system in a hospital environment has been modeled
as a MINLP formulation in [21] to obtain optimal size and operational conditions.
The authors argued that the optimized sizing of heat pumps could result in better
economic, energetic, and environmental aspects of the system. Thermoeconomical
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optimization of a distributed trigeneration system has been investigated in [22] by
considering thermodynamic, economic, and GHGE aspects of the system. The opti-
mization problem focused on system configuration and operation strategy with the
objective function of net present value using a MINLP formulation. In [23], the
authors formulated a trigeneration system using a fuzzy multiobjective optimization
strategy to find optimal configuration of the system.
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Literature is brimming with numerous types of optimization formulations being
used to model different optimization problems relating to CCHP systems. This chap-
ter presents an updated review of the optimization techniques being used to optimize
CCHP systems for the objective of finding the optimal type/number of prime movers,
thermally activated technologies, system configuration, system management, and
sizing. The chapter provides an insight into varying degree of preferences for dif-
ferent conflicting objectives. Various real-life optimization formulations relating
to CCHP systems are reviewed, and the corresponding solution approaches are
compared to conclude their applicability and scalability. Therefore, it can serve
as a guideline to configure CCHP systems for different trade-offs between var-
ious performance parameters depending upon the application environment of the
systems.

A snapshot of the previous reviews/surveys on the topic is depicted in Table 10.1.
It can be inferred that the existing surveys do not encompass the subject com-
pletely. For example, [24–30] have not considered the optimization aspect of the
poly-generation systems rather presented the review with respect to different energy
generation technologies and application scenarios. Feasibility of micro-CHP systems
has been considered in [31] to meet the energy demand of household consumers.
The authors reviewed numerous energy generation types including micro gas tur-
bines, micro-Rankine cycles, Stirling engines, and thermophotovoltaic generators for
CHP requirements. A comprehensive review of CCHP systems is presented in [32],
where the authors have also depicted operational strategies to optimize the system
performance and improve its overall efficiency.

Despite there exists abundant literature on optimization of renewable energy in
smart grid, the study and optimization of fossil fuel resources for power and heat in the
smart grid context are also important and so on. Therefore, this chapter reviews the

Table 10.1 Existing surveys related to the subject

Reference Review type Energy type

Optimization TS AS Power Heating Cooling

[24]
√ √

[25]
√

[26]
√ √ √ √

[27]
√ √

[28]
√ √

[29]
√ √ √ √

[30]
√ √ √

[31]
√ √ √

[33]
√ √

[34]
√ √

[35]
√ √ √

[32]
√ √ √ √

[36]
√ √

[37]
√ √ √
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recent work related to the application of optimization techniques in the area of CCHP.
The existing literature in this research area has been classified with respect to different
objective functions, different optimization algorithms, different solution types, and
related tools. We also compare different solution algorithms and relevant tools to
facilitate the readers/practitioners to decide which optimization technique to be used
in a specific scenario.

The rest of the chapter is organized as follows: Section 10.2 presents commonly
used objective functions for the optimization of CHP and CCHP. Types of optimiza-
tion techniques are elaborated in Section 10.3, and solution approaches along with
simulation tools are depicted in Section 10.4. Finally, Section 10.5 concludes the
paper by reflecting some future research directions.

10.2 Objective functions being used for the optimization
of CHP and CCHP

CHP and CCHP systems are an intricate integration of various components and
subsystems. Therefore, these require complex mathematical modeling and opti-
mization techniques to efficiently design, plan, deploy, and operate them. These
systems are optimized for various objective functions including but not limited to the
cost minimization, efficiency maximization, and GHGEs minimization as shown in
Figure 10.3. Detailed formulations and description of objective functions are given
in the following subsections.

10.2.1 Cost minimization and economic analysis

Minimization of capital and operational costs are critical objectives while optimizing
the design of any project/system. Economic feasibility of any project against the
capital cost can be measured by using various criteria. For example, net present
worth (NPW) of the system and payback period are two commonly used criteria to
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measure the feasibility of the project [38]. In [39], the authors have investigated the
optimization of a CHP system based on steam turbine by using the criteria of NPW
which has been modeled as follows:

NPW =
K∑

j=1

{
SVj

(1 + i)LT
− CCj

}
−

LT∑

y=1

(
1

(1 + i)y

)
CP

+
N∑

m=1

⎡

⎣
k∑

j=1

(OMj + COFj) + Pwtb × Cel,b − PwtCHP,τ

× Cel,b − HCHP,τ × Ch − PwtCHP,s × Cel,s

⎤

⎦

m

× τm, (10.1)

where LT is the lifetime in years, SV is the salvage value in dollars, T is the tem-
perature, PWB is the present worth of benefits in dollars, CC is the capital cost,
Cel,b is the buying/selling electricity, COF is the cost of fuel in dollars, Cel,s is the
selling electricity, Cel is the cost of generated electricity, Ch is the cost of generated
heat, K is the number of equipment, τm is the time interval of demand profile in hours,
H is the heart, and P is the electricity in watts. Further, NPW is a cost indicator cal-
culating the difference between the dollar value of the present worth of benefits and
the present worth of costs. The higher value of NPW represents higher feasibility of
the project. A negative NPW indicates that the project is uneconomical. On the other
hand, N depicts the amount of time required to recover the capital costs of the system.

Minimization of the operation cost of a typical CCHP system has been addressed
in [40], where the authors have formulated the minimization of the operational cost
as under:

COST = (Fpgu + Fboiler)(Cf + μf Cc) + EgridCe + R

365

m∑

j=1

NjCj, (10.2)

where Fboiler is the fuel consumption of auxiliary boiler (kW h), Fpgu is the fuel
consumption of PGU (kW h), Cf is the unit prices of natural gas, Egrid is the electricity
provided by power grid (kW h), μf is the emission factor of natural gas (g/kW h),
Cc is the unit carbon tax (dollar/g), Ce is the unit price of grid electricity (dollar/kW
h), Cj is the initial capital cost of jth equipment (dollar/kW h), and Nj is the installed
capacity of jth equipment (kW h). Here, COST is an operational cost criterion.

Economic, energy, and environmental analysis has been performed in [41] to
find the optimal number and power of prime movers. The authors suggested an opti-
mization strategy by defining an objective function called the relative annual benefit
(RAB) which is given as follows:

RAB

(
$

year

)
= TACtrad − TACCCHP, (10.3)

where TACCCHP is the total annual cost of CCHP system and TACtrad represents the
cost for production of cooling, heating, and power energies in traditional system.
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A grid connected trigeneration plant has been investigated in [42] to minimize
the total energy cost and plant maintenance cost. The minimization of cost has been
modeled as under:

G(K) =
N∑

t=1

C(t, K), (10.4)

where C(t, K) collectively represents the fuel cost, maintenance cost, and the system
on–off cost, and N is the number of time steps in the whole simulation period.

An optimization formulation has been proposed in [43] to find the optimal capac-
ities for the CHP and boiler while satisfying the electrical and thermal demands with
high cost efficiencies. The proposed formulation is given in the following equation:

G(K) = max

⎛

⎝
N∑

j=1

aj

1 + p

[
8,760∑

i=1

c3ijeij +
8,760∑

i=1

hij − f2

]
− f1 − f3

⎞

⎠ , (10.5)

where c3ij is the cost of electricity imported from EG (dollar/kW h), eij is the electrical
demand in time ith and year jth (kW h), f1 is the operation strategy cost in dollars, f2 is
the O&M cost in dollars, f3 initial investment cost in dollars, and N is the investment
lifetime in years. In the above equation, the upper limit of the summation, 8,760, is
the number of hours in 1-year period.

CHCP system design optimization has been proposed in [44] to minimize the total
annual cost. The formulated objective function for the total annual cost minimization
is given as under:

Ctot = Cfix + Cvar =
∑

i

Ii +
∑

j

cjXj, (10.6)

where Cfix is the equipment amortization, maintenance cost, Cvar is the annual energy
cost, Ii is the purchase and installation cost of the ith equipment, cj is the cost in
dollars per kW h, and Xj is the energy flow. The authors demonstrated the proposed
model by a case study of a set of buildings constituted of 5,000 apartments located
in Spain. The authors argued that the significant reduction in the annual energy cost
with a payback period less than 4 years in relation to the conventional energy system
was possible.

Optimization formulation for the cost minimization of a trigeneration system
has been proposed in [45]. The hourly trigeneration planning model for the simul-
taneous minimization of production and purchase costs as well as carbon dioxide
emissions costs is given as follows:

∑

j∈J

cjxj + c p−xp− + c p+x p+ + cq−xq− + cq+xq+cr−xr− + cr+xr+ (10.7)

where xp+, xq+, and xr+ are surplus variable used to absorb any excess of the three
products, namely, cooling, heating, and power. Similarly slack variables xp−, xq−, and
xr− are used to compensate for the lack of any of the three commodities and cp−, cq−,
cr−, cp+, cq+, and cr+ are present in the objective function to represent the penalties
for the slack or surplus in the energy balance.
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A trigeneration system has been investigated in [46] to find the optimal configu-
ration of the system for maximizing the annual savings. The authors have introduced a
terminology called “gross operational margin (GOM )” to represent the annual saving.

〈maxGOM 〉 =
3∑

i=1

2∑

j=1

12∑

k=1

(1 − I ){Rij(k) − Cij(k)}�tdij, (10.8)

〈maxNPV 〉 = PVF
n∑

y=1

{GOM(y) + DEPR(y)I } − INV , (10.9)

where PVF represents the present value factor, DEPR depicts the economic depre-
ciation, INV represents the investment costs, and R represents the returns. Indices i,
j, and k represent division of solar months into winter, intermediate, and summer as
working or nonworking, respectively.

10.2.2 Energy efficiency maximization

Contrary to the conventional approach of producing heat and power in separate plants,
CHP or CCHP systems are potentially more fuel economical [47]. Various studies have
been conducted to investigate different optimization formulations of CHP systems for
the maximization of energy efficiency. For example, in [48], the authors have set up
a natural gas fueled CHP system based on internal combustion engine (ICE) at the
building energy research center in Beijing, China. The authors showed that the new
CHP system could increase the heat utilization efficiency by 10% as compared to
conventional systems. A trigeneration system has been analyzed in [49] to compare the
performance of the system in terms of primary energy saving and energy conversion
efficiency. The authors have formulated the primary energy saving of a trigeneration
system as under:

TPES = FSP − FCCHP

FSP
, (10.10)

where FSP and FCCHP are the total fuel energy input to the trigeneration system and
the total fuel energy input required for the separate production of the same energy
vectors, respectively.

A CHP plant based on coal has been investigated for energetic and exergetic
efficiencies in [50]. The authors compared the efficiency of the CHP plant with that
of the separate heat and power plant. Exergetic efficiency εtm and energetic efficiency
� are modeled as under:

εtm = h − h0 − T (s − s0), (10.11)

� = EWchp + EQchp

EF
, (10.12)

where h and s are the specific enthalpy in (J/kg) and entropy of the stream, respectively.
EF is the rate of fuel energy in [LHV (W)], EQchp is the rate of heat (W), T is the
temperature, and EWchp is the rate of work or electric energy in (W). In the exergy
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analysis, the exergetic efficiency � is an indicator of the performance of a system or
a component.

The efficiency of a plant is measured for legal purposes by the power energy
saving (PES) index, which quantifies the PES of a combined, heat, cooling, and power
(CHCP) plant with respect to the conventional separate generation of electricity and
heat. In [51], an optimization formulation has been proposed for the optimal design
of a CHCP plant to maximize the PES.

PES = 1 − 1

(ηE/RefE) + (ηV /RefV )
, (10.13)

where RefE is the reference for electricity efficiency, RefV is the reference for thermal
efficiency, ηE is the electricity efficiency of a CHCP system, and ηV is the total useful
thermal energy efficiency.

In practical scenarios, the load conditions vary with time, which make the effi-
ciency of the plant dependent on the operation strategy. Therefore, it is imperative
to optimize the operation strategies of CCHP for varying load conditions. In [52],
the authors have formulated a multiobjective optimization strategy to optimize the
operation of a CCHP for the objective function of the energy saving ratio (ESR) and
the cost saving ratio (CSR).

ESRopt = max
Qf ,conv − Qf ,cchp

Qf ,conv
, (10.14)

CSRopt = max
COSTconv − COSTcchp

COSTconv
, (10.15)

where COSTcchp represents the operation cost of CCHP and COSTconv depicts cost of
the conventional separate generation system.

A general model of a complex CCHP system has been considered in [53] which
is based on theory of exergy cost and structural coefficients of internal links. The
electric efficiency of the system is modeled as under:

ηele = WICE − WC

QinLHV
× 100%, (10.16)

where WICE is the power output generated by the ICE, WC is the system power con-
sumption, including the fans and pumps of the system, and QinLHV is the natural gas
input.

A micro-CCHP system is proposed and investigated in [54] to optimize the
performance of the system. Primary energy ratio (PER) has been used to measure the
efficiency of the micro-CCHP system as follows:

PER = Pel + Qh + Qr

Qf
, (10.17)

where Pel , Qh, Qr , and Qf represent electric power output, heating output of the
system, cooling output of the system, and fuel input of the system, respectively.

Load forecasting is critical for the optimization strategies for large energy sys-
tems on dynamic basis. Various load forecasting models have been evaluated in [55]
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for their ability to accurately forecast hourly loads for a district energy system up to
24 h in advance using weather conditions as input. Autoregressive model with exoge-
nous inputs (ARX) is one of the models evaluated. ARX autoregressive model with
exogenous input model uses past load information to predict future loads, making it
recursive in nature. Exogenous inputs such as weather or time can be added to improve
model accuracy by representing the dependence of the load on these additional inputs.
The model is given as follows:

Lk =
N∑

i=1

aiLk +
N∑

i=0

biθk−i + ch,k + cd,k + cm,k + d, (10.18)

where the parameters corresponding to different hours, days, or months. The linear
load-forecasting model takes on the form shown in (10.20), where a, b, and c are
the model fitting coefficients, Lk is the load at time k , N is the model order (i.e., the
number of time steps back to retrieve inputs), and q represents the values of weather
variables. The subscripts h, d, and m refer to the hour of the day, day of the week, and
month of the year, respectively. Therefore, there are different additive constants (ch,k ,
cd,k , and cm,k ) for each time period.

Parametric optimization of a CCHP system is conducted in [56] to maximize
the efficiency of the system. The system was composed off a Rankine cycle and
an ejector refrigeration cycle to produce cooling output, heating output, and power
output simultaneously. The authors evaluated the overall performance of the system
by the thermal efficiency and exergy efficiency which are given as under:

ηthm = WNET + QE + QH

QU
, (10.19)

where WNET is the power output from the turbine, reduced by the power input to the
pump, QH is the heat output, QE is the cooling output, and QU is the total heat added
to the system from the solar collectors. Similarly, exergy efficiency can be defined
as the exergy output divided by the exergy input to the overall system, which can be
modeled as follows:

ηexg = WNET + EE + EH

EU
, (10.20)

where EU is the exergy input to the overall system from the solar collector, EE is the
exergy associated with the refrigeration output, which is calculated as the working
fluid exergy difference across the evaporator and EH is the heat exergy output.

10.2.3 GHGEs minimization

Buildings usually use large amount of resources namely, land, energy, water, and air. In
the United States, 40% of the energy is consumed in buildings to satisfy the cooling,
heating, and power requirements. Similarly, 40% of the carbon dioxide emissions
are contributed by the buildings [57]. Therefore, the environmental efficiencies of
building cooling, heating, and power (BCHP) systems require optimal design and
operation strategies. For example, in [58], the authors have analyzed the energy
consumptions of a traditional separation production (SP) system and BCHP system,
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respectively, and formulate their corresponding environmental impact model. The
authors formulated the optimization problem relating to BCHP for the maximization
of the primary ESR (PESR) and CO2-equivalent emission reduction ratio (EERR),
i.e., CO2-EERR as under:

PESR = FSP − FBCHP

FSP
× 100%, (10.21)

CO2 − EERR = αSP − αBCHP

αSP
× 100%, (10.22)

where FSP and FBCHP are the life cycle energy consumptions for SP and BCHP,
respectively. αSP and αBCHP are the equivalent CO2 production because of SP and
BCHP, respectively.

Environmental impact of BCHP system for a commercial building in China has
been analyzed in [59] with respect to global warming, acid precipitation, and ozone
layer depletion. The authors formulated the environmental impact of the SP system
and the BCHP system and then compared the emission reduction potential of the
BCHP system over SP system in different weather conditions. Emissions from BCHP
system are modeled as under:

M BCHP
total = Xp + X pgu + Xb + X ch + μc · Fc + μg · Fpgu

+μg · Fb + Xch + μc · Fc + μg · Fg + Xch, (10.23)

where Xp, Xpgu, Xb, and Xch are the emission vectors from the central power plant, the
recovered heat system, the gas boiler, and the absorption chiller, respectively. μ is the
emission factor. Fc and Fg are the energy consumptions of coal and gas, respectively.
Fpgu and Fb are the gas consumptions of the PGU and the boiler, respectively.

The authors were of the view that the BCHP system is more energy efficient in
the colder weather or cold zone as compared to SP system, whereas in the hot summer
and warm winter zones, BCHP system consumes more energy as compared to the
SP system.

A multiobjective design and operation strategy has been proposed in [60] to opti-
mize the capacity of BCHP system based on gas engine for the objective functions
of global warming, acid precipitation, and respiratory effects. The optimization for-
mulation for the objective function of primary energy saving ratio (PESR) is given as
follows:

PESR = FSP
IC − FBCHP

IC

FSP
IC

, (10.24)

where FSP
IC and FBCHP

IC are the life cycle energy consumptions of the SP system and
the BCHP system, respectively. Positive PESR reflects that the BCHP system is more
energy efficient as compared to the SP system. Contrarily, the negative PESR will
represent that the BCHP system is less energy efficient as compared to the SP system.
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Similarly, global warming potential reduction ratio (GWP-RR) of BCHP system as
compared to the SP system is given as follows:

GWP − RR = CO2 − equivSP
IC − CO2 − equivBCHP

IC

CO2 − equivSP
IC

, (10.25)

when GWP-RR is positive, the global warming impacts caused by BCHP systems
are relatively less severe than those of the SP system. Conversely, when GWP-RR is
negative, BCHP system is unable to reduce the CO2-equivalent emissions as compared
to the SP system.

A multiobjective optimization formulation has been proposed in [61] to optimize
a trigeneration system for the objective functions of economic and environmental
impacts. The proposed formulations are given as follows:

min Ctot = Cfix + Cope, (10.26)

min CO2tot = CO2fix + CO2ope, (10.27)

min SStot = SSfix + SSope, (10.28)

where SSfix is the annual fixed impact of the equipment, SStot is the total annual
impact, SSope is the annual operation impact, CO2tot is the total annual emissions,
CO2fix represents annual fixed emissions of the equipment, CO2ope depicts annual
operation emissions, and Ctot represents the total annual cost.

10.3 Optimization types used in CCHP

Aforementioned optimization formulations relating to CCHP can be solved using
various optimization techniques. Figure 10.4 depicts various types of optimization
techniques being used to solve the optimization problems relating to CCHP. The
preceding subsections discuss the relevant work related to each specific technique.

10.3.1 Linear programming

A @@linear programming (LP) problem can be defined as the problem of maximizing
or minimizing a linear function subject to linear constraints [62]. These constraints
may be equalities or inequalities. LP uses a mathematical model to describe the
problem of concern [63]. In LP, all the mathematical functions are required to be
linear. LP involves the planning of activities to obtain an optimal result [64].

Optimization algorithms used to solve real-world problems relating to CCHP
systems that are usually divided into LP and nonlinear programming. For example,
in [65], an optimization model based on hourly load forecasts has been proposed
for the optimal planning of a trigeneration system. The authors model the hourly
trigeneration system as a linear programming model with a joint characteristic of
three energy components to simultaneously minimize the production and purchase
costs of the system along with CO2 emissions costs. The problem of optimal energy
management of cogeneration system consisting of combined cooling, heating, and
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Figure 10.4 Types of optimization used in CCHP system

power production has been addressed in [3] to minimize the overall cost of energy for
the CCHP system. The proposed CCHP system consists of a gas turbine, an absorption
chiller, and a heat recovery boiler. The authors were of the view that the optimal system
operation depends upon the load conditions being satisfied.An economic unit dispatch
problem of a cogeneration system consisting of CHP, compression heat pump, and
cold storage using flue gas heat has been modeled as linear programming problem
in [66] to maximize the electricity sale price and minimize the energy purchase price.

10.3.2 NLP and MINLP

Nonlinear programming (NLP) refers to that class of optimization problems in which
decision variables are continuous. On the other hand, mixed integer nonlinear pro-
gramming (MINLP) refers to the optimization problems with continuous and discrete
variables and nonlinear functions in the objective function and/or the constraints [67].
Many real-world problems relating to optimization of CCHP systems can be formu-
lated as MINLP problems. For example, a MINLP formulation has been proposed
in [40] to find the optimal operation strategy and the corresponding implemented
decision-making process. The authors were of the view that the proposed formulation
could result in reduction of primary energy consumption, carbon dioxide emissions,
and operational costs.

A natural gas CHP system based on an ICE is described in [48], which has
been set up at the building energy research center in Beijing, China. The system
is composed of an ICE, a flue gas heat exchanger, a jacket water heat exchanger,
and other auxiliary facilities. The author used MINLP approach to improve the heat
utilization efficiency. As the practical load conditions vary with time, the performance
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of micro-CCHP system depends a lot on the operation strategy, with the equipment
and energy balance constraints. A MINLP formulation has been used in [52] to find
the optimal operation strategy to obtain the energy saving optimization and cost saving
optimization. A mixed integer linear programming (MILP) model to determine the
optimal capacity and operation of seven CCHP systems in the heating and cooling
network of a residential district in east Tehran has been suggested in [68]. The authors
argued that the economic and environmental results achieved from the case study could
revealed saving in costs and reduction in CO2 emissions in the optimal cogeneration
system as compared to the traditional systems.

10.3.3 BIP, DP, and MILP

Binary integer linear programming also known as binary integer programming (BIP)
refers to that class of optimization problem in which decision variables are binary
integers. Backward dynamic programming (DP) is used in [42] to determine the eco-
nomically optimal plant state, i.e., the set of the components loads to minimize the total
cost. On the other hand, MILP theory and practice has been appreciably flourished
and is now a paramount tool for modeling various engineering problems [69,70]. Due
to peculiar characteristics of MILP, many real-world optimization problems relating
to CCHP can be modeled as MILP problems. For example, in [71], the optimization
of a CCHP-based waste heat recovery system has been modeled as MILP problem for
the maximization of profit, minimization of the primary fuel cost, and maximization
of production. In [72], MILP formulation is used to optimize the CCHP system for
maximization of energy saving, reduction of annual fuel cost, and to minimize the
capital and maintenance cost of the system.

The optimization of synthesis, design, and operation of trigeneration systems for
building applications is a quite complex task, due to the high number of decision
variables, the presence of irregular heat, cooling, and electric load profiles, and the
variable electricity price. The related optimization problem has been formulated as
MILP in [73] to address the aforementioned issues relating to CCHP system. The
optimal operation strategy has been proposed in [74] using MILP while considering
the cost allocation to all cogeneration products of a CCHP system developed for a
hospital with 500 beds located in Spain.

In [75], the authors have proposed a MILP model for developing an accurate
simulation model applicable to building clusters for energy sharing and competition.
A distributed energy system has been investigated in [76] to obtain optimal investment
and unit sizing by using MILP formulations.

10.4 Solution approaches and tools used to solve optimization
problems related to CCHP

In this section, we will discuss solution approaches and tools used to solve
optimization problems related to CCHP.
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10.4.1 Solution approaches

Literature is brimming with numerous solution approaches including but not limited
to tricommodity simplex (TCS), memetic algorithms, ant colony optimization, genetic
algorithm (GA), harmony search (HS), backward DP, and evolutionary algorithm.
Figure 10.5 presents various types of solution approaches used to solve optimization
problems relating to CHP and CCHP. For example, in [77], the authors used HS
algorithm to solve a multiobjective optimization model to obtain a trade-off between
various desirable objectives, namely, the low emissions and energy efficiency. TCS
algorithm has been used to solve the problem of optimal planning of trigeneration
to minimize the energy production and purchase costs, as well as CO2 emission
cost during the planning horizon [78]. TABU search technique is suggested in [79],
which is a form of metaheuristic search utilizing local search methods to obtain the
optimality condition.

Optimization of capacity and operation of a CCHP system has been addressed by
using GA in [80]. A modified dichotomic search algorithm for a general biobjective
LP problem considering a fuel mix setting has been proposed in [81] to find different
trade-off solutions between various conflicting objectives.

10.4.2 Tools used to solve CCHP

Numerous tools are being used to solve the optimization problems relating to CHP and
CCHP. For example, in [55], the authors have used MATLAB® to solve the optimiza-
tion formulation for the optimal forecasting of the loads on hourly basis, whereas
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CPLEX2 is used to solve optimization problems involving integer and continuous
variables. CPLEX is also highly recommended to obtain convex and nonconvex
quadratic objectives. Basically, CPLEX is termed as multipurpose commercial soft-
ware that goes a long way in solving huge mathematical programming problems.
In [78], the authors have used CPLEX to solve the optimization formulation for
the planning of a trigeneration system. A CCHP system consisting of gas turbine
combined cycle unit has been analyzed in [82] by using an application specific heat
balance engineering software called GT PRO.3 The energy price and carbon balance
scenarios (the ENPAC tool) has been used in [83] to maximize the efficiency of the
heat recovery of a CCHP system.

10.5 Conclusion and future work

Electricity produced through conventional power systems is not only expensive but
also inefficient. A portion of useful fuel goes wasted as heat and GHGEs. Therefore,
conventional power generation systems are not only inefficient but also causing envi-
ronmental pollution. A heat recovery system is used in the CCHP system which has
better efficiency as compared to the conventional separate systems. After the integra-
tion of few thermally activated technologies into the CHP, the system is transformed
into CCHP system which is more efficient as compared to CHP system. A CCHP
system can be converted into a quad-generation system by integrating carbon dioxide
extractor. Complex integration of various components requires careful selection of
capacity and the number of equipment giving rise to the various optimization formu-
lations. In this chapter, we reviewed different optimization formulations being used to
optimize the design, operation, and planning of the CHP, CCHP, and quad-generation
systems. Mathematical formulations of commonly used objective functions, namely,
cost minimization, efficiency maximization, and GHGEs minimization have been
elaborated. We also presented various optimization algorithms and the simulation
tools being used to solve the optimization formulations. The chapter can serve as a
foundation stone for the beginners in this research area. It can also serve as guide
for the practitioners to optimally design, deploy, and operate the multigeneration
power systems. This chapter considered the optimization classification, algorithms,
and tools related to multigeneration system in general. The future study may be more
specific to the application of optimization related to real-world problem arising by
the use of CCHP in various buildings in different time zones. The problems may be
further classified as single-objective and multiobjective optimization problems which
may prove more fruitful for the optimization of multigeneration systems under various
conditions and scenarios.

2http://ampl.com/products/solvers/solvers-we-sell/cplex.
3http://www.thermoflow.com/products appspecific.html.
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Chapter 11

Demand side management through PLC:
concepts and challenges

Nikolaos G. Paterakis1, Samina Subhani1,
and Muhammad Babar1

11.1 Introduction

The demand for electrical energy is increasing worldwide due to the intensified elec-
trification of the society in the developed industrialized countries, in addition to the
economic growth and the improvement of living standards in emerging economies. In
the same time, the energy sector of almost every country faces significant challenges
such as inefficient and polluting energy generation and its adverse effects on the
climate change. Moreover, the dependence on fossil fuels imported from politically
unstable regions increases the vulnerability to fluctuating fuel prices and raises con-
cerns related to a stable and sustainable growth of the electrical energy production.
More specifically, both from a technical and institutional viewpoint, the electricity
sector should be able to accommodate the following challenges [1]:

● The ever-increasing demand for electrical energy. The International Energy
Agency estimates an increase by up to 50% by 2040 in comparison with today [2].

● The limited investments in conventional generation and power transfer capacity
of the electrical network.

● The need for efficient (i.e., transport loss reduction, increased efficiency of
generators) and reliable operation (i.e., adequate reserve levels in order to face
contingencies, uncertainty management) of the power system. This holds espe-
cially true in the light of increasing penetration levels of renewable energy sources
(RES), which require innovative monitoring and control technologies for efficient
and reliable operation and incorporation into the existing power system.

● Enabling emerging business opportunities such as innovative products and ser-
vices for the end-users, manufacturing of smart-grid enabling technologies
[electric vehicles (EVs), new types of electrical apparatus, etc.].

● Greenhouse gas emissions related to the electrical energy sector account for a
significant percentage of the global emissions.

1Department of Electrical Engineering, Eindhoven University of Technology, Netherlands
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Transitioning from the current power system structure to a smart grid is the pro-
jected solution to the challenges that are emerging, which can be defined as a series
of technical and institutional innovations, aiming to render the power system more
efficiently and environment friendly. Although there is not a commonly accepted def-
inition, it might be argued that the Smart Grid should serve as a hub that interfaces
all the components of the power system (interoperability) using advanced metering,
communication, and control infrastructure. The ultimate goal is to establish commu-
nication between the various stakeholders (system operators, energy providers, and
consumers) with the aim to enable efficient management of electricity production and
consumption. In the context of energy management, two types can be discerned:

● Supply side management (SSM)
● Demand side management (DSM)

SSM refers to actions taken by system operators to ensure that generation, trans-
mission, and distribution of electrical energy are efficient. In the past, SSM mainly
concerned the generation of electricity using almost exclusively fossil fuels, but nowa-
days, it is a term also related to actions, planning, and development of procedures
and services concerning the supply of electrical power by RES such as solar and wind
generation. Effective SSM enables the usage of energy resources in such a way that
economic efficiency is improved and the environmental impacts of the power system
operation are minimized while considering reliability and quality of electrical power
supply.

In order to meet the increasing demand and confront the variability of RES gen-
eration, optimal control and operational SSM strategies for the full exploitation of
the existing infrastructure are sought. Nevertheless, additional costly investments in
information and communications technology (ICT) infrastructure might be needed to
achieve these targets. These challenges have been the main motivation for enabling
the active participation of resources at the demand side in the planning and opera-
tion of power systems. The term DSM refers to the analysis and control of energy
consumption. The goal of DSM is to find areas of high usage and electricity waste
and to determine services and/or systems that will reduce ensuring the balance within
the electricity supply–demand chain. One of the most widely accepted definitions of
DSM is the following [3]:

Demand-side management is the planning, implementation, and monitoring
of those utility activities designed to influence customer use of electricity
in ways that will produce desired changes in the utility’s load shape, that
is, changes in the time pattern and magnitude of a utility’s load. Utility
programs falling under the umbrella of demand-side management include:
load management, new uses, strategic conservation, electrification, cus-
tomer generation, and adjustments in market share.

This definition renders evident that DSM is a broad term. Nonetheless, it is
important to notice that DSM is often used in order to refer to any of its individ-
ual components or to characterize actions that result in permanent load reductions
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(i.e., energy efficiency). Moreover, it should be highlighted that the different DSM
programs are not mutually exclusive.

Among the different components of DSM, energy efficiency refers to policies
or measures taken by a community to use appliances that improve the efficiency of
the energy infrastructure and to reduce energy wasting. In this way, a reliable, afford-
able, and sustainable energy system for the future can be ensured. Moreover, the
concept of customer generation (so-called prosumers) or net-zero buildings/regions
refers to the strategic development of an individual consumer’s premises or a whole
region such that the total energy consumption within the area of interest is zero
over a particular period. Arguably, one of the most important aspects of DSM is
load management, or more commonly referred to as demand response (DR). DR
provides business opportunities to change wholesale and retail electricity prices
with the purpose of inducing temporary effects on the energy consumption of the
end-users, for instance in order to facilitate energy service companies or network
operators.

DR usually refers to short-term effects on the load pattern of utilities and thereby
the implementation of DR can potentially defer investment costs related to the con-
struction of copper plate solutions (i.e., to enhance the transfer capacity of the
electrical network). One distinct characteristic of DR is that it depends on the estab-
lishment of ICT solutions. This is required in order to physically implement DR
programs and allow all the involved parties to harness the underlying benefits. There
are many different definitions of DR but a commonly cited one comes from the US
Department of Energy [4]:

Changes in electric usage by end-use customers from their normal consump-
tion patterns in response to changes in the price of electricity over time, or
to incentive payments designed to induce lower electricity use at times of
high wholesale market prices or when system reliability is jeopardized.

Over the last few years, it has been found that DR has many direct and indi-
rect benefits [5]. First and foremost, DR provides benefits to electricity consumers
by directly paying incentives for the shifting of their demand flexibility. Second, it
encourages market competition, by allowing the participation of third-party service
providers (i.e., aggregators). Apart from direct benefits, DR is capable of increasing
the efficiency of power systems and electricity market by optimizing the consumption
during peak demand periods. Besides, it substantially lowers the energy cost by reduc-
ing the need for investments in generation and transmission capacity to accommodate
the ever-increasing peak demand.

This chapter focuses on the DR component of DSM and provides an overview of
key concepts pertaining DR, its benefits as well as challenges, and implementation
requirements. DR is enabled through a communication and control infrastructure that
is embedded within the electronics (e.g., grid-tied inverters) by which the DR-capable
appliances are connected to the electrical network. For this reason, a link to power
electronics embedded in the smart grid will be made and the challenges that thereby
arise related to power line communication (PLC) will be highlighted.
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11.2 Overview of demand response

11.2.1 Types of demand response programs

DR delivers its benefits to participating customers, i.e., residential, industrial, and
commercial customers, via direct financial incentives in exchange for their DR flexi-
bility or dynamic pricing. Hence, DR may be broken down into two major categories:
(1) explicit (incentive-based DR) and (2) implicit (price-based DR).

Explicit DR schemes generally enforce frequency control and direct-load control
of large consumers, i.e., industrial and large commercial customers. Furthermore, in
explicit DR, the demand flexibility is traded through centralized electricity market
structures. Customers can profit by trading their demand flexibility either directly
or by using an aggregator as a proxy agent who acts on their behalf. The customer
generally commits to long-term fixed contracts, and thereby the options for further
incentivization for DR services are limited. Explicit DR is predictable and therefore
suitable to be scheduled in advance. However, due to the lack of customer satisfac-
tion and privacy, explicit DR schemes currently face the highest degree of customer
renunciations.

Implicit DR refers to all kinds of price-based DR programs which are aimed
to facilitate voluntary participation from large communities of customers to lower
effectively the peaking generation. The demand flexibility allows the demand to shift
away from critical periods for the system and thereby defer pending investment costs
to reinforce the network. In implicit DR, a customer is exposed to time-varying
electricity prices, time-varying network tariffs with a number of price levels over a
particular time-period or season, or a combination of both. Customers react to changes
in rates depending on their possibilities and individual constraints. ICT infrastructure
must be present to monitor the consumption and the alterations of price levels because
the customer dispatches demand on a voluntary basis.

Both types of DR are distinct with respect to their purposes and timing; however,
it is important to underline that the design and implementation of these schemes
do not necessarily render them mutually exclusive. For instance, a customer may
participate in explicit DR through an aggregator and, at the same time, respond to
dynamic tariffs and, therefore, participate in implicit DR. In this way, a customer
has greater flexibility in achieving higher economic remuneration on the basis of
optimally deploying its response. From the market operators’ point of view, explicit
DR provides competitive and sustainable means of maintaining the balance between
the supply and the demand and to control the exercise of market power by larger
market players. Moreover, explicit DR constitutes a reliable and directly accessible
resource for network operators that can exploit the flexibility of the demand side
with the purpose of resolving operational issues such as congestion. Furthermore,
although implicit DR is provided on a voluntary basis by the involved consumers,
it can prove an effective way of deferring investments as it may lower the need for
peaking generation by causing demand to shift away from critical periods for the
system.
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The implementation of both types of DR in a particular market context is influ-
enced by regional market design and primordial network issues. For instance, in
liberalized electricity markets, it is easier to deploy explicit DR schemes than in reg-
ulated markets. Moreover, customer responsiveness to market change depends highly
on demographics, e.g., income and house ownership. Thus, the existing DR programs
could be further segregated within the spectrum of these two broader classes. As a
result, deriving a unique classification is not straightforward.

Below a widely accepted taxonomy is given:

● Explicit demand response
– Direct load control

A DR service provider (e.g., an aggregator) engages a large number of rel-
atively small consumers and has direct control on the consumption of their
appliances. End-users are typically compensated both for their enrollment
and their actual participation in a DR event.

– Interruptible/Curtailable load
These are DR programs similar to direct load control with the difference that
they are addressed to larger consumers (e.g., commercial and industrial) and
that the demand reduction might be the responsibility of the consumer in
response to an instruction by a procuring entity such as a market operator.

– Demand side bidding
Demand flexibility is traded in a short-term forward market such as the
day-ahead and intraday markets or the spot balancing market. This can be
accomplished directly by larger consumers or via an aggregator.

– Ancillary services
Flexibility offering in terms of demand side bidding can be extended to
the provision of ancillary services in various time scales (e.g., regulation,
reserves).

– Emergency DR
In response to emergency signals (e.g., due to major system contingency),
participating demand side resources (individual customers or aggregators)
can respond on a voluntary basis.

– Capacity market programs
These programs are usually designed in order to procure reliable commitments
from the demand side with the purpose of avoiding system reinforcement.

● Implicit demand response
– Time-of-use tariffs

Consumers are exposed to static tariffs with respect to season, week, or day
of the week. They usually reflect average electricity supply costs and consist
of a peak tariff, an off-peak, and potentially a shoulder-peak tariff.

– Critical peak pricing
In combination with a time-of-use tariff scheme or a flat rate, consumers
are exposed to an extra tariff component that is triggered by critical system
conditions and, therefore, capture shorter term costs of electricity supply.
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Figure 11.1 Quantitative classification of research related to DR program types

– Real-time pricing
The actual wholesale market prices are passed on to consumers enrolled in
real-time pricing programs.

– Dynamic pricing
Dynamic pricing is a term that is used in case of other programs reflecting
more sophisticated tariff structures.

In the recent years, a significant amount of research has been devoted to exploring
the use and improving the different DR programs. In fact, considering only the IEEE
journal and conference publications during the last 5 years (2011–16), it has been
estimated that almost a thousand papers have focused on DR. Figure 11.1 provides an
overview of this quantitative analysis. Based on the findings, it can be inferred that
most of the relevant research has focused on implicit DR and, especially time-of-use
tariff dynamic structures, which directly or indirectly is the subject of 71% of the
respective literature.

11.2.2 Types of customer response

The DR programs discussed in Section 11.2.1 aim at engaging different types of
consumers and to control their load demand via various mechanisms in exchange
for payments and incentives. Traditionally, three types of consumers are discerned,
namely, industrial, commercial, and residential.

Industrial customers are responsible for a major portion of energy demand, and
therefore, they have historically been at the epicenter of attention of DSM and in
particular DR programs [6]. The industrial sector presents significant potential in
terms of response volumes, yet the adoption of DR programs is not straightforward
for industrial customers. For other types of consumers, DR might entail temporary loss
of comfort due to load reduction; however, it is possible for industrial customers that
participating in DR programs might compromise their economic objectives, and as
a result, a number of constraints (e.g., criticality of processes, inventory restrictions)
have to be considered. Thus, it might not be sufficient to apply DSM solely in terms
of DR but also by relying upon on-site generation and energy storage.
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Commercial customers can contribute to load reductions and ancillary services,
especially via subjecting thermostatically controllable loads to DR. Such loads include
for example individual air-conditioning units in hotels and heating-ventilation and air-
conditioning systems in large commercial premises. Such systems typically employ
variable frequency drivers, which allow high-speed and continuous adjustment of
their power demand [7]. More recently, the idea of energy intelligent buildings that
can interact with the power system has been introduced, encompassing premises such
as office buildings equipped with energy monitoring and control systems in order to
take advantage of incentives, e.g., by participating in implicit DR programs [8].

Residential customers typically own appliances with significant power ratings
such as electric water heaters, air-conditioning units, and washing machines. Implicit
as well as explicit load control DR programs can be designed in order to exploit this
potential.

Finally, it is worth mentioning that there is an emergence of two distinct new
types of load, namely, EVs and data centers, that exhibit a more distinct behavior and
response. These loads present both a challenge for the power system and a significant
potential of being involved in DR activities.

The electrification of the transportation sector might lead to significant stress of
the power system due to additional high power requirements of EVs [9]. Two measures
that have been proposed in order to address the adverse impact of the increasing
penetration of EVs and facilitate their integration fall under the umbrella of DR:
(1) controlled unidirectional charging and (2) vehicle-to-grid operational mode. By
applying these two techniques on a fleet of EVs peak shaving, valley filling and more
effective integration of RES can be achieved [10], while the vehicle owners can enjoy
significant economic benefits.

Data centers, an emerging type of major consumer, are already equipped with
power management mechanisms offering control flexibility, and in contrast with other
industrial or commercial consumers, their tasks are tolerant of delays and performance
degradation. This makes them particularly suitable for enrollment in both explicit and
implicit DR programs. For this reason, the US Environmental Protection Agency has
urged data centers to adopt DR programs in order to mitigate the strain on the power
system [11].

11.3 Benefits of demand response

DR has the potential to present a diverse range of benefits depending on the design
and the aim of the specific DR implementation. One of the most important advantages
of harnessing the flexibility that the demand side can offer is related to easing con-
cerns regarding the integration of RES in power systems. For example, it is desired
to increase the customer load demand when photovoltaic (PV) or wind turbines
are generating large quantities of power and thereby mitigate overvoltage and voltage
congestion in the power system network. Moreover, enabling DR is expected to have
favorable effects on the overall management of the power system, the underlying
market mechanisms, and the society as a whole.
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11.3.1 Integration of high amounts of renewable energy sources

Introducing significant amounts of RES in the power generation mix is central to
various initiatives worldwide [12]. Especially, wind and solar energies are leading
the booming of renewables, and their capacity is expected to increase dramatically
in the next decades [13]. For instance, the wind energy that was produced in 2008
in the United States was 31 TW h and is anticipated to increase to 1,160 TW h by
2030, while the solar capacity is expected to reach 16 GW by 2020 [14]. Similar
targets have been set by the EU countries as well. The most characteristic example
is Ireland that aims to cover 40% of the electricity demand by wind resources by
2020 [15]. Despite the foreseen environmental benefits stemming from the increasing
uptake of RES, their inherently stochastic nature of weather-dependent generators
may jeopardize the security of the power system and thereby raise new challenges
both from technical and economic perspectives. Wind and solar generation depends
highly on weather conditions and therefore is spatially and temporarily variable. In
addition to that, the power output of these resources cannot be controlled in the same
way with the output of conventional generators with the purpose of economically
matching the system demand. At any rate, DR can be used in order to address these
challenges.

The uncertainty linked to the generation of RES will augment the need for
scheduling and deploying reserves in order to balance generation and demand. Tra-
ditionally, reserves have been procured from conventional generators in order to
secure the system against load fluctuations and contingencies. Nevertheless, gener-
ators that are committed to providing reserves incur severe costs due to efficiency
loss and increased emissions due to power output ramping, increased wear and tear,
and opportunity costs in the energy market because of operating partly loaded [16].
In other words, on top of the technical drawbacks, energy that could have otherwise
been sold in the energy market has to be withheld as a reserve, and therefore, the
attainable revenue for the generator owners is decreased. On the contrary, certain
types of loads such as air conditioners and electric space heaters are not characterized
by such drawbacks and have the ability to adjust their power to changes in demand
instantaneously [17]. Moreover, the increasing penetration of RES might increase
the need of relying on interconnections with neighboring national power systems in
order to stay balanced. Deploying DR resources may facilitate the economical use of
interconnections [18].

DR can be also exploited in order to address another challenge related to the
limited controllability of RES and the absence of correlation between renewable
production and load demand. Namely, this is the problem of RES “over-generation”
during off-peak periods [19]. As an alternative to unnecessarily (i.e., inefficiently)
dispatching conventional generators or to spilling the excessive RES production, DR
solutions can be employed. A variety of loads can be controlled in such a way that
allows the otherwise curtailed RES energy to be used by the system, including water
pumping, irrigation, municipal treatment facilities, thermal storage in large buildings,
industrial electrolysis, aluminum smelting, EV charging, etc. [20].
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11.3.2 System-wide benefits

The potential of DR to induce system-wide benefits has also been recognized. For this
reason, the regulatory framework obliges utilities in the United States and in the EU
to consider the peak shaving effect of DR in their resource planning, as opposed to
the classical view to system upgrading that considers the projected gradual increase
in demand. Hence, DR mechanisms can be used to defer investments in generation
and transmission system capacity, while making sure that existing capacity is not
underutilized. Similar benefits are foreseen for the operation of distribution systems.
Problems related to voltage magnitude, increased losses, and congestions may be
confronted by designing appropriate DR programs that take advantage of the abun-
dance and dispersed nature of potentially active demand side resources. Apart from
facilitating the integration of higher amounts of RES in the power system, DR can
help reduce the carbon footprint of the power system by promoting energy efficiency
overall and by peak shaving. As a matter of fact, in California, the carbon intensity is
33% higher in peak times in comparison with off-peak times [21].

It is also argued that DR could improve the efficiency of electricity markets by
reducing and stabilizing electricity prices, controlling the market power of large gen-
erators and benefiting consumers. In general, when the demand reaches the capacity
of the system, generation side bids tend to increase exponentially. Thus, a slight
decrease in demand as a response to high prices can significantly reduce the market
prices. Interestingly, electricity market crises have been linked to the absence of DR
programs [22]. In addition to that, price-responsive demand may serve as an alterna-
tive to market monitoring and price caps that can reduce the overall efficiency of the
electricity market. Finally, in the long run, DR may benefit participant consumers in
terms of monetary gain but also consumers that do not participate in any DR program
to the permanent effects of DR on the magnitude and the stability of prices.

11.3.3 Societal benefits

In the context of DR, societal benefits are benefits generated primarily as a result of
actions undertaken by consumers. A significant amount of social benefits associated
with DR have been reported, out of which a few distinct benefits are highlighted
herein.

The most important societal benefit of consumers participating in relevant DR
programs is the reduction of energy consumption and energy savings, and thereby
improving ecological, political, and economical prospects. For instance, the Dutch
Energy Savings Monitor Project estimated 3% of savings with indirect DR (using
bimonthly home energy reports) and 6.4% with direct DR (using an in-home Display)
[23]. Another project analyzed energy saving results from customers either with real-
time display or energy savings advice based on historic consumption. An average 3%
of energy savings across customers with real-time display and 5% of savings for the
provision of energy savings advice were reported [24]. Another societal aspect of DR
is that it inherently increases the awareness of energy savings among consumers, and
this promotes the purchase of more energy-efficient appliances and more efficient
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use of the electricity. For instance, the E-Energy Projects in Germany have tested
various tariff systems, and it was found that tariffs do not only increase the efficiency
of energy use but also improve the efficiency of network operation [25]. Less energy
consumption and higher energy efficiency will also help in protecting the environment
and might play a role in achieving emission reduction targets.

Innovative services, such as smart energy management systems (EMS), will
grant the consumer with the possibility of choosing among a broader range of ser-
vice providers as well as of enrolling in different pricing mechanisms. In this way,
DR will create significant new opportunities: service providers to offer competitive
services, product companies to provide smart appliances and technology companies
to develop intelligent solutions for effective communication and control. Hence, DR
may contribute to the overall economic development of the society. Last but not the
least, DR will have a considerable impact on the retail electricity market because of
increased consumer awareness regarding electricity usage. Finally, the provision of
reliable and accurate information on retail electricity prices is expected to allow for
quick switching between energy suppliers.

11.4 Demand response implementation requirements

The primordial role of ICT in the establishment and evolution of DSM and DR
programs is undoubtable. In this section, the metering, control and communication
technologies that are required in order to physically implement DSM and DR pro-
grams and related challenges are reviewed. Standardization approaches in order to
promote a consensus as regards the objectives and deployment of smart grids and in
particular DR are also briefly discussed.

11.4.1 Metering, control, and communication infrastructure

The implementation of DR strategies relies heavily on being able to monitor and
control the energy usage of the participating consumers. A smart meter is an electronic
meter that is more advanced in comparison with conventional meters in the sense that
it can identify power consumption with higher time granularity and communicate the
collected information back to the entity that is serving the particular customer. The
capabilities of smart meters extend beyond automatic meter reading (AMR), which
serves for monitoring (e.g., power quality, antitheft protection) and billing purposes,
in the sense that real-time bidirectional communication can be established between
the consumer and the utility in such a way that smart meters can serve as the gateway
for receiving explicit or implicit DR control signals, namely, pricing information or
commands for load reduction, respectively [26].

To enable more effective participation in DR programs decision support systems
can be employed in order to fully or partially automate the response of a consumer
to explicit or implicit signals. Such systems are typically referred to as EMS and
are installed behind-the-meter, that is, in the domain of consumer’s responsibil-
ity. Depending on the type of the end-user, they are responsible to customize and
monitor their own DR parameters such as analyzing information regarding the state
of appliances or electricity-enabled processes, their power consumption and their



Demand side management through PLC: concepts and challenges 305

criticality. In addition to that, the end-user can receive information about distributed
generation or storage units the consumer might own or external factors such as tem-
perature. Having received all the required information, these systems can decide an
optimal operating schedule for all the assets that are involved in such a way that one
or more objectives are optimized while satisfying a set of constraints. Objectives
may refer to maximizing financial benefits that individual end-users are receiving
in compensation for their participation or global objectives such as active power
losses reduction of the local distribution system. Constraints that are being taken
into account depend on the particular type of the end-user. For example, constraints
encompass limits on the violation of the comfort for residential end-users or technical
and economic constraints of commercial and industrial customers [27]. The market
penetration of EMS is demonstrating significant asymmetry among different regions.
Major industrial players have developed commercially available EMS solutions, while
industrial consumers are investing in customized EMS with the purpose of participat-
ing in DR. The United States is currently leading in the adoption of EMS, especially
in the case of residential customers, while in Europe, several initiatives have been set
in place [5].

Smart metering and automated decision support systems are individual tech-
nology prerequisites for effective automated DR applications. However, advanced
metering infrastructure (AMI) is the key component that characterizes the transition
from the traditional power system to a smart grid by enabling the interconnection of the
different participants. AMI does not refer to a single metering or communication tech-
nology; rather, it describes the integration of various metering, data management, and
communication technologies that are configured in order to network end-users, grid
operators, and service providers [28]. The AMI infrastructure encompasses numerous
components, e.g., a network that connects smart appliances, sensors, actuators, and
the EMS.

Depending on the type of end-user, the network can be characterized as follows:

● The home area network (HAN) or building area network (BAN) or industrial area
network (IAN), depending on the type of end-user it refers to, is a domain that
consists of a network of appliances, sensors, and actuators, the EMS, as well as
their energy and communication interactions.

Other common AMI are as follows:

● The neighborhood area network (NAN) that extends the range of the communi-
cation area that is covered by a number of HAN, BAN, or IAN and incorporates
information that is forwarded by the smart meter gateways. The objective of NAN
is to enable energy management and DR at a larger area.

● The wide area network (WAN) is a further extension to NAN in the sense that it
transmits metering and response information to further separated decentralized
control centers. The target is to increase the awareness of system operators and
service providers for the energy consumption of end-users and facilitate actions
to enhance the overall reliability of the power system.

The different AMI domains have different communication requirements due to
the spatial range, the traffic to be served and the data rate that have to be achieved
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in order to fulfill their targets, i.e., to support a particular DR implementation. Thus,
different technologies might be suitable for each domain. The specific communication
technologies to be used in order to implement the infrastructure that will support DSM
and DR programs must be selected on the basis of numerous criteria [29,30]:

● Quality of service (QoS)
● Interoperability
● Scalability
● Security

Guaranteed QoS is essential for an effective implementation of DR programs.
QoS encompasses latency, bandwidth, and communication reliability qualifications
that should characterize the infrastructure in the path between the involved parties,
for example, between the system operator and a particular controllable load. Latency
is the time delay between the emission of a control signal and its reception by the
responding party. Depending on the time restrictions that are imposed by the partic-
ular DR application, very low-latency may need to be achieved. For instance, direct
reaction to emergency signals requires a latency of a few milliseconds. Moreover,
the number of end-users that are involved in DR activities must not affect the overall
performance of the communication infrastructure. Thus, depending on the frequency
of the communication between the end-user and the service providers, sufficient
bandwidth must be provided in order to fulfill the specification of a particular DR
program. Finally, the operation of the communication and control infrastructure must
be dependable and, therefore, present minimal failures.

The infrastructure that supports bidirectional communication capabilities
between the providers and users of DR services comprises a number of different com-
ponents and technologies. The effective establishment of the benefits of DR depends
highly on the ability of all the elements of the communication chain and different
actors to be interfaced cooperate with each other. In other words, interoperability has
to be provided. In this respect, the role of standardization is primordial.

The smart grid vision projects the participation of a large number of DR capable
resources in the provision of system services. The reliability and affectivity of the DR
is highly correlated with the number of participating loads. Thus, the communication
infrastructure must be designed on the basis of covering current needs but also con-
sidering scalability in anticipation of the future growth in the number of participating
end-users.

Lastly, security of communications is essential in implementing DR applications,
since relevant concerns might hinder both the involvement of end-users but also the
trust of other DR beneficiaries in the provided services. A detailed treatment of the
security dimension of smart grid communications can be found in [31].

11.4.2 Communication technologies

The latency and bandwidth requirements generally become more stringent as the
geographical extent of the communication domain increases from a few tens of meters
in the case of a HAN to tens of kilometers that is covered by a WAN. Various wireline
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and wireless communication technologies may satisfy the technical requirements that
were discussed in Section 11.4.1 in different data communication domains. The main
advantage of wireless communication technologies is the flexibility in areas where
access to the end-points is problematic and the fact that additional wiring costs can
be avoided. A manifold of wireless communication technologies could be exploited,
including for instance ZigBee, Z-Wave, Wi-Fi, Wi-MAX, cognitive radio and cellular
technologies. Nonetheless, wireless communication technologies are more vulnerable
to signal loss and security breaches, and therefore, stronger security mechanisms are
necessary in order to prohibit unauthorized access.

Among the different wired technologies, such as fiber-optics and Ethernet, this
section focuses on one particular technology, PLC, the carrier of which is inherent
to the power system. Section 11.4.2.1 provides an overview of the main challenges
regarding simultaneous usage of PLC and the supraharmonics produced by increas-
ingly larger power electronic devices, and thereby potentially reduce the QoS of DR
programs. In Section 11.4.2.2, an introduction to supraharmonics is given, and the
potential negative effect supraharmonics can have on PLC are described. The chal-
lenging compatibility of PLC and the low impedance paths in the network induced
by capacitive electromagnetic interference (EMI) filters, i.e., filters that are built
into power electronic devices to mitigate high frequency (HF) disturbances such as
supraharmonics, are outlined in Section 11.4.2.3.

11.4.2.1 Electromagnetic compatibility of PLC in the smart grid
Over the last few years, a renewed interest in PLC has been sparked by the impend-
ing energy transition [32,33]. The energy transition entails a significant increase of
distributed energy resources (DER), such as renewable generators, electrical energy
storage units, and large consumer loads such as EVs and heat pumps [34]. DER
units are prominent controllable loads that can participate in DR programs. These
DER units are connected to the distribution network via grid-tied power electronics.
These power electronics regulate the power conversion (e.g., DC-to-AC conversion)
and power output (e.g., active power factor correction or total delivered power) of the
DER unit, and thereby control the demand flexibility available for DR. As of now,
power electronics are already present in most household appliances. The proliferation
of power electronics is expected to continue [35], and due to the energy transition,
the size of the power electronics tied to the distribution grid is expected to increase as
well. The trend of increasing amounts of RES and the increasingly larger individual
DER units facilitates both the need as well as the feasibility of DR schemes.

In the future grid, electricity will be increasingly generated via DER units that
are dispersed throughout the distribution grid. To incorporate these DER units into
the day-to-day operation of electrical power systems and to enable participation in
DR programs, it is required to connect the power electronics of the DER units to an
extensive AMI in order to coordinate and control the many individual DER units into
coherent actions that enable aggregation, DR market participation, and support grid
operation. Hereby, the so-called smart grid emerges. The basic incentives to use PLC
technology in the smart grid ICT infrastructure are that the deployment costs are
considered comparable to wireless since the lines are readily available and that the
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power grid provides an infrastructure that is in principle more extensive and pervasive
than any other wired or wireless alternative [32].

PLC has been used extensively by European utilities for decades, e.g., to control
day/night tariff switching via low data rate ripple carrier signaling (∼100 bps, 0.1–
2 kHz). However, the emergence of high data rate narrowband (NB) PLC (<500 kb/s,
3,148.5 kHz) opens up the possibility for more advanced power system applications
to support grid operation in the future smart grid [32]. Sustainable generators pro-
duce energy according to stochastic weather conditions. Hence, the electrical energy
production will generally not correlate with the consumer energy demands. Conse-
quently, the energy transition requires a paradigm shift in which the electric energy
demand follows the generation of electrical energy. A principle focus of DR is to
enable this paradigm shift. In order to support the implementation of DR, modern
NB PLC can be deployed for, e.g., accurate real-time one-way communication AMR
and two-way communication AMI [36]. European utilities in France, Sweden, and
Spain have deployed PLC for such metering applications. Other potential smart grid
PLC applications will entail comprehensive control schemes for DER units to adjust
demand flexibility, e.g., control of power output of microinverters PV installations,
EV charging, i.e., vehicle-to-grid communications for DSM, or in-home EMS. Fur-
thermore, future PLC smart grid applications will be geared toward extending the
Supervisory Control and Data Acquisition model, by providing e.g., overvoltage
alarms, synchronous measurement data deliverance, power quality monitoring, phase
detection, multiagent communication, fault detection online diagnostics, or fraud
detection.

Modern power electronics contain switching circuits that produce HF distur-
bances. These HF disturbances may produce EMI that causes household equipment,
DER units, and utility assets to malfunction [37]. Standards applicable to the 2–
150 kHz range are limited. Thus, emission limits at lower frequencies (<2 kHz) have
been taken into account in the design of power electronic devices, but emissions in the
2–150-kHz range have increased [38]. The term supraharmonics refers to these HF
voltage and current disturbances in the range of 2–150 kHz [39]. The EMI induced by
these supraharmonics have been reported to disturb PLC, and thereby reduce feasibil-
ity of PLC as the main communication channel in DR applications [37,40]. In order
to mitigate supraharmonic EMI, capacitive filters are built into the power electronic
devices. However, the added capacitance in the power electronic devices may also
reduce the efficacy of PLC. The number of power electronic devices is projected to
grow significantly in the future grid [35], and thereby the applicability of PLC as a
smart grid communication channel can be affected.

11.4.2.2 Similarities between PLC signals and supraharmonics
A brief introduction to supraharmonics
DER units are power electronic devices (e.g., distributed generators, energy storage
devices, smart household appliances) that form a fundamental group of controllable
loads in DR programs. The original components used in switching circuits of power
electronic devices were diodes and thyristors. These switches were line-commutated
and thereby in principle can only produce lower order harmonics (Hz–kHz).
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The development of self-commutating switches, such as transistors, enabled signif-
icantly faster switching, and subsequently, such switching circuits generate residual
electromagnetic ripples with significantly higher frequencies (kHz–MHz) that can
propagate from device to device [41]. Commonly used applications of power electron-
ics are, e.g., active power factor correction [i.e., the reduction of lower order emission
(<2 kHz) for which the emission limits are regulated more stringently], pulse width
modulation (i.e., the regulation of the magnitude and/or conversion of the power out-
put), or switch mode power supplies (i.e., an application aimed to increase the overall
energy efficiency of a device) [38]. Such applications enable demand flexibility and
thereby DR and several other aspects of DSM.

HF disturbances that fall into the range of 2–150 kHz are often referred to
as supraharmonics. These HF disturbances occur both as NB emission (bandwidth
<5 kHz) and as broadband emission and, in this regard, are similar to PLC. The
amplitude of supraharmonic emission in general is small, the supraharmonic current
disturbance has an amplitude in the range of milliamperes. For example, in [42], the
supraharmonic current disturbances of an LED lamp (8 W) were measured and a
disturbance of a mere 0.75 mA was found. For larger devices such as PV installa-
tions (20 kW), disturbances of 120 mA and voltage distortions up to 1 V have been
measured [43–46]. The amplitude of the current and voltage distortions depends on
different factors such as network impedance, network topology, or number of HF
emitting inverters connected locally to the grid. Under certain grid conditions, the HF
voltage and current levels may increase, and the generated EMI has been reported to
disturb electronic equipment, such as digital clocks, street lights, traffic lights, and
touch dimmers. More specifically related to upholding the QoS of DR programs, these
HF disturbances affect AMI components such as smart household appliances (e.g.,
EV charging stations, or PV inverters), produce erroneous smart meters readings, and
compromise PLC.

The phase angles of traditional harmonic distortion (i.e.,<2 kHz) among devices
connected within an installation have a high degree of coherence [47]. Therefore, the
amplitude of the aggregated lower order harmonic emissions at the point of connection
(PoC) generally has a positive correlation to the number of power electronic devices,
i.e., a larger number of devices produces a larger total harmonic amplitude. This is in
contrast to supraharmonics, where a negative correlation is observed between the total
emission from an installation at the PoC and the number of supraharmonic emitting
devices [43]. However, at the terminals of each individual device, the measured current
increases. This can be attributed to phase angle homogenization and due to so-called
primary and secondary emission [46]: supraharmonic emission at the terminal of a
device consists of two accumulative current disturbances. The current that is produced
by the internal switching circuits within the power electronic device itself is referred
to as primary emission. Primary emission has been reported to be influenced by
three factors, i.e., the topology of the switching circuits within the electronic device,
the local network impedance at the terminals of the device, and whether resonances
are present in the network. Secondary supraharmonic emission of a device is believed
to be the remnants of primary emission of other devices connected elsewhere in the
installation or grid and that has propagated to the terminals of the device under test
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Figure 11.2 A simple schematic depiction of the propagation of supraharmonic
primary (large arrows) and secondary (small arrows) emission [46].
The inset (top left) illustrates the emission spectra of an LED lamp
(8 W), a common source of supraharmonics

(DUT). Secondary emission is affected by the impedance values of the grid as well
as the impedance values at the terminals of the DUT. Figure 11.2 depicts a simple
schematic representation of the propagation of supraharmonic primary and secondary
emission. As mentioned above, the total supraharmonic emission measured at the
terminals of the DUT is the accumulated effect of primary and secondary emission.
Furthermore, Figure 11.2 depicts that supraharmonic emission propagates between
the electronic devices connected within an installation or in a local area of the grid.
Hence, supraharmonics can potentially disrupt smooth operation of in-home EMS
and controllable DR loads. Another part of the emission migrates toward the PoC
and thereby further into the grid. However, grid impedance is frequency dependent,
and due to the inductive nature of the grid, the grid impedance is relatively high
for high-frequency distortions such as supraharmonics. Hence, it is expected that
the fraction of the supraharmonic emission that propagates into the public network
will be small. Moreover, due to the presence of capacitive EMC filters within the
electronic devices connected to the installation network will induce a relatively low
impedance at the supply side of the installation’s PoC. At the grid side of the PoC
for traditional operating frequencies, the impedance is determined for the greatest
part by the inductance values of the transformer and the cables. However, a lot of
unknowns and uncertainty exists regarding the impedance values of the grid with
respect to HF voltages and currents. Therefore, ongoing research is required to give
insight into the effects of grid conditions on the propagation of supraharmonics, and
their undermining effect on the proper function of power electronic devices such as
DER units and thereby the QoS of DR programs [48].
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Standardization in the supraharmonic and NB PLC frequency ranges
Standards for the traditional operating frequency range (<2 kHz) are sufficiently cov-
ered to insure reliable operation of power systems, as the amplitude of lower order
harmonics is larger and can more readily disrupt normal operation. Thus, the presence
and the efforts to mitigate such low-order harmonics have been more prominent [44].
Furthermore, nonconducted electromagnetic radiation can start to become significant
for frequencies above 150 kHz. Thereby, broadcast telecommunication technologies
such as radio can be disrupted. Consequently, strict emission limits for signals and
disturbances with frequencies above 150 kHz have been set in place. Hence, for the
2–150-kHz range, a void had existed regarding standardization. Consequently, power
electronic engineers designed devices that comply with existing emission limits (<2
or>150 kHz) and utilized the supraharmonic frequency band of 2–150 kHz to discard
the switching circuit emissions [35]. However, the number of EMI related complaints
are growing as the size and number of the power electronic devices grow, such as con-
trollable DR loads like PV inverters and EV chargers. As a result, efforts have been
directed by issuing bodies regarding the development of feasible standards regard-
ing compatibility, emission, and immunity levels for coexistence between different
electronic devices and communication technology such as PLC and radio, which will
promote among others the operability of devices participating in DR programs.

NB PLC is achieved by ejecting intentional emissions within the frequency range
of 3–148.5 kHz in Europe, with the upper frequency extending up to 500 kHz in the
United States and Japan. Hence, the European NB PLC is encompassed by the supra-
harmonic frequency range. Supraharmonics are a form of nonintentional emission that
can appear both as broadband and NB emission. Standards regarding the emission of
NB signals can be found in EN 50065-1 and IEC 61000-3-8. The emission limits for
the NB signaling range of 3–148.5 kHz coincide for the two standards [see Figure 11.3
(solid line, triangular marker)]. Limits for intentional signaling emission that include,
i.e., limits for the emission of conducted disturbances are given in EN 50160 [49]
[see Figure 11.3 (solid line, square marker)]. In general, the PLC signal power is
dynamically reduced for frequencies higher than 9 kHz with the aim to minimize the
interference with radio signals. Thus, PLC standards aim to allow side-by-side oper-
ation with radio communication technology which has intrinsic merit with respect to
interoperability of the diverse devices that can participate in DR programs.

Nonintentional broadband emission limits (i.e., noncommunication signals) are
defined in two standards: the CISPR 11 and 15 [50]. CISPR 11 aims to protect undis-
turbed functioning of high performance scientific, medical, or industrial equipment
and sets mandatory emission and immunity limits for these devices. The standard
CISPR 15 is aimed specifically at lighting equipment, a well-known source of supra-
harmonic emission [44]. The emission and immunity limits sets in CISPR 15 are
equivalent to the limits set in CISPR 11, with the distinction that the limits in CISPR
15 are provisional, not mandatory. The technical specification IECTS 62578 describes
recommended maximum (nonintentional) emission limits typical of active infeed con-
verters for 2–150 kHz. These converters are often used for, e.g., AC-to-DC conversion
to store electrical energy and can provide high demand flexibility for DR schemes.
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Figure 11.3 Narrowband emission limits according to EN 50160 (solid line,
square marker) IEC 61000-3-8 (solid line, triangle marker).
Broadband emission IEC TS 62578 (dashed line, circle marker)
and CISPR 15 (dashed line, square marker)

These emission limits are shown in Figure 11.3 (dashed lines, circular and square
marker).

Note that all broadband emission limits are lower than the NB limit to protect the
integrity of communication technology such as PLC, and thereby protect the integrity
of the AMI for DR. The International Electrotechnical Commission founded the tech-
nical committee TC 77. This committee aims to develop EMC standards [51]. TC 77
proposed for PLC that the frequency range of 2–30 kHz is the designated frequency
band that can be used to discard emissions such as switching circuit remnants, and
the frequency band of 30–148.5 kHz should be preserved for PLC.

False-positive PLC signals and degradation of signal-to-noise ratio
The previous section provides an outline of the standardization progress that has been
made to support the integrity of PLC by curbing supraharmonic voltage variations
produced by, e.g., lighting, and recommendations regarding converter emission limits
have been initiated, which is an important work in progress as the number of convert-
ers will increase in the smart grid as the number of DER units in the distribution grid
is expected to grow and to enable DR. The emission limits are given in maximum
voltage deviations (dBV) which is a common practice in power system standards.
However, there is a lack of knowledge on grid impedance values at HF. Thus, it is
ambiguous what level of current deviations are produced by supraharmonics. When
the grid impedance is high (e.g., due to low power demand), the current can increase
significantly [52]. Moreover, the impedance values of the grid will be time-varying as
the impedance is correlated to the to the highly varying load demand of feeders in the
distribution grid. Hence, it is unclear what EMI levels and degrading effects on the
AMI of DR are produced by supraharmonics solely based on voltage emission limits
alone. Moreover, the research into supraharmonics is still relatively novel and
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Figure 11.4 Common low-pass filters used to mitigate high frequency (HF)
emission. (Left) A CLC-filter in which the capacitors provides a low
impedance paths to drain high frequency emissions. (Right) A
LCL-filter in which the inductors provides a high impedance path to
obstruct HF emission

(publication of) extensive measurement studies are still lacking. Therefore, the pos-
sibility of false-positive PLC signals induced by supraharmonic emission at the PLC
receiver cannot be excluded. Moreover, to successfully establish PLC, the signal-to-
noise ratio (SNR) must be sufficiently high when the signal is detected by the receiver
in order for the message carried in the signal to be decoded correctly. However, with
an adequate selection of design criteria for signal modulation and coding, the receiver
will be able to detect and decode the information even in environments with a rela-
tively high degree of noise [53]. Still, it can be insightful to chart the supraharmonic
emission levels in the future grid in order to operate and maintain an effective SNR,
the effects on the AMI, and thereby the QoS of DR.

11.4.2.3 Attenuation of PLC signals due to capacitive shunting
EMC filters of power electronics
The switching circuits within power electronic devices such as DR controllable loads
generate supraharmonics. To mitigate supraharmonics from entering the electrical
network, an EMC filter is positioned between the device and the grid. The EMC
filter is commonly an LCL and CLC low-pass filters (see Figure 11.4) [45,54]. For
HF disturbances, capacitors induce a low-impedance pathway. Thus, supraharmonic
emission will tend to flow between neighboring power electronic devices [46]. The
HF current produced by a large electronic device can induce relatively high secondary
emission that may flow toward the terminals of a small device connected to the same
installation or local area network and damage the device itself or the filter. In practice,
however, larger devices, such as DER units that participate in DR programs, will have
an accordingly larger capacitive filter, and therefore, these larger devices are more
prone to receive secondary emission from other devices connected to the installation
or local area network [55]. As larger power electronic devices, such as DER units,
i.e., prominent components of the DR AMI, are expected to proliferate in the future
smart grid, adequate protection of these devices requires that the expected secondary
emission within an environment have to be considered when designing the EMC filters
of these devices. However, this is currently not the case although it does require further
examination by manufacturers and task forces of standardization bodies.
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PLC signal attenuation due to nondesignated shunting
Measurements taken from a laboratory setting as well as taken from field experiments
have shown that PLC may interact with power electronic devices and controllable DR
loads such as PV inverters and electrical storage devices [53]. The capacitive filters
within the power electronic devices create a low impedance path. For example, PV
inverters have shown to absorb supraharmonic emission from the grid as well as HF
signals originating from other sources like PLC signals, i.e., a potential DR AMI
communication channel [41]. Consequently, only a fraction of the injected PLC sig-
nal will reach the PLC receiver. The partially shunted PLC signal will inherently lead
to a reduced SNR at the receiver end and thereby degrade the quality of the PLC, and
thereby jeopardize the QoS of the DR program. Based on measurements taken from a
lab setting and in the field, it has been concluded that that PLC signal attenuating due
to nondesignated shunting by low impedance paths will most likely be the foremost
reason for PLC signal degradation [53]. Furthermore, similar to supraharmonic distur-
bances, the shunted PLC signal can disturb normal operation of unintended recipient
devices. Moreover, it has to be taken into consideration that the PLC current ripple
can damage the (EMC filter of) unintended recipient devices as the emission levels of
PLC are generally much higher than the design requirements of the electronic device
generally allow. Hence, the reliability and compatibility of PLC as the main communi-
cation channel in a DR AMI with a large number of DER units, which induce inherent
nondesignated low impedance paths for PLC signals, requires careful further study.

11.4.3 Standardization regarding demand response

The asymmetric development of DR programs in different electricity markets around
the world [5] in combination with the manifold of enabling technologies that are
available suggests that DR is highly fragmented from the real-world application and
business point of view. Thus, developing standards in order to establish consistent pro-
tocols and promote compatibility and interoperability is essential in order to facilitate
the design and increase the adoption rate of DR programs. Standards are also going
to play an important role for end-users willing to enroll by allowing them to easily
compare different DR program specifications and, therefore, minimize the discomfort
or costs that are related to their participation and increase the received benefits. As a
result, there are many efforts to standardize operational and business aspects of DR.

The US National Institute of Standards and Technology (NIST) is maintaining
efforts to develop smart grid interoperability standards [56] in coordination with
the government, industrial, and academic stakeholders. Standards related to smart
grid operation, including a significant number of standards strongly related to DR,
focusing particularly on communications have also been published by IEEE [57].
Moreover, the OpenADR Alliance that was formed in 2010 and is currently encom-
passing more than 130 industrial partners is aiming at standardizing and simplifying
DR implementations [58]. At a national level, inAustralia and New Zealand a common
standard exists, namely, the AS/NZS 4755 entitled “DR capabilities and supporting
technologies for electrical products” [59], while evaluation of standardization
approaches is taking place in European countries [60].
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Figure 11.5 Barriers to demand response

11.5 Challenges and barriers to the development
of demand response

Driven by the foreseen benefits, many countries around the world have initiated the
development of DR programs. However, across different regions, the progress and
the degree of adoption of DR programs is highly varying. This is the consequence
of a series of challenges and barriers that need to be effectively addressed in order
to enable active participation of DR in power system operations. In this section, a
compilation of challenges and barriers to the development of DR are discussed. The
main challenges are portrayed in Figure 11.5.

The first major obstacle that prevents the exploitation of DR is typically the regu-
latory framework that governs the operation of electricity markets and power systems.
Such sets of rules have historically been developed in favor of large centralized gen-
erators. As a result, on many occasions, the regulatory framework in place is not in
the position to reflect the technical diversity and dispersed nature of DR resources
and, therefore, treat them equally with large generators in power system operation
and planning. Subsequently, the feasible market participation of available demand
flexibility is undermined. Typically, market rules specify the following criteria that
the resources must fulfill in order to participate:

● The minimum amount of power a participant may bid and the bid direction: in
many countries, e.g., in Europe [60], the minimum bid size remains large and,
therefore, constitutes a direct barrier toward exploiting the flexibility that can be
offered by relatively small consumers. In addition to that, many market structures
are based on symmetric bids, implying that every participant must be able to
change its market position in both upward and downward direction. In the case
of DR, loads should be equally capable of decreasing and increasing their con-
sumption, and thereby, effectively limiting the types of loads that can technically
participate in the market.

● Possibility and extent of aggregating small consumers: in several markets aggre-
gation is either not allowed or is geographically constrained. This might prevent
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aggregators from complying with market entry criteria and might restrict DR to
large industrial consumers [61].

● Number and characteristics of DR events: DR deployment on the basis of existing
service definitions typically implies the unnecessarily prolonged interruption of
service for the consumers that are involved which might deter utilities and/or
consumers from engaging in DR.

The dominant liberalized environment in electricity markets has given way to
multiple entities with different roles, responsibilities, and objectives. Although such
a context might at first be deemed to be a fertile ground for DR applications, the
absence of clear market roles and interactions between the stakeholders might in fact
prove to be the second significant impedance to the widespread uptake of DR. Most
DR resources are connected at the distribution system, i.e., at the jurisdiction area of
distribution system operators (DSO). DSO would view DR as a valuable resource in
order to ease local congestions and reduce losses in their system [62]. At the same
time, the transmission system operators (TSO) would require DR to be used in such
a way that facilitates the overall balance of the system. Such contrasting views and
absence of coordination between DSO and TSO can potentially complicate the design
of DR programs.

In the forefront of the challenges that need to be solved in order to enable the
uptake of DR is the business model under which DR resources could participate in
the market. The main business models that may be identified are direct contracts with
TSO, aggregation, and response to real-time prices. Intense criticism is addressed
to all the three. The first participation scheme, i.e., direct contracts with TSO, is
characterized by stringent technical requirements for the participating resources, and
therefore, it is potentially only suitable for a few large industrial customers. The second
scheme, i.e., aggregation, might be suitable in order to involve smaller consumers.
However, aggregations might compromise the key benefits of dynamic pricing both
from the system and individual participant perspectives. The reason for this is that
the aggregator that is participating in the market on behalf of the consumers might
alter prices that are offered to the latter in order to induce demand behavior that will
fulfill its obligations as an entity. As a result, these prices might no longer reflect the
actual condition of the market or the power system [63]. Finally, real-time pricing
based DR raises concerns regarding volatility both in demand and prices, as a result
of the asymmetry between the communication of the price and the actual response
of the load due to latency both in the communication network and human decision
making [64].

Another category of barriers is related to the effects that significant deployment
of DR might have on the established modus operandi of the power system and the
market structures. Such concerns might underestimate the benefits of DR and pose it
as a challenging and complicating factor instead. It has already been mentioned that
potentially the most appealing application of DR is to facilitate the integration of RES
in terms of responding in real time in order to compensate for their stochastic and
intermittent nature. Nevertheless, the response of the load could limit the capacity
factors and, thereby, reduce the revenues of conventional peaking and intermediate
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generators that have been traditionally providing regulation and reserve services. This
can evidently lead stakeholders that own generating capacity to oppose to the intro-
duction of DR in order to secure their investments or would relinquish conventional
units and thereby reduce the generating capacity of the system. A strong argument in
support of this controversy is that DR resources cannot provide critical services such
as voltage support and do not have black start capability. Moreover, from the opera-
tional viewpoint, there are three main concerns related to the significant penetration
of DR. First, the value of DR might not be significant in systems that already com-
prise flexible generating resources (e.g., fast natural gas fired turbines), as opposed to
systems with high penetration of RES production and a relatively inflexible generator
mix [65]. In addition to that, economically compensating DR is not as straightforward
as valuing the contribution of generators [66]. The third complication is related to
the lack of suitable and transparent tools for the measurement and verification of the
effectivity of load response, since reducing consumption is not generally equivalent
to increasing production [67]. This set of challenges must be carefully addressed in
order to qualify DR as a useful system resource.

The fundamental technologies required for the development of DR applications
are generally available. Nevertheless, the adoption levels of control, metering, and
communication technologies in the power system should be significantly increased in
order to enable the widespread uptake of DR [65]. Evidently, this constitutes a finan-
cial challenge as regards the investments that need to take place. Investment costs as a
function of the technical requirements imposed by the existing regulatory framework
have also been a barrier for industrial and commercial customers. The metering equip-
ment that needs to be installed has to be in compliance with the telemetry requirements
which have often been characterized unreasonable and prohibitive [68]. Residential
DR might also be underexploited to an extent due to the increased cost of residential
EMS in conjunction with social parameters [69].

Last but not the least, developing successful DR programs requires consumer
engagement. This is perhaps one of the greatest challenges since lack of consumer
interest is a definite undermining factor [1]. Consumer engagement is hindered mainly
due to three reasons. First, electricity end-users, especially residential and small
commercial consumers, do not necessarily behave rationally from an economic per-
spective. The perception that consuming energy on demand is more valuable than
the compensation that is offered discourages consumers enrolling in DR programs.
The second challenge that needs to be addressed in this domain is that retail con-
tracts are typically perceived as complicated and unclear [70]. Finally, the absence
of a clear regulatory framework that guarantees the preservation of privacy, as well
as cyber security concerns, is generally considered as challenges that need to be
addressed prior enabling the widespread roll-out of DR programs.

11.6 Conclusions

This chapter provided an overview of DSM and especially, DR. In the past years,
a wide range of DR programs have been developed in different power systems across
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the world. These programs aim at engaging all the types of consumers: from large
industrial customers to residential end-users with relatively small electricity consump-
tion, considering also special types of consumers such as the EV and data centers. The
primary motive for developing DR programs is that by enabling the participation of the
demand side in electricity markets significant benefits are anticipated: more efficient
and sustainable system planning, enhancement of the operation of the distribution
system, lower and more stable electricity prices in the long run, mitigation of the
market power of several participants and promotion of competition, economic ben-
efits for the consumers, and increased operational flexibility. Increased operational
flexibility is directly linked to accommodating the handicaps of the trend that indi-
cates that significant amount of variable RES generation will be introduced in power
systems in the future. The current advancement in metering, information, communi-
cation, and control infrastructure (ICT) allows for the development of DR programs
aiming to engage different types of customers by giving them appropriate incentives.
It is interesting to notice that despite the absence of homogeneity, there are efforts to
develop DR programs at an international level, clearly indicating that utilities have
started considering DR as a useful addition to their system rather than a complicating
factor. The required infrastructure to implement DR programs is nowadays gener-
ally available, and therefore, the barriers that should be addressed in order to further
promote the participation of the demand are mainly regulatory and economic.

The practical implementation of DR programs highly depends on the availability
of ICT technology and in particular the communication means that are used in order
to monitor and control loads. Among the different wired and wireless options, PLC
is a technology that has attracted particular interest due to the fact that its carrier
is the power system itself. The basic incentives to use PLC technology in the smart
grid ICT infrastructure and for the DR AMI are that (1) the deployment costs are
considered comparable to wireless since the lines are readily available and (2) the
power grid provides an infrastructure that is in principle more extensive and pervasive
than any other wired or wireless alternative. The emergence of high data rate NB PLC
(<500 kb/s, 148.5 kHz) opens up the possibility for more advanced power system
applications to support DSM and grid operation in the future smart grid.

Modern power electronic devices, such as controllable DR loads, contain switch-
ing circuits that produce HF disturbances in the frequency range of 2–150 kHz,
the so-called supraharmonics. The EMI induced by these supraharmonics have been
reported to disturb PLC. Standardization efforts are ongoing to support the integrity
of PLC by curbing supraharmonic voltage variations. Emission limits of lighting and
active infeed inverters, i.e., well-known sources of supraharmonics, are given in max-
imum voltage deviations (dBV) which is common practice in power system standards.
However, due to the lack of knowledge of grid impedance values for high frequency
phenomena, the emission limits are ambiguous regarding the current deviations that
are produced. Hence, it is not clear what EMI levels are produced solely based on
voltage emission limits alone. Therefore, the possibility of false-positive PLC signals
induced by supraharmonics at the PLC receiver cannot be excluded and undermine
the reliability of DR programs. Moreover, to successfully establish PLC, the SNR
should be large enough for the receiver to correctly interpret the data. It is necessary
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to collect more measurement data to get insight into the supraharmonic emission lev-
els in the future grid in order to operate and maintain an effective SNR and QoS of
DR programs.

An EMC filter is placed at the grid side of the power electronic switching device
such as DR controllable loads in order to mitigate the supraharmonic ripple that is
injected into the network. The capacitive filters create a low impedance path within an
installation and in the grid along LV feeders. For example, PV inverters have shown
to absorb supraharmonic emission from the grid as well as HF signals originating
from other sources like PLC signals. The partially shunted PLC signal will inher-
ently lead to a reduced SNR at the receiver’s end and thereby degrade the quality
of the PLC. Based on measurements taken from a lab setting and in the field, it is
believed that attenuating by shunting is, and will be, the most common reason for
PLC degradation. Likewise, to supraharmonics EMI disturbances, the shunted PLC
signal can disturb normal operation of unintended recipient devices. Moreover, it has
to be taken into consideration that the high emission levels of PLC can damage the
unintended recipient devices that absorb the HF PLC current ripple. Hence, the reli-
ability and compatibility of PLC as the main communication channel in a DR AMI
with a large number of power electronic controllable loads, which induce nondesig-
nated low impedance paths for PLC signals, require careful further examination by
both manufacturers as well as task forces of standardization bodies.
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Chapter 12

PLC for monitoring and control of distributed
generators in smart grids

Anton Poluektov1, Antti Pinomaa1, Antti Kosonen1,
Aleksei Romanenko1, and Jero Ahola1

12.1 Introduction

12.1.1 Grid faults and islanding

Recently, smart grids employing distributed generation (DG) technologies have
evolved rapidly and become widespread. By definition, a smart grid has implemented
functionalities such as load management, demand response, and grid protection.
These functionalities aim at providing a higher efficiency, a lower environmental
impact, and a higher safety compared with conventional/traditional power grids.
Nevertheless, new safety-related issues may arise. One of these challenges is an unin-
tentional islanding condition, which is a particular case of a loss-of-mains (LoM)
fault.

In a conventional power-distributed grid, a LoM in the grid branch causes a
power outage in the supplied grid segment if no auxiliary power distribution line
feeder is available. In a smart grid with DG units, a LoM can result in islanding.
Islanding describes a condition where a customer(s) becomes disconnected from the
main power utility grid being still supplied by DG units. An islanding condition may
interfere with the power balance and produce overcurrents and overvoltages, which
may harm electrical loads. Moreover, the grid personnel may not be aware that a part
of the grid is energized, which may lead to personal injuries. Obviously, an islanding
condition should be detected in a shortest period of time in order to apply safety
mechanisms and prevent an aftermath.

12.1.2 Standardization and legislation

Introduction of DG units and their functionalities (including fault detection) is a
subject of international and local standardization and legislation. Global standards
institutions, such as IEEE and IEC, provide requirements and testing conditions for

1LUT School of Energy Systems, Lappeenranta University of Technology (LUT), Finland
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islanding detection [1]. The IEC 61727 standard addresses photovoltaic (PV) genera-
tion systems and power quality issues, such as the voltage and frequency range in the
normal operating mode. Moreover, this standard investigates safety-related matters.
On islanding, the standard states that a PV unit should disconnect from the utility
network within 2 s after the fault has been detected. The IEC 62116 standard defines
the test conditions and the test procedure for islanding prevention measures for PV
systems.

The IEEE 1547 standard defines the introduction of DG units into a power grid.
This standard provides a time period of 2 s for fault detection and interruption of power
production in the DG unit [2]. The IEEE 929 standard addresses PV systems and
provides procedures to examine the islanding-detection capability of the system [3].
The UL 1741 standard is often applied by PV inverter manufacturers. In issues related
to islanding detection and operating ranges, the standard is based on the IEEE 1547
standard [2,4].

12.1.3 Islanding-detection methods

A number of islanding-detection solutions are available nowadays. For convenience,
they can be divided into three groups by their operating principles. These groups
cover passive, active, and communication-based islanding-detection methods. Anti-
islanding solutions can vary by complexity, cost, fault detection accuracy, and speed.

Passive methods apply monitoring of sudden deviations in the characteristics of
the supplied power [1]. Such passive systems typically consider voltage, frequency,
phase angle, particular harmonics, or total harmonic distortion. When a monitored
parameter exceeds a set threshold, it is interpreted as a fault, and protective measures
are triggered, disconnecting the DG power converter from the grid or switching the
grid to a controlled island mode [1,5]. It is pointed out that passive methods may be
ineffective when the total power consumption of an island nearly matches the power
production of the DG units in the island [6,7]. In such a scenario, disconnection from
the main power utility may not lead to severe fluctuation in the monitored parameters,
and the protective system may not detect a fault.

When the accuracy of a fault detection system is discussed, the term of non-
detection zone (NDZ) is commonly used. This term describes the scope of scenarios
under which the islanding condition is not detected by the fault-detection system.

In contrast to passive methods, active solutions aim at minimizing the NDZ
in a case when the island power consumption nearly matches the power supplied
by the DG units. Active anti-islanding solutions employ artificial disturbance injec-
tion and grid feedback monitoring [1,5]. The first subgroup of solutions considers
disturbances in grid variables that are injected into the DG control unit. These dis-
turbances should be corrected by the voltage and frequency control of the grid under
normal operating conditions [5]. The second subgroup of solutions addresses chan-
nel impedance. This approach was adopted in [8,9]. Transient active methods apply
an impedance measuring device, which injects a short disturbing signal and ana-
lyzes the channel feedback (e.g., voltage is injected and current is analyzed) [5].



PLC for monitoring and control of distributed generators 327

In steady-state solutions, a harmonic component is injected and the channel
impedance is then analyzed [5]. A drawback of this particular approach is that an
islanding condition can be detected only at the injection point. Moreover, a major
drawback of active solutions is that artificial disturbances decrease the quality of the
supplied power. Therefore, the disturbances to be used are designed to be as small
as possible. When a high number of DG units using active anti-islanding are present
in the grid, an issue of mutual interference arises and the fault-detection accuracy
decreases.

The last group of islanding-detection methods covers communication-based solu-
tions, which employ the communication between the power utility and the DG unit.
Several groups of communication-based methods can be distinguished, which differ
in the grid components employed in communication. The first group of solutions
is based on supervisory control and data acquisition (SCADA). Voltage sensors are
installed at DG units, and they are connected to a SCADA system. When islanding is
detected, sensor(s) are triggered, and they transmit a warning signal over the SCADA
network. The second group of methods applies communication with a utility recloser.
When the recloser opens, a warning signal is generated in the signaling device installed
at the recloser, and it is transmitted to other DG units using a designated communi-
cation channel [1,5]. The last group of methods applies power line communication
(PLC). The main power supply utility is communicating with the inverters installed
at DG units on the power line. When the signal is lost, an islanding condition is
detected.

Communication-based methods, in general, are characterized by a higher cost
and complexity compared with active and passive methods. Moreover, interruption in
data transmission for instance as a result of a communication medium fault makes the
system inactive [1]. On the other hand, communication-based solutions have a smaller
negative effect on the power quality than active methods, and they have the smallest
NDZ compared with active and passive methods [1]. Moreover, these methods provide
a wider functionality, which includes data transmission over the grid [1].

A PLC-based approach for fault detection can be distinguished. Such a system
shares the typical benefits of the communication-based methods compared with active
and passive systems. A PLC system, unlike other communication-based systems, uses
a communication channel, which is already there in the power grid. Thus, a separate
communication network is not needed, which provides a beneficial economic effect.
In order to define and design a PLC-based islanding-detection system, the application
field, that is, power distribution grids, has to be investigated.

12.2 Application field

The application field is investigated by considering noise scenarios, channel attenu-
ation characteristics, grid topology, power-distribution transformers, and signaling
standards. These together have an effect on the PLC system characteristics and
performance.



328 Power line communication systems for smart grids

12.2.1 Noise scenario

The first aspect under discussion is channel noise scenarios. According to [10], five
types of channel noise can be described:

1. Colored background noise,
2. Narrowband noise,
3. Periodic impulsive noise synchronous to the mains frequency,
4. Periodic impulsive noise asynchronous to the mains frequency, and
5. Asynchronous impulsive noise.

Colored background noise can be characterized by a relatively low power spectral
density (PSD). Nevertheless, PSD is inversely related to the frequency, and it increases
in the low-frequency range. This type of noise is caused by several noise sources with
different noise amplitudes, for instance by common household appliances. Noise can
cause disturbances in the frequency range up to 30 MHz, and its PSD may vary over
time [10,11].

Narrowband noise typically consists of modulated sinusoids. The source of this
noise is broadcast radio stations. This type of noise can be active in the range of
1–22 MHz [10,11].

Periodic impulsive noise asynchronous to the mains has a repetition rate of 50–
200 kHz, and it is caused by switching power supplies [10]. Similar to the two previous
types of noise, this noise is generally stationary over periods of seconds, minutes, and
in some cases, hours [10]. Thus, these three types of noise can be interpreted as
background noise [10].

Periodic impulsive noise synchronous to the mains frequency has a repetition rate
of multiples of the mains frequency. This noise is mainly caused by power supplies,
for instance by switching of rectifiers in the DC supplies. The PSD of this noise
decreases with an increase in frequency [10].

Asynchronous impulsive noise is caused by switching transients [10]. As the name
indicates, this type of noise has a random occurrence [10]. Moreover, noise pulses
may occur in a random frequency range, possibly up to 20 MHz [11]. The pulses may
have a random duration, varying from several microseconds to milliseconds [10].
The PSD of the noise can exceed the background noise by 50 dB [10]. Because of the
complexity of prediction, this type of noise was ignored in the PLC concept design
for a long time [11]. Nevertheless, because of the high PSD, this noise may cause
severe disturbances and affect the PLC performance [11].

Despite the fact that different noise components are active in different frequency
bands, it can be concluded, in general, that the frequency range below 20 MHz is the
most suitable one for the PLC considering the impact of noise components [11].

Noise power spectral measurements in the MV channel were made at the primary
substation at Tommola, Finland (Figure 12.1). The frequency band below 1 MHz was
studied. It can be seen that in the frequency range above 200 kHz, the PSD is nearly
constant, being close to −105 dB m/Hz.
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Figure 12.1 Noise PSD measurements in the MV channel at the primary substation

12.2.2 Channel attenuation

Channel attenuation is the most essential aspect to be investigated when a suitable
frequency band for the LoM application is considered. The PLC channel attenuation
can be categorized into the following classes: cable attenuation, attenuation caused by
multiple power-dissipating loads, attenuation resulting from impedance mismatches,
and attenuation caused by coupling interfaces [12].

Let us first consider cable attenuation, which is expressed by the channel attenua-
tion coefficient (α). α is determined per cable kilometer, and it increases as a function
of frequency ( f ) as

α( f ) = αR( f ) + αG( f ) = r ·√f + g · f , (12.1)

whereαR( f ) represents attenuation generated by conductor losses (skin effect), αG( f )
represents attenuation generated by dielectric losses within the cable insulation,
r denotes the frequency-dependent resistance, f denotes the signaling carrier
frequency, and g denotes the conductance.

In this way, α is defined by the characteristics of the conductors and the insula-
tion materials used in the power lines (underground cables, overhead lines). There are
numerous technical differences between underground and overhead power delivery,
which highly influence the attenuation characteristics of the power system. Under-
ground cables have a higher conductor volume and insulation, which is not required
for overhead lines. Typical insulation materials for low-voltage underground cables
are polyvinyl chloride and polyethylene, which produce different dielectric losses
and thereby different channel attenuation characteristics. In general, the structure of
underground cables is more complex, including conductors, insulation materials, and
cable shields, which raise the total cable cost. Nevertheless, damage to the cable insu-
lation leads to a fault, which is more complicated to locate compared with an overhead
power line damage. On the other hand, overhead power lines are more vulnerable to
storms (weather influence) and radio interference.

Based on Shannon’s theory, we may conclude that a frequency band with low
attenuation and a low noise PSD is the most beneficial one for the PLC concept owing
to the higher signal-to-noise ratio (SNR). The available bandwidth with the higher
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SNR leads to a higher channel capacity, as demonstrated in the following equation,
which is derived from Shannon’s law:

Channel capacity = Bandwidth · log2(1 + SNR) (12.2)

Taking into account the channel noise scenarios, the channel attenuation, and the
grid topology considerations given in the application field discussion, signaling in
the frequency band below 1 MHz can be considered feasible for a PLC anti-islanding
system.

12.2.3 Grid topology

Yet another aspect to be considered is the grid topology. A typical power distribution
grid consists of two main parts—the medium-voltage (MV) and low-voltage (LV)
grids (Figure 12.2). These grids have different power line lengths, line installation
types, and branching.

An MV grid has power line lengths up to tens of kilometers, while LV lines are
much shorter, typically from several hundred meters to a few kilometers.

Compared with an LV line, a typical MV line is less branched. Each line branch
divides the signal power depending on the line impedance, thus limiting signal prop-
agation through the grid. The power line installation type may vary between the MV
and LV grids, meaning that they may contain overhead or underground lines. More-
over, the line installation type and the line length highly depend on the environment.
Higher lengths and a low number of branches are typical for rural areas. Therefore,
the grid topology, being a vital aspect of the PLC design, has to be considered in
every particular case.
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Figure 12.2 Typical MV/LV power distribution grid with DG units
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12.2.4 Power distribution transformer

When considering the grid topology, the MV/LV power distribution transformer, being
an essential grid component, cannot be neglected. The distribution transformer poses
significant challenges, when PLC signaling is performed through the transformer, as
it acts as a source of high channel attenuation (up to 30–40 dB) and disturbance [13].
Generally, there are two approaches to handle this aspect.

In the first approach, signaling is performed directly through the transformer [14].
In this case, channel analysis is carried out first in order to establish a frequency range
with the highest gain [15]. Moreover, conventional signal carrier modulation tech-
niques applied for signaling are often substituted by communication using wideband
modulation and channel access technologies, such as direct sequence spread spectrum
(DSSS) and orthogonal frequency division multiplexing (OFDM) [15–17].

The second approach is based on bypassing the transformer. Bypassing signal-
ing concepts apply various schemes; signaling can be performed by using wireless
communication or a bypassing communication circuit with additional coupling
components [13,15].

In order to investigate the transformer channel characteristics, channel input
impedance and gain-phase measurements were performed in the laboratory, exam-
ining a Dyn11 50 kVA, 50 Hz, 20,500/410 V oil-immersed distribution transformer
(KONCAR, 5TBNp 50-24/ED). During the study in [18], an MV/LV transformer
channel without coupling interfaces and channel loads was investigated. Based on
the results, a frequency range above 200 kHz was chosen as the most beneficial one
for PLC signaling, as it is characterized by a higher gain compared with lower fre-
quencies. After that, channel gain measurements were performed using a laboratory
setup, presented in Figure 12.5. On both sides of the transformer, an inductive cou-
pling interface, a balun, and a signal filter were used. After the first test, a signal
amplifier and a 15 dB attenuator were added at the MV side of the transformer. Chan-
nel measurements are presented in Figure 12.3. It can be seen that a frequency band
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Figure 12.3 MV/LV distribution transformer channel gain measurements. In the
second case, a signal amplifier and a 15 dB attenuator are added
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of 200–600 kHz provides the highest gain and thus can be chosen for signaling over
the transformer.

12.3 Design of a PLC solution

12.3.1 Signaling scheme

A typical PLC-based anti-islanding solution is based on signaling from the main
power utility toward the DG units and the customers in the LV grid [1]. To this end,
a signal transmitter is installed at the main substation, and the customers and the DG
units are equipped with signal receivers.

Taking into consideration the application field characteristics discussed above,
signal propagation through the grid is a matter of concern. Thus, taking into account
the total signal attenuation and distortion, certain measures have to be introduced to
provide communication over the grid. Signal repeaters installed on the power lines
can improve signal propagation. These units operate as signal transceivers combining
signal reception and transmission functionalities. At the same time, intermediate
communication devices increase the communication latency. In the context of a PLC
islanding-detection system, it means a decrease in the fault-detection speed.

12.3.2 Coupling interfaces

As discussed above, the total channel attenuation includes an attenuation component in
the coupling interface. Therefore, the design of the coupling interface is a vital element
of the system design. Two alternative coupling methods can be named; capacitive and
inductive coupling.

A capacitive coupling interface is connected in parallel to the channel. In general,
this solution can be considered a low-cost solution for low-voltage applications. There-
fore, capacitive coupling is widely used in PLC applications using remote metering
and in home applications [19]. The drawback of this type of coupling is the price of the
capacitor, which is economically unfeasible for medium-voltage channels comparing
to inductive coupling interfaces [19,20]. Moreover, a small load impedance resulting
from a parallel connection is problematic for the capacitive coupling [19,20].

An inductive coupling interface, in turn, applies a series connection to the chan-
nel. Inductive coupling is not used in consumer PLC applications, even though it
is widely applied to PLC in the electricity grids in the high-frequency range. Con-
trary to capacitive couplers, inductive interfaces are applied on MV lines, being less
economically feasible for LV applications [19]. A drawback of this interface is the
magnetization of the coupling ferrites, caused by a supply frequency line current in
the couplers due to the serial connection to the power line, which leads to the core
saturation. Therefore, inductive couplers are designed for a limited current to avoid
such scenarios.

One of the most important aspects when considering coupling interfaces is the
attenuation on the interface. Signal insertion and reception losses have a significant
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impact on the total attenuation. Measurements and simulation were performed com-
paring inductive and capacitive coupling interfaces in the band of 100 kHz–30 MHz
for communication between an electrical motor and an inverter [19]. According to
the results, an inductive coupling provides a higher attenuation when the output filter
of the inverter is connected. The results are opposite when this filter is not applied.

Thus, we may conclude that an inductive coupling interface is a more feasi-
ble solution for a PLC application in the MV power grid. Comparing to capacitive
solutions, an inductive interface provides a higher economical feasibility, an ease of
installation, and a galvanic isolation from the power line.

12.3.3 Frequency band

An essential aspect of a PLC concept is the signaling bandwidth. Based on the inves-
tigation of the application field, we can consider a frequency band below 1 MHz to
be a beneficial choice. Therefore, applicable standards and legislation have to be
considered for the low-frequency and medium-frequency ranges.

Signaling in these ranges is regulated by the following standards: the European
Standard CENELEC 50065-1 divides the 3–148.5 kHz band into four frequency
bands; A, B, C, and D [21]. In the United States, again, the frequency band of 14–480
kHz is covered by a Federal Communications Commission (FCC) standard, which was
developed by the FCC [22]. Any proposed PLC solution has to operate in compliance
with these standards. A G3-PLC modem, for instance, is intended to operate in the
CENELEC-A range, between 35.9 and 90.6 kHz, and in the FCC band, between 148
and 490 kHz [13].

The CENELEC EN 50065-1 standard distinguishes two frequency ranges,
3–95 and 95–148.5 kHz. In the first range, the maximum transmission level is
120–134 dBμV/Hz and the maximum disturbance level is 75.5–89 dBμV/Hz. In the
second frequency range, the maximum transmission level is 116 dBμV/Hz and the
maximum disturbance level is 65.97–75.5 dBμV/Hz [21].

12.3.4 Signaling modulation techniques

A vital component of a PLC system is the modulation technique employed for
signaling. Besides conventional approaches, which include for instance single
carrier modulation techniques, such as amplitude-shift keying, frequency-shift key-
ing, phase-shift keying (PSK), quadrature amplitude modulation (QAM), and their
modifications, there are spread spectrum modulation techniques, such as DSSS,
frequency-hopping spread spectrum, chirp spread spectrum, and multicarrier modu-
lation techniques, such as OFDM, which can all be employed for PLC. Wideband
modulation techniques are gaining ground as they have distinct advantages over
conventional modulation techniques, such as a greater robustness against channel
attenuation and channel noise and a higher bandwidth efficiency [13,16,17,23].
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12.3.5 Concept evaluation, SDR platform

One of the platforms that can be used for the design and laboratory evaluation of the
PLC concept is the software-defined radio (SDR).An SDR is a radio system, in which
components conventionally implemented by means of hardware are implemented by
software. These components are for instance filters, amplifiers, (de)modulators, and
mixers.

Signaling software, designed for instance in GNU Radio or LabVIEW, is operated
on a personal computer (PC), which is connected to an SDR by an Ethernet cable. The
signaling modulation settings and the signaling frequency band can be modified in
software instead of hardware, which provides a higher flexibility of the test platform.
The SDR is then connected to the coupling interface by a coaxial cable.

12.4 PLC concept implementation

As an example of a PLC-based anti-islanding system, a concept proposed in [24] can
be considered. The concept evaluation covers fault-detection functionality, sensitivity
to a variation of SNR, and a transformer bypassing scheme.

12.4.1 Signaling concept

The proposed PLC concept is based on continuous signaling from the main power
utility in the MV grid toward DG units and customers in the LV grid. Islanding
detection is carried out by processing of the received signal, which contains packets
of known data. In the processing, bit error rate (BER), bit rate, and latency between
subsequent data packets are considered.

The first signal transmitter is installed at the primary substation (Figure 12.4).
Signal receivers are installed at the households on the LV grid and at the DG units.
Intermediate signal transceivers installed on MV lines allow to analyze the grid state.
Intermediate signal transmitters, which are installed on MV/LV transformers, are
powered from the LV side. The signaling devices are coupled to the channel using
inductive coupling interfaces. When a signal transceiver detects a fault, it is possible
to define the faulty grid segment.
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Figure 12.4 Intermediate signal repeater installed at the MV/LV transformer
applying a bypassing scheme
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Signaling is performed by applying a DSSS modulation technique with the carrier
frequency of 200 kHz and the bandwidth of 200 kHz. The frequency band was cho-
sen based on the MV/LV transformer channel analysis, performed in the laboratory
environment and discussed above. The developed DSSS signaling solution is based
on binary PSK (BPSK). A DSSS software interface has two adjustable parameters,
such as a spreading code length (SC) and a synchronization key length (SK). The
transmitted data packet has a constant length of 14 bits, where SK can be 8 or 12 bits.
The SC has 6 available settings: Barker codes of 5, 7, 11, and 13 bits, and Walsh–
Hadamard codes of 16 and 32 bits. First, a data packet is modulated in the transmitter
applying BPSK with 2*SC samples per one symbol. Then the BPSK symbols are
multiplied by the SC and continuously transmitted. The DSSS receiver, knowing the
SC and the SK, performs the best correlation position search and extracts the BPSK
symbols from the received signal. Then, SK bits and data bits are separated and BER
and bit rate values are calculated. At the same time, a latency between subsequent
data packets is measured.

The concept was evaluated with a laboratory setup featuring SDRs and a
MV/LV distribution transformer presented in Figure 12.5.

12.4.2 Functionality

12.4.2.1 Fault detection
The idea behind the proposed fault detection algorithm is that under normal operating
conditions, the monitored parameters fluctuate within certain limit values. Fluctuation
can result from noise scenarios and disturbances in the channel. The limits can be
determined when the concept is introduced to the grid. After the limits have been
defined, thresholds for each parameter can be set. If a threshold is passed, a protection
algorithm is triggered. The monitored parameters are evaluated in a derivative form.
By adjusting the thresholds and the time during which parameters can leave the
permitted value ranges, the concept sensitivity can be adjusted. Detection sensitivity
contributes to the NDZ, and thus, insufficient sensitivity may lead to incorrect concept
operation.

When a LoM occurs, signal transmission through the grid is interrupted. In this
case, the BER and the latency between subsequent packets increase, whereas the
bit rate decreases. After the fault condition is detected in the transceiver, the signal
repeater modulates and transmits a warning signal with the identifier of the SDR
downstream, toward the customers and the DG units in the LV grid. When the receiver
detects a fault or receives a warning signal, the protection algorithm is triggered and
the customer/DG units may either disconnect from the grid or stay connected while
the controlled island mode is initiated.

The continuous parameter monitoring allows to evaluate the power line state. By
investigating the parameter behavior, environmental impacts that do not always lead
to LoM and islanding can be detected. In this case, signal parameters can fluctuate,
yet being within the permitted range.

The concept evaluation performed in the laboratory considered a LoM scenario
only when the signal transmission was interrupted.
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12.4.2.2 Fault localization
The accuracy of the fault localization equals the distance between two signaling units.
When a fault is detected, a warning signal is transmitted from the signaling device
that detected the fault. The warning signal contains a unique device identifier. This
identifier allows to determine the device and thereby the grid segment from which
the warning was originally sent. The drawback of this method is the low fault location
accuracy, even though it can be improved by introducing additional intermediate
signaling devices in the grid. The outcomes will not only be the improved accuracy
but also the increased communication latency between the main signaling device and
the receivers at the DG units and the customers. Thus, the total number of installed
devices is limited. The communication latency should be within certain limits so that
the fault-detection speed will be in compliance with the standards.

12.5 Laboratory tests

12.5.1 Laboratory setup

The concept under study was evaluated with the laboratory setup presented in Fig-
ure 12.5. The main component of the setup is the MV/LV distribution 20/0.4 kV
transformer.

On the MV side of the transformer, there is a signal transmitter, which is
connected through an amplifier (TS200 by Accel Instruments), a band-pass filter
(pass-band of 140–500 kHz), and a balun to the inductive couplers. The couplers are
installed on phases A–B of a power cable. The cable has a section where a signal
attenuator is embedded into phases A–B. The attenuator is used to adjust the SNR
in the channel under study. The AXMK cable is then coupled to the transformer on
the MV side. On the LV side of the transformer, the AXMK cable is connected to a
load. The inductive couplers are connected to phases A–B. Further, the couplers are
connected to the balun, then to the filter, the signal amplifier, and the signal receiver.
Each SDR is connected to the respective PC, which is executing the DSSS software
application in LabVIEW. Two USRP N200 SDRs by Ettus Research were employed
in the tests.

12.5.2 Fault detection tests

To evaluate the signal analysis as a fault-detection method, a series of laboratory tests
were conducted with the presented laboratory setup (Figure 12.5). The idea of the
tests was to investigate whether it is possible for the designed solution to distinguish
a fault and normal operating states based on the observed parameters. In the tests,
the SNR had a constant value of 12 dB and constant signaling parameters of SC=5
SK=8.

The tests were performed in an automated manner, and they were cyclical.
One test cycle consisted of two parts; 4 s of signaling and 1 s of an idle mode. The idle
mode represented a loss of signal, which occurs in the case of islanding. To perform
the signal analysis, three received signal parameters were considered; BER, bit rate,
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and received packet processing latency. These parameters were calculated continu-
ously in the receiver and written with a 1-ms resolution. To investigate whether the
parameters fluctuate in the case of a fault (LoM), three time frames were considered:
a time frame of 1 s before the fault, 1 s of the fault condition (LoM), and 1 s after the
fault condition. The mean parameter values were calculated for each time frame for
each test cycle. Based on the measurements, a scatter plot was made (Figure 12.6).
In the case of a fault, the BER and latency parameters increase, whereas the bit
rate decreases. The latency graph demonstrates more drastic changes in the observed
parameter compared with the measurements of BER and bit rate. The BER and bit
rate parameters should be evaluated in derivative forms in the final system. Though
the SNR level was constant and equal to 12 dB during the tests, the BER values
are relatively high. This can be explained by the fact, that signaling was performed
through the transformer; therefore, the channel can be characterized by severe sig-
nal distortion. Moreover, application of different DSSS settings can decrease BER.



338 Power line communication systems for smart grids

1 2
Measurement Measurement Measurement

3 1 2 3 1 2 3
0

0.1

0.2

0.3

0.4

0.5

0

0.1

0.2

0.3

0.4

0.5
B

it
er

ro
rr

at
e

0

100

200

300

400

500

B
it

ra
te

,b
its

/s

La
te

nc
y,

s

Figure 12.6 Measurements of bit error rate, bit rate, and latency measurements
during three periods: 1 – 1 s before a fault; 2 – during a 1 s fault;
3 – 1 s after the fault. The asterisks indicate the mean values during
the period. Dotted line demonstrates a transition between the states

The effect of the DSSS settings on the signaling parameters is investigated during the
sensitivity analysis.

12.5.3 Sensitivity analysis

The DSSS solution has two main settings; SC and SK. The sensitivity analysis inves-
tigated the sensitivity of the DSSS solution to a variation of the SNR by observing
signal parameters under different SNR values and DSSS settings. As a result, the SC
and SK settings providing the highest islanding-detection speed and throughput were
defined.

The test was performed in the laboratory setup (Figure 12.5) with SNRs in the
range of −13–12 dB. First, signaling was performed with the same attenuator and a
constant SNR, while the settings were changed periodically in an automated manner.
Then, the attenuator was changed and the tests continued.

12.5.3.1 Bit error rate
The obtained measurement results were processed, and the concept performance for
each setting was evaluated. The measurements for BER are depicted in Figure 12.7.
For the sake of convenience, the results are presented in two graphs.

It can be observed in the figures for the BER results that a longer SC provides
a lower BER. By comparing the figures, we may state that a longer SK decreases
the BER.

At the same time, it can be seen that a setting of SC=32 and SK=12 bits has
severe oscillations in the positive SNR range. During the tests it was observed that
SC length has a significant effect on the processing speed of the application; longer
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Figure 12.7 Comparing the measurement results for the bit error rate under
different SNR values and different settings of SC, while the SK is 8 bits

SCs can increase processing latency and deteriorate the application performance. For
this reason, measurement results for the Walsh–Hadamard codes of 64 and 128 bits
were excluded from the analysis, and results for 32 bit code are provided to expose
this issue.

12.5.3.2 Bit rate
The bit rate measurements with SK=8 and with SK=12 are presented in Figure 12.8.
Observations from these figures differ. The first figure shows that a shorter SC pro-
vides a higher bit rate. In the second figure, the opposite can be observed: longer SCs
have higher bit rates. At the same time, the settings from the second figure (with a
longer SK) have a lower bit rate. It can be assumed that a receiver with a short SC
interprets the channel noise as a valid transmitted signal. In this case, a higher bit
rate can be achieved, while also the BER values will be higher. Moreover, it can be
seen that the SK defines the number of data bits in the transmitted packet, and thus,
a shorter SK can provide a higher bit rate.

12.5.3.3 Throughput
In order to combine the obtained results of the BER and bit rate measurements and
evaluate the number of correct data bits that can be received per second, a throughput
characteristic was introduced. Throughput was calculated by using the following
equation:

Throughput = (1 − 2 · BER) · Bitrate (12.3)

The results are presented in Figure 12.9. As can be seen in the figures and as
stated previously, a longer SC contributes to a lower BER, and a shorter SK to a higher
bit rate.
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SNR values and different settings of SC, while the SK is 8 bits
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12.5.3.4 Latency
The operational speed of a PLC-based islanding-detection solution depends highly on
the processing latency in the receiver. The target is to minimize the latency between
two subsequent received data packets. The measurement results are presented in
Figure 12.10. The first figure shows that a longer SC contributes to a higher latency.
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Figure 12.10 Comparing the measurement results for the processing latency under
different SNR values and different settings of SC, while the SK
is 8 bits

An opposite scenario is observed in the second figure. Comparing the two figures,
we can state that a shorter SC provides a lower latency. A setting of SC=13 SK=8
was chosen for the bypassing scheme evaluation on the basis of the presented mea-
surements. This setting was distinguished, as it provided a combination of a high bit
rate, a low BER, and a low latency. The parameters were evaluated considering each
parameter separately, and SC=13 SK=8 had the highest overall result.

12.5.4 Orthogonal frequency division multiplexing

An alternative PLC solution, applying OFDM modulation technique, was also eval-
uated during the laboratory tests. Signaling was performed through the MV/LV
transformer using the setup previously employed in the DSSS tests (Figure 12.5).

An OFDM modulation scheme was implemented in LabVIEW. First, a data packet
consisting of 20 data bits is coded using the 13 bit Barker code. Then data is mapped
to QAM modulation symbols, divided into five subsets, to which reference symbols
are added. Then zero padding is applied on the edges and on the DC. After that an
inverse fast Fourier transform (FFT) is implemented, a cyclic prefix is added, and the
signal is transmitted. The carrier frequency of 200 kHz and the bandwidth of 200 kHz
were applied.

The signal receiver is applying the van de Beek algorithm on the obtained signal
to detect the signal prefix. Then the prefix and the frequency offset are removed.
An FFT is performed. After that data is separated from the reference bits and zero
padding. Equalization coefficients are calculated, and equalization is applied to the
data symbols. Using the symbol map data bits are then excluded and decoded using
the Barker code. Majority voting is applied on data, obtained from the subchannels,
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and then BER and bit rate values are calculated. During a parallel process, latency
between decoded data packets is measured.

As mentioned earlier, a DSSS-based solution can provide a benefit of signal
reception in the negative SNR range, which cannot be achieved with OFDM. There-
fore, laboratory measurements were performed in the SNR range of 0–12 dB with
1 dB steps. Obtained results are compared to the DSSS measurements with the set-
ting of SC=13 SK=8. In the whole studied range BER of OFDM-based signaling
is higher, comparing to DSSS-based signaling (Figure 12.11). At the same time, a
higher bit rate can be achieved with an OFDM solution. With the SNR of 12 dB the
bit rate of OFDM signaling is 1,815 bits/s, while for DSSS, it reaches only 188 bits/s.
As observed earlier, a variation of the code length can affect BER and bit rate of
signaling. This way, a shorter code length applied in OFDM can increase the bit rate
and BER at the same time.

With the highest SNRs observed, DSSS and OFDM provide a major difference
in bit rate, while difference in BER is relatively low. As a consequence, with SNRs
above 5 dB, OFDM provides a higher throughput (Figure 12.12). With the maximum
SNR of 12 dB, an OFDM solution can provide a throughput of 1,667 bits/s, while
DSSS can provide 178 bits/s. Moreover, a major difference in the processing latency
of DSSS and OFDM signaling can be seen. OFDM can provide a lower processing
latency, being 7 ms with SNR of 12 dB, while a processing latency for DSSS is 33 ms.

To summarize the provided OFDM performance analysis, it may be concluded
that in the range of high SNRs (above 5 dB), an OFDM solution is a more beneficial
technique for PLC, comparing to DSSS. The distinct advantage of OFDM is a high
signaling throughput and a low processing latency. However, the OFDM-based solu-
tion is less preferable than the DSSS with SNRs below 5 dB and cannot operate in the
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Figure 12.11 Comparing the measurement results for the bit error rate and bit rate
under different SNR values for the OFDM solution and the DSSS
solution (setting of SC=13 SK=8)



PLC for monitoring and control of distributed generators 343

0 2 4 6
SNR [dB] SNR [dB]

8 10 12 0 2 4 6 8 10 12

0.1

1

10

100

500
1,000
2,000

Th
ro

ug
hp

ut
,b

its
/s

OFDM
DSSS

0.01

0.02

0.03

0.04
0.05
0.06
0.07
0.08

La
te

nc
y,

s

OFDM
DSSS

Figure 12.12 Comparing the measurement results for the throughput and
processing latency under different SNR values for the OFDM
solution and the DSSS solution (setting of SC=13 SK=8)

negative SNR range. In other words, an applicability range of OFDM in the proposed
islanding-detection concept is quite limited. Therefore, the DSSS-based solution is
preferred for that certain application field and environment.

12.5.5 Bypassing

The anti-islanding concept proposed here employs a bypassing scheme with PLC.
The laboratory setup with a bypassing circuit is presented in Figure 12.13.

The signal from the coupling interface on the MV side of the transformer is
amplified, filtered, and then processed in the PLC device, which operates as a signal
repeater. The signal repeater performs the fault-detection algorithm and transmits
the signal (regular signal or a warning). This signal is then amplified, filtered, and
injected through the coupling interface on the LV side into the channel, that is, the
LV grid power line.

To evaluate the bypassing concept, a series of tests were performed with a DSSS
signaling system with a setting of SC=13 and SK=8. In these tests, the idea was to
evaluate under which conditions in the original channel the introduction of bypassing
can increase the throughput and the fault-detection speed. The SNR in the modified
channel was not considered. For this reason, the obtained results (Figures 12.14 and
12.15) include SNR values only for the original channel.

When the SNR is above 0 dB, the mutual interference of the original signal
and the bypassing signal increase the BER. Nevertheless, for SNRs below 10 dB,
a bypassing circuit can still provide signaling with a lower BER, comparing with the
original scheme. The signaling bit rate slightly increases with a decrease of SNR,
being higher than bit rate of the original scheme in the SNR range below 10 dB. The
same behavior can be seen, when we consider the throughput characteristic. At the
same time, significant difference can be seen in latency characteristics with SNRs
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above 5 dB. Application of the bypassing scheme is not beneficial with higher SNRs,
as the processing latency increases.

Based on the tests, it can be concluded that introduction of a bypassing scheme
is beneficial for the concept operation, when the SNR at the receiver at the MV
side of the distribution transformer is below 5 dB. A condition with a low SNR can
represent a case of a high channel noise amplitude and/or a high channel attenuation.
A bypassing scheme can provide a lower BER, a higher bit rate, and, therefore, a higher
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throughput comparing with the original signaling scheme. Moreover, a processing
latency decreases.
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Chapter 13

Performance evaluation of PRIME PLC modems
over distribution transformers in Indian context

Konark Sharma1 and Lalit Mohan Saini2

The past few years have witnessed a tremendous development in powerline intelligent
metering evolution (PRIME) technology for high speed data communication across
medium voltage (MV) and low voltage (LV) transmission/distribution networks based
smart grid (SG) applications. PRIME PLC (PRIME power-line communication) tech-
nology also elucidates the importance of employing robust modulation schemes across
distribution-transformers and motivates research in this direction. Indeed, the aim of
the chapter is to investigate PRIME channel measurements through MV/LV distribu-
tion transformers by implementing experimental tests to analyze the signal-to-noise
ratio (SNR), bit error rate (BER) and packet error rate (PER) performance of differ-
ential binary phase shift keying (DBPSK), differential quadrature phase shift keying
(DQPSK) and eight-ary differential phase shift keying (D8PSK) modulation schemes
over multipath PLC channels in Indian context.

13.1 Introduction

The uses of power-lines for long distance data communication solution over the last
two decades have gained global interest. It is also well known that advanced control
and operation systems for distribution grids and microgrids (μGs) [1], which are
facilitated by the use of emerging measurement technologies such as smart meter-
ing [2] and phasor measurement units applications [3,4], which are providing more
accurate and extensive measurement information to enable real-time data monitoring,
state estimation and system analysis for demand side management (DSM) applica-
tions [5]. It has already proved with experimental results that latest communication
technologies are contributing for voltage regulation as well as DSM applications for
SGs [6]. Nowadays, most of the advanced distribution automation (ADA) systems are
based on IEC 61850 standard, which is reliable for long-time SG-related analysis [7].

1Department of Electrical & Electronics Engineering, National Institute of Technology Delhi, India
2Department of Electrical Engineering, National Institute of Technology Kurukshetra, India
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Figure 13.1 A typical block diagram of PRIME PLC transmitter (Source:
Reference [15])

However, the ADA relies heavily on a secure and robust bidirectional communica-
tion system. Recently, the worldwide use of PLC technology for ADA systems has
gained significant interest due to its low deployment costs [8]. The PLC reliability and
varying distance of the LV systems/networks are mostly affected by the channel inter-
ference and the time varying load impedance, but alone in Europe, with more than 40
million PLC technology–based metering points installed [9]. Since 2010, worldwide
increasing demand of data rates by smart metering companies led to rehabilitating
the various next-generation narrow-band PLC (NB-PLC) standards like G3-PLC [10],
PRIME [11], ITU G.9955/9956 standard [12] and IEEE 1901.2-2013 standard [13]
has been introduced. Consequently, the PRIME PLC is widely deployed and mature
PLC standard for Plug & Play, advanced metering infrastructure (AMI), grid control-
ling and asset monitoring applications to enable the SG in the last mile [14]. To date,
the PRIME standard with an increased number of PRIME certified products/solutions
interoperability among equipment and systems from different manufacturers has been
achieved and is already being utilized/installed in over 15 countries worldwide. Dur-
ing 2007, the PRIMR PLC has been standardized by PRIME Alliance, with the help
of Spanish distribution system operator, which was one of the founding members.
The first PRIME PLC protocol was accepted during October 2012 and published
in February 2013, available online in [15]. General block diagram of PRIME PLC
transmitter scheme is shown in Figure 13.1, which supports IEC6134-4-32, IPv4 or
IPv6 and modulation schemes; DBPSK, DQPSK and D8PSK at the network layers.

During the year 2009, PRIME PLC-based system-on-chip solution was first ever
evolved and proposed for orthogonal frequency division multiplexing (OFDM) based
NB-PLC solution to utilize the average transmission rate of PHY layer is around
70 kbps and the maximum is 120 kbps using from 42 to 88 kHz [16]. Present PRIME
PLC solutions as per CENELEC A-band with OFDM scheme utilize the average
transmission rate up to 61.4 kbps with forward error correction (FEC) and up to
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128 kbps without FEC [15]. During operation, the selection of constellation depends
on the levels/types of noise present in the power-line channel. PRIME PLC (ITU-IT
G.9904) standard is already being rolled out especially for regarding internet-of-
things-based applications, smart homes/buildings energy management schemes and
various SG applications, as are shown in Figure 13.2.

Modern OFDM technology based PLC modems (within 9–95 kHz CENELEC-
A frequency band) can be directly connected to LV power-lines [17]. PRIME PLC
technology with data rate up to 130 kbps at PHY layer is quickly gaining ground with
latest Spain’s smart metering standards and various SG applications [18–20]. The
main strength of PRIME PLC is its interoperable structure as a multivendor alliance
of various industry players like Device Language Message Specification/Companion
Specification for Energy Metering (DLMS/COSEM). It has its origins in the car-
manufacturing industry at the end of the 1970s [20]. Presently, DLMS (IEC 62056-53)
with advanced encryption standard (AES)-128 encryption scheme has become the
global choice among smart meter designers for interoperability among metering
systems, including most energy types (electricity, gas, heat and water), multiple appli-
cations (residential, transmission and distribution), numerous communication media
and secure data management schemes [21]. PRIME PLC technology also provides
a reliable and secure connection between PLC-based devices, including crossing
data from MV to LV distribution transformers (around 120 m per transformer in
average distance) [22,23]. To the best of authors’ knowledge, no PRIME PLC tech-
nology based testing to perform BER and PER analysis of two types of transmission
(i.e., packet transfer and data file transfer) across two distribution-transformers in
Indian context has been conducted yet. The remainder of this chapter is structured as
follows: PRIME PLC technology–based proposed measurement system is described
in Section 13.2. Test results are discussed in Section 13.3. And finally, the chapter is
concluded in Section 13.4.
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13.2 Proposed algorithm

In this work, we used PLC development kit, as shown in Figure 13.3, containing
a digital signal processor control card with F28069 series microcontroller [24]. It
consists of integrated PLCs analog front-end AFE031, which is able to work uniquely
in harsh conditions, where a negative SNR is also expected.

Development kit embodied with universal asynchronous receiver/transmitter
(UART) and serial peripheral interface supports data rates up to 34.16 kbps (data car-
riers up to 36 tones per symbol) CENELEC A-band and up to 28 kbps (data carriers
up to 72 tones per symbol) for FCC with differential phase modulation schemes (i.e.,
DBPSK/DQPSK/D8PSK/ROBO). In order to perform following tests (i.e., BER and
PER analysis) with PRIME PLC modems in the industrial area of Panipat (Haryana),
India, a transparent protocol using GUI software were implemented. A GUI soft-
ware running on notebooks having Intel® CoreTM2 Duo CPUP8700 @2.53 GHz
with 4 GB RAM configuration with Microsoft .net framework 2.0 on Windows XP
environment was used to configure the PRIME PLC modems as RX-receiver and
TX-transmitter to select suitable frequency band, selective gain, subcarrier modula-
tion type and data packet size. During experimental investigation one PRIME PLC
modem was termed as coordinator communication module (CCM), while the second
PRIME PLC modem was termed as terminal communication module (TCM) that
monitored the data rate estimation, number of transmitted/received and data pack-
ets loss between distribution-transformers. We implemented a transparent protocol
between CCM and consumer device/application type1, as shown in Figure 13.4, where
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the TCM directly connects with consumer device/application type 2 through UART
interface, and PRIME PLC modems can handle the network formation (i.e., connect,
data transmission, etc.)

If we implement the application program in consumer device/application type1,
then advanced protocol interface supports transparent protocol, which can communi-
cate with consumer device/application type1 through PLC channel. During operation
within the network, if more than one TCM nodes are required, then transparent proto-
col provides a peer-to-peer connectivity with other nodes. Flowchart of the proposed
algorithm, as shown in Figure 13.5, is as follows:

Step 1: Start.
Step 2: Configure PRIME PLC modem A, PRIME PLC modem B and their host
UARTs.
Step 3: Receive the sample data signal from via PRIME PLC modems host
UARTs.
Step 4: Initialize PRIME PLC modems to take necessary sample data signal and
display
Step 5: Check and wait for the sample data signal.
Step 6: Send the sample data signal via host UARTs
Step 7: Continue till all other PRIME PLC modems received their sample data
signal
Step 8: Stop.

During experiments 1,000 packets (size: 256 B each packet) from one PRIME PLC
modem to other PRIME PLC modem, and the GUI software were informed about the
data transfer rate and the packets error rate (PER). Even afterward, the PER were not
detected correctly, estimated through the following formula:

PER% = Number of packets loss

Total number of packets sent
× 100 (13.1)
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Figure 13.5 Flowchart of proposed algorithm

For the sake of reliability, the tests were repeated 10 times (after every 5 s interval)
and the average PER of these tests were displayed.

13.3 Field trial results and analysis

Table 13.1 specifies the worldwide comparison of distribution transformers, which
were used for various NBPLC based applications. PRIME PLC technology is robust
and specially designed for LV (and low current) power lines and targets high data
rates by employing high-order modulation schemes.

In power distribution substation, the voltage limit was set from 215 to 240V, which
can be normally observed during LV network μGs in India. G3-PLC and PRIME PLC
standards normally support OFDM with DBPSK, DQPSK and D8PSK modulation
schemes per carrier with inverse fast Fourier transform size of 256 and 512 B, respec-
tively [30]. DBPSK modulation is an incoherent form of phase shift keying without
restoring the coherent reference signal at the receiver, which reduces the complex-
ity at receiver side. As per the operating principle, the input binary data should be
in DBPSK mode, and the corresponding output does not change until input bit is 0;
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Table 13.1 Worldwide comparison of various distribution-transformers for
narrow-band power-line communication based applications

Distribution Modulation Mode of operation Country
transformer type/frequency

range Real-time Simulation

400 kVA/10 kV–380 V (–) � � Netherlands [25]
9–95 kHz

(−)/20 kV/200 V G3-PLC � � France [26]
35.9–90.6 kHz

10–100 kV A/(−) G3-PLC – � Australia [27]
Up to 95 kHz

100 kV A/(−) Frequency shift � � Italy [28]
keying (FSK)
50–150 kHz

11 kV/266.67 V G3-PLC � � India [29]
Up to 95 kHz

C
B
A

Distribution-transformer A Distribution-transformer B

55 m

5 V power supply

Laptop A Laptop B

RS-232 cable A

RS-232 cable B

PRIME
modem A

PRIME
modem A

Figure 13.6 Experimental set-up for PRIME PLC performance analysis in the
industrial area, Panipat (Haryana), India

otherwise, the output will turn over. Otherwise there is a simple mapping relationship:
bit 1 is output 1 and bit 0 is output −1, which is termed as BPSK modulation.

During our experimental verification with PRIME PLC modems, two types of
transmission (i.e., packet transfer and data file transfer) for the communication testing
purpose were performed from both directions, as shown in Figure 13.6.

A transfer comparison of PLC signal using DBPSK, DQPSK and D8PSK
modulation schemes connecting across secondary sides of two 11 kV–433/266.67V
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Table 13.2 11 kV distribution-transformer specifications

Distribution-transformer Century Infrapower
manufacturer (Pvt.) Ltd.

Rated voltage, HV 11 kV
Rated voltage, LV 433–266.67V
Frequency 50 Hz ± 5%
Assistant channel Channel 1
Connection HV Delta
Connection LV Star (neutral brought out)
Vector group Dyn-11
Winding material Aluminum
Cooling type ONAN
Year make 2016

Table 13.3 Packets transmissions across secondary windings of two 11 kV
distribution-transformers

Modulation Distribution-transformer A to distribution-transformer B
type

SNR 1 (dB) BER 1 PER 1 (%) Data transfer rate (kbps)

DBPSK 13 0.002 0 18.21
DQPSK 12 0.012 54.6 34.43

D8PSK 13 0.039 78 36.38

Modulation Distribution-transformer B to distribution-transformer A
type

SNR 2 (dB) BER 2 PER 2 (%) Data transfer rate (kbps)

DBPSK 12 0.012 0 18.21
DQPSK 12 0.017 52.3 34.43
D8PSK 13 0.035 73 36.38

distribution-transformers (L–MV–LV type) and nearly 55 m distance were cov-
ered. Typical Indian distribution-transformer specifications, which were used during
experiment, are given in Table 13.2.

During a transfer block size of 256 B using DBPSK, DQPSK and D8PSK modu-
lation schemes transmitted, as compared in Table 13.3 and shown in Figure 13.7, the
channel performance was measured on notebooks through USB cables. During experi-
mental verification, ROBUST mode was essential to establish reliable communication
among distribution-transformers.

Packet transmissions from both directions were performed. In Table 13.4 and
Figure 13.8, we compared the five data files (i.e., with different sizes in kB), which
were successfully transferred using DBPSK and DQPSK modulation schemes.
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Figure 13.7 Packets transmissions across secondary windings of two 11 kV
distribution-transformers

Table 13.4 Data file transmissions across secondary windings of two 11 kV
transformers

Data file Distribution-transformer A to Distribution-transformer B to
size (kB) distribution-transformer B distribution-transformer A

SNR 1 PER 1 Data transfer SNR 2 PER Data transfer
(dB) (%) rate 1 (kbps) (dB) (%) rate 2 (kbps)

25 13 0 6.6 13 0 6.4
50 13 0 6.1 13 0 5.9
75 13 0.7 6.5 13 0.6 6.2
100 13 1.1 6.3 13 1.2 6.1
125 13 1.2 6.4 13 1.5 6.2

SNR 1
(dB) SNR 2
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PER 1
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Figure 13.8 Data file transmissions across secondary windings of two 11 kV
distribution-transformers
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During experimental verification, the best results for 25 and 50 kB size file
transmission were achieved. It is found during high speed that the data files trans-
mission decreased or packet lost and retransmissions of data files were performed.
As presented in this chapter, the data transfer speed was slow, but the PRIME
PLC technology through MV power-lines has proved the successful communication
through two distribution-transformers, and it is observed that in the coming years,
this technology will be useful and deployable for Indian SG applications.

13.4 Final summary

This chapter has aimed to measure PRIME PLC performance analysis practically over
distribution transformers in the industrial area of Panipat (Haryana), India. In our test
implementation, the PLC channel measurements were performed to achieve BER
performance, and PRIME PLC using different modulation schemes (i.e., DBPSK,
DQPSK and D8PSK modulation schemes) looks truly promising due to availability
of Reed–Solomon codes to communicate very high volumes of data over distribution-
transformers. With recent field measurement results, the following main discussion
points are:

● First, to the best of author’s knowledge, no PRIME PLC technology–based testing
to perform BER and PER analysis of two types of transmission (i.e., packet trans-
fer and data file transfer) across two distribution-transformers in Indian context
has been conducted yet.

● Second, the PRIME PLC measurements in this study were realized only for spe-
cific industrial power-lines in India, the proposed algorithm in its present form is
not generic to all other industrial power-lines. Therefore, further studies should
be carried out to prove the accuracy of algorithm for other industry power-lines.

● And the last discussion is about this pilot is the real proof that PRIME PLC
technology has become a communication foundation not only for global smart
metering networks but soon in future it could also effectively help to implement
the future Indian AMI systems/and SG applications such as demand response
with a preferable rate and reliability, even in the noisy environments.
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Chapter 14

Analysis of hybrid communication
for smart grids

Fabiano Salvadori1, Camila S. Gehrke1,
Fabrício B.S. de Carvalho1, and Alexandre C. Oliveira2

The smart grid (SG) is a new and modern design for electric power systems (EPSs),
leading to highly efficient, reliable, and safe electric power infrastructures. In addition,
it provides a harmonious integration of renewable and alternative energy sources by
means of modern communication technologies and automated control systems [1].
In the SG context, secure and real-time information becomes the key factor for the
reliable energy supply from the generation units to the end users. Furthermore, the
information can have decisive characteristics to provide self-healing abilities [2,3].

The SG also enables new power system-management strategies that provide
effective grid integration for distributed generation (DG), demand side management
(DSM), and energy storage (ES) [4]. There is a large variety of research results show-
ing that more active market participation by the demand side could significantly
benefit the whole market. In particular, Salvadori et al. [3] highlighted the following
benefits:

1. Reduction in the energy cost for consumers who trade their demand during
periods of high prices for periods of lower prices.

2. Reduction in the overall system generation cost, because changes on consumers
behavior will eventually flatten the overall demand profile.

3. Even consumers who do not adjust their demand can make a profit if cost reduc-
tion translates into lower prices to avoid price spikes (i.e., very large price increase
over short periods of time).

4. Reduction in the ability of generating companies to exert market power.

According to the International Energy Agency [5], “a Smart Grid is an electricity
grid that uses digital technology to monitor and manage the transportation of elec-
tricity from all sources of generation, finding a variety of demands and users. These
networks will be able to coordinate the needs and capabilities of all generators, oper-
ators, end users and stakeholders of the electricity market in order to optimize the

1Electrical Engineering Department, Federal University of Paraíba, Brazil
2Electrical Engineering Department, Federal University of Campina Grande, Brazil
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use and operation of the assets in the process, minimizing environmental costs and
impacts while maintaining reliability, resilience and stability of the system.”

The SG design arose from the need for evolution and changes in the electricity
sector, becoming an alternative solution to upgrade the existing power system, thus
changing the paradigms of the last decades. Therefore, the SG cannot be considered
just a single technology or a technology per se, but a set of technologies which may
have different approaches for different contexts, moving toward an improvement of
the electric power infrastructure.

Therefore, it is clear that the concept of SG is not unique, exclusive, but rather a
set of definitions and technologies that leads to the use of an infrastructure composed
by digital elements and communication mechanisms in the power system. Another
reason driving the SG evolution results from an increasing energy demand and the need
for the interconnection among systems, allowing more efficient energy usage [6,7].

SG technologies are often associated with an automated metering infrastructure
(AMI), which involves not only measuring but also smart meters (SMs), protection
and control equipment, communication systems, and a wide variety of sensing, mon-
itoring, and controlling systems. So, providing a large amount of data, as means for
allowing real-time pricing, demand response programs, and other customer facing
applications. As more data becomes available across the power system, a greater level
of automation can be introduced to the day-to-day grid management. Potential dis-
turbances can be detected sooner, while being able to be addressed without human
intervention. As more intelligence is built into the EPS (including low level devices),
grid utilities are beginning to explore the potential for leveraging the vast amount
of data these devices generate. The purpose is to gain a better understanding of the
actual condition of grid assets, allowing operations and maintenance activities to be
optimized along with the performance of the network as a whole.

Nevertheless, to add some intelligence to an EPS, independent processors are
required for each component in the generators, substations, power plants, end users
and stakeholders [8]. These processors must have a robust operating system and should
be able to act as independent agents, which are able to communicate and cooperate
with each other, forming a large distributed computing network. Each agent should
be connected to sensors associated with its own component or substation. Therefore,
it can assess its own operating conditions, reporting them to its neighboring agents
through the communication paths.

Agents, such as intelligent electronic device (IED), SM, and digital relays, among
others, are based on embedded systems which can be found everywhere in the daily
life, from electrical commodities and appliances to nonlinear compensation mecha-
nism, complex automation systems, and adaptive control systems. With embedded
systems, it is possible to implement the integration systems to prevent unexpected
failures, while improving system reliability and maintainability, and avoiding severe
economic losses. There are several hardware and software solutions applied to SG,
for the most varied scenarios, as presented in [3,9–11].

Integrated systems can consist of several devices and/or embedded systems con-
nected to a computer through a communication network. In traditional power grids,
automation usually employs wired communication [e.g., copper, optical fiber (OF)].
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For the SG deployment, a very reliable and flexible communication network with wide
area coverage and cost effective is required. Thus, the SG model takes into account
both wired and wireless communication technologies, forming an hybrid network
architecture (HNA).

The high number of existing communication technologies is an opportunity for
SG applications, even though the debate on which technology is better suited for the
SG requirements is still open. It results from the fact that different SG applications
have different communication requirements, in terms of data payloads, sampling
rates, latency, and reliability [12].

According to Shuaib et al. [13], an SG communication framework must address
the following aspects:

1. Performance and reliability requirements in terms of data transfer for all
applications under consideration.

2. Appropriate communication technologies for transferring the collected data to
the energy service provider management/control node based on the location (e.g.,
home, substation, power plant), type of deployed sensor, and the type of collected
data.

3. Seamless integration of the various network technologies and protocols employed
for gathering and transferring the data.

4. Smart metering and smart interfaces/applications to be deployed with a variety
of sensors for the smart relaying of information over a wireless/wired network
or a heterogeneous network composed by several of such technologies.

5. Security measures for protecting consumers’ privacy and to ensure the reliability
and availability of the smart grid communication.

To the success of the emerging SG, a communication infrastructure is an essen-
tial part, and a scalable and pervasive communication infrastructure is crucial for
deploying and operating an SG.

For the communication technologies, the main requirements, for defining the
more suitable technology for each SG applications, are transfer time, time synchro-
nization accuracy (evaluated in terms of maximum variation; that is, the jitter of the
time offset among the nodes in the network), dependability (evaluated in terms of the
packet-loss rate as defined in IEC 61850) [14,15].

Finally, defining the best communication approach relies on the proper selection
of physical layer and protocols, based on the required characteristics: distance, speed,
interference, latency, bandwidth, errors, security, and packet loss.

14.1 Wired communications for smart grid applications

SG data transmission is between intelligent electronic devices (IEDs) and electrical
utilities, in which different communication technologies can be used in infrastructure
based on wired or wireless [3]. In general, the wired technologies provide more
capacity, reliability, and security deployment.
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Furthermore, wired solutions do not face severe interference problems, and their
functions are not battery dependent as wireless solutions often do. For example, OF
can support data rate up to several Gbps with bit error rate (BER) as low as 10−15 [10].
The major limitation is its high renting and installation costs, and hence it should
only be considered when high bandwidth and stringent performance guarantees are
required.

In this section, the best wired mediums, i.e., electrical wiring, twisted-pair, and
OF, and technologies implemented over them, i.e., power line communication (PLC),
digital subscriber line (DSL), synchronous digital hierarchy (SDH), gigabit ethernet
(GbE) and wavelength-division multiplexing (WDM), are evaluated as an alternative
for data communication in SG.

14.1.1 Electrical wiring

Electrical grid is a highly interconnected network. For example, in Brazil, almost the
entire country is connected by the electrical wiring. This high interconnection makes
a great opportunity to communicate data for every place.

PLC is a well-known communication method implemented over the electrical
wiring, and among wired communication technologies candidates for SG, PLC is fre-
quently considered, particularly in AMI. The expression PLC, also known as power
line telecommunications (PLT), is adopted to identify technologies, equipment, appli-
cations, and services that provide communication among energy lines. Data rates on
power lines vary from a few hundred bps to Mbps [12].

PLC can guarantee reliable and fast data transmission services through electrical
power system with reduction on cabling and integrating residences, buildings, and fac-
tories. The idea is to use the electrical distribution system to propagate communication
data using the existed wired infrastructure [16]. It can be useful for substations (ground
and underground), in rural areas (where alternative communication infrastructures
are not deployed and/or very expensive), in residential, industrial and commercial
automation, and another applications [9].

Different applications of PLC are envisioned in daily life, including several home
automation applications (security, gaming, Wi-Fi access, among others) [17] and
more complex scenarios as in SG systems [18]. Furthermore, PLC is the only wired
technology that has deployment cost comparable to wireless technologies since the
lines are already there [19].

However, the PLC technology also has some disadvantages: (i) the interruption
of the communication channel among devices occurs when the interruption of electric
service occurs; (ii) background noise due to the electrical devices connected to the EPS
introduces a considerable error rate; (iii) the signal that is carried along the power
cables may be intercepted, because of the lack of shielding of the electric wiring,
representing a serious security problem; and (iv) the quality of the transmitted signal
deteriorates with the load charging of the EPS, the higher the load the lower the
quality [20,21].

Electrical wiring is a hostile medium for data transmission, since it was not
originally designed for such purpose. Many problems such as variant impedance,
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considerable noise and high levels of attenuation hinder transmission in this
medium and limit the use of this technology. Besides, the interference levels inside
the transmission lines are elevated and limit the applications of PLC for larger
distances [16].

The signal propagation does not occur in a single path between the transmitter
and the receiver; consequently, the echo is also relevant and must be considered, due
to the multiple paths in the channel.

Channel measurements show that, for high frequencies, channel attenuation
increases. In this way, the channel can be described as being random and time variant,
with a frequency-dependent signal-to-noise ratio (SNR) over the bandwidth of the
transmission [22].

The noise problems could be minimized if a high amplitude modulation is used.
However, the PLC communication is constrained by standards, which impose the
maximum amplitude levels to the signal data. As the voltage amplitude depends on
the grid impedance, for a good communication, a tuning should be performed for
each scenario.

The PLC technology in low-voltage grids can be applied in narrow or broad-
band, depending on the application. For example, the PLC can broadcast the same
data to several homes, industries and commerce, as the electric system represents a
widespread infrastructure. However, when using broadband, the communication is
limited by low–medium distances, as the broadband operates with high frequency
(1.8–250 MHz) and high data rates (up to 100 Mbps). On the other hand, the narrow-
band operates at lower frequencies (3–500 kHz), lower data rates (up to 100 kbps),
so it can reach longer range (up to several kilometers). However, broadband band-
width leads to higher speed, reaching up to 20 Mbps. The narrowband is considered
the most suitable for implementation in electric utilities [22]. The wide variation of
frequencies for narrow or broadband communication depends on the different world-
wide standards with different frequency bands allocated. Also, the distances and data
speed can vary depending on the used modulation scheme.

The narrowband is regulated by commissions such as Federal Communica-
tions Commission (FCC), Association of Radio Industries and Businesses (ARIB),
and European Committee for Electrotechnical Standardization (CENELEC), which
determine, besides the frequency range, the maximum voltage output levels. As men-
tioned before, PLC is affected by the EPS interference in order to constrain the
communication to the standard voltage limits.

The reduction of the attenuation and noise issues could be solved by raising the
level of the signals containing data. But, as explained, the standards as CENELEC
EN50065 [23] constrains the voltage level of the data signals injected to the electric
power grids. The maximum level depends on the PLC operational frequency; for
CENELEC A-band, the maximum allowed amplitude of the signal is 134 dB μV.

Furthermore, PLC communicates signals based on different modulations tech-
niques, which can be frequency, amplitude and phase. Generally, the amplitude
modulation is used. Although, multiple carrier can be also used, such as orthogo-
nal frequency-division multiplexing (OFDM), implemented by powerline intelligent
metering evolution (PRIME).
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Other specifications for PLC have been proposed by HomePlug, Universal
PowerLine, and HD-PLC Alliance. Since 2009, IEEE P1901 has been elaborated
and the PLC has been incorporated to SG standards.

14.1.2 Twisted pair

Twisted pair is based on cooper and prevents crosstalk (noise generated by cable pairs
when electric current passes through it). There are different categories of twisted
pair cables which varies from 1 to 8. The difference between the categories basi-
cally depends on the type of shield. As the shield changes, the maximum rate and
distance also vary. Two useful situations can be mentioned as an example of usage:
locations where wired networks has already been installed; or places where wireless
communication is hard to deploy (e.g., due to interferences and difficulties to install
antennas) [3].

DSL also transmits data over a twisted telephone line. It can operate symmet-
rically (SDSL) or asymmetrically (ADSL). The SDSL operates with up/downstream
with the same velocity, while in ADSL the upstream is more constrained. The bit rate
ranges around 256 kbps to over 100 Mbps. The DSL technology is commonly used
to provide internet for consumers.

Also some Ethernet networks implemented over the twisted pair can reach
100 Mbps up to 100 m; their variety is known as 1000BASE-T. IEEE 802.3ab is
used as protocol for this technology.

Another serial bus that uses twisted pair is the controller area network (CAN),
system originally conceived for passenger vehicle networks. Nowadays it is widely
adopted in different transportation systems as well as several industrial and embedded
electronics applications. CAN is another useful application deployed in twisted pairs
which can be applied for SG monitoring applications [3].

14.1.3 Optical fiber

OF transmits data over long distances based on a total internal reflection of light
pulses inside a cylindrical glass core. The glass core is surrounded by another glass
layer named cladding. A buffer layer protects the cladding, while a plastic jacket layer
completes the OF structure.

Today’s transmitters and receivers are enabling a single wavelength to achieve
rates around 100 Gbps over long distances (light traveling up to 200,000 km/s). The
capacity and bandwidth of OF communication is many times greater than any other
wired or wireless link. The OF communication provides excellent BER performance.
As a typical fiber can accommodate up to 100 channels, the total capacity of a fiber
can be extended to around 10 Tbps [24].

An OF can be made by a single or various multimode fibers. Single mode and
multimode fibers are normally adopted in communication systems according to its
requirements and particularities [25]. Also, depending on the necessary bandwidth,
a different light modulation can be implemented.

Currently a great deployment of optical networks can be verified for terrestrial
communication. The use of the already available fiber network can constitute an
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interesting alternative to serve as a backbone communication network in SGs. Due
to the OF high speed, it is considered the best transmission medium for SG services,
such as video, due to its high latency requirements [26,27].

The radio and electromagnetic immunity of optical signal makes OF a secure and
reliable communication network. OF communication is the most cost-effective choice
for long-distance communication than other available technologies, because few
repeaters are required. The installation of OF network for remote control and moni-
toring is quite expensive. This disadvantage can be overcome by utilizing OF network
backbones in the communication networks that are spare [28].

Indeed, communication over OF networks will be expected to increase in the
future and will be one of the most important alternatives in the SG communication
network.

GbE describes several technologies for transmitting Ethernet frames with 1 Gbps
or higher bps over OF. Initially, GbE was deployed to be used in backbones, but a
data communication was improved, for example, by SG applications, which now
is widely used. Different standards define the Ethernet bases, i.e., IEEE 802.3z for
1000BASE-SX over multimode fiber and 1000BASE-LX over single-mode fiber. The
bit per second reach 1,000–1,250 Mbps. The distances are up to 100 km.

SDH is a standard protocol for transmit multiple digital bit steam synchronously
over OF. As it ensures all circuits to transmit simultaneously, it is more a transport
protocol than a communication protocol. The protocol is multiplexed with a complex
header interleaved with data, which allows a very low latency. Data rates reach up to
39.81 Gbps depending on the design, OC1 to OC278, STS-1 to STS-768 or STM-0
to STM-256.

WDM multiplexes a number of optical carrier signals over a single-mode fiber
by using different wavelengths. This technique enables bidirectional communications
and multiplication of capacity. As it can multiplex over 160 signals, 16 Tbps can be
reached. WDM systems are divided into three different wavelength patterns, normal
(WDM), coarse (CWDM), and dense (DWDM). Normal WDM, sometimes called
BWDM, provides two wavelengths on one fiber, coarse WDM uses up to 16 channels
across multiple transmissions and dense WDM uses the C-Band transmission, but
with denser channel spacing.

When interoperability is required, those three technologies can work together.
GbE is only compatible at low-level equipment, as SDH and GbE can be based
on LAN PHY; however, it does not provide a bitstream level compatibility. When
WDM, which includes both coarse and dense WDM systems, is considered, both
communications are compatible.

14.2 Wireless communication in smart grid applications

Wireless communication expansion is enabling the rise of new applications as well
as the consolidation of current services and techniques [29]. Wireless techniques are
playing a vital role in creating a highly reliable SG, which rapidly responds to real-
time events with appropriate actions. As a consequence, the implementation of the
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wireless technologies for SG communication has shown a dominating role in recent
years.

However, developing an SG using wireless communication requires a multidis-
ciplinary expertise such as [27,30]:

1. A robust knowledge of the electrical power systems;
2. Expertise on radio frequency (RF) design, propagation challenges, and RF

interference problems in electrical power systems environments;
3. Sensor technology to fully understand issues associated with sensor calibration,

transducers, and clock-drift;
4. Comprehension of the hierarchical network architectures to integrate different

networks, which are required for SG to provide flexible and scalable architectures
for hybrid applications.

To implement the envisioned SG in the electrical power system and, hence, take
the advantages of the potential gains of wireless communication, effective commu-
nication protocols, which can address the unique challenges posed by such systems,
are required. In this way, the wireless connections in SG, from user to grid utility, can
be performed based on various technologies, as a number of different RF applica-
tions are potential, or have already been consolidated, to improve SG communication.
Nowadays, the following wireless applications are highlighted for SG usage: cellular
communication, Wi-Fi, Bluetooth, ZigBee, and more recently cognitive radio [29].

The wireless network technologies to SG infrastructure are usually considered
for applications based on two possibilities: (i) to use the existing public network (such
as cellular network) or (ii) to design a dedicated wireless communication network for
the SG services.

14.2.1 Dedicated wireless networks

Different radio frequency technologies and standards have been developed to extend
the access of wireless users to specific networks. Wi-Fi and Bluetooth are consoli-
dated network standards that can be associated with other functionalities and lead to
different applications.

Operating around the 2.4 GHz or in the 5.8 GHz industrial, scientific, and medical
(ISM) bands, Wi-Fi (Wireless Fidelity) refers to different technologies based on the
IEEE 802.11 standards with different data rates and coverage area. The goal is to
enable different devices to be connected to the Internet via a wireless access point
and a wireless local area network [31].

Bluetooth is another standard that operates around 2.4 GHz ISM band. It inte-
grates devices located in the same geographical area. Devices can be connected via
Bluetooth connection in a reduced area without the obligation of a wireless access
point. Bluetooth is managed by the Bluetooth Special Interest Group [32].

Extending the concept of integrated devices in a geographic area, wireless sensor
network (WSN) is a technology commonly adopted to monitor a specific variable or
event. A WSN can integrate Wi-Fi or Bluetooth to extend its operation and coverage,
according to the monitored event. Different WSN applications are based on the IEEE



Analysis of hybrid communication for smart grids 371
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Figure 14.1 Example of a typical WSN

802.15.4 network layers. IEEE 802.15.4 is a low rate wireless personal area network
(LR-WPAN) standard for radio communication, which typically operates in a reduced
geographical area with low data rates (around 250 kbps), which leads to reduced
energy consumption (and can increase the lifetime of the network due to the reduced
energy consumption of the sensor batteries) [33].

Different variables (as humidity, temperature, pressure, wind, vibration, sound,
among others) can be monitored by aWSN, as described in technical literature [33,34].
A WSN node integrates, besides wireless communication, sensing, data collection and
processing, with an attached power supply on a single chip. This can be defined as
an IED [9,30,35].

A wireless sensor network is composed by sensor nodes (deployed in the region
to be monitored) communicating through a wireless connection with other nodes and
with the network coordinator, also known as master. Data gathered by the nodes can be
sent and processed by the network coordinator. The master node is usually integrated
with a control station in order to perform predefined management and control tasks
in the networks. These tasks are coordinated by different algorithms according to
the network’s structure. Moreover, sensor nodes can be fixed or mobile. Figure 14.1
illustrates a WSN with sensor nodes sending its measurements to the master node [33].

Due to its technical characteristics, the IEEE 802.15.4 is the basis for different
wireless communication standards, which specify the upper layers of the OSI model
according to its requirements. There are several standards based on the IEEE 802.15.4:
ZigBee, ISA100.11a, WirelessHART, MiWi, 6LoWPAN, among others [36–38].

ZigBee is the most popular standard-based wireless technology designed to
address low-cost, low-power wireless sensor, and control networks requirements.
ZigBee is a specification for a suite of high-level communication protocols using
small, low-power digital radios based on the IEEE 802.15.4 standard for wireless
personal area networks (WPANs) [39,40].

The ZigBee protocol enables communication using multiple network topologies,
including star, tree, and mesh. The technology defined by the ZigBee specification
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is intended to be simpler and less expensive than other WPANs, such as Bluetooth.
ZigBee also operates in the ISM bands.

IEEE 802.15.4.g standard is under development by the Smart Utility Networks
Task Group. The goal is to define a physical layer (PHY) for applications in the
AMI infrastructures in the bands of 700 MHz to 1 GHz and in the ISM band of
2.45 GHz [41].

14.2.2 Public cellular communication networks

Electrical utilities can benefit from existing cellular networks such as 3G and 4G (and
5G in the next years) by installing new wireless communication networks. This alter-
native is cost attractive. The provisions of wide-area coverage and accommodation
of hundreds of thousands of users for future SGs are dominant characteristics of a
cellular network. It is expected that for the transmission of information from homes
back to operations centers in SG, cellular network will play a leading role [27].

The advantages of cellular communication networks includes, among others,
the cost savings by electric utilities, that would be required for installing cables or
wireless systems; and mobility features made available by the cellular communication,
which are especially suitable in SG for providing connectivity to moving vehicles. As
restrictions from cellular communication networks, it can be mentioned the limited
coverage (regarding to the fixed base stations) and RF interference responsible for
poor performance of cellular communication technology. Additionally, security issues
must be considered as consumer’s data information can be forwarded in the cellular
bands and could be accessed for unauthorized person.

Considering new perspectives for 5G communication, cognitive radio is one of
the evaluated techniques that can improve the spectrum efficiency of cellular commu-
nication. The concept of cognitive radio (in which devices can monitor the available
spectrum to detect potential unused band to enable opportunistic transmissions) is
extended to different areas of electrical engineering [29].

New approaches investigate cognitive radio to reduce or even to eliminate interfer-
ence inside the power lines [29,42]. Different work groups are focusing on standards
to work with TV white spaces for SG applications [41]. The wireless interconnection
of the AMI is fundamental for power operators and SG users [43], and the concept of
cognitive radio was proposed as an hypothesis for establishing this link. Based on
the white spaces available, the communication between the SMs and the other com-
ponents of the SG can be more reliable [44]. New topologies and test beds based on
spectrum sensing and cognitive radio are under evaluation [45,46].

14.3 Hybrid network architecture practical application

Traditionally, supervisory control and data acquisition (SCADA) systems have been
used to monitor and control the electricity grid, which are based on communication
technology with limited bandwidth, mainly wired communication systems, based
on copper or/and OF medium, with high installation and maintenance cost. Different
approach has been given in recent researches in SG, where several smart transmission
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networks, smart control center and smart solutions [13] should be controlled, demand-
ing complex communication with flexible, cost-efficient, and also very reliable data
in a wide-area coverage.

To a massive data volume be processed, the SG infrastructure should support
different communication technologies – wired- and wireless-based solutions. For
instance, the communication between IED or others to the utility grid can be carried
out through: the already available infrastructure for communication, or, through a
combination of existed and new communication. In this context, communication
technologies widespread in industrial plants can be adopted in the EPS. For example,
wireless networks as well as sensor networks are being adapted for the new intelligent
and interconnected system.

For some applications, wireless communications have some advantages over
wired technologies, such as low-cost infrastructure, and easier deployment in difficult
or unreachable areas. However, the nature of the communication path may cause the
signal to attenuate disproportionately. On the other hand, wired solutions do not face
severe interference problems and usually are not battery powered.

The requirements for SG deployment can be met by applying a set of these
communication technologies, providing a balanced tradeoff between investments and
benefits. Giustina et al. [15] propose a hybrid infrastructure based on PLC, Wi-Fi,
and OF to enable services for grid management. The choice for the particular tech-
nology to connect any node in the power grid is related to the application and its
requirements [47]. In this view, hardly a single communication meets all the require-
ments of an SG. Thus, HNA are highlighted, as each subsystem can use a different
technology. An HNA is a network architecture based on wired [e.g., Ethernet, Elec-
tronics Industries Association (EIA)-RS232, universal serial bus, CAN or PLC]
and wireless [e.g., Wi-Fi, RF, cellular networks, WSN and wireless mesh networks
(WMN)] communication technologies [9,15].

The HNA should provide reliable data in order to enhance all the future SG
benefits. The future of electrical energy systems concepts makes of SGs an essential
component. Such concepts are characterized as:

● intelligence on the network;
● interconnectivity/intercommunication among the various elements of the

network;
● bidirectionality of power flow and data;
● distributed, renewable energy production, e.g., solar and wind; and
● entirely new components, e.g., electric vehicles, and operation concepts (virtual

power plants).

The HNA architecture includes two different approaches: (i) the possibility of
redundant communication paths (i.e., the same information is sent over two or more
communication media), so increasing reliability; or (ii) cover different paths with
different communication, e.g., adding a few wires to a wireless sensor network,
one can reduce the average power consumption per sensor node, while providing a
nonuniform power consumption across all sensor nodes, resulting in a better network
life [3,15].
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Figure 14.2 An integrated communication technology framework for an SG
network with wired and wireless communication in redundancy

First, the HNA is employed some/several times, in the same equipment/systems,
in order to provide a redundant structure. For a limited impact on the HNA deploy-
ment cost, a flexible communication infrastructure is required so that it is able to
support new services, while playing an increasingly relevant role on future deploy-
ment scenarios [3,48]. Also, in this approach, the supervisory control should handle
with different time responses of the communications.

Figure 14.2 illustrates the first approach, where communication perspective lies
in the core of the customer integration. First of all, a communication infrastructure
between home devices and the IED should be set up, so that IED could get information
from the devices and take any required actions to adjust local consumption consid-
ering the customer preferences. Second, a communication link between IED and the
utility grid should be established, allowing customers and the utility grid being bidi-
rectionally notified regarding the current electricity prices, customer behavior, and
power outages. Therefore, AMI communication can be represented by a hierarchical
multilayer architecture, in which redundancy happens in all the different systems, as
demonstrated by both boxes, wireless and wired communications.

In the second approach, the communication environment can be classified into
different areas. In Figure 14.3, three distinct communication networks are illus-
trated: home area network (HAN) for defining the interconnections among devices;
neighborhood area network (NAN) when referring to the interconnections among
costumers; and wide area network (WAN) for describing the interconnections among
utilities. In all such networks, a different communication technology can be applied,
including Ethernet, OF, Wi-Fi, PLC, satellites, and so forth [13].
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HAN NAN WAN
Ethernet PLC PLC PLCZigbee Satellite5G

Figure 14.3 Distinct communication areas: HAN, NAN, and WAN (each one with
its particular communication requirements and some protocols
alternatives)

14.4 Practical results

The complete system was presented in R&D report [49]. The block diagram in
Figure 14.4 illustrates a microgrid connected to the feeder. The feeder side sees the
microgrid as one point of common coupling (PCC). The power utility management
is based on an SC. The SC is responsible to control the active or reactive power flow.

The considered microgrid structure consists of:

1. IED based on a microprocessor, which was presented in [6], operating as com-
munication modules, and also performing the power-flow management functions
(active and reactive power) and bidirectional metering;

2. A switch to switch on/off the microgrid from the feeder;
3. Renewable energy sources: solar panel and/or wind generator;
4. Converters to perform the interconnection to the grid;
5. Alternatively, an energy storage and its converter;
6. Few controllable units.

The generation power unit could be provided by any renewable source, as solar
or wind. The energy storage can be used only as emergency support or as voltage
leveling [50]. Each unit communicates and is controlled based on an IED. In addition,
the microgrid can operate independently or connected to the feeder. The SC can be
achieved using an IED.

The IED should have a data acquisition system that allows monitoring of the elec-
tric power-grid variables (satisfying measurements requirements). The IED should
process the data and then define the electric system characteristics. Finally, a com-
munication system should allow reliable data exchange between the involved units
and the SC.
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Figure 14.4 Microgrid system

The communication was based on HNA. In HNA, most of the critical data, such
as voltage and current, were transmitted redundantly (wireless and wired), thus it is
more difficult to occur packet losses. Nevertheless, due to the adoption of HNA, a
more robust communication is provided. The communication technologies involved
in the project were PLC, CAN, Ethernet based on OF, cellular and RF (free protocol).

The experimental results were implemented in a power energy utility, and the
communication scheme is illustrated in Figure 14.5. The IEDs were monitoring some
consumers/minigeneration, and the information was sent to a data concentration based
on PLC. The PLC used as the power electric system was already available. An under-
ground substation was also monitored in order to prevent inundation. The transformer
is sealed to protect the equipment from water. As the transformer is sealed, there was no
possibility to choose the communication, as the only point of access was the electrical
wire connected to it. So, the PLC was used as well to monitor the transformer variables,
such as pressure, temperature, and water. The PLC was connected to a bridge where
the communication changes, because the transformer electrical wire is short. Thus,
from the bridge, a twisted-pair cable based on CAN was used. The underground data
output was performed via wireless solution, that sent the data to the data concentration.
Finally, the data concentration sent all the received data to the power energy utility,
where the SC is installed. The SC can receive two different data, status or monitoring.
The status was developed for small signal, so it can be sent via wireless and wired
communication. The monitoring was based on big packets, so Ethernet was used.

Considering that Ethernet and cellular are technologies sufficiently tested by the
operators and CAN is widely tested by the automobile industry, the results with the
free protocol RF (wireless) and PLC are presented. Some tests and improvements
have been done; those results and improvements, for each technology, are explained
in this section.
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Figure 14.5 Hybrid communication applied to smart grid monitoring for a power
energy utility

14.4.1 Wireless results

Usually, the wireless sensor network presents two significant problems: (i) energy
consumption (battery lifetime) and (ii) interference (data loss). The problem (i) has
already been studied by [9]. In this present work, problem (ii) is investigated, in which
an efficient sequence of tests for analyzing the interference issues in the wireless
network was performed.

The wireless tests were conducted considering one IED as master and others
as slaves. The IED consists of a single node, composed by a controller and a wire-
less transceiver nRF-24L01+.1 The nRF-24L01+ is a transceiver, based on Nordic
Semiconductor.2 This wireless module has an integrated antenna, and 126 channels
operating in a frequency range of 2.4 until 2.525 GHz ISM band. For each channel,
a bandwidth of less than 1 MHz (@250 kbps or @1 Mbps) is assigned; or a smaller
than 2 MHz bandwidth (@2 Mbps).

The IED can operate like a master or a slave. When the IED operates as slave, it
acquires data and sends to the master IED when requested. When the IED operates as
master, it performs the supervisory controller functions by collecting data from the
slave IED and sending it to the control center. The IED master received at least 10
times the slave IED packages, so to simplify the results, the average received data are
presented in percentages.

Initially, for carrying out such tests, it was necessary to establish some metrics,
[51], namely:

● configuration of the antennas (position/direction) of the tested transceiver
modules;

● distance between the units;

1nRF-24L01 is a TM from Nordic Semiconductor.
2Nordic Semiconductor is a TM.
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Figure 14.6 Transceiver view to identify the orientation of the communication:
(a) side and (b) frontal

● existence of obstacles between them;
● type of environment in which they operate, open or closed environments;
● possibility of interference in the communication by other elements using the

same frequency of 2.4 GHz (as with wireless networks and other transceivers) for
cordless phone or microwave apparatus;

● possibility of interference caused by climatic conditions (particularly wind);
● combination of all these parameters between these and the tested units.

The transceivers views are illustrated in Figure 14.6 so as to identify the orienta-
tion in the wireless communication.

Two distances: short distance, under 15 m, and long distance, above 15 m, were
considered and described below. Furthermore, obstacles were considered (brick,
glass, or metal walls) separating the receiver and transmitter units; ventilated and
locations under climate change; places with possible interfering signals, like mobile
phone network signals, other communications via RF or wireless communication,
microwave, switching equipment.

Table 14.1 shows the test results. The table is split by tests and specifies the sce-
nario considered for the transceiver communication. When different data is compared,
the best result is emphasized.

From the short distance tests, even in low interference, if two slaves IED are
sending data (which can occurs if some slaves are incorrectly configured with the same
address as other slave IED), the reception of the transmitted packages is reduced to
99%. This reduction can be addressed due to packages conflict, but it was too small for
consideration. However, when wireless routes are near to the slave IED and in the same
communication channel, higher influence is observed, reaching 96% of receiving data.

Still for short distance, the antennas orientation was analyzed. Position TF–FT
has been presented as the most efficient. This can be concluded by the results in the
first line of Table 14.1, in which AC–AC is 99.10%, CA–CA is 99.85%, and TF–FT
is 100%. The best position is explained by the radio pattern, which is provided by the
antenna design. Thus, the same orientation has been performed to long and medium
distances.

Finally, considering short distances, regardless of the direction of the transceivers,
it was noticed a reduction in transmitted/received (T/R) package ratio only with high
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Table 14.1 Wireless results under different test scenarios

Test Position Distance Barriers Interference Received packets

Short distance
1 AC-CA, 1 m–15 m No No 99.10%, 99.85%, 100%

CA-AC, Low 99.10%, 99.90%, 99.95%
TF-FT High 96.50%, 95.00%, 96.5%

2 TF-FT Brickwall (1, 2, 3) Low 100.0%, 83.0%, 4.98%
Glass 100.0%
Aluminum 99.98%
Steel 96.6%

Medium/long distance
3 TF-FT 50 m No Low 100.00%

100 m 99.30%
200 m 83.53%
300 m 39.97%

interference (just over 3%), as presented in Table 14.1. Therefore, the effect of packet
loss will depend on the nature and intensity of the interference.

For switching equipment with low power, the influence in the communication was
lower than the other interference sources, and the receiving rate was almost 100%. So,
even in short distance, wireless networks with high signal strength cause attenuation
in the efficiency of communication.

The barrier tests were conducted based on obstacle influences, as detailed inTable
14.1. Obstacles with low thick, independently from the used material, have low influ-
ence, although under medium and high thick, the efficiency was reduced to 83% and
5%. Note that, when more brick walls were considered, the distance has also increased.

Concerning to transceiver coverage, for indoor communication, it was possible to
reach 15 m, which present a better result than expected, due to the transceiver features
(10 m indoor). Therefore, for outdoor tests, it was clear that external factors, such as
wind and low amplitude signals (which are difficult to block), influence the commu-
nication. In spite of these adversities, the outdoor tests could prove that the transceiver
can reach almost and up to 75% of efficiency for distances up to 250 m. Likewise
indoor tests, the transceiver operates for longer distances than recommended.

14.4.2 Power line communication tests results

The PLC was applied in the project, and the tests were performed in the low-voltage
electrical power system, so narrowband was used. The results were obtained based
on two commercial PLC modems: ECHELON/PL-31203 and PRIME4-ATMEL/
ATPL210.5

3ECHELON/PL-3120 is a TM from Echelon Corporation.
4PRIME is a TM from PRIME Alliance AISBL.
5ATMEL/ATPL210 is a TM from Atmel Corporation.
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The ECHELON/PL-3120 modem performs auto interconnection (self-
installation), as well as communication protocols (point-to-point or multipoint), with
an option to enable or not the CENELEC protocol. The ECHELON/PL-3120 sup-
ports CENELEC A-band and C-band operation with dual carrier frequency mode.
However, the multipoint protocol is proprietary and written in ROM on the device.

The PRIME-ATMEL/ATPL210 technology also operates with CENELEC A-
band. Companies and institutions developed PRIME communication standard for
remote measurement. The objective was to obtain an open and non-proprietary public
telecommunications solution, whose deployment in the EPS would allow not only
support to the smart metering functionality but also to operate as a communication
integrator for the SG infrastructure. Thus, it can establish a complete set of standards
at international level that will allow interoperability between equipment and systems
of different manufacturers.

Both PLC modems can operate as master or slave; thus, both have TX amplifier
circuit and RX receiver circuit. The TX amplifier circuit is responsible for coupling
the PLC frequency modulation to the EPS. The RX circuit operates for conditioning
the received signal to the analog-to-digital converter (ADC) input. However, the data
signal amplitude depends on the grid impedance, which varies depending on the point
of installation of the PLC modem. So, the gains of the TX and RX circuits should be
configurable. The selected PLC modems provide an automatic gain for those circuits,
which should change according to the grid impedance and still satisfies the regulations
of the maximum allowed amplitude of the signal.

Based on those two modems, the tests using PLC communication were performed
under two scenarios:

1. underground cables and
2. overhead lines.

In the first scenario, the communication was extreme for operational status. Given
the underground grid characteristics, a point-to-point communication was suitable.
ECHELON/PL-3120 was used in this case, as there was no need to build a network
with multiple points. The results were obtained without any modifications and using
free license protocol.

Considering that the goal of the project was to implement a network of IEDs,
the second scenario, in the overhead grid, was prioritized for presenting the results.
The second scenario consists of a group of IEDs (one master and several slaves).
Even though the ECHELON/PL-3120 modem has presented good results in point-
to-point communication, its multiple points solution is proprietary (not free); so for
this scenario, PRIME-ATMEL/ATPL210 was used. The proposed system was tested
over 90 days, and the data was collected in intervals of 10 s. In this period, more than
2 GB of information was stored in a database.

In Figure 14.7, the results of the received packets measured during one week
are shown. As it can be verified, there were many hours without any communica-
tion established, and there was higher data traffic during the night period. It was
clear that the communication improved when the line loading and the number of
connections/disconnections of equipment were lower.
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Figure 14.7 Average data transmission per hour in one week

Figure 14.8 PLC signal on the primary of the coupling transformer (hardware and
firmware in the manufacturer’s standard)

In the first scenario, regardless of day time, the communication was good. So,
in order to identify the issue in the second scenario, the signal in the primary of
the transformer was measured, and its results are illustrated in Figure 14.8. In those
practical results, it has been clear that the transmitted signals were much smaller than
the maximum level defined by CENELEC (peak voltage 134 dB μV–5 V) [23]. As
mentioned before, PRIME-ATMEL/ATPL210 has automatic coupling (TX circuit),
high impedance and low impedance channel; however, for the installed grid, it was
observed that always the high-impedance channel was selected.

In Figure 14.9, a result forcing the low impedance is depicted. Forcing the cou-
pling circuit to operate in low impedance has amplified the signal level, but it has still
operated constrained to the maximum levels defined by CENELEC [23]. From the
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Figure 14.9 PLC signal on the primary of the coupling transformer (standard
hardware, transmission forced by the low impedance branch)

manufacturer’s configuration with automatic coupling, the signal level generated at
the primary of the coupling transformer reached a peak-to-peak voltage of 5.1 V (peak
voltage 2.51 V) and an RMS voltage of 469.7 mV (see Figure 14.8). When forcing
the circuit to operate at low impedance, an increase in the level of the data signal was
observed, the peak-to-peak voltage achieved 14 V (peak voltage 7 V), and an RMS
voltage of 2.0129 V (see Figure 14.9). When comparing the values obtained in the
modified circuit to the manufacture’s circuit, an increase of 2.7× in the peak-to-peak
voltage and 5× in the RMS voltage has been noted.

To ensure the correct operation, a modification in the high impedance circuit
was performed, where the components of the circuit were replaced by the same com-
ponents of the low impedance channel. As both circuits are equal, the automatic
coupling does affect the signal amplitude.

The same verification was performed in the automatic conditioning selection (RX
circuit). The received signal in the input of the ADC was measured and analyzed. It
was also noted that the received signal was lower than the ADC maximum input, and
the conditioning gain was configured to attenuate 12×. Considering the maximum
transmitted signal levels regulated by CENELEC (5 V) and considering the ADC
maximum input (±0.7V), a modification in the circuit has been performed to attenuate
only 5.8× instead of 12×. Note that, if the level of the signal is 5 V, the ADC voltage
would result in 0.86 V; however, hardly the modems operate at the maximum voltage
levels, and even if the transmitter operates at 5 V, the received signal amplitude would
not be lower than this maximum, as the signal is attenuated by the line impedance.
With this modification, it was possible to improve the reception sensitivity of the RX
circuit of the PLC modem.
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Figure 14.10 IEDs performance on Tuesday
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Figure 14.11 IEDs performance on Sunday

From the verification of the TX and RX signals, it was possible to identify some
operational issues of the PRIME-ATMEL/ATPL210 that could be modified in order
to optimize its performance:

● Wrong automatic selection of the coupling circuit (TX circuit), resulting in
transmitting lower voltage signal data levels than necessary to establish a good
communication.

● High attenuation of the received signal due to the automatic conditioning (RX
circuit), thus identifying the data properly is a hard task.

To verify the improvement in the PLC communication under the modified
PRIME-ATMEL/ATPL210 modems, new tests were performed, in the same time
interval, with the modified and unmodified circuits. Figures 14.10 and 14.11 illus-
trate the received packets in one day, before and after the modifications. After the
change, the IED had more effective communication. This is clear by the increase
in the number of the daily received packages and the absence of intervals without
receiving any packages.

Analyzing the data in Figures 14.10 and 14.11, it was verified that there was an
improvement, for the modified circuit, in all evaluated metrics (average, minimum
and maximum packets received per hour). The total number of received packets
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rose from 2,734 to 6,427, which represents an average increase of more than 200%.
Likewise, there was a reduction in the average, minimum and maximum intervals
without receiving any packages. The results were obtained in several days; to prove
that there is no difference between week and weekend days, one result on a Tuesday
and the other on a Sunday were illustrated.

In addition to having a better performance in all the metrics evaluated, the set
of modified IEDs achieved a more stable transmission throughout the day, with no
periods without any data packets. It is important to emphasize that the gains obtained
in the amplitude of the signal levels have took into account the limits imposed by [23].

14.5 Conclusions and perspectives

The EPS has presented few changes since the “War of the Currents”, even under an
exponential increase of the load demand. However, in the last years, many efforts have
been made to improve the electrical efficiency, to intensify the usage of renewable
sources and to reduce CO2 emissions. So, smart grid (SG) concept was formulated,
in order to modernize the EPS in a controlled and safe way.

To achieve all those efforts, different issues have been pointed out. The increase
of renewable sources results in intermittency, thus a load demand control is necessary.
The control should manage not only the power flow but also the energy prices, dealing
with the stakeholders. Also, the renewable source is usually installed in the residences,
so the consumers become also a generator, and the usual unidirectional power flow
becomes bidirectional. To deal with this scenario, robust and fast EPS controls are
necessary.

The main objective of SG is to improve the EPS to achieve more efficiency, reli-
ability, and safety, through an automatic control and modern communication. This
is a new perception that integrates electricity, instrumentation, and communication.
Besides, when SG is implemented, a bidirectional power flow is possible, so a con-
sumer unit can also be a generator unit, modifying the strict unidirectional power
flow. Furthermore, with the renewable source, ancillary services can be implemented
in the EPS.

In the coming years, the study of the SGs will open new perspectives. For this,
we can structure SGs into three major systems [3–11,15,35,47,52,53]:

● Intelligent infrastructure system – comprises energy, information, and communi-
cation:
– generation of electricity, distribution, and consumption;
– measurement of information, monitoring, and management; and
– advanced communication technologies.

● Intelligent management system – provides advanced management and control
services.

● Intelligent protection system – provides advanced analysis of grid reliability, fault
protection, security, and privacy protection services.
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A high interconnection of those areas is the key to consolidate the SG as an
effective way to deal with all those efforts. The communication area is a vital role
of the future power systems in order to achieve and integrate SG capabilities. The
selection of the best communication is nontrivial, as each and every technology has
its own limitations. In this chapter, some communication alternatives were presented
and the available literature was analyzed.

The authors believe that hybrid communication should be implemented to ensure
redundancy and reliability. For wired communication, PLC is a good solution when an
average number of data packets and an average priority are required, because an existed
infrastructure can be used (electrical wiring). However, as observed in the PLC results,
a good tuning study should be performed to ensure a better data transfer. In cases of
high priority and large amount of data are required, OF is the most reliable choice, but
the costs are high. For wireless communication, the medium is the same regardless
the protocol and the frequencies available, so to a better data communication, the
environment should be analyzed considering barriers, and a cognitive solution can be
used to select the best channel in the scenario.
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Chapter 15

Direct torque control for DFIG based wind
turbines employing power line communication

technology in smart grid environments
Samuel C. Pereira1, Andre L. L. F. Murari2,

Carlos E. Capovilla2, Jose A. T. Altuna2,
Rogerio V. Jacomini3, Edmarcio A. Belati2,

Alfeu J. Sguarezi Filho2, and Ivan R. S. Casella2

This chapter proposes a control technique for a wind doubly fed induction generator
(DFIG), based on direct torque control (DTC) with power references sent remotely
via power line communication (PLC) technology. DTC achieves high dynamic perfor-
mance, allowing independent control of DFIG electromagnetic torque and rotor flux
magnitude. In this way, active and reactive power can be controlled by the voltage
applied to the rotor independently. In order to operate in a smart grid (SG) envi-
ronment, the proposed system employs PLC technology for transmitting the power
references from the control center (CC) to the wind generator through power cables.

The complete control system (controller and PLC), implemented in an experi-
mental test bench, is presented in this chapter with results that validated the control
strategy and the proposed system as a whole.

15.1 Introduction

The sector of electricity and heat is, by far, the largest source of global CO2, account-
ing for 42% of the total emission. In 2015, 81% of world’s total primary energy
supply came from fossil fuel combustion [1]. Due to the concern about environmen-
tal impacts, mainly the greenhouse effect, the use of renewable sources for generating
electricity has increased in the last years. Currently, renewable generation is the
fastest growing source of global electric power, being wind and hydropower the

1Department of Automation and Process Control, Federal Institute of São Paulo (IFSP Suzano), Brazil
2Center for Engineering, Modeling and Applied Social Sciences (CECS), Federal University of ABC
(UFABC), Brazil
3Department of Electrical and Electronics, Federal Institute of São Paulo (IFSP Hortolândia), Brazil
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largest contributors, together accounting for two-third of expected total increment
from 2012 to 2040 [2].

As wind turbine generation systems (WTGS) are intended to be connected to
the grid, and grid operators have to provide electricity within international standards,
WTGS have to follow grid codes. These grid codes are related to voltage, reactive
power, frequency control and fault ride-through capability [3]. Regarding this sit-
uation, a proper control of induction generators employed in WTGS is mandatory
to ensure the power quality and system security over the dynamic behavior of grid
conditions.

DFIG has been used to produce electricity in wind turbines for over two
decades [4] and, since 2002, it represents the highest market share in WTGS [5].
This success is due to its characteristic of maintaining the amplitude and frequency
of its output voltage at a constant value, even with rotor speed variations of ±30% of
its synchronous speed, and its ability to allow independent active and reactive power
control [6].

DFIG power control is usually performed employing flux or stator voltage ori-
ented vector control strategy [7]. Some research about proportional integral (PI)
controllers and stator flux orientation with satisfactory dynamic performance were
presented in [8,9].

DTC was presented in [10,11] as an alternative to field oriented control technique
for induction machines. This strategy works with variable switching frequency [12,
13], providing a high-control performance. A strategy for reduction of DFIG torque
oscillation, generated by the variable switching frequency, was proposed in [14].
In [15], PI controllers were employed to estimate a correction signal added to the
angle of the stator flux and the magnitude of the rotor voltage.

In addition, an integral variable structure control applied to DTC and sliding
mode control (SMC) of DFIG was presented with satisfactory results in [16,17]. The
results have demonstrated that it is possible to reduce the torque and power oscillation
of induction generators under unbalanced grid voltage conditions.

As wind is an intermittent energy source and grid conditions vary with power
consumption characteristics of the consumers connected to the grid, the set-point
parameters of the DFIG controllers, in response to these changes, need to be fre-
quently updated to maintain the energy delivered by the generators under proper
conditions. Then, the communication system between the CC and the controller at
the wind generator has an important role in the performance of modern WTGS. The
integration of CC (operator), wind generator and communication system, as shown
in Figure 15.1, results in an SG concept that allows automatic and remote control of
wind farms, according to the needs and dynamic characteristics of the electrical grid.
As a satisfactory solution, wireless technologies were employed to transmit power
references from the CC to wind turbines in [18–22].

In the other side, the use of PLC, a technology that allows transmitting data via
power cables, reducing considerably time and costs for infrastructure installation,
can be an interesting alternative, inside wind farms, for transmitting the reference
information to wind turbines in order to implement an SG environment. In [23],
a long range (10 km) PLC system with quaternary phase-shifting keying (QPSK)
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Figure 15.1 Proposed wind DFIG control system using PLC technology

modulation, in renewable energy systems, was proposed and simulated. In [24,25],
practical communication tests were performed between an inverter and an electric
motor using broadband PLC (BB-PLC). The results demonstrated that PLC has real
potential for these kinds of applications.

Due to the high operating frequency and the higher attenuation through cable
inductance and capacitance, that function like a second-order filter, BB-PLC signal
has a short range (below 200 m) [26] which can be a limiting factor for applications in
larger wind farms. In [27], communication tests via power line (field trial test) were
performed with G3-PLC MODEMs, a narrowband PLC (NB-PLC) standard. Over
medium voltage (MV) lines, a 6.4 km communication link was established, whereas
in low voltage (LV) lines, that presents several devices connected (higher noise rate)
and a lot of branches (with consequent impedance mismatches), a 200-m link was
established (in [28], the longest transmission distance over LV line was 1.7 km). These
tests also proved that G3-PLC signal is able to cross voltage transformers so that a
communication link between a MODEM connected to the MV side and other to the
LV was established, without the need of a coupling circuit at the MV/LV voltage
transformer. In [26], G3-PLC was tested in a simulated industrial environment with
satisfactory results (electric motors and inverter did not affect the communication
between the MODEMs).

These results demonstrated that G3-PLC could be a solution for the last mile
communication inside wind farms, i.e., the operator of the CC sends the control
information to the wind farm, via any wired or wireless communication technology,
and G3-PLC devices create a neighborhood area network inside the wind farm in
order to deliver the control information from the communication link coming from
the CC (operator) to the wind turbine controllers, as shown in Figure 15.1.

In this context, this chapter presents the analysis of a DTC, based on SMC tech-
nique, for wind DFIG, whose power references are transmitted through a G3-PLC
communication system. The proposed control system offers interesting features that
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make it suitable for applications in SG. Besides this introduction, this chapter is orga-
nized as follows: Section 15.2 shows the DFIG mathematical model and the DTC
principles, whereas Section 15.3 shows details of the proposed DFIG control system.
In Section 15.4, a brief introduction of PLC technology and characteristics of G3-PLC
is presented, the PLC standard employed in the proposed system. Lastly, the exper-
imental results and validation of the proposed system are analyzed in Section 15.5,
and final conclusions are presented in Section 15.6.

15.2 DFIG mathematical model and DTC principles

The direct axis aligned with the stator flux vector allows ψsd = | �ψsdq|, vsq = |�vsdq|
and ψsq = vsd = 0, so that, the mathematical model in the synchronous coordinate
system (dq) of DFIG is given by [29]

�vsdq = Rs�isdq + dψsd

dt
+ jωsψsd (15.1)

�vrdq = Rr�irdq + d �ψrdq

dt
+ j(ωs − nPPωmec) �ψrdq (15.2)

�ψsdq = ψsd = Ls�isdq + Lm�irdq (15.3)

�ψrdq = Lm�isdq + Lr�irdq (15.4)

where �v,�i and �ψ are, respectively, voltage, current and flux space vectors (s, r and
dq indicates, respectively, stator, rotor and rotating d − q reference frame), nPP is the
number of pole pairs, ωs is the synchronous speed of stator, ωmec is the mechanical
speed of rotor, Rs and Rr are the stator and rotor resistances, Ls and Lr are the stator
and rotor inductances and Lm is the mutual inductance between rotor and stator.

Combining (15.3) and (15.4), the stator and rotor currents can be calculated as a
function of the magnetic fluxes in accordance to

�isdq = ψsd

σLs
− Lm

σLsLr

�ψrdq (15.5)

�irdq = �ψrdq

σLr
− Lm

σLsLr
ψsd (15.6)

where the total dispersion coefficient is σ = 1 − (L2
m/LsLr).

In this way, the electromagnetic torque (Te), the active (Ps) and reactive (Qs)
power can be represented by

Te = −3

2

nPPLm

σLsLr
�( �ψ∗

sdq · �ψrdq) (15.7)

Ps = 3

2
�(�vsdq · �i∗sdq) (15.8)

Qs = 3

2
�(�vsdq · �i∗sdq) (15.9)
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where the symbol ∗ indicates the complex conjugate of the vector and � and �,
respectively, real and imaginary operators.

Considering a balanced power grid, the voltage drop on stator resistance can be
ignored in (15.1). Then, stator voltage is given by

�vsdq = jωsψsd (15.10)

Besides, it is possible to notice that the stator flux ψsdq is a constant determined
by the magnitude of the supply voltage and the synchronous frequency ωs. For DTC,
it is possible to employ (15.7) to obtain Ps and Qs control as a function of rotor flux.
Then, Te and Ps can be described as in [30]:

Te = −nPPkσψsdψrq (15.11)

Ps = ωmecTe (15.12)

where kσ = 1.5Lm/σLsLr .
Finally, Qs, as a function of the fluxes, can be obtained by

Qs = 3

2

Lm

σLsLr
vsq

(
Lr

Lm
ψsd − ψrd

)
(15.13)

As a consequence, according to (15.11), (15.12) and (15.13), by means of Te and
rotor fluxes control, it is possible to control Ps and Qs.

15.3 SMC technique

The SMC is a variable structure control that can be used as an alternative to the classical
control theory for implementing a discontinuous control system [31]. The controllers
of this work are based on DTC for three-phase variable reluctance motors presented
in [32–34]. The switching surface of the SMC is defined by the error between the
reference (set-point) and the current value of the controlled variable. The errors of Te

and ψrd are estimated according to

eTe = Teref − Te (15.14)

and

eψrd = ψrdref − ψrd (15.15)

where Teref is the electromagnetic torque reference andψrdref is the rotor flux reference.
According to [31], the set S of switching surfaces is defined as

S =
[

s1

s2

]
=

⎡

⎢⎢⎣
ete + kdd

dete

dt

eψ + kdq
deψ
dt

⎤

⎥⎥⎦ (15.16)

where kdd and kdq are constants defined according to the desired system response.
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Figure 15.2 Eval functions used in SMC (a) signal (b) hysteresis (c) linear with
saturation

The proposed DTC calculates the voltages to be applied to the rotor of DFIG
with its stator directly connected to the electrical grid. Through the error, calculated
between Teref and Te, it is obtained the quadrature axis component of the rotor voltage
vector. For calculating the rotor flux reference, it is used the SMC technique. The
direct axis component of the rotor voltage vector is achieved by the error calculation
between the reference ψrdref and the estimated value ψrd of the direct component of
the rotor flux vector. The errors processing is performed by a nonlinear controller
based on SMC technique. Its behavior is described as follows:

vrd =
(

kpd + kid

s

)
eval(s1) (15.17)

vrq =
(

kpq + kiq

s

)
eval(s2) (15.18)

where kpd , kpq, kid and kiq are PI controller gains.
The error between the Qs and its reference will be used for designing the sliding

surface, as described in (15.16), being necessary only to replace the Te error by Qs

error. Then, the PI controller processes the output of eval function to generate the
reference flux. The eval function can be a signal function, hysteresis or linear with
saturation, as shown in Figure 15.2 [35,36].

The signal function is simple and discontinuous, being easily implemented by
means of a relay, that instantly calculates the S trajectory. However, SMC and the
signal function, when working together, make the system to have a variable switching
frequency and, consequently, increase the switching losses.

Meanwhile, the hysteresis function, by means of its hysteresis band, decreases the
switching frequency, keeping, with controlled oscillation, the S trajectory operating
in the neighborhood ±� of the switching surface. The vibration will be as function
of �.

Finally, the linear function with saturation has as main advantage, the reduc-
tion of the chattering phenomenon and, consequently, the steady-state error, when
the trajectory state approaches the switching surface. However, properties like para-
metric invariance are reduced due to the mitigation of the curve near the switching
surface [36].

Thanks to its advantages, linear function with saturation, illustrated in Fig-
ure 15.2(c), will represent the eval function in this work, being responsible for
determining the system reaction as a function of its position in the state space.
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Figure 15.3 Block diagram of the Proposed DTC for DFIG based on SMC
technique

This used eval function can be obtained by

eval(S) =

⎧
⎪⎨

⎪⎩

S ke if lim min < S ke < lim max,

lim max if S ke > lim max,

lim min if S ke < lim min.

(15.19)

where ke is the gain of eval function.
The proposed DTC for a DFIG based on SMC is shown in Figure 15.3. Ana-

lyzing carefully Figure 15.4, it is possible to note that the SMC blocks presented in
Figure 15.3 correspond to the equations (15.14) to (15.19) and have the same basic
structure for both torque and flux control, changing only the signals applied to the
input and the resulting output.

Finally, the voltages applied to the rotor from (15.17) and (15.18) are transformed
in a rotor stationary reference frame with the slip angle (δs − δr). An important detail is
that the DTC and SMC, when employed in machines with converters, present variable
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Figure 15.4 Detailed block diagram of the controller for torque (Te) and flux (ψ)
based on SMC technique
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Figure 15.5 Simplified block diagram of a PLC MODEM

switching frequency operation. The variable switching frequency increases the losses
inside the converter. To avoid this effect, the DTC was implemented by controllers
based on SMC and PI techniques operating with fixed switching frequency by means
of sinusoidal pulse width modulation (PWM) with third harmonic injection [36,37].

15.4 PLC principles

PLC is a technology that uses the power cables as a communication channel, taking
advantage of an already existing infrastructure for transmitting data. The block dia-
gram of a PLC MODEM is composed of a data interface, modulator/demodulator and
a coupling interface for sending and receiving the PLC signal to the power cables,
as shown in Figure 15.5. NB-PLC systems operate in the frequency range between
3 and 500 kHz, whereas BB-PLC systems between 1.8 and 250 MHz [38].

Power lines were not designed for data transmission, and several devices con-
nected to it are sources of different types of noise so that it is not a proper
communication channel at all. According to [39], it is expected, over a typical PLC
channel below 500 kHz (NB-PLC), a signal-to-noise ratio (SNR) from −5 to 10 dB.
Negative SNR means that the noise power is higher than the PLC signal power. More-
over, LV power lines have a lot of branches with several types of loads connected and
also open ends, which results in impedance mismatches and consequent PLC signal
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Table 15.1 Specifications of IEEE 1901–2010 and IEEE 1901.2 standards

Parameter IEEE 1901–2010 IEEE 1901.2 (G3-PLC)

Frequency range 1.8–50 MHz 3–500 kHz
Data rate (maximum) 500 Mbps 500 kbps
Security AES-128 encryption AES-128 encryption
Range (maximum) 200 m 6 km (MV line)

and 1.7 km (LV line)
Modulation OFDM OFDM
ROBO mode Yes Yes
Subcarrier BPSK, QPSK and DBPSK, DQPSK and
modulation QAM (8/16/64/256/1,024) D8PSK

Source: References [27,28,41,42].

reflection in several points [40]. At the receiver, these reflections cause fading and
distortion of PLC signal by means of a phenomenon known as multipath propagation.
A typical 200 m link over LV networks can present attenuation of about 30 dB [27].

For overcoming these issues, several standards were developed for enabling PLC
as a reliable communication technology. According to [26], before 2010, there were
approximately 16 standards for BB-PLC and 18 for NB-PLC, being the standard-
ization barrier for PLC technology. However, in 2010 and 2013, IEEE published,
respectively, worldwide standards for BB-PLC (IEEE 1901–2010) and NB-PLC
(IEEE 1901.2). It is important to mention that IEEE 1901.2 physical layer is based
on the G3-PLC standard [26]. Table 15.1 presents the physical layer specifications of
both IEEE standards.

In Table 15.1, it is possible to notice that IEEE 1901.2 (G3-PLC) has enough data
rate for transmitting DFIG control parameters with a longer range in comparison to
IEEE 1901.1, which can be helpful for applications in large wind farms. That is the
main reason G3-PLC was chosen for the experimental tests.

Maxim Inc. initially developed G3-PLC in conjunction with Electricite Reseau
Distribution France and aroused great interest for some applications in SG such as
smart metering. It operates in different frequency bands reserved for NB-PLC applica-
tions such as the Committee for Electrotechnical Standardization (CENELEC) band
(A: 3–95 kHz, B: 95–125 kHz, C: 125–140 kHz and D: 140–148.5 kHz), the Associ-
ation of Radio Industries and Businesses (ARIB) band (10–450 kHz) and the Federal
Communications Commission (FCC) band (10–490 kHz). In the FCC band, G3-PLC
usually operates between 145 and 478 kHz, presenting the highest data rate [26].

G3-PLC employs Orthogonal Frequency Division Multiplexing (OFDM) asso-
ciated with three different differential phase modulation schemes: differential binary
phase shift keying (DBPSK), differential quadrature phase shift keying (DQPSK) and
differential 8-phase shift keying (D8PSK). In all modulations, data are protected by
an outer convolutional (CONV) code with code rate 1/2 and an appropriate inner
shortened Reed Solomon (RS) code. After that, the coded information is suitably
interleaved before being modulated. G3-PLC offers a robust operation (ROBO) mode,
available only for the DBPSK scheme, that can further improve system robustness
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even in conditions with negative SNR by repeating the information inside a packet
four times [27]. To illustrate, Figure 15.6 presents the block diagram of a G3-PLC
system.

In [26], tests with G3-PLC MODEM operating in FCC band and ROBO mode
have shown that G3-PLC standard, working with electric motors and inverters in
the same environment, can offer an average of 34 kbps with a low packet error rate
(0.4% maximum). IEEE 802.15.4, a popular low data rate wireless system, have
an acceptable packet error rate from 1% to 5% [43]. Moreover, wireless signal has
difficulty penetrating infrastructure such as basements, metal shielded cases, walls
and metal and concrete structures, situation in which PLC signal has no limitations.

In order to implement an SG scenario, the power references were sent to the
controllers, as data, via G3-PLC MODEM based on Max2992 (G3-PLC Transceiver)
and Max2991 (Analog Front-End), both from Maxim Inc. As the MODEM uses the
RS232 standard in its input data interface, it developed an analog to RS232 converter,
based on the Atmel SAM3X8E ARM Cortex-M3 CPU, for sending and receiving the
references as analog signals. The detailed block diagram of the MODEMs with their
interfaces is presented in Figure 15.7. The G3-PLC MODEMs were configured to
operate in the G3-PLC FCC band and ROBO mode, being separated from each other
by a distance of 100 m, through a conventional 1.5 mm2 cooper power cable.

15.5 Enabling SG concept with G3-PLC

The proposed controller, based on SMC technique, was implemented with a DFIG
whose nominal parameters are presented in Table 15.2. The DFIG is coupled to a
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Figure 15.7 Experimental bench and G3-PLC MODEM connections

Table 15.2 DFIG nominal parameters

Parameter Symbol Value

Stator active power PN 3.5 kW
Phase voltage VN 220 V
Stator frequency f 60 Hz
Number of poles pairs nPP 2
Stator resistance Rs 1 �
Rotor resistance Rr 3.13 �
Magnetizing inductance Lm 191.7 mH
Stator inductance Ls 201 mH
Rotor inductance Lr 201 mH

direct current (DC) motor that activates the generator for testing the system (wind
emulator). The controller uses a digital signal processor TMS320F28335 from Texas
Instruments, electronic boards for signal conditioning and an encoder with 3,600
pulses per revolution.

The references were applied to the analog input of the G3-PLC TX MODEM
(connected to a LV power line at 100 m distance from the controller) and sent to it
via the analog output of the G3-PLC RX MODEM. This experimental test bench,
including the G3-PLC MODEMs connections, is shown in Figure 15.7.

To validate the proposed system, two tests were performed with DFIG rotor speed
at 1,675 rpm. The constant speed adopted due to the possible speed wind variations is
supposed negligible during the time range of the tests. The generated references are
Qsref and Psref . Qsref is sent directly to the TX MODEM input, whereas Psref is first
converted to Torque [Teref from (15.12)] to be sent to the TX MODEM input. Then,
both information are sent to the controller through the PLC system. The conversion
of Psref into Teref was performed to facilitate the experimental analysis of the torque
response in the implemented DTC.
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Figure 15.8 Transmitted and received Teref and the control system response at
Qsref = 0 kVAr

In the first test, it was applied to the controller, as a negative step function, a
Psref from 2.1 to −2.1 kW (Teref from 12 to −12 N m) with Qsref constant at 0 kVAr.
This torque range (positive and negative) was chosen to demonstrate that the torque
control performance is satisfactory at four quadrants, ensuring the full operability of
the system.

Figures 15.8 and 15.9 show the control references applied to the analog input
of TX MODEM, the ones received from the analog output of RX MODEM and the
control system response Te and Qs, respectively. According to these figures, it is
possible to notice that the references received from PLC MODEM are a faithful repro-
duction of the original signal, with a negligible noise level and without any distortions
or spikes. However, there is a delay between TX and RX references (approximately
15 ms), which is reflected in the controller response for Teref (Figure 15.8). This short
delay does not affect the system dynamics and does not represent a concern to the
grid operator, so that, the controller response is satisfactory, presenting a faithful
reproduction of the received references.

In addition, Figure 15.9 presents a transient state in the Qs response when Teref

abruptly changes, even with Qsref constant (it occurs due to coupling between the
model variables). Then, the independent control is only obtained at steady state (the
transient response lasted about 30 ms). The behavior of rotor currents, stator voltage
and current of one of the phases is presented in Figure 15.10. Analyzing the responses,
it is noticed that the proposed control reaches the objectives with currents and volt-
age in accordance with the expected waveforms guaranteeing the operability of the
proposal in this SG context.

In the second test, Psref is kept constant at 1.05 kW (Teref = −6 N m) with Qsref

varying from 1 to −1 kVAr (as in the first test, the received references are from
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Figure 15.9 Transmitted and received Qsref and the control system response at
Qsref = 0 kVAr
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Figure 15.10 Rotor currents, stator voltage and current of phase A at Qsref = 0 kVAr

PLC MODEM). The control references, sent and received from PLC MODEMs,
and the control system response are presented in Figures 15.11 and 15.12. As in
the first test, the received references reproduce the transmitted ones with a small
delay, as observed in Figure 15.11, which demonstrates that PLC system operates
adequately and similarly for both conditions. The controller response is satisfactory
with all references been followed. As expected, in this case, there is also a tran-
sient on the Te controller response when Qsref changes, as observed in Figure 15.12.
Again, the controller response reaches the steady state in a satisfactory way (few
milliseconds).

The behavior of rotor currents and stator voltage and current of one of the phases
is presented in Figure 15.13. As in the first test, all these responses are satisfactory,
which ensures the system performance.
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Figure 15.11 Transmitted and received Qsref and the control system response at
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Figure 15.13 Rotor currents, stator voltage and current of phase A at
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15.6 Conclusion remarks

In this chapter, a DFIG control system was proposed, whose power references are
transmitted from the CC to the wind generator through power lines by employing
G3-PLC technology. As the power control is based on DTC, it is possible to control
electromagnetic torque, rotor flux and powers of the DFIG by means of the voltage
applied to the rotor terminals. This system has the potential to be used in wind farms
by offering an efficient wind generator control associated with a cost-effective last
mile communication link.

The presented system was also implemented in practice, and the performed exper-
iments confirmed its viability, demonstrating additionally that NB-PLC technologies
such as G3-PLC are a promising solution for this kind of application.
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Chapter 16

MIMO systems design for narrowband power
line communication in smart distribution grids

Theofilos A. Papadopoulos1, Andreas I. Chrysochos2,
and Grigoris K. Papagiannis3

In this chapter, data transmission in smart distribution grids (SDGs) is analyzed
by means of multiple-input multiple-output (MIMO) narrowband (NB) power-line
communication (PLC) systems, by applying orthogonal frequency-division multi-
plexing (OFDM) encoding. Regarding NB-PLC physical layer (PHY) modeling,
multiconductor transmission line (MTL) theory is used for distribution lines channel
characterization, whereas a measurement-based black-box method is adopted to char-
acterize the medium-voltage (MV) to low-voltage (LV) path through the distribution
transformers (DTs). OFDM bit-loading and transmit energy optimization processing
techniques are applied across the OFDM subchannels of the spatial beams to improve
the achievable data rates at the network nodes. Different scenarios are conducted
to systematically evaluate the achievable data rates, revealing the possibility for an
extensive and reliable application of NB-PLC communications in SDGs.

16.1 Introduction

Although the history of PLC technology dates back to the 1920s with the advent of the
smart grid (SG) concept and the emerging communication needs, PLC is expected to
play a significant and renewed role in building the SG vision [1]. Since 1920, several
PLC designs have been developed, which can be generally classified according to the
operating frequency band to the following categories [2–4]:

● Ultra NB-PLC, providing very low data rates (LDRs) (∼100 bps) in the range
of 30–3,000 Hz, is the first PLC solution deployed by utilities for power system
applications, e.g., speech, energy management and system protection signals.

● NB-PLC referring to signal transmission over the frequency range of 3–500
kHz [5–7]. NB-PLC includes the CENELEC band in Europe (3–148.5 kHz), the

1Department of Electrical and Computer Engineering, Democritus University of Thrace, Greece
2R&D Department, Cablel® Hellenic Cables S.A., Greece
3School of Electrical and Computer Engineering, Aristotle University of Thessaloniki, Greece
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Federal Communications Commission (FCC) band in US (10–490 kHz), theAsso-
ciation of Radio Industries and Businesses (ARIB) band in Japan (10–450 kHz)
and the Chinese band (3–500 kHz). NB-PLC technologies can be subdivided into:
– LDR-PLC, also known as Distribution Line Carrier or Power Line Carrier,

employing single-line carrier technologies with data rates of several kbps;
– High data rate (HDR)-PLC, employing multicarrier technologies to support

SG applications, offering data rates between tens of kbps to 500 kbps. For the
standardization of HDR NB-PLC, the ITU-T G.hnem [8–10] and the IEEE
1901.2 [11] specifications have been proposed.

● Broadband (BB)-PLC or BB over power lines is a PLC technology mainly focusing
on Internet access and in-home multimedia applications with frequencies up to
30 MHz (or 100 MHz in some cases). Currently, BB-PLC can provide to customers
data rates up to 200 Mbps.

● Quasibroadband (QB)-PLC first deployed in China. QB-PLC combines the
advantages of both NB-PLC and BB-PLC in the frequency range of 1 to 10 MHz,
offering data rates up to 2 Mbps [12].

Among the available communication technologies, PLC is probably considered
as the most cost-effective, requiring low-installation costs (utilizing the existing grid
infrastructure as a communication channel) and almost no maintenance. Regarding
SG applications, NB-PLC is one of the most favorable solutions, since it can ensure
robust performance, meeting also the bandwidth, latency and security requirements
of SG applications [1,2]. Moreover, compared to other PLC designs, NB-PLC can
cover the long distances of distribution networks, especially in rural areas, using few
repeaters. Other advantages of NB-PLC against other communication solutions is
the utilization of the already installed advanced meter reading infrastructure, ease of
upgrade to host HDR NB-PLC applications, efficient operation and independence
from third parties [13–15].

In the frame of the SDG concept, NB-PLC can utilize both the MV and LV sides
of the distribution grid as communication media to create an interactive environment
between utilities, operators and customers, while offering new applications, which
mainly concern [1,16]:

● Monitoring and detection: including measurements on equipment and network
components, on-line diagnostics [17], islanding prevention [18], detection of
high-impedance faults [19,20], advanced metering infrastructure, demand side
management, smart metering, etc. [21].

● Operational services: energy saving solutions, remote control, emergency sig-
naling, security systems, messaging, substation automation, vehicle-to-grid
communications, etc.

● Network management: minimizing harmful events, network maintenance, ancil-
lary services, enhanced protection schemes [22], etc.

● Communications: HDR solutions using multicarrier modulation schemes.

However, despite the significant potentialities, there are several obstacles that
hinder the wide spread application of PLC in SDGs. The power grid was not originally
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designed for data transmission, thus may be a rather hostile environment for high-
frequency (HF) signal transmission. Common problems are signal attenuation, the
frequency-dependent nature of the channel and difficulty to establish an easy and safe
communication path between the MV and LV sides of the grid [23,24]. Regarding
the latter, DTs are considered as blocking elements of HF signals, minimizing the
possibility for signal crossing and limiting the applicability of PLC in the whole
extend of SDGs [25,26]. However, recent studies revealed that NB-PLC signals can
be transmitted efficiently through the windings of power transformers, by utilizing
specific spectrum windows in the range of the natural frequency of the transformer
[27–30]. Under this concept, the most known NB-PLC specifications have exploited
this solution to broaden the applicability of NB-PLC technology in SDGs [27,28,30].

Originally, single-carrier modulation schemes [frequency shift keying (FSK),
binary phase shift keying (BPSK), quadrature phase shift keying (QPSK) and phase
shift keying (PSK)] were used for LDR NB-PLC applications. However, due to tech-
nological advances in communications and the increasing demand for higher data
rates, OFDM digital encoding was introduced as an attractive solution to efficiently
utilize the frequency dependent NB-PLC channel bandwidth. Moreover, in most PLC
system designs, the NB-PLC channel is considered as single-input–single-output
(SISO) [31]. However, in multiphase wired configurations, MIMO designs can be
established, consisting of the formed channels between the coupled pairs of wires. The
advantage of MIMO systems is that they can achieve higher data rates and increased
communication reliability, without any additional cost, regarding transmitter power
and bandwidth. Therefore, by combining MIMO transmission and OFDM multiplex-
ing, significantly, HDRs can be achieved considering NB-PLC designs [30,32–34].
Recently, MIMO-OFDM schemes have been integrated in PLC designs focusing
mainly on in-home [31] and BB-PLC applications [35].

This chapter describes the design of MIMO OFDM NB-PLC systems in power
distribution networks and systematically evaluates the achievable data rates of NB-
PLC transmission. First, the PHY modeling of the MIMO NB-PLC system is
presented. In particular, the distribution network, MV/LV transformer and total dis-
tribution channel models are described by means of transfer functions. Thereafter, the
distribution network communication channel modeling and processing techniques are
analyzed. Simulations of MV NB-PLC channels cascaded with MV/LV transformers
are carried out to evaluate the achievable data rates. Finally, the conclusions of this
chapter are presented.

16.2 PHY characteristics

The PHY characteristics of the complete MIMO NB-PLC system, shown in
Figure 16.1, are investigated. The MIMO NB-PLC system under consideration con-
sists of a 20-kV MV overhead distribution line and an MV/LV DT connected to the
receiving line end. According to Kirchhoff’s law, two transmit ports are considered;
since the third depends on the remaining two inputs, while at the receiving side, three
ports of signals are processed, resulting into a two-input/three-output MIMO PLC
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design [33]. The source impedance of the MV transmitter unit and the loading con-
dition at the LV side are represented by ZS and ZQ, respectively. A description of the
PHY modeling procedure of the system components in the NB-PLC range is given
in the next subsections.

16.2.1 MV network modeling

MV overhead networks are mainly characterized by the line length, source impedance
and termination load and thus can be assumed as time-invariant channels in the NB-
PLC frequency range [5,28,33,36]. Considering the above assumptions, the modeling
of the distribution network can be based on the MTL approach.

The geometric and electromagnetic properties of the examined MV overhead
distribution line configuration are illustrated in Figure 16.2 [37]. The PLC signal
voltages at the sending (S) and receiving (R) ends of the line at any frequency f are
related as [30,33]

⎡

⎢⎣
V ab

R

V bc
R

V ca
R

⎤

⎥⎦ = T

[
V ab

S

V bc
S

]
(16.1)
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Figure 16.3 Distribution line two-port admittance representation

With respect to (16.1), voltages at S and R are phase-to-phase, i.e., between
phases a, b and c, whereas T refers to the 3 × 2 distribution network transfer matrix,
defined as

T =
⎡

⎣
T11 T12

T21 T22

T31 T32

⎤

⎦ (16.2)

where Tij is the channel frequency response (CFR) from the jth to the ith node. Matrix
T is determined in the frequency domain, using the two-port admittance representation
of Figure 16.3. The nodal admittance matrix Yn connecting nodes S and R is defined in
(16.3). Termination conditions at the line ends are included by means of admittances
YS and YR [38]:

Yn =
[

Ysr +Ysh +YS −Ysr

−Ysr Ysr +Ysh +YS

]
=
[
A +YS B

B A +YR

]
(16.3)

where

A = Z ′Tv diag(γ )diag−1(tanh(γ �))T T
i (16.4)

B = −Z ′Tvdiag(γ ))diag−1(sinh(γ �)T T
i (16.5)

With reference to (16.4) and (16.5), Z ′ is the per-unit-length series impedance
matrix, diag(γ ) is the diagonal modal propagation constant matrix, Ti is the current
eigenvector matrix and � is the line length [39,40]. Given Yn, the voltages VS and VR

as well as the injected currents IS and IR at ends S and R are related by
[

IS

IR

]
= Yn

[
VS

VR

]
(16.6)

It should be noted that, the above formulation can extend to more complex
network topologies of several nodes by means of nodal analysis [39].

The columns of T are determined by means of the superposition theorem,
as analyzed in Figure 16.4. Sinusoidal signals in the NB range are applied sequen-
tially at S, considering configurations (a) and (b), respectively, while recording the
signal at R. Therefore, using configurations (a) and (b), the first and second columns
of T can be determined [41].
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16.2.2 Transformer modeling

Next, the MV–LV distribution transformer channel is analyzed, using the
measurement-based black-box model of [29]. Since the black-box model is used
for the investigation of NB-PLC signal transmission, the following assumptions can
be made [29]:

● Saturation and nonlinear effects are ignored.
● The frequency range is from 1 to 400 kHz.

The adopted black-box model formulation is described in (16.7) and is based on
determining the signal transfer function by measurements. Briefly, HF signals are
injected on one side of the transformer, while recording the corresponding responses
at the other end.

⎡

⎢⎣
V a

Q

V b
Q

V c
Q

⎤

⎥⎦ = F

⎡

⎢⎣
V a

R

V b
R

V c
R

⎤

⎥⎦ (16.7)

where VQ are the recorded voltages at the LV terminals as shown in Figure 16.1. The
3 × 3 transformer transfer matrix F is defined as

F =
⎡

⎢⎣
F11 F12 F13

F21 F22 F23

F31 F32 F33

⎤

⎥⎦ (16.8)

Elements Fij are determined using the experimental configuration of Figure 16.5.
Self-elements of F refer to the signal transfer between the corresponding phases of
the MV and the LV terminals, while the mutual elements express the transfer of the
HF signals between different phases. Each column of F is calculated in a similar
manner as the columns of T , described in the previous section.

Regarding the experimental setup, a signal generator is connected between the
corresponding MV terminal of the transformer and ground, while the remaining MV
terminals are grounded. Cyclic symmetrical behavior of the transformer voltages can
be also assumed to simplify the procedure [29]. For all measurements, a logarithmic
frequency scale is considered, while at resonance zones, the frequency interval is set to
1 kHz to improve accuracy. Each measurement is repeated 512 times and the recorded
waveforms are averaged to achieve noise cancellation and increase the signal-to-noise
ratio (SNR) [29].
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16.2.3 MV/LV NB-PLC channel model

The PHY characteristics of the complete MIMO NB-PLC system are calculated by
means of the total channel transfer function matrix H , represented by the cascaded
topology of the MV distribution line and the MV/LV transformer. The phase-to-phase
voltages at the LV side of the transformer are expressed by means of (16.9), assuming
that the input impedance on the transformer MV side is sufficiently high [30].

⎡

⎢⎣
V ab

Q

V bc
Q

V ca
Q

⎤

⎥⎦ = H

[
V ab

S

V bc
S

]
(16.9)

where the 3 × 2 matrix H of the complete MV–LV PLC channel is derived by
multiplying the transfer matrices T and F of the MV line and the transformer as

H = KFK−1T (16.10)

In (16.10), the transformation rotation matrix K defined in (16.11), is used to
convert the phase-to-ground voltages of the transformer model to phase-to-phase
voltages.

K =
⎡

⎣
1 −1 0
0 1 −1

−1 0 1

⎤

⎦ (16.11)

16.2.4 Noise modeling

High noise levels may result in significant problems in communication systems in
power grids. Therefore, accurate noise modeling is very important, focusing on the
distinct characteristics and attributes of the examined part of the power grid [20]. In
MV networks in the NB frequency range, the following general classes of noise are
considered [42]:

● Colored background noise, containing all low-power spectrum density (PSD)
noise sources not included in any other class.

● NB noise, caused by broadcasting radio sources.
● Impulsive noise:

– Periodic impulsive noise asynchronous to the mains frequency, mainly caused
by switched power supplies.

– Periodic impulsive noise synchronous to the mains frequency, due to the
switching of rectifier diodes of power supplies.

– Asynchronous impulsive noise caused by switching transients.
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Colored background, NB and periodic impulsive noise asynchronous to the mains
frequency can be assumed as stationary, thus can be used in time-invariant modeling
simulations [20,42]. On the other hand, the last two types of impulsive noise present
significant fluctuations over short periods of time. Although the corresponding noise
PSD might be significant, they can be only modeled using statistical models, while
for capacity and data rate computations can be neglected for ease of simplicity in
the simulations [33]. Based on the above, the noise models NM1 and NM2 with
PSDs defined in (16.12) and (16.13) are considered, respectively. NM1 and NM2
correspond to best- and worst-case scenarios [30]. The PSDs are calculated by jointly
fitting the adjusted power spectral densities of colored background, NB and periodic
impulsive noise asynchronous to the mains measured in [43,44].

PSDNM1 = 52.95e−0.0032f − 115.7 dBm/Hz (16.12)

PSDNM2 = 35.85e−0.00023f − 136.96 dBm/Hz (16.13)

Note that in the above equations, f is expressed in kHz.

16.3 Communication channel model

In this section, the communication channel model of the MIMO-OFDM is described.
The block diagram of the MIMO-OFDM system design is illustrated in Figure 16.6.
The formulation of the channel response matrix is based on the following assumptions
[30,33]:

● It can be considered as quasiconstant for a given topology, since it is mainly
determined by the practically time-invariant distribution line and transformer
characteristics.

● It is available at both channel ends. At the transmitter through a feedback channel
from the receiver. At the receiver using a training sequence [45]. In this way, spatial
channel diagonalization, optimized transmit power allocation and optimized bit
loading techniques can be applied.

For the application of OFDM, the length of the cyclic prefix (CP) requires careful
design to eliminate intersymbol-interference (ISI). Therefore, the CP length is at
least equal to the channel impulse response (CIR) duration, in order to decouple the
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Figure 16.6 MIMO-OFDM NB-PLC system design [30]
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MIMO CFR into N orthogonal frequency subchannels. The signal model at the kth
subchannel is given by

Qk = HkSk + nk (16.14)

where k = 1 . . .N , Qk is the received signal vector, Sk is the transmitted signal vector
and nk is the noise vector.

The equivalent MIMO CFR matrix H k is the total channel matrix of (16.10)
for each OFDM subchannel k . In the following subsections, the adopted signal-
processing techniques and achievable data rate (ADR) calculations are described.

16.3.1 Spatial channel diagonalization

Singular value decomposition (SVD) is used to factorize H k . By applying SVD, the
channel throughput is maximized, considering that the transmitter precoding vectors
are set equal to the right singular vectors, while the receiver vectors are set equal to the
left singular vectors [33]. In this way, matrix diagonalization inside the determinant
can be ensured; thus, the two spatial beams of the MIMO channel are decoupled by
the precoding and equalization filters. Considering the above, the spatial matrix H k

is factorized:

Hk = Mk�kV
H
k (16.15)

where �k is a 3 × 2 diagonal matrix with nonnegative real numbers and M k as well
asV k are unitary matrices with dimensions 3 × 3 and 2 × 2, respectively. The MIMO
channel throughput can be maximized by spatial decoupling of the two transmitted
information streams using (16.15) [46]. Hence, the resulting filtered signal vector Q̃k

is given by

Q̃k � M H
k Qk = M H

k H kSk + M H
k nk (16.16)

and substituting transfer function H k into (16.16)

Q̃k = �k S̃k + n′
k (16.17)

where S̃k is the information vector. With respect to (16.17), vectors Sk and n′
k are

defined in (16.18) and (16.19), respectively.

Sk = V k S̃k (16.18)

n′
k = M H

k nk (16.19)

Hence, (16.17) is rewritten in (16.20), revealing that by applying SVD, each
MIMO subchannel is decomposed to two spatially decoupled scalar channels, while
the third output consists only of noise.

Q̃k =
⎡

⎢⎣
Q̃k1

Q̃k2

Q̃k3

⎤

⎥⎦ =
⎡

⎢⎣
λk1 0

0 λk2

0 0

⎤

⎥⎦

[
S̃k1

S̃k2

]
+
⎡

⎢⎣
n′

k1

n′
k2

n′
k3

⎤

⎥⎦ (16.20)

Within (16.20), λk1 and λk2 are the singular values.
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16.3.2 Bit-loading optimization

OFDM bit-loading can be optimized to utilize efficiently the NB-PLC channel band-
width compared to flat bit distributions across the transmission band, e.g., BPSK or
QPSK as follows [30,33]:

● Neglect subchannels which cannot support at least 1 bit at the selected error rate.
● According to the SNR of the active subchannels, vary the signal constellation size

across them.

16.3.3 Transmit energy optimization

To maximize the ADR of each SISO subchannel, transmit energy allocation opti-
mization across frequency and space can be investigated. In NB-PLC channels, the
transmit energy optimization across subchannels leads to negligible data rate gains
and high complexity, thus energy optimization over only space can be considered,
assuming equal energy allocation across all active frequency subchannels [33]. This
is a near-optimal solution alternative to the optimal, though presenting less complex-
ity and negligible data rate loss. Therefore, the energy E of each OFDM subchannel
can be calculated by means of the water-filling algorithm as [47]

E = Etot

N
= E1 + E2 (16.21)

Within (16.21), Etot is the total energy budget, N is the number of active sub-
channels, and E1, E2 is the energy of the first and second spatial beams, defined in
(16.22) and (16.23), respectively.

E1 = E

2
+ σ 2

nk�

2

(
1

λ2
k2

− 1

λ2
k1

)
(16.22)

E2 = E

2
− σ 2

nk�

2

(
1

λ2
k2

− 1

λ2
k1

)
(16.23)

where σ 2
nk is the noise variance of the kth OFDM subchannel. Since the required bit

number to achieve a certain probability of target error Pe is less than the theoretical
capacity C, assuming error free transmission, the calculated bit loading is the capacity
of the channel with SNR reduced by the SNR gap � defined in (16.24) [48].

� = γm

3γc

(
Q−1

(
Pe

4

))2

(16.24)

With reference to (16.24), γc refers to the coding gain, γm refers to the desired
system margin, Pe can be set to 10−7 for reliable data transmission, whereas function
Q(x) is defined as

Q(x) = 1√
2π

∞∫

x

e(−u2/2)du (16.25)
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16.3.4 Achievable data rate calculation

According to the above, the ADR of the MIMO OFDM NB-PLC system is calculated
by means of the gap approximation using two orthogonal spatial beams [48]. The
bit-loading of the kth OFDM subchannel is given by

bk = bk1 + bk2 = 1

2
log2

((
1 + λ2

k1E1

σ 2
nk�

)(
1 + λ2

k2E2

σ 2
nk�

))
(16.26)

where bk1 and bk2 denote the bit-loading of the first and second spatial beam of the
kth subchannel, respectively. Therefore, the ADR of the complete MIMO-OFDM
NB-PLC channel is calculated by

ADR =
N∑

k=1

bk�f (16.27)

where �f is the OFDM sub-channel width.

16.4 NB-PLC channel PHY characteristics

The PHY characteristics of the MIMO NB-PLC system of Figure 16.1 are evaluated.
NB-PLC signals of variable frequency are injected to the MV network and transmit-
ted through the MV/LV transformer to the LV side, considering different operating
conditions.

16.4.1 MV distribution line

In this section, the analysis is focused on the MV network, assuming the DT dis-
connected. In Figure 16.7, the calculated modal attenuation constant (α) and modal
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Table 16.1 Propagation characteristics of the MV line

Propagation characteristics CM DM1 DM2

Modal attenuation [Np/m] 1.56–296 ·10−6 5.07–99.6 ·10−7 6.00–99.5 ·10−7

Modal velocity [m/s] 2.35–2.85 ·108 2.95–2.99 ·108 2.94–2.99 ·108
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Figure 16.8 (a) Direct- and (b) cross-channel element of MV line for different line
lengths

velocity (υ) of the MV line are illustrated in the NB frequency range of 1–400 kHz,
while in Table 16.1, their lower and upper values are summarized. The three-phase
MV overhead line is characterized by a common or ground mode (CM) and two differ-
ential or aerial modes (DM), i.e., DM1 and DM2 [40]. For wire-to-ground coupling,
all modes are involved in the wave propagation, while for wire-to-wire propagation
only the two DMs are excited [1]. As shown in Figure 16.7, the CM presents higher
attenuation and lower velocity in the entire NB-PLC spectrum, while the two DMs
almost overlap presenting a very similar behavior.

The frequency dependent behavior of the MV line is further investigated in
Figure 16.8, where the effect of the line length on the attenuation of channel ele-
ments T11 and T12 of (16.2) is illustrated. The line length along with the impedances
at both ends determine the signal quarter wavelength (λ/4) [49]. The resulting chan-
nel spectral peaks and notches can influence significantly the frequency selectivity
of the active OFDM subchannels, and thus the MIMO NB-PLC design. The spectral
peaks and notches occur at frequencies equal to the odd and even multiples of λ/4,
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Table 16.2 Characteristics of the distribution transformers

DT MV/LV ratio Rated power uk Vector group Phase shift
[kV/kV] [kW] [%] connection

1 20/0.4 50 4.17 Yzn 11
2 15/0.4 16 4.6 Dyn 1

respectively. Since signal injection occurs between the network phases, as shown in
Figure 16.4, the channel spectral peaks and notches are mainly determined by the DM
propagation and the corresponding characteristics [1].

It can be observed that, the increase of the line length results in an increas-
ing number of channel peaks, while their amplitude decreases, due to the increasing
attenuation introduced between the line ends. Therefore, the severe channel frequency
selectivity makes the performance of the one-tap per-subchannel equalization superior
and lower in complexity in comparison to the time-domain single-carrier equalization.
In addition, the direct-channel elements T11 and T22 as well as the cross-channel ele-
ments T12 and T21 are highly correlated, due to the vertical symmetry of the examined
distribution line. Moreover, since both excitation schemes of Figure 16.4 contribute
equally to the voltage output V ca

R of (16.1), T31 and T32 are almost identical to both
T11 and T22. This is justified by the strong coupling between the corresponding phase
conductors.

16.4.2 MV/LV transformer

The individual performance of two DTs is investigated in the NB frequency range.
Both transformers are three-phase, five-leg core-type oil-filled, with grounded neutral
at the LV side, while their properties are given in Table 16.2.

The influence of the two DTs on the transmission of the PLC signal is analyzed in
Figure 16.9, where the measured attenuation of F11 and F12 of (16.8) is illustrated. In
this case, the LV terminals are open-circuited, and the MV line is disconnected [29].
Resonance frequencies for DT1 and DT2 are detected at 195 and 165 kHz, respec-
tively. The natural frequency presents high sensitivity to the distinct characteristics of
the DT, i.e., core geometry, material properties and installation topology; thus, it can
be only determined for a given transformer installation [29,50,51]. In addition, it can
be observed that spectrum windows suitable for NB-PLC signals crossing through
the transformer are observed within the 150–400 kHz range, providing an average
attenuation of 24 dB for both DT1 and DT2.

16.4.3 Complete distribution network

Finally, the transfer matrix H of (16.10) is calculated for the test cases (TCs) of
Table 16.3, regarding different values of ZS and ZQ. The MV line length varies from
0.25 to 5 km, while the two DTs are considered. In Figure 16.10, the attenuation of
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Figure 16.9 (a) F11 and (b) F21 elements of the examined transformers

Table 16.3 Summary of test cases

TC ZS [�] Line length [km] ZQ [�]

1 0 Open-circuit (OC)
2 0 1,300
3 0 0.25, 0.5, 0,75, 1.00 700
4 0 1.25, 2.5, 3.75, 5.00 500
5 0 300
6 0 10

the direct-channel element H11 is depicted for TC1, assuming line lengths of 1- and
5-km. The MV/LV channel depends on both the signal frequency and line length,
while the DTs influence the spectrum peaks and notches, resulting in significant
signal degradation. However, possible communication zones in the NB-PLC band of
the MV–LV channel are still observed.

16.5 Data rate results

The MIMO-OFDM ADR is evaluated assuming the OFDM subchannel width �f
equal to 1.5625 kHz [11]. The transmit PSD is −55 dBm/Hz, whereas γc and γm are
both set equal to 6 dB [52]. Assuming a bandwidth of 400 kHz, the OFDM block size
adopted by the IEEE 1901.2 standard is 512. Thus, information symbols are assigned
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to N = 256 subchannels and the negative half of the OFDM symbol is the conjugate
of the first half, since PLC is a baseband transmission scheme [30,33].

Although the choice of the CP length to be longer than the CIR duration com-
pletely cancels the ISI, this choice does not necessarily maximize system capacity.
The CP length optimization represents a fundamental design trade-off, where a short
CP results in a capacity loss due to ISI, while a long CP results in capacity loss due
to CP overhead [44]. One of the proposed CP design approaches is to choose the CP
length that captures at least 95% of the CIR power and ensure that the residual inter-
ference power caused by ISI can be neglected, compared with the noise power level.
In the examined cases, the MV line lengths of Table 16.3 are considered, while the
equivalent CIR includes the responses of the MV line and the transformer. A long CP
length of 52 samples is used for line lengths longer than 1-km, which is optional [11].
For shorter line lengths, the standard CP length in IEEE 1901.2 of 30 samples is used
to reduce the data rate loss due to the CP overhead.

In Figure 16.11, the ADR against the MV line is shown for noise models NM1
and NM2, and different line lengths, assuming the DT disconnected at the line end.
Results reveal that the simple spatial power optimization rule of (16.22) and (16.23)
can achieve HDR gains. Thus, the transmit power can be distributed equally over the
set of the active subchannels, which is defined as the set of the OFDM subchannels
with high SNR levels, capable to support at least 1 bit at the assumed SNR gap �.

Figure 16.12 shows the ADR at the LV side of DT1 and DT2 for TC1. The
more complex behavior of the data rate results, compared to the corresponding of
Figure 16.11, can be justified considering the MV line resonance frequencies at odd
multiples of λ/4 in the NB-PLC range, summarized in Table 16.4 for all examined
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Table 16.4 Resonance frequencies of MV line

Length [km] Frequencies of resonance peaks [kHz]

1st 2nd 3rd 4th 5th
0.25 299.3 – – – –
0.50 149.6 – – – –
0.75 99.70 299.3 – – –
1.00 74.70 224.4 374.2 – –
1.25 59.80 179.5 299.3 – –
2.50 29.90 89.70 149.9 209.5 269.4
3.75 19.90 59.80 99.70 139.6 179.5
5.00 14.90 44.80 74.70 104.7 134.6

line lengths [49]. The attenuation of the channel transfer function reaches its mini-
mum when the natural frequency of the transformer matches one of the resonance
frequencies of the MV line [50]. The lower the order of the line resonance frequency,
the lower is the calculated channel attenuation. For the 1.25-km line length, the second
resonance frequency value is close to the transformer natural frequency of 180 kHz,
and thus HDRs are achieved. For line lengths lower than 1.25-km, few line reso-
nance frequencies are included in the spectrum window of 150–400 kHz, thus lower
data rates are calculated compared to the 1.25-km line length. For lines longer than
1.25-km, the magnitude of the resonance peaks decreases with line length and peak
order, while the influence of noise also becomes more significant. As an example, the
fifth resonance peak for the case of 3.75-km is observed at 179.5 kHz which almost
coincides with the natural frequency of both DTs. Although the ADR is high, it is
clearly lower than that of the 1.25-km line case.

The adoption of transmit power optimization over space is further quantified in
Figure 16.13 for TC2 and TC4, assuming noise model NM1. It is shown that the
spatial power optimization rule of (16.22) and (16.23) can result into satisfactory data
rate gains in the order of 15%–150%. Smaller data rate gains occur in scenarios where
the two eigenvalues are close to each other, setting the flat power distribution near
optimal.

In Figure 16.14, the data rate gains of the 2×3 MIMO-OFDM over the SISO-
OFDM transmission systems are evaluated for TC1. A substantial data rate increase is
observed due to the spatial diagonalization and multiplexing. In this case, optimized
bit loading is considered for both techniques over the 400 kHz bandwidth. It can be
concluded that additional gain in the ADR of the MIMO-OFDM design can probably
compensate the potential costs of the second coupler needed in relation to the SISO
system. Therefore, the MIMO design can be considered very attractive, based also
on the expected learning curve of the coupler technology and the proliferation of
PLC-based SG communications [53].

In Figure 16.15, the ADR at the LV side of DT1 is calculated against the effective
impedance of all examined TCs, considering varying MV line lengths. The effective
impedance value depends on several parameters, such as frequency, line length and
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load impedance, taking values from few � to several k�. The ADR increases with
the effective impedance. Specifically, data rates higher than 100 kbps are obtained
for values of the effective impedance higher than the distribution line characteristic
impedance, i.e., 700 � for most examined line lengths.
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In all previous cases, results are based on the assumption of a transmission
bandwidth of 400 kHz. Figure 16.16 shows the ADRs considering 200 and 400 kHz
bandwidth, using adaptive bit loading and optimized spatial power allocation for TC1.
Although the bandwidth is only doubled, the data rate percentage gain for a 1-km line
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length for both DTs is more than 100%. The reason is that the bit loading profile
for the 400 kHz bandwidth case exhibits three transmission windows instead of the
single transmission window for the 200 kHz bandwidth case. For the 0.25 km line
length, the resonance frequency of the line is 299.3 kHz as shown in Table 16.4.
Considering a 200 kHz bandwidth, this frequency is not included in the spectrum
window, and thus significant data rate degradation is observed.

16.6 Conclusions

In this chapter, MIMO-OFDM NB-PLC data transmission over an MV–LV com-
munication channel in SDGs has been investigated. According to the results of the
conducted TCs, the main conclusions can be summarized as:

● The strong frequency-dependent behavior of the MV–LV channel favors the use
of MIMO-OFDM transmission.

● Reliable MV–LV communication channel paths can be achieved especially in
cases where the MV line resonance frequencies match the natural frequencies
of DTs.

● MIMO-OFDM design leads to significantly higher data rates compared to the
conventional SISO-OFDM systems.

● Spatial power optimization based on water-filling improves the data rate gains at
the LV side.

● NB-PLC channel characteristics in the CENELEC band cannot take advantage of
the MV–LV signal crossing through DTs, since transformer resonance frequencies
are usually higher than the available frequency range. However, under different
frequency band specifications or in systems operating under the IEEE 1901.2-
2015, MV–LV MIMO-OFDM NB-PLC designs are feasible, resulting in data
rates suitable for the reliable operation of SG applications.
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