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Preface

In early 1900s, quantum mechanics successfully explained that the discrete light
emission spectrum is associated with the discrete electron energy of an atom.
Schrödinger further confirmed that three integer quantum numbers are sufficient
to describe the Hydrogen emission spectrum. In 1925, Ralph Kronig, a young Ph.
D. student who studied emission spectrum at Columbia University came to the
conclusion that he needed to add a new quantum number to explain the spectrum
of certain materials. The quantum number is ms = ±1/2 and is associated with
electron spin. This hypothesis caused debates in the science community, since it
was entirely derived from experimental observations, which lacks a theoretical
base. One of Kronig’s thesis advisers, Wolfgang Pauli, commented, “It is indeed
a very clever, but of course has nothing to do with reality.” Shortly after, two grad-
uate students, George Uhlrenbeck and Samuel Gousmit of Leiden University,
Netherlands, also came up with the same idea and wrote a note to their thesis
adviser, Paul Ehrenfest. Ehrenfest sent the note for publication. The two students
felt uncomfortable and wanted to retract, but Ehrenfest said, “You are both young
enough to be able to afford a stupidity.” In 1928, Paul Dirac included the concept of
relativity into the Schrödinger equation, and the fourth quantum number fell out
naturally and established the theoretical base of electron spin. The discoveries
of these scientists (see Figure P.1) revolutionized not only fundamental physics
but also electronic industry in the future.
The properties of electron spin were not fully commercially exploited in the next

60 years, until the days of the development of giant magnetoresistance (GMR) sen-
sor in the 1980s by the hard disk drive (HDD) industry. The introduction of GMR
sensors accelerated the recording density growth rate to two times every year.
Spintronics, a name created by putting spin and electronics into a single word,
became a hot subject. Cheap HDD data storage devices began to become ubiqui-
tous and made a significant impact on people’s lives. Today, storing data in
HDD is cheaper than on a piece of paper. Nonetheless, GMR is based on the

xi



spin-dependent transport properties of electrons only. The spin torque exchange
properties were not exploited.
The torque exchange between electrons was first recognized by John Slonc-

zewski and also independently by Luc Berger (see Figure P.2). The best description
of the spin torque exchange of electrons can be found in the patent issued to John
Slonczewski in 1997:

It is a fundamental fact that the macroscopic magnetization intensity of a
magnet such as iron arises from the cooperative mutual alignment of

Ehrenfest

Fermi

Goutsmit

Uhlenbeck

Pauli

Kronig

Ann Arbor 1928

Dirac
Ehrenfest's students, Leiden 1924. Left to right: Gerhard
Heinrich Dieke, Samuel Abraham Goudsmit, Jan
Tinbergen, Paul Ehrenfest, Ralph Kronig, and Enrico
Fermi   

Figure P.1 Stars of the discovery of electron spin.

Figure P.2 J.C. Slonczsewski and Luc Berger were the two people who proposed the spin
torque exchange.
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elementary magnetic moments carried by electrons. An electron is little
more than a mass particle carrying an electrostatic charge, which spins
at a constant rate, like a planet about its axis. The electric current of this
spin induces a surrounding magnetic field distribution resembling that,
which surrounds the Earth. Thus, each electron is effectively a miniscule
permanent magnet….

… The exchange interaction is that force, arising quantum-mechanically
from electrostatic interactions between spinning electrons, which causes
this mutual alignment … Not only does it couple the bound spins of a ferro-
magnet to each other, but it also couples the spins of moving electrons, such
as those partaking in current flow, to these bound electrons.

We believe that electron spin will make a big impact on people’s lives in the
twenty-first century as much as the electron charge did in the twentieth century.
At the end of twentieth century, scientists and engineers had made remarkable
progress in the research of spin torque exchange. The torque exchange between
electrons, itinerary and local, is fully exploited. Electrons are now treated not only
as charge-carrying particles but also tiny magnets. This little magnet is not easily
observable, since the net magnetic torque of two opposite spins cancel, unless one
can filter off one spin and keep the other. Through the exchange, they can pass
on the magnetic moment in an efficient manner, much more efficient than an
external magnetic field. We believe that the most important product entry is
spin-transfer torque magnetic memory (STT-MRAM). STT-MRAM has moved
out of laboratory and is the only fast read/write nonvolatile memory in production
today. The technology is still very young, and not as mature as the existing volatile
dynamic memory (DRAM) or static memory (SRAM). Since its data latency is close
to SRAM and DRAM, we believe its potential is tremendous. The success of this
technology will offer storage at the speed of a data processor, redefines thememory
architecture, and drastically lowers the power dissipation of computers.
This book was written to inspire students and professionals to push the frontier

of spintronics, to exploit its potentials further, and to help it make more of an
impact on our lives.

Denny D. Tang and Chi-Feng Pai
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1

Basic Electromagnetism

1.1 Introduction

This chapter introduces basic electromagnetism. Starting from the simple attrac-
tive (or repelling) force between magnets, we define magnetic field, dipole
moment, torque, and magnetic energy and its equivalence to current. At the
end, we give a few methods to calculate magnetic field from electric current
and from magnetic pole on material surface.

1.2 Magnetic Force, Pole, Field, and Dipole

Since electrostatic phenomenon was studied earlier than magnetostatic one, mag-
netic phenomenawere described in analogy to electrical phenomena.Magnetic pole
was defined as the source ofmagnetic field and force. Magnetic poles exert magnetic
force to each other, like electric charges. In centimeter-gram-second (cgs) units, the
force is proportional to the strength of the magnetic poles, defined as

F =
p1p2
r2

, 1 1

where r is the distance between two poles, the unit is cm, the force is F, and the unit
is dyne. So far, the unit of the poles are not defined; however, the dimension of a

pole is F r2. When the distance between the poles is 1 cm, one unit of p1 exerts a
1 dyne force to a unit of p2, and vice versa. Like in Coulomb’s law, the force can be
described as a magnetic field H, produced by pole p1 and exerts on p2. Thus,

F =
p1
r2

p2 = H p2, 1 2

1
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where H is defined as

H =
p1
r2

1 3

Thus, a magnetic field H of unit strength exerts a force of 1 dyne onto 1 unit of
magnetic pole. The unit of the magnetic field in cgs unit is oersted (Oe). To get
a feeling about the strength of magnetic field, the magnetic field at the end of a
magnetic bar on the classroom whiteboard can be as high as 200–1000 Oe, while
the earth magnetic field is smaller than 0.5 Oe.
In 1820, H.C. Oersted discovered that a compass needle could be deflected when

electric current passes through a wire nearby the compass. That is the first time
electricity is linked to magnetic phenomenon. Subsequent works by André-Marie
Ampère established the basis of modern electromagnetism. He established the
relation between magnetic dipole and a circulating current in a conductor loop
around an axis. The direction of the dipole is along the axis of the loop, which
is orthogonal to the loop plane. Figure 1.1b illustrates the relation between the
dipole and the current loop. The polarity is dictated by the direction of the current.
Reversing the direction of the electric current changes the polarity of the dipole.
Thus, the magnetic dipole is another form of electric current, or moving electric
charge.
Although both electric field and magnetic field originate from electric charges,

the difference is that themagnetic field must come frommoving electric charges or

I

S

N

(a) (b)

H

Figure 1.1 (a) Magnetic field lines from a magnet, (b) magnetic field from a circular
current loop.
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electric current and not from a stationary electric charge. A stationary charge emits
only an electric field.
The moving electric charge concept explains well the origin of magnetic pole or

magnetic moment at the time. However, this description was later proven incor-
rect when the electron spin is considered. We will discuss this topic in the next
chapter of this book.

1.3 Magnetic Dipole Moment, Torque, and Energy

Although in the early days, magnetic pole was considered as the counterpart of
electric charge, there is a major difference. In any magnetic materials, its magnetic
poles always come in pairs: the north and south poles. A single monopole has not
been found in nature. The positive and negative poles show up in the same time
and form a dipole. For example, a bar magnet always has a north pole in one end
and a south pole in the other. If one cuts the bar magnet into two, one gets two bar
magnets, each with a north pole and a south pole. Magnetic field lines emit from
one pole, diverge into the surroundings, and then converge and return into the
other pole of the magnet. Figure 1.1a shows the field lines around a magnet.
A magnetic field applies a torque to a magnetic dipole. The dipole gains in angu-

lar momentum and rotates. For a bar magnet positioned at an angle ϕ to a uniform
magnetic field, H, as shown in Figure 1.2a, the two forces on the pair of poles are

torque
H

I
H

F+= pH

F–= – pH

l/2

ϕ

(b)(a)

ϕ

Figure 1.2 Magnetic field exerts a torque onmoment (a) on moment of a bar magnet, (b) on
a current coil.
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F+ =+ pH and F− =− pH. The two forces are equal but have opposite direction.
So, the moment acting on the magnet, which is the force times the perpendicular
distance from the center of the mass, is

pH sinϕ l 2 + pH sinϕ l 2 = pH l sinϕ = mH sinϕ, 1 4

wherem = pl, the product of the pole strength and the length of the magnet, is the
amplitude of magneticmoment. Magnetic moment is a vector, pointing to a direc-
tion normal to the plane of the magnet and the magnetic field. One cgs unit of
magnetic moment is the angular moment exerted on a magnet when it is perpen-
dicular to a uniform field of 1 Oe. The cgs unit of magnetic moment is emu (elec-
tromagnetic unit).
Since the magnetic dipole moment is equivalent to a current loop, which can be

quantified by loop area A and a current I in the loop, then the magnetic dipole
moment is defined as

m = IAn, 1 5

where n is a vector normal to the plane of the current loop. Figure 1.2b illustrates
that a torque is exerted by theH field on the coil. The current coil acquires angular
momentum from the magnetic field. In the Système International d’Unités (SI)
units, the magnetic moment is measured in Am2.
The magnetostatic energy of a magnetic dipole in the presence of a magnetic

field is defined to be zero when the dipole is perpendicular to a magnetic field.
So, the work done in turning through an angle ϕ against the field is

δE = 2 pH sinϕ l 2 dϕ = mH sinϕ dϕ,

and the energy of a dipole at an angle ϕ to a magnetic field is

E =
ϕ

π 2
mH sin ϕ dϕ = −mH cos ϕ = −m H 1 6

This expression for the energy of a magnetic dipole in a magnetic field is in
cgs units. In Eq. (1.6), the unit of E is erg, of m is emu, and of H is Oe. The
energy described in Eq. (1.6) is also known as magnetostatic energy. In SI units
the energy is E= − μ0m H, where μ0 is permeability in vacuum. When the dipole
moment, m, is in the same direction as H, the magnetostatic energy is the lowest.
The torque exerted on a dipole moment is the gradient of the dipole energy with

respect to angle ϕ, or

Γ = dE dϕ = mH sinϕ 1 7
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In the H field, a torque is exerted onto the dipole in the direction that lowers the
dipole energy, and the unit is expressed in erg/rad. Whenm andH are parallel, or
ϕ = 0, the energy is at a minimum, and the torque is zero. The torque is maximum
when ϕ = π/2.

1.4 Magnetic Flux and Magnetic Induction

Magnetic flux Φ is defined as the integrated strength of a normal component of
magnetic field lines crossing an area, or

Φ = H n dA, 1 8

where n is the unit vector normal to the plane of the cross-sectional area, A. In cgs
unit, the flux is expressed in Oersted cm2.
The magnetic flux is an important parameter in electric motor and generator

design. The time-varying flux induces an electric current in any conductor, which
it intersects. Electromotive force (emf ) ε is equal to the rate of change of the flux
linked with the conductor:

ε = −
dΦ
dt

1 9

This equation is Faraday’s law of electromagnetic induction. The electromotive
force provides the potential difference that drives electric current in a conductor.
The minus sign indicates that the induced current sets up a time-varying magnetic
field that acts against the change in the magnetic flux. This is known as Lenz’s law.
The units in Eq. (1.9) as expressed in SI units are flux in Weber (Wb), time in
second (s), and an electromotive force in Volt (V).
When a magnetic field, H, is applied to a material, the response of the mate-

rial to H is called magnetic induction, B. The relationship between B and H
is a property of the material. In material, B is not necessarily a linear function
of H and the equation relating B and H is (in cgs units: gauss and Oe,
respectively)

B = H + 4πM 1 10

whereM is a function ofH and saturates to a fixed value at highH.M is called the
magnetization of the medium, and its saturated value is called the saturated
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magnetization, which is typically denoted as Ms. The magnetization is defined to
be the magnetic moment per unit volume:

M = m V 1 11

M is a macroscopic property of the material and depends both on the individual
magnetic moments of the constituent ions, atoms, and molecules, and on
how these dipole moments interact with each other. The cgs unit of magneti-
zation M is emu/cm3, and that of magnetic induction B is gauss. Notice that
although M is in cgs unit of emu/cm3, the unit of 4πM in Eq. (1.10) is gauss.
It means that 1 Oe of magnetic field induces 1 G of magnetic induction in vac-
uum. In vacuum, M = 0, and M only exists inside material. Consider a material
with magnetization M. At the boundary of vacuum and such material,
H = 4πM, since B must be continuous, according to Eq. (1.10). In a vacuum,
M = 0, and B = H.
In SI units, the relation between B, H, and M is expressed as

B = μ0 H + M , 1 12

where μ0 is the vacuum permeability. The unit of M is obviously the same as that
of H (A/m), and those of μ0 are Wb/A m, also known as henry/m. So, the unit of
B is Wb/m2, or tesla (T). Note that μ0 = 4π 10−7 Wb/A m and 1 G = 10−4 T. Also
note that the magnetic induction, B, is therefore the density of flux, Φ, inside the
medium.

1.5 Ampère’s Circuital Law, Biot-Savart Law, and
Magnetic Field from Magnetic Material

This section describes the calculation of magnetic field from electrical current
elements. For current flowing in a special path, Ampère’s circuital law can provide
a closed-form solution. For current flowing in a more complex geometry, the
magnetic field at a position can be handled by Biot-Savart’s law.

1.5.1 Ampère’s Circuital Law

After Ampère discovered that magnetic field H is induced by current I, he further
quantitatively established their relation as

H dl = 4π 10− 4 I, 1 13

In Eq. (1.13), dl is the segment length of an arbitrary closed loop where the inte-
gration is performed, and I is the current within the closed loop and in cgs units;H
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is in Oe, dl is in cm, and I is in mA. To calculate the magnetic field around the
surface of a thin film, in which current flows uniformly in the film, it is handy
to apply Eq. (1.13) with different units such that

H dl = 4π I, 1 13a

where dl is in micrometers.
This law is simple in concept and particularly useful in computing the field gen-

erated by the current in a long conductor and conducting thin film. This field is
called the Oersted field and is associated with a current flow.
We discuss two unit systems of magnetic field next. There has been two comple-

mentary ways of developing the theory and definitions of magnetism. As a result,
there are two sets of units for magnetic field and magnetic pole (or magnetic
moment). Their definitions are similar but not entirely identical. The major differ-
ence lies in how the magnetic field is defined inside the material. The cgs units are
used for studying physics, such as the origin of magnetic pole and the magnetic
properties in material. The SI units are frequently used for obtaining magnetic
field strength from a current element. Engineers working on electromagnetic
wave, electric motors, etc., like to adopt SI units. However, for magnetism and
spintronics communities, cgs units are still popular. This book will use both sets
of units interchangeably, depending on whichever makes more sense and is in line
with relevant journal publications.
In SI unit, Ampère’s law is given as

H dl = I in SI units H in A m, dl in m, and I in A 1 14

Comparing Eq. (1.13) and Eq. (1.14), one finds that a magnetic field of 1
(Oe) = 1000/4π (A/m) ~ 80 (A/m).

Example 1 Field Around a Conducting Wire
The magnetic field lines go around a current carrying wire in closed circles, as
illustrated in Figure 1.3. At a distance r0 from the conductor, the magnitude of
the field H is constant. This makes the line integral of Ampère’s law straightfor-
ward. It’s simply

H dl = 2πr H = I,

and so the field H is

H =
I

2πr0

1.5 Ampère’s Circuital Law, Biot-Savart Law, and Magnetic Field from Magnetic Material 7



1.5.2 Biot-Savart’s Law

An equivalent statement to the Ampère’s circuital law (which is sometimes easier
to use for certain systems) is given by the Biot-Savart law. The Biot-Savart law
states that the fraction of a field δH is attributed by a current I flowing in an
elemental length, δl, of a conductor,

δH =
1

4πr2
Iδl × n in SI unit , 1 15

where r is the radial distance from the current element, and n is a unit vector along
the radial direction from the current element to the point where the magnetic field
is measured. Notice that the direction of vector δH is orthogonal to the plane
formed by Iδl and n, as a result of the vector operation x of two vectors Iδl
and n, and the amplitude of |Iδl|sin θ, where θ is the angle between vectors δl
and n.

Example 2 Field from a Current in a Wire Loop
The magnetic field at the center of the loop plane as shown in Figure 1.3 is calcu-
lated by the Biot-Savart law as follows:
The radius of the loop is r0. H can be in either the positive or the negative

z-direction, depending on the current direction, and only in the z-direction. The
vector sum is simplified into a scalar sum. On the loop plane, z = 0. So, |H| =
Ho. Ho is the integral of field contributed by each segment dl of the loop and

Ho = 2πro
1

4πr2o
I =

I
2ro

SI unit 1 16

and

H = Honz,

where nz is the unit vector in the z-direction.
Biot-Savart’s law allows one to calculate the magnetic field at an arbitrary posi-

tion away from the current element. Let us move one step forward and examine

H

I
r0

Conducting wire

Figure 1.3 Magnetic field around a
conducting wire carrying a current I.
The magnetic field at a distance r from
the wire is H = I/2πr0.
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the H field at an arbitrary position (xa, ya, za) from a current loop on the z = 0
plane with center of the loop at (0, 0, 0) and radius r0.
Start from Biot-Savart’s law,

δH xa, ya, za =
I

4πr2
δl × r

The current element δl is located at x0 = r0 cos ϕ, y0 = r0 sin ϕ, z0 = 0, where ϕ is
azimuth angle looking from the z-axis toward the current loop element. And the
vector of the current element from the observation point (xa, ya, za) to the current
element at (x0, y0, 0) is

r =
xa− x0 x + ya− y0 y + za− z0 z

r
1 17

The distance is

r2 = xa− x0 2 + ya− y0 2 + za− z0 2 = xa− r0 cosϕ 2 + ya− r0 sinϕ 2 + za2

1 18

The current element vector is

δl = r0δϕ −sinϕ x + cosϕ y 1 19

Thus,

δl × r =

x y z

− sinϕ cosϕ 0

xa− x0 ya− y0 za− z0

r0
r

δϕ

=

x y z

− sinϕ cosϕ 0

xa− r0 cosϕ ya− r0 sinϕ za

r0
r

δϕ

Thus,

δl × r = za cosϕ x− − za sinϕ y + − sinϕ ya− r0 sinϕ

− cosϕ xa− r0 cosϕ z,
r0
r

δϕ
1 20

The field at observation point (xa, ya, za) is the integration of the field element δH
of the loop,

H xa, ya, za =
I
4π

1
r2

δl × r
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For an arbitrary observation point (xa, ya, za), r2 is not a constant; thus, a closed-
form solution is not readily available. One may need to conduct numerical inte-
gration. Homework 1.Q3–1.Q6 will give the reader a good sense of the position
dependence of the demagnetization field from current loops.

1.5.3 Magnetic Field from Magnetic Material

Both Ampère’s law and Biot-Savart’s law connect magnetic field and electrical cur-
rent in a vacuum [1]. Biot-Savart’s law is also readily to bemodified to calculate the
field distribution from a magnetic material, such as a bar magnet (a ferromagnetic
material) or a paramagnetic bar under external magnetic field [2]. Magnetic
dipoles exist on the surface for both cases. In other words, there are magnetic
dipoles or magnetic moment m, which is equivalent to a current loop, Eq. (1.5).
The moment is related to the saturated magnetization Ms by Eq. (1.11). Thus,
one can rewrite Biot-Savart’s law as

δH =
1

4πr2
MsδA × n, 1 21

where the magnetizationMs is in unit of A/m, r is in m (in SI unit) from pole to the
point of measurement, A is the a vector surface area, and n follows the definition
of Biot-Savart’s law. As long as there are magnetic poles due to the termination of
magnetization on material surface, there is magnetic field. The field exists both
inside and outside of the material. Inside the magnet, the field is predominantly
in opposite direction of the magnetization. Thus, the field is called the demagnet-
ization field, or demag field in short.
Furthermore, the demag field strength inside a material depends on the geom-

etry of thematerial. The field is not uniform and is position dependent (Figure 1.4).
When an external field is applied to a magnetic material, the field inside is the
superposition of the external field and the demag field.
For a given geometric shape material, the position-dependent demag field

is averaged over position inside the material and can be expressed as

Hdemag = NMs = Nxx + Nyy + Nzz Ms , where N is called the demag factor.

The demag factor N of a cylindrical magnet is shown in Figure 1.5. For a thin disk,
length < < radius, the dominant demag field is in the thin (z) direction.
The demag field has served as a stabilizing mechanism of magnetic state of field

magnetic memory (field MRAM) cells. It is referred to as shape anisotropy. This
subject will be repeatedly discussed in later chapters. Ref. [3] presents a Green’s
function approach to dealing with the complex geometric analysis of the demag
field calculation. Those interested in calculating the demag field are referred to
that paper.
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1.6 Equations, cgs-SI Unit Conversion Tables

As mentioned earlier, while cgs units are used in physics and magnetic material
study, SI units are used when engineers investigate energy conversion in electric
motor/generator as well as in electromagnetic wave propagation. For convenience,
this book will follow the trend and use cgs unit, since most of the journal material
in thin magnetic films and devices is written in cgs units. Table 1.1 gives the con-
version table. Notice that two parameters, susceptibility and permeability of mate-
rial, have not been discussed. The concepts are straightforward and are used
mainly in the field of electromagnetic wave study, frequently in SI units. They
are listed at the bottom of the table (see more discussion in Ref. [4]).

B
→

H
→

M
→

Figure 1.4 Comparison of magnetic field
(flux density) B, demagnetizing field H and
magnetization M inside and outside a
cylindrical bar magnet. The right side is the
north pole, and the left side is the south
pole. (https://en.wikipedia.org/wiki/
Demagnetizing_field).
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Figure 1.5 Demagnetization factors of a thin cylindrical disk.

Table 1.1 Cgs to SI unit conversion table.

cgs
conversion
factor∗∗ SI

Force between
poles

F
p1p2
r2

(dyne) 10−5
F

1
4πμ0

p1p2
r2

(Newton)

Field of a pole H
p
r2

(Oersted, Oe) 103/4π
H

1
4πμ0

P
r2

(Ampère/m)

Magnetic
moment

m = p length (emu) 10-3 m = A I (Ampère-m2)

Magnetization M = m/volume (emu/cm3) 103 M = m/volume
(Ampère/m)

Magnetic
induction

B = H + 4π M (Gauss, G) 10-4 B = μ0 (H + M) (Tesla)

Energy of a
dipole

E = − m H (erg) * 10-7 E = −μ0 m H (Joule) *

Susceptibility
χ

M
H

(emu/(cm3-Oe))
4π

χ
M
H
(dimensionless)

Permeability
μ

B
H

1 4πχ

(Gauss/Oe)

4π×10-7 μ B
H μ0 1 χ

(Henry/m)

*Here “ ” between two vectors indicates vector products that results in scalar quantity. In x, y, z
coordinate system, m H = |m||H|cosϕ = mxHx+myHy+mzHz, where ϕ is angle between vectors m
and H. This is the magnetostatic energy.
** For example, magnetization M of 1 emu/cm3 is converted to 1*103 ampere/m. Therefore, 1 emu/
cm3 = 1000 A/m.
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Homework

Q1.1 A current I0 is passing through a straight, infinitely long thin stripe conduc-
tor. The film thickness is t, and the width is L. The current density in the
conductor is uniform. Calculate the magnetic field H on the surface of the
conductor (Figure 1.Q1). Do this based on Ampère’s law.

A1.1 Assuming thatH is uniform on the top surface of the conducting thin
conductor, Ampère’s law states that H I 2L + 2t Since L t,

H I 2L in SI units and H 4πI 2L = 2πI L in cgs units

Q1.2 (a) On the package of a commercial NdFeB (NIB) permanent magnet, the
label says the magnet has a strength of magnetic field around 3500 G. What
is the magnetic induction B for this magnet in terms of SI units? (b) Assum-
ing that B is solely coming from the magnetization M of the NIB magnet,
what is the magnetization M for this magnet in terms of SI units?

A1.2 (a) 3500 G = 0.35 T.
(b) B = μ0(H+M) = μ0M; therefore, M = B/μ0 = 0.35 T/(4π × 10−7T
m/A)≈ 2.8 × 105 A/m.

Q1.3 Calculate the H field at a position (0, 0, za) from a current loop on z = 0
plane with center of the loop at (0, 0, 0) and radius r0.

A1.3 Start from Biot-Savart’s law:

δH xa, ya, za =
I

4πr2
δl x0, y0, 0 × r

H

L > > t

tI

Figure 1.Q1 Current induced magnetic
field over a very large conducting film.
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The current element is located at x0 = r0 cos ϕ, y0 = r0 sin ϕ, z0 = 0. Obser-
vation point P1(0, 0, za), a point at the center and above the loop, where
r2 = (r02 + za2) is a constant, and r0/r is also a constant for a given za,
Eq. (1.20), becomes

δl × r =
r0
r

za cosϕ x− − za sinϕ y

+ − sinϕ − r0 sinϕ − cosϕ − r0 cosϕ z δϕ

Integrate over the loop, and the first two terms drop off, so one gets

H 0, 0, za =
I

4πr2
δl × r =

I
4πr2

δl × r =
I r02

2 r02 + za2 3 2
z

Only the z-component remains; the x- and y- component are equal to zero
due to symmetry. Figure 1.Q3 shows the normalized field (Hz r0/I) as a
function za/r0.

Q1.4 Based on the A1.3 analysis, calculate the field at point (xa, 0, 0) for an
in-plane current loop with radius r0 and center at (0, 0, 0).

A1.4 From Eq. (1.20), (xa, ya, za) = (xa, 0, 0), and let xa/r0 = q, one obtains

δl × r =
r02

r
1− q cosϕ z δϕ

I

(0, 0, za)

(0, 0, 0)

Hat (0,0, Za)

H
z 

r0
/l

0.6

0.5

0.4

0.3

0.2

0.1

0
0 0.5 1 1.5

za/r0

Figure 1.Q3 H-field at the center axis of a coil; only HZ exists. Its value
decreases as the observation point (0, 0, za) is move away from the coil. R0 is
radius of the coil.
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and

r2 = xa− r0 cosϕ 2 + − r0 sinϕ 2

= xa2 − 2r0 xa cosϕ + r02 = q2 − 2q cosϕ + 1

and

1
r2

δl × r =
1

4πr0
1− q cosϕ

1− 2q cosϕ + q2 1 5 δϕz

Figure 1.Q4 shows a numerical calculation of H r0 / I as a function of xa /
r0.H is mostly confined in the coil. The outside field is in reverse direction.

Q1.5 A rectangular current loop with L/W = 1 : 7. What is the field distribution
along the L direction along the center of the loop?

A1.5 Such a current loop can be partitioned into seven square loops in
series along the long axis in the longitudinal direction.We can approximate
a square loop by circular loop. This is the so-called 1D approximation
analysis.

In A1.4, we have calculated the field outside of a circular loop. The field
in each loop is a superposition of the field itself and its neighbors, i.e. sum-
mingH at xa= 0 and neighbors at xa/r0 = 2, 4, 6, 8, 10, which happens to be
in opposite direction. Let Htotal (n) designate the total field at the center of
the loop in position n (total 7 loops), and let H(a,b) designate the H field of
loop a and observed at a distance 2b∗r0 away.

I

(xa , 0, 0)

(0, 0, 0)0.9

0.7

H
 r

0/
l 0.5

0.3

0.1

–0.1
0 2 4 6

Xa/r0

Figure 1.Q4 Calculated H/I versus xa/r0. xa is the distance from center of the coil. Outside
of the coil when xa > r0, where field is in reverse direction and diminishes quickly from the
edge of the coil (numerically integrated by dividing the coil into 100 segments).
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Htotal 1 = H 1, 0 + H 2, − 1 + H 3, − 2 + H 4, − 3 … + H 7, − 6

Htotal 2 = H 2, 0 + H 1, 1 + H 3, − 1 + H 4, − 2 … + H 7, − 5

…
Htotal 7 = H 7, 0 + H 6, 1 + H 5, 2 + H 4, 3 … + H 1, 6

The answer is shown in Figure 1.Q5b. Students are encouraged to analyze
the field distribution with an array of 2D current loops approximation.

Figure 1 Q5 shows the calculated field distribution long the long side.
The field is nonuniform, and is stronger at the edge due to less canceling
from neighbors. This is a 1D approximation of the field distribution of large
current loop.

Q1.6 Consider a cylindrical magnetic bar with magnetization Ms and radius r0
and length L = 2r0. Calculate the field at the center plane along (xa, 0,−r0),
halfway between the top and bottom ends of the bar, as illustrated in
Figure 1.4.

A1.6 Let the top surface be loop1 and the bottom loop be loop2. The two
loop currents are in opposite sense. At ya = 0, za = −r0, and let q = xa/r0.
Eq. (1.20) becomes

δl × r = r0 cosϕ x− − r0 sinϕ y + − sinϕ − r0 sinϕ

− cosϕ xa− r0 cosϕ z
r0
r

δϕ

=
r02

r
cosϕ x− − sinϕ y + − sinϕ − sinϕ

− cosϕ q− cosϕ z δϕ

=
r02

r
cosϕ x− − sinϕ y + 1− q cosϕ z δϕ

7654321

I

(a) (b)

x

y

z

1
0.38

0.4

0.42

H
z 

r0
/l 0.44

0.46

2 3

H field along a trctangular loop

position along long axis

4 5 6 7

Figure 1.Q5 shows the calculated field distribution long the long side. The field is stronger
at the edge due to less canceling from neighbors.
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Eq. (1.19) becomes

r2 = xa− x0 2 + ya− y0 2 + za− z0 2 = q− cosϕ 2 + − sinϕ 2 + 1 r02

= q2 − 2q cosϕ + 2 r02

1
4πr2

δl × r =
1
4π

r02 cosϕ x− − sinϕ y + 1− q cosϕ z
r3

=
1

4π r0
cosϕ x− − sinϕ y + 1− q cosϕ z δϕ

q2 − 2q cosϕ + 2 1 5

Integrate over ϕ = 0 to 2π. The bottom equivalent coil adds the same amount to
the field, and one gets Figure 1.Q6.
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2

Magnetism and Magnetic Materials

2.1 Introduction

In this chapter we will start our journey of modern magnetism from the beginning
of the twentieth century, a remarkable age of scientific breakthroughs that led to
the birth of quantum mechanics and special relativity. Although magnetism, and
its interplay with electricity, has long been discovered and studied both theoreti-
cally and experimentally by numerous well-known scientists, including Faraday,
Ampère,Maxwell, Oersted, etc., providing a satisfactory interpretation of its micro-
scopic origin in materials (condensed matter) was however difficult. A modern
understanding of magnetism is based on the concept of spin, which is a purely
quantum mechanical property with no classical analogy. To discuss magnetism
in a contemporary perspective, therefore, we should start from quantum mechan-
ics. Rather than simply going through formula derivations and jumping into the
modern-yet-hindsight spin-based interpretation of microscopic origin of magnet-
ism in matters, instead, we will briefly discuss the history of its development.

2.2 Origin of Magnetization

Althoughmagnetism is a macroscopic phenomenon, its origin is microscopic. Many
different models have been proposed to explain the formation of magnetization in
solids. In this section, we will see some interesting models proposed by Ampère
and Einstein. We will also see that classical physics is not sufficient to explain
the existence of magnetism; therefore, quantum concepts need to come into play.

2.2.1 From Ampère to Einstein

It was proposed by Ampère that, soon after Oersted’s discovery of current-induced
magnetic field, the source of magnetism in materials should also stem from some
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certain types of molecular currents owing without resistance in solid matters. This
argument, if proved to be true, then can reconcile the seemingly different origins of
magnetic field coming from a permanent magnet and that from an electric current
flowing in a wire. Ampère’s molecular current theory attracted Albert Einstein’s
attention due to his personal interests in both electromagnetic theory and the con-
cept of atomic structure. In 1915, Einstein and de Haas performed a series of mea-
surements, later coined as the Einstein-de Haas experiment [1], to elucidate the
connection between magnetic moment and the orbiting electron that gives rise
to this so-called molecular current in matters. They suggested that a circularly
orbiting electron will generate a magnetic moment via

μ = IA, 2 1

where I is the current induced by the orbiting electron and A is the orbiting area
(vector form, pointing along plane normal). By using I= ef, where e is the charge of
electron and f the orbiting frequency, the previous equation can be written as

μ = efA 2 2

On the other hand, the angular momentum of this orbiting electron with mass
me is

L = 2mefA 2 3

Therefore, the relation between the magnetic moment μ and the angular momen-
tum L of an orbiting electron can be naively written as

μ =
e

2me
L = γL 2 4

This equation indicates that the magnetic moment or the magnetization in
materials is manifested by the angular momentum of orbiting electrons, with a
gyromagnetic ratio of γ = e/2me. More important, if we consider the conservation
of angular momentum, any change in magnetization should also accompany a
change in angular momentum, which will lead to a variation in rotational motion.
These concepts are summarized in Figure 2.1.
Followed by the confidence in previous equations, Einstein and de Haas

designed and carried out experiments on the mechanical rotation of an hanging
iron rod upon magnetization reversal along its long axis, with the aid of a
solenoid-generated external field. Their conclusion from the measurements
was that the observed rotational motion of the iron rod induced bymagnetization
reversal is consistent with their theoretical prediction. That is, in modern lan-
guage, the measured γ = e/2me. However, this then-expected classical value of
electron gyromagnetic ratio e/2me is actually a factor of 2 off from the
now-expected quantum value (γ ≈ e/me for ferromagnetic iron rod)! In fact,
many later experiments of the similar type indicated that γ should be ≈e/me,
and therefore the origin of magnetic moment in these ferromagnetic objects
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cannot be simply explained by the orbital motion of electrons [2]. A purely
quantum mechanical concept called electron spin (see Section 2.2.3) has to be
taken into account to explain this anomaly.

2.2.2 Precession

Now we can go back to discuss, in more details, the dynamics of a magnetic
moment μ under a uniform magnetic field B that we intentionally left out in
the previous chapter. The B-induced torque on the moment μ will change the
angular momentum L over time; therefore,

dL
dt

= τ = μ × B = γL × B 2 5

L dL dt = γL L × B = 0

B dL dt = γB L × B = 0

L dL = 0

B dL = 0
2 6

These relations indicate that the magnetic moment is going to precess along the
axis of the applied magnetic field, as shown in Figure 2.2. By adopting a general
solution of ΔL(t) = γLB sin θ Δt = L sin θ (γB)Δt, the angular frequency of
precession can be expressed as

ω = γB =
eB
2me

, 2 7

which is called the Larmor precession (angular) frequency. For example, if we apply
a magnetic field of B ~ 1 Tesla, then the magnetic moment will precess around this
field with a Larmor frequency of f=ω/2π~14 GHz. Also note that the case that we
discuss here is by considering the scenario that the magnetic moment is solely ori-
ginated from the orbital angular momentum of electron; therefore, γ = e/2me. We

μ

μ

μʹI

v

Lʹ

L = me(r × v)

L

B

r
e

Figure 2.1 Magnetic moment
and angular momentum:
Einstein-de Haas experiment.
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have already learned from the previous section that for the case of ferromagnetic
metal such as iron, this is not the case, in which γ ≈ e/me.
It is also important to note that, although here we see a precession dynamics of

magnetic moment around the direction of the applied field, in reality the magnetic
moments in solids do tend to align with respect to the magnetic field. The preces-
sion dynamics will be damped down by magnetic damping, which will be
discussed in Chapter 6.

2.2.3 Electron Spin

Since the orbital angular momentum alone cannot explain the observed phe-
nomenon, such as the Einstein-de Hass effect, it means that some new physical
properties need to be introduced. In this case, this is what we called spin or spin
angular momentum. The idea of spin did not come out of thin air. This unique
theoretical concept of spinning electron was proposed by Dutch physicists
Goudsmit and Uhlenbeck [3] to explain the anomalous Zeeman effect, which
is the unexpected splitting of spectral lines in the presence of an external mag-
netic field (the famous Stern-Gerlach experiment performed in 1922). From their
theory, the electrons should possess intrinsic angular momentum of ±ℏ/2, i.e.
the spin quantum number s = 1/2. In contemporary quantum mechanics, we
typically express these relations in terms of operator algebra with the so-called
bra-ket notation:

S2 s,ms = s s + 1 ℏ2 s,ms =
3
4
ℏ2 s,ms 2 8

Sz s,ms = msℏ s,ms = ±
1
2
ℏ s,ms , 2 9

where |s,ms represents the quantum state of electron spin (s: spin quantum num-
ber, ms: secondary spin quantum number ranges from −s, −s+ 1,…0, 1,…, s−1, s).

B B

dL

L

Free precession With damping

θ

Figure 2.2 Precession of a
magnetic moment in a
uniform magnetic field. We
only focus on the free
precession mode here, but
will discuss the case with
damping in Chapter 6.

22 2 Magnetism and Magnetic Materials



S2 and Sz are the quantum operators for the magnitude and the z-direction projec-
tion (applied magnetic field direction) of the spin angular momentum, respec-
tively. Also note that similar operators exist for the quantum state of orbital
angular momentum |l, ml :

L2 l,ml = l l + 1 ℏ2 l,ml 2 10

Lz l,ml = mlℏ l,ml 2 11

With the concept of intrinsic electron spin angular momentum in mind, we can
now go back to the relation between magnetic moment and angular momentum.
Recall that when we first introduced the connection between magnetic moment
and orbital angular momentum, μ = e/2meL = γL. In present day, since we know
that there will be possible angular momentum contributions from both orbital and
spin components, a more general expression of μ-L relation is

μ = gl
e

2me
L = γlL, 2 12

where gl= 1 is the Landé g-factor for orbital contribution. This g-factor depends on
the nature of particle of interest. For electrons, with spin-1/2, the g-factor is actu-
ally ge = 2 based on Dirac’s theory (quantum electrodynamics later provided an
even more precise value of ge = 2.002319 …). So, the magnetic moment μ from
the electron spin angular momentum S should be written as

μ = ge
e

2me
S≈

e
me

S = γeS 2 13

Note that since ge = 2 is roughly two times the value of gl = 1, the correspond-
ing Larmor frequency (as well as the gyromagnetic ratio) will also be doubled,
~28 GHz/Tesla (γe ≈ e/me). This indicates that if the magnetic moment of, for
instance, ferromagnetic iron, originated from electron spins, then γe ≈ e/me

rather than e/2me, which is more consistent with the experimental results
from Einstein-de Haas and other related gyromagnetic ratio measurements.
Furthermore, if we consider only the spin contribution of magnetic moment, the

expectation value of magnetic moment along a specific direction, for instance the
z-axis (along which the magnetic field is applied), can be expressed as

μz ≈
e
me

s,ms Sz s,ms = ±
eℏ
2me

= ± μB, 2 14

where μB is called the Bohr magneton, which is a quantity that we will often adopt
as a measure of magnetization (per formula unit) in materials. It is then useful to
estimate the magnitude of the Bohr magneton:

μB = 9 274 × 10− 24 A m2 2 15
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For example, typical ferromagnetic elements Fe, Co, and Ni in their metallic forms
have magnetic moments (per formula unit) of 2.22 μB, 1.715 μB, and 0.605 μB,
respectively.

2.2.4 Spin-Orbit Interaction

Nowwe have a better picture of what’s going on in the atom: Electrons are not just
orbiting around the nucleus but also spinning at the same time. This indicates that
the electron has both orbital L and spin S contributions. In fact, on many occa-
sions, we have to consider the sum of both orbital and spin angular momentum
to determine the overall magnetic moment. But how do these two angular
momenta interact with each other?
A typical approach to deal with the spin-orbit coupling in an atom is to consider

the rest frame of the electron, i.e. the nucleus orbiting around the electron, as
shown in Figure 2.3. In this scenario, the orbiting nucleus generates a magnetic
field B acting upon the magnetic moment μ of the electron. From the theory of
electromagnetism,

B = −
1
c2

v × E , 2 16

where v and E are the velocity of the electron and the electric field the electron
experiences, respectively. This can be further expressed as

B = −
1

mec2
p × r E r =

1
merc2

∂V
∂r

L, 2 17

where p =mev, E = |E/r|r, and L = r × p. The Hamiltonian (energy operator) due
to the spin-orbit coupling then can be expressed as

HSO = −μs B = − ge
e

2m2
e c

2r
∂V
∂r

S L 2 18

Using ge≈ 2 and U =−eV (potential energy), the previous relation can be rewrit-
ten as

r –rV V
n

e n

e

Figure 2.3 Illustration of a hydrogen atom under the rest frame of nucleus and of electron.
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HSO ≈
1

m2
e c

2r
∂U
∂r

S L 2 19

However, a relativistic correction called Thomas precession needs to be consid-
ered here. This will give rise to a factor of 1/2 difference from the original expres-
sion; therefore,

HSO ≈
1

2m2
e c

2r
∂U
∂r

S L 2 20

The energy shift due to spin-orbit interaction then can be estimated by calculating
the expectation value of this Hamiltonian,

ΔESO = HSO ≈
1

2m2
e c

2

1
r
∂U
∂r

S L Z4, 2 21

where Z is the atomic number of the atom of interest. Generally speaking, the lar-
ger the atomic number, the greater the possible spin-orbit interaction ( Z4).
Also note that spin-orbit interaction is essential to various magnetic and magneto
transport properties, such as magnetocrystalline anisotropy (MCA), anisotropic
magnetoresistance (AMR), and the spin Hall effect (SHE). We will discuss these
properties in later chapters.

2.2.5 Hund’s Rules

It is now clear that for an isolated atom that can be described by a simple atomic
model, the magnetic dipole moment consists of two contributions: orbital angular
momentum L and spin angular momentum S. However, due to spin-orbit inter-
action, these two contributions can interact and give rise to a total angularmomen-
tum J = L + S. The ground state of such isolated atom, which can be described by
quantum numbers J, L, and S, then will determine the resulting atomic magnetic
moment. Note that the corresponding eigenvalues for operators J2, L2, and S2 act-
ing on this ground state will be J(J+ 1)ℏ2, L(L+ 1)ℏ2, and S(S+ 1)ℏ2, respectively.
Capital letters J, L, and S are used for quantum numbers to distinguish those from
single electron atoms (j, l, s). The values of J, L, and S for the ground state are
typically determined by the Hund’s rules, listed here:

1) The spin quantum number S must be maximized without violating the Pauli
exclusion principle to minimize the Coulomb interaction among electrons.

2) The orbital quantum number L must be maximized, in line with the first
Hund’s rule, to minimize the Coulomb interaction by having the electrons
orbiting along the same direction.
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3) If the shell is less than half full, then the total angular momentum quantum
number J = |L− S|. If the shell is more than half full, then J = |L+ S|. This rule
is related to spin-orbit interaction and works well for rare-earth ions but fails
for transition metal ions due to the crystal field effect and orbital quenching
from the crystal environment.

Under this scheme, the total magnetic dipolemoment is the combination of both
orbital and spin angular momentum contributions:

μ = gl
e

2me
L + ge

e
2me

S≈
e

2me
L + 2S =

μB
ℏ

L + 2S 2 22

The expectation value of the magnitude of μ, typically expressed as μeff (effective
magnetic moment), is related to the total angular momentum quantum number J
through

μeff = μ = gJμB J J + 1 , 2 23

where gJ is the total Landé g-factor:

gJ =
3
2
+

S S + 1 − L L + 1
2J J + 1

2 24

One can easily check that when S = 0 (L = 0), the Landé g-factor reduces to gl = 1
(gs = 2). The expectation value of μ projected onto the z-axis (the direction of the
applied magnetic field), on the other hand, is

μz = gJμBmJ , 2 25

wheremJ is the secondary magnetic quantum number of the total angularmomen-
tum, which ranges from −J, −J + 1,… to J−1, J (2 J+ 1 possible values). Both μeff
and μz are important in determining the magnetic properties of materials. Later we
shall see that μeff is related to magnetic susceptibility χ, while the maximum value
of μz corresponds to saturation magnetization Ms.
For isolated ions with 4f electrons (so-called the rare-earth family), the predic-

tions from Hund’s rules agree well with experimental measurements, as shown in
Table 2.1. One can see that when the ground state values of S, L, and J are deter-

mined, then the estimated μeff = gJμB J J + 1 is close to the experimental μexpeff .
However, Hund’s rules fail for predicting the effective moments of 3d transition
metal ions, as shown in Table 2.2. This is due to the crystal field effect and the result-
ing orbital quenching (therefore, L = 0), which will be discussed in Section 2.7.2.
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Table 2.1 Predicted (from Hund’s rules) and experimental values of effective moment per
atom (μeff) in units of Bohr magneton (μB) for 4f rare earth ions.

4f n Ion S L J gJ μmax
z μeff μexpeff

1 Ce3+ 1/2 3 5/2 6/7 2.14 2.54 2.5

2 Pr3+ 1 5 4 4/5 3.20 3.58 3.5

3 Nd3+ 3/2 6 9/2 8/11 3.27 3.52 3.4

4 Pm3+ 2 6 4 3/5 2.40 2.68 –
5 Sm3+ 5/2 5 5/2 2/7 0.71 0.85 1.7

6 Eu3+ 3 3 0 0 0 0 3.4

7 Gd3+ 7/2 0 7/2 2 7.0 7.94 8.9

8 Tb3+ 3 3 6 3/2 9.0 9.72 9.8

9 Dy3+ 5/2 5 15/2 4/3 10.0 10.65 10.6

10 Ho3+ 2 6 8 5/4 10.0 10.61 10.4

11 Er3+ 3/2 6 15/2 6/5 9.0 9.58 9.5

12 Tm3+ 1 5 6 7/6 7.0 7.56 7.6

13 Yb3+ 1/2 3 7/2 8/7 4.0 4.53 4.5

Table 2.2 Predicted (from Hund’s rules) and experimental values of effective moment
per atom (μeff) in units of Bohr magneton (μB) for 3d transition metal ions. Note that
Hund’s rules fail for 3d transition metal ions due to orbital quenching, and therefore
μeff = gsμB S S + 1 .

3d n Ion S L J gJ μeff = gJμB J J + 1 μeff = gsμB S S + 1 μexpeff

1 Ti3+, V4+ 1/2 2 3/2 4/5 1.55 1.73 1.7

2 Ti2+, V3+ 1 3 2 2/3 1.63 2.83 2.8

3 V2+, Cr3+ 3/2 3 3/2 2/5 0.78 3.87 3.8

4 Cr2+, Mn3+ 2 2 0 0 0 4.90 4.9

5 Mn2+, Fe3+ 5/2 0 5/2 2 5.92 5.92 5.9

6 Fe2+, Co3+ 2 2 4 3/2 6.71 4.90 5.4

7 Co2+, Ni3+ 3/2 3 9/2 4/3 6.63 3.87 4.8

8 Ni2+ 1 3 4 5/4 5.59 2.83 3.2

9 Cu2+ 1/2 2 5/2 6/5 3.55 1.73 1.9
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2.3 Classification of Magnetisms

In previous sections we discussed the formation of magnetic moments (μ or μeff)
from individual atoms or ions. However, magnetization ordering in materials
should be considered as a collective behavior of all those individual moments
within the material of interest. There exists different types of magnetization order-
ing in materials. Depending on their responses to the applied magnetic field, these
magnetic properties can be roughly categorized into diamagnetism, paramagnet-
ism, ferromagnetism, antiferromagnetism, and ferrimagnetism. Diamagnetic and
paramagnetic materials correspond to matters with negative (χ < 0) and positive
(χ > 0) susceptibilities, respectively. However, when the external magnetic field
is absent, there will be no spontaneous macroscopic magnetization in these two
types of materials. In contrast, spontaneous magnetization can be found in ferro-
magnetic and ferrimagnetic materials (typically with χ >> 1), as shown in
Figure 2.4. Antiferromagnetic materials have spontaneous magnetic ordering,
but the contributions from different sublattices cancel out with each other, which
leads to a zero macroscopic magnetization. The rich variety of susceptibility of dif-
ferent types of materials can be found in Table 2.3.
Microscopically speaking, magnetic moments in diamagnetic and paramagnetic

materials are independent from each other, and their responses to an external
magnetic field can be derived from a simple Hamiltonian based on the atomic
model that will be addressed in this section, whereas the magnetic moments in
ferromagnetic, antiferromagnetic, and ferrimagnetic materials are coupled to each
other through exchange interactions, which will be discussed in a much later

Diamagnetism

Paramagnetism

Ferromagnetism

H

M

Ms

Mr

Figure 2.4 M-H plots of different types of materials. Note that the slope of M-H plot
corresponds to magnetic susceptibility χ. Ms and Mr stand for the saturation magnetization
and the remanence of a ferromagnetic material, respectively. The dashed line sections for
paramagnetism stand for saturation of magnetization along the field direction.
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section. For a Z-electron atom, without considering any exchange interactions
from other atoms, the Hamiltonian of such system can be written as

H0 =
Z

j = 1

p2
j

2me
+ V j , 2 26

where pj and Vj stand for momentum operator and potential energy of the jth elec-
tron, respectively. Now, if this atom is experiencing an external magnetic field B,
then the momentum operator can be modified into pj+ eA, where A is the
magnetic vector potential that satisfies B = ∇ ×A. For example, we can use
A = (B × r)/2. Substituting pj with pj+ eA, the new Hamiltonian is

H =
Z

j = 1

p j + eA
2

2me
+ V j +

μBgs
ℏ

B S 2 27

Here we also added the contribution of the Zeeman energy from the electron spin.
Note that the angular momentum contribution is already included in the (pj+ eA)2

term. Also note that by definition the momentum operator is p = − iℏ∇ and the
orbital angular momentum operator is L = r× p. Expanding the previous equation
and with some simplifications, the Hamiltonian can be further organized into

H = H0 +
μB
ℏ

L + gsS B +
e2

8me

Z

j = 1

B × r j
2

2 28

Table 2.3 Magnetic properties of some materials. Note that most of the
diamagnetic and paramagnetic susceptibilities are around the order of 10−6 (SI
unit, unitless), whereas ferromagnetic susceptibilities are much greater than one.

Material χ Type of magnetism

Bi −165 × 10−6 Diamagnetic

Au −34 × 10−6 Diamagnetic

Ag −24 × 10−6 Diamagnetic

Cu −9.7 × 10−6 Diamagnetic

Si −4.1 × 10−6 Diamagnetic

Al 21 × 10−6 Paramagnetic

W 78 × 10−6 Paramagnetic

Pt 264 × 10−6 Paramagnetic

Ni 600 Ferromagnetic

Fe 200 000 Ferromagnetic
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The second term on the right side of Eq. (2.29) corresponds to the paramagnetic
response, whereas the last term corresponds to the diamagnetic response of an iso-
latedZ-electron ion/atom. It is interesting to note that if the d or f shell is completely
filled such that S = L = J = 0, then the paramagnetic term vanishes (valid to first-
order perturbation1), and only the diamagnetic term remains. For example, the dia-
magnetic materials listed in Table 2.3 such as Bi, Ag, Au, and Cu all have completely
filled d or f shells with no unpaired electrons. In contrast, unpaired electrons and
incompletely filled d or f shells can lead to paramagnetic response. Also note that
if unpaired electrons exist, then the paramagnetic term will be dominating over
the diamagnetic term (see more details in chapter 31 of Ref. [4]).

2.3.1 Diamagnetism

Diamagnetism is present in all materials but is often obscured by paramagnetism
or ferromagnetism when unpaired electrons are in presence. Based on the Ham-
iltonian that we have derived, the diamagnetic susceptibility is further calculated
to be (known as the Larmor diamagnetic susceptibility)

χdia = −
nVe2μ0
6me

Z

j = 1

r j
2 , 2 29

where nV is the density of ions/atoms. This expression indicates that the suscep-
tibility is negative and the magnitude will be proportional to both the number of
electrons (atomic number Z) and the size/radius of the ion/atom ( rj

2 ). Note that
the Larmor diamagnetic susceptibility is largely temperature independent and
only considers the contribution from the completely filled electron shells.
The free electrons in conductors (metals) will also contribute to a diamagnetic

response and was predicted by Landau to be

χdia = −
1
3
μ0μ

2
Bg EF = −

1
3
μ0μ

2
B

3nV
2EF

, 2 30

where g(EF) is the density of states of the metal of interest at its Fermi energy EF. In
a three-dimensional free electron gas system, g(EF) = 3nV/2EF. Landau diamag-
netic susceptibility is again largely temperature independent.

2.3.2 Paramagnetism

To discuss paramagnetism, one typically starts from a statistical model for those
isolated atomic or ionic magnetic moments. At a finite temperature, these mag-
netic moments in a paramagnetic matter will be randomly oriented due to thermal

1 It is possible that the excited states will give rise to second-order perturbation terms, and the
phenomenon is called the Van Vleck paramagnetism.
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fluctuations. However, if an external magnetic field is applied, such that the Zee-
man energy term (the paramagnetic term of Eq. (2.28)) is presence, then we can
expect a Boltzmann distribution, as follows:

P e−
μB
ℏ L + gsS B kBT = e−μ B kBT = e− μzB kBT , 2 31

assuming that the magnetic field is applied along the z-direction. However, we
have already mentioned that μz= gJμBmJ; therefore, this probability P of observing
the magnetic moment in a state with certain quantum number mJ (with 2 J+ 1
possible values) will be

P e− gJmJμBB kBT 2 32

The expectation value of overall magnetic moment then can be calculated by

μz = gJ mJ μB = gJμB

J

mJ = − J
mJ exp − gJmJμBB kBT

J

mJ = − J
exp − gJmJμBB kBT

= gJμBJBJ x ,

2 33

where BJ x is the Brillouin function2 with x= gJJμBB/kBT. As shown in Figure 2.5,
at a finite temperature, as the magnetic field increases toward infinity (B/kBT

∞), the Brillouin function approaches unity. This corresponds to the saturation
of all magnetic moments along themagnetic field direction, where μz gJμBJ. By
defining saturation magnetization Ms = nVgJμBJ (nV is the density of the atomic/
ionic magnetic moments), the overall magnetization of a (quantum) paramagnetic
system under a magnetic field then can be expressed as

M = nvgJμBJBJ x = MsBJ
gJJμBB
kBT

2 34

When the magnetic field is low (or temperature is high), the Brillouin function

can be approximated as BJ x ≈ x J + 1 3J Therefore, the magnetization is
approximated as

M ≈nvgJμBJ
J + 1 x
3J

= nv
J J + 1 gJμB

2B
3kBT

=
nvμ0μ

2
eff

3kBT
H, 2 35

which suggests the paramagnetic susceptibility is

χpara =
nvμ0μ

2
eff

3kBT
2 36

2 BJ x =
2J + 1
2J

coth
2J + 1
2J

x −
1
2J

coth
x
2J
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This result is consistent with the so-called Curie’s law of paramagnetism obtained
from experiments,

χpara =
C
T

1
T
, 2 37

where C is the Curie constant, and from Eq. (2.36) we know that C = nvμ0μ
2
eff 3kB.

Also note that from the previous derivations, the saturation magnetization is
represented byMs = nVgJμBJ μmax

z , whereas the magnetic susceptibility is repre-

sented by χpara μ2eff .

Now we turn our focus to the paramagnetism in systems with conducting elec-
trons. To describe such systems, we need to employ the concept of band structure
and density of states. Let us consider a simple three-dimensional free electron gas
system with equal numbers of spin-up and spin-down electrons, such that the net
magnetization is zero in the absence of magnetic field. The density of states for
spin-up g (E) and spin-down g (E) electrons are illustrated in Figure 2.6a. Before
the application of magnetic field (H = 0), the densities of spin-up and spin-down
electrons are the same (n = n = n/2).3 When a magnetic field is applied along the

B
J(

x)

J = 1/2

J = 1000

J = 1

1

0

–1

–4 –2 0 2 4

x

Figure 2.5 Brillouin function(s) BJ x with different total angular momentum quantum
number J. Note that J = 1/2 corresponds to L = 0, S = 1/2, whereas J approaches infinity
corresponds to a classical paramagnetic system.

3 n =
EF

0
g E dE =

1
2

EF

0
g E dE =

n
2
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“up” direction (H = H 0), the two branches of density of states will be shifted
along the energy axis due to the different Zeeman energies experienced by spin-up
and spin-down electrons, as shown in Figure 2.6b. If we assume only the spin part
(S= 1/2) is contributing to the effect, then themagnitude of this energy shift can be
calculated by

ΔE = gs
μB
ℏ
S B = ± 2

μB
ℏ
ℏ
2
μ0H = ± μBμ0H 2 38

Since the Fermi energy EF should be the same for both spin-up and spin-down
electron, we should now expect more spin-up electrons than the spin-down elec-
trons, as indicated in Figure 2.6c. The densities of electrons with opposite spins will
be modified from their original magnitudes to

n =
n
2
+ g EF ΔE =

n
2
+

1
2
g EF μBμ0H 2 39

n =
n
2
+ g EF ΔE =

n
2
−

1
2
g EF μBμ0H 2 40

The induced magnetization due to the application of magnetic field H then can be
expressed as

M = n −n μB = g EF μ2Bμ0H = μ2Bμ0
3nV

2EF
H, 2 41

where g(EF) = 3nV/2EF for a three-dimensional free electron gas system is used. It
is also straightforward to see that, in general, the magnetic susceptibility for metal-
lic materials, which is called the Pauli paramagnetic susceptibility, will be

χpara = g EF μ2Bμ0 2 42

This relation indicates that typically the larger the density of states at the Fermi
energy g(EF), the greater the magnetic susceptibility will be for a metallic material.

Also note that for metallic systems, χLandaudia = − 1 3 χPaulipara .

n↓ n↑ n↓ n↑
n↓ n↑

H = 0

(a) (b) (c)

H ≠ 0 H ≠ 0
E

E E

EF EF
EF

∆E ≈ µBµ0H

g(E)g(E)g(E)

Figure 2.6 Illustration of Pauli paramagnetism.
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2.3.3 Ferromagnetism

To address the microscopic origin of ferromagnetism, the concept of exchange
interaction has to be introduced. We will come back to exchange interaction in
detail in Section 2.4. Here, we give a brief introduction of the phenomenology
of ferromagnetism first. The most striking feature of ferromagnetic materials is
of course their spontaneous magnetizations even without the application of exter-
nal magnetic fields. Also, ferromagnetic materials will experience a phase transi-
tion and become paramagnetic if the temperature is raised above their Curie
temperatures TC. Below TC, the saturation magnetization Ms(T) will increase
while decreasing the temperature, as shown in Figure 2.7. Magnetic properties
as well as Curie temperatures for some ferromagnetic materials are listed in
Table 2.4.
It is also important to note that above TC, ferromagnetic materials behave as par-

amagnetic materials and their magnetic susceptibilities can be described by the
Curie–Weiss law,

χ =
C

T −TC
2 43

To explain the spontaneous alignment of magnetic moments in ferromagnets
(ferromagnetic materials), Pierre Weiss proposed the concept of molecular field
(also known as Weiss exchange field since it is related to exchange interaction),
which is an internal field and is proportional to the magnetization,

Ferromagnetic

Ms(T)

M

H H

M

Tc
T

Paramagnetic

Figure 2.7 Saturationmagnetization as a function of temperature for typical ferromagnetic
materials. As T is above its Curie temperature TC, a ferromagnetic-to-paramagnetic
phase transition will occur, and no spontaneous magnetization can be detected.
Representative M-H behaviors of the two regimes are also shown.
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HE = λM, 2 44

where λ is the Weiss molecular field constant (material dependent and unitless). If
we use this relation together with Eq. (2.34) for paramagnetism, then

M = MsBJ
gJJμBμ0 Happlied + λM

kBT
, 2 45

where the original magnetic field B is replaced by the sum of applied field and
Weiss molecular field. If we further set x = gJJμBμ0(Happlied + λM)/kBT, then the
magnetization should satisfy both

M = MsBJ x 2 46

and

M =
1
λ

kBT
gJJμBμ0

x−Happlied 2 47

The solution ofM therefore can be determined by a graphical approach, as shown
in Figure 2.8a. For example, when no external field is applied (Happlied = 0),
Eq. (2.47) simply describes a straight line crossing the origin with a slope of
kBT/λgJJμBμ0. This slope is proportional to T. If T is smaller than a certain value,

then it is possible to have a nontrivial solution (crossing point withM = MsBJ x )
other thanM = 0. The lower the temperature, the larger the value ofM, even with
no applied magnetic field. This corresponds to the spontaneous magnetization
found in ferromagnets. Using this graphical approach, one can also determine
M(T) for different values of J, as shown in Figure 2.8b. In fact, the J = 1/2 trend
line derived from this approach is indeed close to experimental results from com-
mon ferromagnetic materials such as Fe, Co, and Ni.

Table 2.4 Magnetic properties of common ferromagnetic materials.

Material
Ms (300 K)
(emu/cm3)

Ms (0 K)
(emu/cm3)

Moment per formula
unit at 0 K (μB)

Curie
temperature (K)

Fe 1707 1740 2.22 1043

Co 1400 1446 1.72 1388

Ni 485 510 0.606 627

Gd – 2060 7.63 292

Y3Fe5O12 (YIG)
a 130 200 5.0 560

a Yttrium iron garnet (YIG) should be considered as ferrimagnetic material, but it is listed here for
comparison and for future reference.
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Furthermore, to determine the temperature (slope) at which ferromagnetism
disappears (two lines have only one trivial solution M = 0), recall that when x

is small, BJ x ≈ x J + 1 3J , and therefore the slope of Eq. (2.46) will be ≈Ms

(J+ 1)/3J. This suggests that the phase transition will occur when

kBT
λgJJμBμ0

≥
Ms J + 1

3J
=

nvgJμBJ J + 1
3J

, 2 48

(2.47)

(2.46)

T > Tc

M
s
/M

0

1. 0

0 . 8

0 . 6

0 . 4

0 . 2

0

H
n wM 0

1 2 3 x

T < Tc
T = Tc

J = ½

J=5/2

J = 9/2

J = ∞

0
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0.2 0.4

Temperature, T /Tc

0.6 0.8 1.0
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(b)

Figure 2.8 (a) Reduced magnetization M/Ms as a function of x. The crossing point of M(x)
described by Eqs. (2.46) and (2.47) represent the solution. (b) Solution of reduced
magnetization as a function of temperature. Source: Figures adopted from Ref. [5].
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and therefore the Curie temperature is

TC =
λnvμ0μ

2
eff

3kB
= λC 2 49

It is also important to observe that in Table 2.4, ferromagnetic metals have non-
integer Bohr magnetons per atom. This is in contrast to the isolated atom/ion case,
where the localized moments per atom or per formula unit (which corresponds to
μmax
z that can be determined from Hund’s rules) should be integral multiples of

Bohr magneton, for example, as shown in Q2.5. To discuss ferromagnetism in sys-
tems with conducting electrons, one can start from the Pauli paramagnetism pic-
ture. If there exists a spontaneous spin sub-band splitting due to the internal Weiss
molecular field HE = λM, then a spontaneous magnetization will emergeM = (n
− n )μB due to n n . For this to happen, the total energy change from the par-
amagnetic state to ferromagnetic state should be less than zero:

ΔE = ΔEK + ΔEP =
1
2
g EF δE 2

−
1
2
μ0λ μBg EF δE 2 < 0, 2 50

where ΔEK and ΔEP represent the variation of kinetic and (magnetic) potential
energy, respectively. This relation can be further simplified to

U g EF ≥ 1, 2 51

whereU = μ0μ
2
Bλ is related the Weiss molecular field constant and exchange inter-

action. The previous relation is known as the Stoner criterion. For a system to be
ferromagnetic, the product between the exchange interaction (related to U) and
the density of state at the Fermi energy (g(EF)) have to be greater than a certain
value to produce spontaneous sub-band splitting and therefore spontaneous mag-
netization. It is also interesting to note that some paramagnetic metals, such as Pt
(U g(EF)≈ 0.6) and Pd (U g(EF)≈ 0.8), are almost ferromagnetic [6]. Induced mag-
netization can exist in these metals through magnetic proximity effect when they
are in contact with ferromagnetic materials.

2.3.4 Antiferromagnetism

The spontaneous magnetic ordering in materials is not limited to parallel align-
ment of magnetic moments. Anti-parallel alignment of magnetic moments is also
possible. Such kind of magnetic ordering is known as antiferromagnetism. There-
fore, in an antiferromagnetic material, the magnetic moments with the same mag-
nitude are aligned anti-parallel with respect to each other in an ordered way and
results in zero magnetization when no magnetic field is applied. Similar to ferro-
magnetism, there is also a phase transition temperature for antiferromagnets
called the Néel temperature TN, above which the spontaneous magnetic ordering
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disappears and the system becomes paramagnetic. The simplest model (Néel
model) to describe an antiferromagnet is by considering a system with two
sublattices (sublattice A and B), in which the magnetizations |MA| = |MB| and
MA=−MB. If we again adopt the theory of Weiss molecular field, the internal
fields experienced by the two sublattices will be

HA
E = λAAMA − λABMB

HB
E = λBBMB − λABMA

, 2 52

where λAA, λBB, and λAB are all positive and correspond to the interactions
between A–A moments, B–B moments, and A–B moments, respectively. If we
further assume λ = λAB λAA (since A–B are closer than A–A or B–B), then
the magnetizations in two sublattices can both be described by

M = MsBJ
− gJJμBμ0λM

kBT
2 53

withMA=MB=M, which is similar to the case of ferromagnetism. One can expect
that the phase transition temperature will also have a similar form:

TN =
λnvμ0μ

2
eff

3kB
2 54

For antiferromagnets in the paramagnetic state (T > TN), by using the same
approach for ferromagnets (Q2.6), the temperature dependence of the magnetiza-
tion of two sublattices can be expressed as

MA =
CA

T
Happlied − λMB

MB =
CB

T
Happlied − λMA

2 55

From the definition of susceptibility,

χ =
MA + MB

Happlied
=

CA + CB T − 2λCACB

T2 −T2
N

=
2C

T + TN
, 2 56

where TN = λC and the assumption of C = CA = CB is used. This relation suggests
that magnetic susceptibility is inversely proportional to temperature when an anti-
ferromagnet is in the paramagnetic state. We summarize the temperature depend-
ence of 1/χ for paramagnetism, ferromagnetism, and antiferromagnetism in
Figure 2.9(a). Although it seems that antiferromagnets cannot gain spontaneous
magnetic ordering at positive temperatures (since the intercept from the theory
is−TN), in reality this is not the case. As shown in Figure 2.9b, the magnetic order-
ing will still emerge at positive temperatures, and only the extrapolation of the
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trend lines will go to negative temperatures. Experimentally determined negative

intercepts (denoted as Textrapolate
N ) typically deviate from the real Néel temperatures

(denoted as Ttransition
N ), as listed in Table 2.5.

It is also important to discuss the magnetic susceptibility χ of an antiferromag-
net below the Néel temperature TN. In the antiferromagnetic state, χ is depend-
ent on the direction of the field applied with respect to the spontaneous magnetic
ordering direction. As shown in Figure 2.10a, if the magnetic field is applied par-
allel to themoments in the two sublattices, then themagnetization will only have
small changes at low fields. In contrast, if the field is applied perpendicular to the
aligned-moments direction, then the moments from both sublattices can gradu-
ally rotate toward the applied field direction, causing a larger change in terms of

T

χ –1 χ –1

TC
T N

extrapolate
−TN TN

C

A

B

(a) (b)

T

Figure 2.9 (a) Ideal temperature dependence of the inverse of magnetic susceptibility for
paramagnetism (A), ferromagnetism (B), and antiferromagnetism (C). (b) Realistic temperature
dependence of the inverse of magnetic susceptibility for an antiferromagnet.

Table 2.5 Properties of some representative antiferromagnetic
materials.

Material T transition
N (K) Textrapolate

N (K)

MnO 116 −610

FeO 198 −570

CoO 291 −330

NiO 524 −1310

IrMn3 690 –
Cr 311 –
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field-induced magnetization. Therefore, typically one observes χ < χ⊥, as shown
in Figure 2.10b for their temperature dependencies.

2.3.5 Ferrimagnetism

Ferrimagnetism is similar to antiferromagnetism, except that the anti-parallel
aligned magnetic moments are not having the same magnitude, i.e. |MA|
|MB|. An illustrative way to describe paramagnetism, ferromagnetism, antiferro-
magnetism, and ferrimagnetism is shown in Figure 2.11. Unlike antiferromagnets,
ferrimagnets will have net moments even in the absence of magnetic field. There-
fore, in terms of M-H response, ferrimagnetic materials behave similarly to ferro-
magnetic materials. The theoretical framework to discuss ferrimagnetism is
similar to what we have introduced for antiferromagnetism (starting from
Eq. (2.52)), except that the assumption |MA| = |MB| is not used.
Although ferrimagnetic materials might behave similarly to ferromagnets, their

magnetizations typically have a more complicated temperature dependence. As
shown in Figure 2.12, for example, if the magnetic moments from two sublattices
have different temperature dependence below the critical temperature, then it is
possible that at a temperature below Tc and above 0 K, the net magnetization
becomes zero. This temperature is known as the compensation temperature Tcomp.
Also note that not all ferrimagnets are necessary to have Tcomp, as indicated in
Table 2.6.
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Figure 2.10 (a) Magnetization response to magnetic field applied perpendicular and
parallel to the sublattice magnetic moment orientation in an antiferromagnet.
(b) Corresponding perpendicular and parallel magnetic susceptibilities as functions of
temperature. Source: Adapted from Ref. [7].
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(a) (b)

(c) (d)

Figure 2.11 Illustrations of (a) paramagnetism, (b) ferromagnetism, (c) antiferromagnetism,
and (d) ferrimagnetism.

T

M
sublattice A moment

sublattice B moment

Tcomp

Tcomp
T

M

Figure 2.12 Different temperature dependence of sublattice A moment MA and
sublattice B moment MB, which leads to the existence of the compensation temperature
Tcomp.

Table 2.6 Properties of some representative ferrimagnetic materials.

Material TC (K) Tcomp (K) Moment per formula unit at 0 K (μB)

Y3Fe5O12 560 – 5.0

Gd3Fe5O12 564 290 16.0

Ho3Fe5O12 567 137 15.2

Dy3Fe5O12 563 220 18.2

Fe3O4 860 – 4.1
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2.4 Exchange Interactions

The concept of exchange interaction and exchange coupling lie at the heart of
magnetism. Exchange interaction originates from the quantummechanical nature
(Pauli exclusion principle) of identical particles (in this case electrons), which is
further related to the overlap among wave functions of these identical electrons.
The exchange interaction essentially determines the magnetic order or spin align-
ment in various ferromagnetic, ferrimagnetic, and antiferromagnetic materials.
Exchange interaction is also related to the Weiss molecular field constant λ and
the molecular field, which will be discussed in this section. A useful illustration
to understand the hierarchy of different types of exchange interaction/coupling
is shown in Figure 2.13, from which we can see that there exists two types of
exchange interaction: direct and indirect, where the former is responsible for mag-
netic ordering of moments having wave functions overlapped, while the latter is
such coupling over a longer distance through some intermediaries without direct
overlap of wave functions.

Hierarchy of exchange coupling.

P

E

D

S

I

R

DM1 DM2

P: The Pauli exclusion principle is
 the basis of all exchange forces.

E: An exchange interaction is a
 metaphorical description of the effects
 of the Pauli principle on the Coulomb
 repulsion between fermions. 

I: Indirect exchange is a coupling
 between quantum systems so far apart
 that some intermediary must be
 involved.

D: Direct exchange is a coupling between
 quantum systems close enough to have
 overlapping wave funtions.

R: RKKY is an indirect exchange where
 itinerant electrons are the inter-
 mediaries. 

S: Superexchange is an indirect exchange
 where the intermediary is a ligand.

DM1: The Dzyaloshinsky-Moriya coupling
 occurs when the spin information
 between the indirectly coupled systems
 is upset asymmetrically by spin-orbit
 effects. In this version, itinerant
 electrons are the intermediaries.

DM2:  As in DM1 except in this version the
 spin-orbit coupling occurs at an 
 intermediate ligand.

Figure 2.13 Hierarchy of exchange interaction. Source: Figure adopted from Ref. [8].
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2.4.1 Direct Exchange

To discuss direct exchange coupling, let us first consider a simple two-electron
(electron a and electron b) system. The overall wave function consists of two parts:
the spatial part and the spin part. By taking the Pauli exclusion principle into
account, the resulting wave function can be representing the anti-bonding state:

ΨA r1, r2 =
1

2
ψa r1 ψb r2 −ψa r2 ψb r1

1

2
+ 2 57

or the bonding state:

ΨS r1, r2 =
1

2
ψa r1 ψb r2 + ψa r2 ψb r1

1

2
− , 2 58

where ψa and ψb represent the individual wave function of electron a and electron
b, respectively. The arrows and represent the spin component of the wave func-
tion. It is important to note that ΨA(r1, r2) = −ΨA(r2, r1) (antisymmetric)
and ΨS(r1, r2) = ΨS(r2, r1) (symmetric). Also note that the spin component of
ΨA(r1, r2) has three possible states (triplet), which correspond to Stotal = 1
(mstotal = − 1, 0, + 1), while ΨS(r1, r2) has only one possible state (singlet) with-
Stotal = 0 and mstotal = 0 Since the energies correspond to the anti-bonding

state and bonding state are EA = ΨA H ΨA = Ψ∗
AHΨA dr1dr2 and ES =

ΨS H ΨS = Ψ∗
SHΨS dr1dr2 , we can define an effective Hamiltonian that is

related to the spin information

Heff =
1
4

ES + 3EA −
1

ℏ2 ES −EA S1 S2, 2 59

where S1 and S2 correspond to the spin angular momentum of electron a and elec-
tron b, respectively. Note that the expectation value of S1 S2 can be calculated by
realizing that

Stotal
2 = S1 + S2

2 = S1
2 + S2

2 + 2S1 S2 2 60

and therefore

Stotal Stotal + 1 ℏ2 = S1 S1 + 1 ℏ2 + S2 S2 + 1 ℏ2 + 2S1 S2 2 61

Since Stotal = 1 (triplet) or Stotal = 0 (singlet) and both S1 and S2 = 1/2, the expec-
tation value of S1 S2 is therefore ℏ

2/4 for the triplet state and−3ℏ2/4 for the singlet
state. Using this relation, we verify that the effective Hamiltonian in Eq. (2.59) can

indeed give us Heff = EA for the anti-bonding (triplet) state and Heff = ES for

the bonding state.
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One can further simplify the effective Hamiltonian to be

Heff = − 2J S1 S2, 2 62

where J≡ (ES− EA)/2ℏ
2 is known as the exchange coupling constant. The constant

part of the original effective Hamiltonian has been neglected. Note that when J> 0
(J< 0), ES > EA (ES < EA), then the system prefers the triplet (singlet) state with
parallel (anti-parallel) spins. To bemore generalized, if the system consists of more
than two spins, the Hamiltonian can be expressed as

H = −
i, j

Jij Si S j, 2 63

which is known as the famous Heisenberg Hamiltonian. The exchange constant J
or Jij can be either positive or negative. One can imagine that when the inter-
atomic distance is small, the overlap between the two electronic wave functions
is more significant; therefore, the spins prefer anti-parallel alignment. On the
other hand, if the inter-atomic distance is large, where the wave function overlap
is less significant, the spins then prefer parallel configuration. The Bethe-Slater
curve shown in Figure 2.14 represents the magnitude of direct exchange coupling
as a function of inter-atomic distance. It can be seen that 3d transition metal Co is
located near the peak of this curve (J> 0) and therefore being ferromagnetic, while
Mn and Cr are on the side of negative exchange (J < 0) and therefore being anti-
ferromagnetic. The sign of J for Fe depends on the crystal structure, with J > 0 for
α-Fe (ferrite, body center cubic structure) and J < 0 for γ-Fe (austenite, face center
cubic structure).
The Heisenberg model is also connected to the Weiss molecular field theory. If

we simply focus on one spin in the system at a time (Si), the rest of the spins in the

Cr

Mn

Fe

Co

Ni
Gd

a/r

J

Figure 2.14 Bethe-Slater curve, where a represents the inter-atomic distance and r
represents the radius of the d shell.
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system will then create a mean field (Hmf) acting upon the spin of interest. The
corresponding exchange interaction is

Ei
ex = H

i
= − 2JSi

j

S j = − μi Bmf = − gμBSi μ0Hmf 2 64

Hence, this mean field can be expressed as

Hmf =
2J

μ0gμB j

S j ≈
2zJ
μ0gμB

S j , 2 65

where z represents the number of nearest neighbors (assuming the nearest neigh-
bors contribute most of the coupling). If we further use M = nvgμB Sj , then the
mean field is

Hmf =
2zJ

μ0nv gμB
2 M = λM 2 66

Now we can see that the Weiss molecular field constant λ is directly related to the
exchange coupling constant J. The Curie temperature (assuming all moments have
only spin contribution) is then expressed as

TC =
2zJμ2eff
gμB

23kB
=

2zJ S S + 1
3kB

2 67

2.4.2 Indirect Exchange: Superexchange

In many occasions, we do observe magnetic order even when the inter-atomic dis-
tance is too large to sustain wave function overlap and direct exchange coupling.
Evenwithout itinerant electrons, such long-rangemagnetic ordering can still exist.
For example, in magnetic oxides such as iron garnets and spinel ferrites, the mag-
netic ordering actually originates from an indirect exchange mechanism called
superexchange or Kramers-Anderson superexchange [9]. Superexchange
describes the interaction between magnetic moments or ions too far apart to be
connected by direct exchange but can be coupled over a relatively long distance
through a nonmagnetic ion. We can take antiferromagnetic MnO as an example.
The coupling between the moments on a pair of metallic ions (Mn2+, with elec-
tronic configuration of 3d5 and moment of 5 μB) separated by an oxygen ion
(O2−) can be mediated by the p-orbital of O2− as illustrated in Figure 2.15.
Although the electrons in the d orbitals of these two Mn2+ ions are far away from
each other, the electronic spin configuration therein should be opposite due to the
overlap between their d orbitals and the p orbital of O2−. The two spins in p orbital
of O2− can only be opposite due to the Pauli exclusion principle. This results in a
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long-range antiferromagnetic coupling between themagnetic moments from these
two Mn2+ ions.

2.4.3 Indirect Exchange: RKKY Interaction

Indirect exchange couples moments over relatively large distances. It is also the
dominant exchange interaction inmanymetals, where there is only little or almost
no direct overlap of wave functions among neighboring electrons. It therefore acts
through an intermediary, which in metallic materials are the conduction electrons
or itinerant electrons. A simplified picture is is as follows: A magnetic ion induces
spin polarization in the conduction electrons in its neighborhood. This spin polar-
ization in the itinerant electrons is experienced by the moments of other magnetic
ions within the range leading to an indirect coupling. This type of exchange is bet-
ter known as the RKKY interaction, which was named after Ruderman, Kittel,
Kasuya, and Yoshida.
The RKKY exchange coupling constant J oscillates from positive to negative as

the separation of the magnetic moments changes and has an oscillatory nature
shown in Figure 2.16. The oscillatory behavior of J can be expressed as

JRKKY r F 2kFr , 2 68

where kF is the Fermi wave vector, and

F x =
sin x− x cos x

x4
2 69

Therefore, depending on the separation between a pair of ions, their magnetic cou-
pling can be ferromagnetic or antiferromagnetic.

Transition
Metal

Transition
MetalOxygen

Px

3d x2– y2

T++ T++

e– e–

Oxygen– –

3d x2– y2

Figure 2.15 Superexchange coupling of Mn2+-Mn2+ moments through O2− in the
antiferromagnetic MnO. Source: Adapted from Ref. [10].
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Note that for rare-earth metals, the electrons (responsible for magnetic
moments) in the 4f shell are shielded by the 5s and 5p electrons; therefore, direct
exchange is rather small, and indirect exchange through the itinerant electrons is
responsible for the magnetic order in these materials. Also note that due to the
oscillatory behavior of exchange coupling constant J as a function of moment sep-
aration, one can artificially engineer exchange coupling to be either ferromagnetic
(J> 0) or antiferromagnetic (J< 0) by tuning the interatomic distance through thin
film layer design. This can be achieved by growing multilayer structures with a
ferromagnetic/normal metal/ferromagnetic (FM/NM/FM) sandwich structure,
as shown in Figure 2.17. Parkin and Mauri demonstrated that Ru is a suitable
material for realizing RKKY interaction with either ferromagnetic or antiferro-
magnetic coupling when Ru thickness is varied in the range of 0.5–2 nm [11]. This
property is widely employed in modern-day magnetoresistive random-access
memory (MRAM) devices to develop the so-called synthetic antiferromagnetic
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Figure 2.16 Exchange coupling
constant J from RKKY interaction as a
function of inter-atomic distance r.
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Figure 2.17 RKKY interaction leads to an oscillatory exchange coupling constant J as a
function of Ru thickness in a Ni80Co20/Ru/Ni80Co20 sandwich structure. Source: From Ref. [11].
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(SAF) structure through sputter deposition. Similar oscillatory exchange coupling
constant has also been reported by C.F. Majkrzak et al. in a single-crystal Gd─Y
superlattice system [12].

2.4.4 Dzyaloshinskii-Moriya Interaction (DMI)

The spontaneous magnetic order originated from exchange interactions of the sca-

lar product type, i.e. with Hamiltonian H Si S j , can have parallel (ferromag-
netic) or antiparallel (antiferromagnetic and ferrimagnetic) configurations.
However, it is also possible for system with spins to have cross-product form, with

H Dij Si × S j , which is known as antisymmetric or anisotropic exchange

interaction that is caused by the spin-orbit interaction. The theory of such antisym-
metric exchange was first proposed by Igor Dzyaloshinskii (Dzyaloshinsky) [13]
and Toru Moriya [14], and therefore such exchange interaction is also often called
the Dzyaloshinskii-Moriya interaction (DMI), with

HDMI = −Dij Si × S j , 2 70

where the DMI constant vector Dij depends on the crystal structure and broken
inversion symmetry, as shown in Figure 2.18. The DMI can also be a long-range,
indirect type of exchange interaction, in which the coupling of Si and Sj can be
mediated by itinerant electrons (metallic case) or ligands (insulating case) through
spin-orbit interactions. In recent years, it has been found that DMI is related to the
formation of exotic spin textures such as magnetic skyrmion [15] and chiral Néel
domain wall (DW) [16, 17].

HDM= –D12•(S1× S2)

Large SOC

S1

S2

D12

Figure 2.18 Schematic illustration of Dzyaloshinskii-Moriya interaction. The coupling
between spin moments S1 and S2 are mediated through the large spin-orbit coupling (SOC)
ion. The DMI constant vector D12 is normal to the plane formed by the triangular structure.
Source: Adapted from Ref. [15].
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2.5 Magnetization in Magnetic Metals and Oxides

Although we have already covered the possible origins of magnetic order in differ-
ent material systems, which involve different types of exchange interactions, we
still have not discussed the magnetic properties of those common ferromagnetic
metals, namely, Fe, Co, and Ni. In fact, we briefly mentioned in a previous
section that for systems with conducting electrons, Stoner criterion determines
a metallic system being ferromagnetic or not (due to spontaneous sub-band split-
ting). We will elaborate more on that from a band structure point of view for those
common ferromagnetic metals in this section. The magnetic properties of some
common magnetic insulators, such as iron garnets and spinel ferrites, will also
be covered.

2.5.1 Slater-Pauling Curve

Upon observing the magnetic moments in various types of ferromagnetic alloys
formed by 3d transition metals, one can find a general trend as shown in
Figure 2.19. The observed averaged magnetic moment per atom will linearly
increase from 0 to 2.5 μB as the number of electrons per atom (atomic number)
of the alloy varies from 24 to slightly above 26. As the number of electrons per atom
increases further, the moment per atom starts to decrease linearly. For example,
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Figure 2.19 Slater-Pauling curve. The magnetic moment per atom for Fe, Co, Ni, and
their alloys as a function of number of electrons per atom. Source: Adapted from [10].
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pure Fe (bcc) has moment per atom of 2.2 μB. Doping Ni into Fe (forming Fe1-xNix
alloy) will first enhance the average moment to ~2.4 μB, then it will linearly
decrease toward pure Ni value ~0.6 μB as Ni composition further increases. Note
that there are some data from the fcc Fe1-xNix that deviate from the trend line for
bcc Fe1-xNix alloy due to bcc-to-fcc phase transformation. The Slater-Pauling curve
indicates that as long as there is no significant change in terms of crystal structure,
the averagemagnetic moment seems to have a direct and linear dependence on the
number of electron, and therefore the Fermi energy, of the ferromagnetic alloy.

2.5.2 Rigid Band Model

Besides the experimental observation of Slater-Pauling curve, let us recall that the
Stoner criterion states that U g(EF)≥ 1 will lead to spontaneous sub-band splitting
of the opposite spins and therefore a spontaneous net magnetic moment. For tran-
sition metals, it turns out that the density of states g(EF) will be large if the Fermi
energy comes across the d band (for example, Fe, Co, and Ni). In contrast, if the
Fermi energy is crossing the s band instead of the d band, g(EF) will be small, and
the Stoner criterion will not be satisfied (for example, Cu). Based on these knowl-
edge, a simple “rigid” band model can be employed to describe the Slater-Pauling
curve result, as shown in Figure 2.20 for the Fe1-xNix alloy case.We assume that the
density of states for both s band and d band are not affected by the variation of
number of electrons (Fermi energy), with the two d sub-bands being spontane-
ously split due to U g(EF)≥ 1. Alloying or changing the number of electrons per
atom will only modify the Fermi energy. The average magnetic moment of such
system can be expressed as μalloy≈ (Nd −Nd )μB. Starting from the pure Ni side
and gradually increasing the Fe concentration, Nd = 5 (the Fermi energy is
already above the spin-up sub-band); therefore, μalloy≈ (5−Nd )μB. But since

4s

3d EF

Fe

EF
EF

FeI–x Nix Ni

Figure 2.20 Rigid band model for Fe1-xNix alloy. Source: Adapted from [10].
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Nd = Nd +Nd = 5+Nd , the average moment per atom is then μalloy≈ (10−
Nd)μB. This reflects the linear decreasing trend of moment per atom while increas-
ing the number of d electrons (number of electrons per atom). Note that although
the rigid band model can roughly explain the experimental trend of the Slater-
Pauling curve, the real band structures and densities of states for Fe, Co, and
Ni are very different from the simplified picture, as illustrated in Figure 2.20.

2.5.3 Iron Oxides and Iron Garnets

Unlike ferromagneticmetals with conducting electrons, themagnetic properties of
magnetic insulators typically stem from the magnetic moments of isolated ferric
and rare earth ions. In the case of iron oxides, they typically have negative
exchange couplings (J < 0) among the consisting ferric ions (Fe3+ or Fe2+), which
makes them either ferrimagnetic or antiferromagnetic. For example, the ferric ions
Fe2+ (4μB, Q2.5) in a FeO with rocksalt structure are negatively exchange coupled
through the superexchange mechanism, which is mediated by the O2− ions. Since
only one type of ferric ion exists, the antiparallel alignment of those Fe2+ ions leads
to antiferromagnetism. On the other hand, there exists two types of ferric ions
(Fe2+with 4 μB and Fe3+with 5 μB) in amagnetite, Fe3O4 (FeO-Fe2O3) with inverse
spinel structure; therefore, a net moment exists. Another common family of mag-
netic insulator is known as the iron garnet or rare-earth iron garnet, which has the
form of R3Fe5O12, where R stands for the rare-earth element (R = Y, Gd, Tm, etc.
See Table 2.6). These ferrimagnetic insulators are complicated in terms of structure
but are of great importance in some applications. For example, Yttrium iron garnet
(Y3Fe5O12, also known as YIG) has a relatively much lower magnetic damping
constant (~10−4) while compared to those from ferromagnetic metals (~10−3),
which is advantageous for various microwave, optical, and acoustic applications.

2.6 Phenomenology of Magnetic Anisotropy

When a physical property of a material is a function of direction, we say that prop-
erty has anisotropy or is anisotropic. In contrast, the property is isotropic if there is
no directional dependence. Magnetic anisotropy is the key to many important fea-
tures of MRAM as well as other applications, such as permanent magnets. In pre-
vious sections, we only covered the origin of magnetization and magnetic
moments, but we have not mentioned the origin of magnetic anisotropy. In this
section, we first briefly discuss the phenomenology of magnetic anisotropy and
its possible origins. Then we discuss the concept of domain and DWs, which is
related to the competition between magnetic anisotropy energy and exchange
interaction energy.
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2.6.1 Uniaxial Anisotropy

Without addressing its origin, the simplest model to describe a magnetic system
with anisotropy is the uniaxial model, which indicates that the magnetization pre-
fers to point along a certain axis called the easy axis (with two preferred directions).
For example, if we set the easy axis to be along z-direction, then a phenomenolog-
ical uniaxial magnetic anisotropy energy density can be expressed as

ua =
U
V

=
n
Ku,nsin

2nθ = Ku0 + Ku1sin
2θ + Ku2 sin

4θ + …, 2 71

where V is the volume of the magnetic system and angle θ is the angle between the
magnetization and the z-axis. Ku, n represents the n

th order anisotropy energy den-
sity. If we drop the constant term (since it is not angle dependent) and only keep
the first-order term, then the expression can be further simplified to

ua ≈Ku1 sin
2θ 2 72

The uniaxial magnetic anisotropy energy profile then can be illustrated as shown
in Figure 2.21, where the sign of Ku1 will determine the shape of this energy land-
scape. It can be seen that for a positive Ku1, magnetizationM (which is considered
as a constant magnitude vector) tends to align along the positive z-direction or neg-
ative z-direction, therefore having the easy axis behavior as we expected. On the
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Figure 2.21 Visualization of uniaxial anisotropy energy density profile as a function of
θ with Ku1 > 0 (easy axis) and Ku1 < 0 (easy plane).
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other hand, when Ku1 is negative,M prefers to lie in the x-y plane, therefore having
the easy plane behavior. We will use this model to discuss the switching behavior
of M when a magnetic field H is applied in Chapter 5.
In the case of crystalline ferromagnetic materials, Co with hcp crystal structure

shows uniaxial magnetic anisotropy with its easy axis along the c-axis ([0001] axis)
of its unit cell, as shown in Figure 2.22. The first- and the second-order anisotropy
energy densities are Ku1 = 4.1 × 105 J/m3 and Ku2 = 1.5 × 105 J/m3(SI unit), respec-
tively. Also note that the axes on the easy plane (x-y plane) can be considered as the
hard axes, which suggests that a stronger magnetic field is required to saturate
magnetization along those directions (for example, [1000] direction for Co).

2.6.2 Cubic Anisotropy

Crystalline Fe andNi have bcc and fcc crystal structures, respectively. They possess
cubic anisotropy instead of uniaxial anisotropy, as shown in Figure 2.23. For bcc
Fe, the magnetization is relatively easier to get saturated by applying a magnetic
field along [100] directions (along x, y, and z axes), whereas for Ni the [111] axes are
the easy axes.
The anisotropy energy density for systems with cubic anisotropy can be

expressed as

ua = K0 + K1 α21α
2
2 + α22α

2
3 + α23α

2
1 + K2 α21α

2
2α

2
3 + …, 2 73

where αi =mi =Mi/Ms is the projection of magnetization onto the ith-axis. For the
Fe case, K1 = 4.8 × 104 J/m3 and K2 = − 1.0 × 104 J/m3. For the Ni case, K1 =
−4.5 × 103 J/m3 and K2 = − 2.3 × 103 J/m3. Their anisotropy energy density pro-
files based on these numbers are illustrated in Figure 2.24.
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Figure 2.22 hcp Co has uniaxial magnetic anisotropy with easy axis along the [0001] axis.
Source: Adapted from [10].
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2.7 Origins of Magnetic Anisotropy

Although the phenomenological picture of magnetic anisotropy is useful in
describing different anisotropic behaviors of various materials systems, it does
not give us any insights on the microscopic origin(s) of such direction or angle-
dependent effect. For the following sections, we will address some commonly seen
origins of magnetic anisotropy.
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Figure 2.23 bcc Fe and fcc Ni have cubic anisotropy. Source: Adapted from [10].
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Figure 2.24 Visualization of cubic anisotropy energy densities for Fe (bcc) and Ni (fcc).
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2.7.1 Shape Anisotropy

In previous sections, we see that themagnetic anisotropy can be related to the crys-
tal structure for single crystal systems. However, it is also common for materials
scientists and physicists to deal with materials with polycrystalline or amorphous
structure. In those cases, since macroscopically there are no preferred orientations
of magnetic moment, ideally those systems can be considered as magnetically iso-
tropic. Nevertheless, some other factors will come into play and serve as the source
of magnetic anisotropy, even without crystalline structures. Shape anisotropy is
one commonly seen source.
Recall that in Chapter 1 we discussed the existence of demagnetization field

(demag field), which purely originates from the magnetostatic property of the
magnetic object and therefore its geometry. Let us consider a ferromagnetic
rod as shown in Figure 2.25, where the magnetization can be measured by apply-
ing magnetic field either along the long axis or along the short axis of the rod. We
find that the magnetization will be easier (harder) to saturate if the magnetic
field is applied along the long (short) axis of the rod. Therefore, the long axis
is the easy axis of this magnetic rod system. It can be readily understood by what
we have learned in Chapter 1: The surface magnetic charges with opposite signs
are further away from each other in the H-parallel-to-long-axis case, while com-
pared to the H-perpendicular-to-long-axis case. Therefore, the demag field will
be greater if H is applied perpendicular to the long axis. We will discuss this in
more detail for the thin film case and its importance for MRAM applications in
Chapter 5.
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H∥
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Figure 2.25 The easy (long) axis and the hard (short) axis of a ferromagnetic rod with
elongated geometry. The magnetization will be harder to be saturated along the short axis
due to a greater demagnetization field to overcome.
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2.7.2 Magnetocrystalline Anisotropy (MCA)

The previously mentioned magnetic anisotropy for crystalline Fe, Co, and Ni is
called the MCA. MCA originates from the interplay between spin-orbit interaction
(atomic factor) and crystal electric field effect (environment factor). As illustrated
in Figure 2.26, the atomic magnetic moments originated from the spin and orbital
angular momentum will be affected by the crystal field from the neighboring orbi-
tals. For example, if the orbital quantum number of the moment of interest is non-
zero, which results in an atomic orbital with twofold or fourfold symmetry, then
placing such orbital in a crystal electric field with twofold or fourfold symmetry
will make the orbital hard to rotate freely; hence, MCA will be found. In contrast,
if such orbital is placed in an isotropic environment, then no anisotropy will be
induced. Another example is looking at different d-orbitals located at an octahe-
dral site of a crystal. The electrons in different d-orbitals will experience different
magnitudes of Coulomb interactions, which lifts the degeneracy of the five d-
orbitals shown. In this case, dxy, dyz, and dxz are more energetically favorable than
dz

2 and dx
2
-y
2. The preferred orientations of magnetic moments (as determined by

the d-orbital) will therefore be affected by the environment (the crystal field from
the octahedral site). In sharp contrast, the s-orbital will not experience the crystal
field effect, since it is isotropic.
It is also important to note that for 3d transition metal ions, the crystal electric

field effect dominates the spin-orbit interaction; therefore, the angular orbital
momentum contribution is typically “quenched” by the environment, which leads

Atomic
Orbital

CEF

l > 4 l = 4 l = 2

CEF = 0 CEF ≠ 0

<Lz>=0 <Lz>≠0

Figure 2.26 Schematic illustration of MCA: the atomic orbital and crystal electric field
(CEF) effects. Source: Adapted from Ref. [10].
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to L = 0, and the resulting effective moment is expressed as μeff = gsμB S S + 1 ;
i.e. only the spin part contributes to the moment. For 4f rare-earth ions, the spin-
orbit interaction term is relatively larger than that from the crystal field effect.
Therefore, total angular momentum has to be considered, and the Hund’s rules
prediction is valid; i.e. μeff = gJμB J J + 1 .

2.7.3 Perpendicular Magnetic Anisotropy (PMA)

In magnetic thin film engineering, hard-disk drive development, as well asMRAM
development, perpendicular magnetic anisotropy (PMA) of the magnetic record-
ing media is crucial. It is one of the key approaches to enhance the data storage
density. For those magnetic recording media, magnetic thin films of less than
1 μm of thickness are typically employed. However, we learned in a previous
section that the demagnetization field from the magnetostatic effect will tend to
make the magnetic moments in such films possess in-plane anisotropy (shape ani-
sotropy) rather than out-of-plane anisotropy (PMA). Therefore, materials selection
and engineering are necessary to introduce PMA to the thin films.
Two types of PMA can be induced in magnetic thin films: bulk PMA and inter-

facial PMA. Bulk PMA can be found in rare-earth-transition metal (RE-TM) thin
films, such as CoGd, CoTb, and FeCoTb. These films can be prepared by co-sputter
deposition. The moment of each sublattice in these materials are antiferromagne-
tically coupled, resulting in ferrimagnetism. As for interfacial PMA, buffer layer/
CoFeB/MgO, Pt/Co (Pd/Co, Ni/Co) multilayer systems are some of the common
options. In buffer/CoFeB/MgO heterostructures, the PMA originates from the
hybridization of Fe(Co) d-orbital and O p-orbital [18]. An annealing process
around 300 C is usually necessary to allow the boron to diffuse out of the CoFeB
layer and let the CoFeB layer crystallize into bcc structure with (100) texture (with
respect to MgO) [19]. To assist the boron diffusion, it is also important that the
buffer layer acts as a boron sink to induce PMA. In contrast, Pt/Co (or Ni/Co,
Pd/Co) multilayer system does not require a thermal annealing process. The origin
of PMA in Pt/Co multilayer is still unclear. Some groups attribute the origin to the
interfacial MCA between Pt and Co since the anisotropy energy alters when the Pt
crystallographic orientation is different [20], while some groups suggest that the
PMA originates from the inter-diffusion between Pt and Co or the formation of
Pt-Co alloy [21].

2.8 Magnetic Domain and Domain Walls

In reality, the moments in magnetic materials can have different orientations even
if they are coupled ferromagnetically. Weiss postulated that this circumstance can
originate from themultiple tinymagnetized blocks inside thesematerials, which is
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the result of competition among different magnetic energies. These blocks with
particular magnetization are calledmagnetic domains, and the region/boundaries
that separate the domains are called domain walls (DWs), as shown in Figure 2.27.
Under the application of an external field, magnetization in domains and DWswill
be affected. To configure the alignment of magnetic moments in a domain and the
corresponding motion of a DW, equilibrium among different magnetic energies
plays an important role. The relevant energy terms are exchange energy, magne-
tostatic energy, magnetic anisotropy energy, magnetoelastic energy, and Zeeman
energy (external field).

2.8.1 Domain Wall

A typical DW can be treated as the region with a continuous variation of the mag-
netic moment alignment between two magnetic domains, as shown in
Figure 2.28 for a one-dimensional case. The key parameter of describing a
DW is its width (or thickness). DW width can be further determined by the equi-
librium between exchange energy and anisotropy energy. The size of a DW can
range from ~10 nm to ~1000 nm, depending on the values of the exchange and
anisotropy energies of the materials.
It is also important to note that there are twomajor types of DWs, namely, Bloch

wall and Néel wall (as shown in Figure 2.29). In normal circumstances, the DW
moments will tend to point perpendicular to the DW plane normal due to lower

H H

Figure 2.27 Illustration of magnetic domains in a ferromagnetic material.
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Domain wall thickness

π/ 2

π

Figure Figure 2.28 Illustration of a
DW in between two magnetic
domains.
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total energy, which is the Bloch type. However, Néel noticed that the result might
be different when the magnetic film becomes thinner than a specific thickness, at
which the magnetic moments tend to lie in-plane to reduce the magnetostatic
energy. Néel walls with the magnetic moments therein pointing along the normal
of the wall plane will form consequently. In recent studies researchers also found
that the interfacial DMI in some PMA systems (such as Pt/Co/oxide, Ta/CoFeB/
MgO, etc.) will favor the formation of Néel wall as well, which will further affect
the dynamics of such DW motion.

2.8.2 Single Domain and Superparamagnetism

For MRAM applications, we typically want the magnetic layer used for memory
storage to have a single domain rather than multiple domains. This is because
the multidomain nature will result in intermediate states of the memory ele-
ment, which is undesirable. Achieving single domain, for example, for a mag-
netic memory element, is typically done by shrinking the size of it. By taking
the competition among exchange interaction, anisotropy energy, and magneto-
static energy into account, the critical size of gaining a single-domain nature of
a magnetic particle is typically ~100 nm. That is one of the reasons why state-of-
the-art MRAM devices are commonly smaller than 100 nm in terms of lateral
dimensions.
However, it is also important to address that one cannot indefinitely shrink the

size of such magnetic particles and still maintain its ferromagnetic properties.
This is because in previous discussions, we have not considered the factor of ther-
mal activation; i.e. the ambient thermal energy may become greater than the
energy barrier separating the two distinct magnetic states (two different mag-
netic moment orientations of the single-domain particle). If the size of the mag-
netic particle is too small (~ the order of 10 nm) such that the thermal energy
from the surrounding is greater than its energy barrier (which is proportional

+ ++ ++ ++ +

BIoch Néel

+ +
+

Figure 2.29 Bloch wall and Néel wall in magnetic thin films. Source: Adapted from Ref. [10].
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to the size of the magnet), then the particle will behave like a paramagnetic
material, since thermal agitation will cause the jump between the two magnetic
states. This is known as superparamagnetism. Therefore, a reasonable design of
the size r of the magnetic particle or magnetic memory element is that r0, super-
paramagnetic < r < rc, single-domain, as indicated in Figure 2.30.

Homework

Q2.1 The ferromagnetic resonance (FMR) corresponds to the excitation of
magnetic precession in real ferromagnetic materials. FMR is actually
related to both the applied field B and the demagnetization field μ0Hd inside
the material. For a ferromagnetic thin film, μ0Hd = μ0M. In 1948, Charles
Kittel provided a formula to describe the resonance (precession) condition
for magnetic thin films [22]:

ω = γ B B + μ0M 2 74

Consider that you have a sample of Co thin film withM= 1000 emu/cm3. If
you have an electromagnet that can provide magnetic field from 0 up to
0.2 Tesla (0 < B< 0.2 T), then what’s the frequency range (in units of Hz)
of seeing FMR?

A2.1: M = 1000 emu/cm3 = 106 A/m. ω = 2πf = γ B B + μ0M

f = γ 2π B B + μ0M . B = 0–2 Tesla corresponds to f = 0–7.55 GHz.

HC
Single domain

M

H
Multi-domain

Particle sizerc,single-domain

r < rc,superparamagnetic

r0,superparamagnetic

Figure 2.30 Coercive field of a magnetic particle as a function of its size. The
corresponding M-H loop for a particle size smaller than the superparamagnetic limit is
also shown.
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Q2.2 Estimate the Bohrmagneton, which is themagnitude (SI units) of magnetic
moment from an electron orbiting around the hydrogen nucleus, through a
classical approach. (Hint: Some quantities might be useful during the cal-
culations, for instance, electron charge e = 1.6 × 10−19 C, electron mass
me = 9.1 x 10−31 kg, Bohr radius r0 = 0.53 Å, and the binding energy of
a hydrogen atom E = 13.6 eV.)

A2.2 μ = IA = efA = e ω 2π πr20 = evr0 2 = e 2E me r0 2

= 9 274 × 10− 24 A m2

Q2.3 Followed by previous problem, consider a material made up of such kind of
atomic magnetons, what will be the magnetization value in terms of A/m
and emu/cm3, respectively? Please give a rough estimation. (Hint: How
many atoms are there in a cubic meter space?) Does the number close to
the saturation magnetization values that you can find for typical ferromag-
netic materials?

A2.3 Typically the density of atoms in solids is nV ~ 1028 to 1029 m−3. Mag-
netization can be calculated by M = nV μ≈ 1028(29) 9.274 × 10−24 A/m≈
105(6) A/m ≈ 102(3) emu/cm3. This is close to the measured values of satu-
ration magnetizations in Fe (1707 emu/cm3), Co (1400 emu/cm3), and Ni
(485 emu/cm3).

Q2.4 Consider a typical potential energy for the electron in a hydrogen atom: U
(r) = − e2/4πε0r. Please give a rough estimation of the magnitude of ΔESO

for a p electron (such that orbital quantum number is not zero) in a hydro-
gen atom. Please write down your estimation in units of both eV and
J (Hint: Do not worry about the exact form or number of 1/rn , S , and
L ; just consider their orders of magnitude for this problem. r ~ Bohr
radius, S ~ L ~ℏ.)

A2.4 ΔESO ≈ e2ℏ2

8πε0m2
e c

2a30
≈ 1 2 × 10− 22 J≈ 7 5 × 10− 4eV.

Q2.5 Determine the values of S, L, and J for the ground states of isolated Fe3+

and Fe2+ ions using Hund’s rules. Further determine their effective mag-
netic moments per ion, μeff, and the maximum allowed μz. Now, consider
the fact that orbital quenching exists and L = 0 for both ions, determine
their μeff and maximum μz.
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A2.5
Scenario 1 (without orbital quenching):

Fe3+ Fe2+

3d shell 3d5 3d6

S, L, J 5/2, 0, 5/2 2, 2, 4
μeff 5.92 μB 6.71 μB
μmax
z 5 μB 6 μB

Scenario 2 (with orbital quenching):

Fe3+ Fe2+

3d shell 3d5 3d6

S, L, J 5/2, 0, 5/2 2, 0, 2
μeff 5.92 μB 4.90 μB
μmax
z 5 μB 4 μB

Q2.6 Show that at T> TC, when a small magnetic field is applied, the magnetic
susceptibility follows the Curie–Weiss law.

A2.6 When the applied field is small,

M = MsBJ x ≈Msx J + 1 3J = MsgJ J + 1 μBμ0 Happlied + λM 3kBT

M = nVgJμBJ gJ J + 1 μBμ0 Happlied + λM 3kBT =
C
T

Happlied + λM

χ
M

Happlied
=

C
T

T
T − λC

=
C

T −TC

Q2.7 Let us assume S= 1 for BCC Fe (α-Fe). Based on the observed TC= 1043 K,
what is the magnitude of J (in units of J and eV)?

A2.7 For a BCC structure, the coordination number z = 8. Using
the provided S = 1 and TC = 1043 K, J is calculated to be 1.35 × 10−21 J
(8.44 × 10−3 eV). In fact, this magnitude is much greater than the dipolar
interaction energy (~10−6 eV) of two spin moments separated by a regular
inter-atomic distance, which indicates that exchange interaction is domi-
nating over dipolar interaction in determining the magnetic order in
materials.

Q2.8 When ferromagnetic layer CoFeB thin film is sandwiched between Ta and
MgO, the CoFeB layer could possess PMA if the thickness tCoFeB is less than
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2 nm. As shown in Figure 2.31a and b, the presence of a Ta insertion layer
will have a dramatic influence on anisotropy: Without Ta insertion, the
CoFeB layer has in-plane magnetic anisotropy, while with Ta the anisot-
ropy becomes out of plane. Assume that these two representative films both
have uniaxial anisotropy with the measured Ms = 1280 emu/cm3 for
CoFeB; please estimate anisotropy energy density constant K (in units of
erg/cm3) for both films using the M-H curves provided.

A2.8 K (without Ta) ~−2.24 × 106 erg/cm3 and K (with Ta) ~ 1.28 × 106

erg/cm3. Note that negative K corresponds to in-plane anisotropy, while
positive K corresponds to PMA.

Q2.9 The K that you calculated in previous problem is typically called effective
perpendicular anisotropy energy density and can be expressed as (in
cgs units)

Keff = KV − 2πM2
s +

2Ks

tCoFeB
, 2 75
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Figure 2.Q8 (a) MgO(5)/Co40Fe40B20(1.8)/MgO(5)/Ta(5) and (b) MgO(5)/
Co40Fe40B20 (1.1)/Ta(0.2)/Co40Fe40B20(1.1)/MgO(5)/Ta(5). (c) Dependences of Keff
tCoFeB on tCoFeB for the samples MgO(5)/Co40Fe40B20(tCoFeB)/MgO(5)/Ta(5) and with
and without the 0.2 nm Ta insertion layer in the middle of the CoFeB layers. Source:
Adapted from [23].
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where KV is the CoFeB volume anisotropy energy density, and in this case
KV ~ 0. Ks is the interfacial anisotropy contribution. Please explain why we
typically plot KefftCoFeB as a function of tCoFeB (Figure 2.31c) rather than Keff

versus tCoFeB. What information can we extract from this type of graph?

A2.9 By plotting KefftCoFeB as a function of tCoFeB, one can extract demag-
netization field of the film from the slope and the interfacial anisotropy
energy density Ks from the y-intercept.

References

1 Einstein, A. and Haas, W.J.d. (1915). Experimental proof of the existence of
Ampère’s molecular currents, Koninklijke Akademie van Wetenschappen te
Amsterdam. Proceedings 18: 696.

2 Frenkel, V.Y. (1979). On the history of the Einstein-de Haas effect. Sov. Phys.
Uspekhi 22: 580.

3 Uhlenbeck, G.E. and Goudsmit, S. (1926). Spinning electrons and the structure of
spectra. Nature 117: 264.

4 Ashcroft, N.W. and Mermin, N.D. (1976). Solid State Physics. Brooks Cole.
5 Coey, J.M.D. (2010). Magnetism and Magnetic Materials. Cambridge, UK:

Cambridge University Press.
6 Sigalas, M.M. and Papaconstantopoulos, D.A. (1994). Calculations of the total-

energy, electron-phonon interaction, and stoner parameter for metals. Phys. Rev. B.
50: 7255.

7 Blundell, S. (2001). Magnetism in Condensed Matter. Oxford; New York: Oxford
University Press, Oxford master series in condensed matter physics.

8 Hurd, C.M. (1982). Varieties of magnetic order in solids. Contemp. Phys. 23: 469.
9 Anderson, P.W. (1950). Antiferromagnetism. Theory of Superexchange interaction.

Phys. Rev. 79: 350.
10 O’Handley, R.C. (2000). Modern Magnetic Materials: Principles and Applications.

New York: Wiley.
11 Parkin, S.S.P. and Mauri, D. (1991). Spin engineering: direct determination of the

Ruderman-Kittel-Kasuya-Yosida far-field range function in ruthenium. Phys. Rev.
B. 44: 7131.

12 Majkrzak, C.F., Cable, J.W., Kwo, J. et al. (1986). Observation of a magnetic
Antiphase domain structure with long-range order in a synthetic Gd-Y superlattice.
Phys. Rev. Lett. 56: 2700.

13 Dzyaloshinsky, I. (1958). A thermodynamic theory of “weak” ferromagnetism of
antiferromagnetics. J. Phys.Chem. Solids 4: 241.

64 2 Magnetism and Magnetic Materials



14 Moriya, T. (1960). Anisotropic Superexchange interaction and weak
ferromagnetism. Phys. Rev. 120: 91.

15 Fert, A., Cros, V., and Sampaio, J. (2013). Skyrmions on the track.Nat. Nanotechnol.
8: 152.

16 Emori, S., Bauer, U., Ahn, S.M. et al. (2013). Current-driven dynamics of chiral
ferromagnetic domain walls. Nat. Mater. 12: 611.

17 Ryu, K.S., Thomas, L., Yang, S.H., and Parkin, S. (2013). Chiral spin torque at
magnetic domain walls. Nat. Nanotechnol. 8: 527.

18 Yang, H.X., Chshiev, M., Dieny, B. et al. (2011). First-principles investigation
of the very large perpendicular magnetic anisotropy at Fe|MgO and Co|MgO
interfaces. Phys. Rev. B. 84: 054401.

19 Ikeda, S., Miura, K., Yamamoto, H. et al. (2010). A perpendicular-anisotropy
CoFeB-MgO magnetic tunnel junction. Nat. Mater. 9: 721.

20 Lin, C.J., Gorman, G.L., Lee, C.H. et al. (1991). Magnetic and structural properties
of Co/Pt multilayers. J. Magn. Magn. Mater. 93: 194.

21 Carcia, P.F. (1988). Perpendicular magnetic anisotropy in Pd/Co and Pt/Co thin-
film layered structures. J. Appl. Phys. 63: 5066.

22 Kittel, C. (1948). On the theory of ferromagnetic resonance absorption. Phys. Rev.
73: 155.

23 Liu, T., Cai, J.W., and Sun, L. (2012). Large enhanced perpendicular magnetic
anisotropy in CoFeB/MgO system with the typical Ta buffer replaced by an Hf
layer. AIP Adv. 2: 032151.

References 65



3

Magnetic Thin Films

3.1 Introduction

In the first two chapters we covered basic electromagnetism, magnetic properties,
and the origins of magnetism in different types of material systems. However, for
newcomers and the engineers-would-be in the field of magnetoresistive random-
access memory (MRAM), knowledge from the experimental side of magnetism
is also indispensable. For MRAM applications, magnetic materials in the thin
film form is omnipresent. To develop thin film stacks with desirable magnetic
and electrical properties, researchers typically have to start from thin film deposi-
tion steps (materials growth) and then choose suitable measurement protocols to
characterize the magnetic properties of the deposited films (materials characteri-
zation). If the measured results are not desirable, then one can adjust the film
growth parameters and make sure satisfactory results can be produced. In this
chapter, we will briefly introduce some common magnetic materials growth
and characterization approaches, especially for thin film forms.

3.2 Magnetic Thin Film Growth

Many common thin film growth methods can be adopted to deposit magnetic thin
films or their heterostructures. Most of them involve the usage of high vacuum or
ultra-high vacuum chambers to achieve well-controlled growth of layer stacks. For
example, thermal evaporation, sputter deposition, molecular beam epitaxy, etc., all
can be employed to grow high-quality magnetic films for various applications.
We will introduce briefly two important approaches for modern magnetic thin
film research.
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3.2.1 Sputter Deposition

Sputtering is a type of physical vapor deposition (PVD) technique to deposit thin
film. It has been widely used in industrial-level manufacturing, especially for
preparing high-quality films with ~ nm scale of thickness. As shown in
Figure 3.1, in a high vacuum chamber with typical base pressure < 10−7 Torr,
a strong direct current (DC) or alternating current (AC) (radio frequency, RF)
voltage is applied between the target and the substrate to ionize inert gases (usu-
ally Ar) being flowed into the chamber. After ionization, positive Ar ions are
attracted by cathode (which usually locates at the target position) and accelerate
toward targets. The bombardment between energetic Ar ions and target atoms
allows the target atoms to be ejected from the target. After traveling some dis-
tances, the escaped target atoms reach the substrate and start to condense into
film. As more and more atoms reach the substrate, they start to bind with each
other and form a tightly bound atomic layer. By controlling the sputtering time,
atomic-layer precise thin film can be obtained. Typical growth (deposition) rate
can be as low as several nanometers per minute. RF voltage is usually used when
the target has a poor conductivity (some semiconductors and insulators). By
using a high-frequency oscillation, charges accumulating at the target can be
neutralized and thus can avoid charging on target. However, using RF sputtering
will lead to a lower sputtering rate.

Substrate

Ar gas 
(working gas)

Vacuum pump

Sputter source
(Cathode)

DC power supply

Target

Sample holder (Anode)

Pressure gauge
Ar+ion

Sputtered film

plasma

Target material atoms

+

Ejected atom

Ar atom

e

e

e

Electron+

+

+

+
+

Ar+ ion

Figure 3.1 Schematics of sputter deposition. A simple system with one vacuum chamber
and one sputter source is shown. The vacuum system depends on the vacuum requirement,
which can be a turbo molecular pump or a cryogenic pump with a rotary roughing pump.
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Compared to conventional sputtering, magnetron sputtering places magnets
under the target to improve the sputtering efficiency. For example, the strongmag-
netic field from the magnet confines the electron into a spiral motion around the
target, as shown in Figure 3.2a. The confinement of electron around the target not
only leads to a higher density of plasma, and thus a higher deposition rate, but also
prevents damage from electrons impacting the substrate or the growing film. Note
that to sputter ferromagnetic materials and their alloys, stronger permanent mag-
nets have to be used to enhance the magnetic flux; otherwise, the magnetic field
will not be strong enough to penetrate through the target, and the plasma will
therefore be hard to ignite. Note that due to the configuration of the magnetic
field lines, only a portion of the target material will be sputtered, as shown in
Figure 3.2b.
A modern-day sputtering system consists of many ingenious designs to facilitate

the sputtering deposition process. For example, a commercial system has a control
panel to let users set up their own deposition parameters such as working gas flow,
deposition power, substrate temperature, etc. The combination of all these mate-
rials growth parameters is called a “recipe” for a specific growth. Automatic sam-
ple transferring systems are also getting more common these days, in which the
sample can be loaded in a chamber with a high vacuum (called load lock) and then
be transferred to the ultra-high vacuum’s main chamber for materials deposition.
Figure 3.3 shows an example. Depending on the chamber size and the magnetron
sputter source size, the sputter deposition can be uniform across a broken piece of
wafer or up to 12 in. wafers for industrial-level tools (Figure 3.4). A nice review on
the development of sputtering deposition technology is given by J.E. Greene [1].

Target

N

N

S

S

N

(a) (b)

+
+ +

+

S

Figure 3.2 (a) Schematics of magnetron sputtering. (b) An example of using a 2-in. target.
It can be seen that a ring-like region has been consumed more than the other part.
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Figure 3.3 A typical multisource (gun) magnetron sputter system in modern labs. The
system shown consists of a main chamber and a load lock design to facilitate sample
loading.

Figure 3.4 Industrial-level sputter deposition system (ENDURA® CLOVER™ MRAM PVD
from AppliedMaterials) for making high-quality magnetic tunnel junction (MTJ) thin films on
12-in. wafers. Source: Figure reproduced from www.appliedmaterials.com/products/MRAM.
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3.2.2 Molecular Beam Epitaxy (MBE)

Although modern sputter deposition systems are already feasible to provide high-
quality thin films with the precision of ~0.1 nm, most of them are not yet
“epitaxial,” which means that they are not single crystalline. To further produce
single-crystalline, well-textured, epitaxial arrangements of atomic layers, a com-
mon alternative is the so-called molecular beam epitaxy (MBE), which was
invented by Alfred Y. Cho and John R. Arthur, Jr. around 1968 (see [2]). In this
type of deposition approach, an even higher vacuum than the sputter case is
required, typically with 10−9 to 10−12 Torr of base pressure (ultra-high vacuum).
This can result in high-purity epitaxial films. Figure 3.5 shows a schematic illus-
tration of the working principles of MBE. Effusion cells (also known as Knudsen
cells) are used to heat up the materials until they sublime, which form the molec-
ular beams. The temperature requirement to achieve stable molecular flow there-
fore depends on the materials of interest. The gaseous materials then condensate
onto substrate and form an atomic-layer thin film. During deposition, the epitaxial
growth of materials is typically monitored by reflection high-energy electron dif-
fraction (RHEED). The growth rate of such a deposition approach can be as low
as a monolayer (ML) per second. Note that unlike sputter deposition, there is no
working gas being introduced into the system.
While most of the recent magnetic thin film studies, including industrial-level

MRAM layer stack growth, are achieved via sputter deposition, MBE provides
opportunities to study materials and their heterostructures with even better interfa-
cial quality. For example, one of the first RKKY studies based on a GdY superlattice
system [3] (seeChapter 2) and high tunnelingmagnetoresistance tunnel junction [4]

Effusion cells

Molecular beam

Substrate

RHEED gun

RHEED screen

Figure 3.5 Schematics of molecular beam epitaxy and a representative system. Source:
Picture courtesy of Prof. Jung-Chun Huang of National Cheng-Kung University, Tainan,
Taiwan.
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(see Chapter 4) were achieved by MBE growth. For nonconventional materials
systems such as topological insulators [5–7], a single crystalline of materials growth
is required; therefore, MBE is the standard tool for such sample preparation.

3.3 Magnetic Thin Film Characterization

It is of great importance to develop suitable experimental methods tomeasuremag-
netization with reasonable precision, especially for thin films. Note that for MRAM
applications, the ferromagnetic layers in the multilayer stacks typically have a
thickness of 1–10 nm, which means that the overall magnetization is extremely
small (~10−7 to 10−5 emu or less, depending on the size of the tested sample). To
detect such minute magnetization, special types of measurement techniques are
required. In this section, we will introduce one of the most commonly employed
magnetometry (the termmeans that one can directly measure the value of magnet-
ization) approach, namely, vibrating sample magnetometer (VSM). Readers who
are interested in other types of magnetometry measurements can refer to the com-
prehensive book by Coey (see Chapter 10 therein) [8]. A magneto-optical approach
for magnetic thin film characterization will also be discussed, though typically only
the direction of the magnetization can be detected. Nevertheless, while compared
to magnetometry, the optical characterization of magnetic thin films allows for a
fast-track, high-throughput inspection of several key magnetic properties of the
layer stack of interest. It is therefore favorable for industrial in-line testing, espe-
cially when large area wafers are the main subjects of study. Table 3.1 summarizes
some common characterization approaches.

Table 3.1 Typical magnetic properties characterization techniques.

Method Typical sensitivity (emu)a Throughputb

Vibrating sample magnetometer
(VSM)

10−6 Medium

Alternating gradient force
magnetometer (AGM)

10−7 Medium

Superconducting quantum
interference device (SQUID)

10−8 Medium

Magneto-optical Kerr effect
(MOKE)

For hysteresis loops and/or
magnetic domain dynamics

High

Magnetic force microscopy (MFM) For domain pattern only Low

a For MOKE and MFM, only the relative strength of magnetic moments can be quantified.
b The throughput depends on some user-determined parameters such as the data
acquisition speed.
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3.3.1 Vibrating-Sample Magnetometer (VSM)

VSM is an instrument to measure magnetic properties of magnetic materials in
different forms (particles, bulks, or thin films), for example, saturation magnetiza-
tion, hysteresis loop, anisotropy field, etc. Figure 3.6 shows a simple sketch of
VSM. When a sample is placed in a uniform magnetic field H, a magnetization
M will be induced in the sample. The vibration of the sample will cause a time-
dependent magnetic flux change, which will further induce electric signals in
the pickup coil proportional to the magnetization of sample based on Faraday’s
law of induction. The first VSM was designed and demonstrated by Foner [9],
in which a loudspeaker transducer was used to generate the vibration of the tested
samples. Although the concept of VSM seems to be simple, extra care such as
choosing suitable vibration frequency and designs of pickup coils is needed to
improve the sensitivity, which can reach as fine as ~10−6 emu.
Also note that other types of magnetometers (less common and typically more

expensive) can provide higher sensitivities than VSM, such as alternating gradient
force magnetometer (AGM) and superconducting quantum interference device
(SQUID). AGM utilizes an alternating magnetic field gradient to exert an alternat-
ing force on the sample. The force will be proportional to the magnitude of the
gradient field as well as the magnetic moment of the sample. This resulting force
is further detected through a piezoelectric sensing component for further analysis.
The sensitivity of an AGM system can reach as fine as ~10−7 emu. SQUID, on the
other hand, adopts the Josephson junctions to detect small magnetic flux
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Figure 3.6 Schematics of a VSM and a representative dataset of VSM-obtained M versus
H results from a series of W/CoFeB(t)/MgO samples as prepared by magnetron sputtering.
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variations. Since the Josephson effect relies on the existence superconductivity,
such measurement unit typically needs to be soaked in liquid Helium to maintain
its function. Typical commercial SQUID products can be used to determine mag-
netization of samples with sensitivity down to 10−8 emu.
An example of VSM-obtained M versus H plot is shown in Figure 3.6, which

includes the results from a series of W/CoFeB/MgO heterostructures with differ-
ent CoFeB thicknesses. One can see that as the CoFeB thickness increases from
0.39 nm to 1.75 nm, the total magnetic moment increases from 0.5 × 10−5 emu
to 3.2 × 10−5 emu accordingly. The hard-axis behavior observed from these films
indicates that samples in this series have perpendicular magnetic anisotropy; for
example, the film with 1.1 nm of CoFeB needs around 4000 Oe to saturate its mag-
netization along in-plane direction.

3.3.2 Magneto-Optical Kerr Effect (MOKE)

The magneto-optical Kerr effect (MOKE) describes the phenomenon of polariza-
tion change or intensity change of an electromagnetic wave (light) upon reflection
from a material surface. For metallic thin films, since the incident light will inter-
act with only the top surface (~10 nm), this effect is also known as surface MOKE
or SMOKE. Therefore, unlike magnetometry, which can measure the bulk mag-
netic properties and the magnetic moments of the whole sample, MOKE is sensi-
tive only to the top surface of the detected films, depending on the penetration
depth of the particular light in the materials in use. Microscopically, the origin
of MOKE is the spin-orbit interaction between the electric field of the light and
themagnetization in thematerials. Macroscopically, a formal way to depict MOKE
is to use a dielectric tensor treatment; for example, see Zak et al. [10]. Generally
speaking, when a linearly polarized light is reflected off a metallic surface without
magnetization, the polarization direction is unchanged. However, if the metallic
film is magnetic, as shown in Figure 3.7, then the reflected light will gain electric
field component along the direction perpendicular to the original polarization
direction (i.e. the reflected light will become elliptically polarized). Since the major
axis of polarization is also rotated from the original polarization direction, we typ-
ically say that the reflected light has gained both a Kerr rotation and a Kerr ellip-
ticity. Typically MOKEs can be categorized into three configurations: polar,
longitudinal, and transverse. In the first two configurations, the magnetization
of the detected film is in the plane of incidence; therefore, the light will gain both
Kerr rotation and ellipticity. For the transverse configuration, only the intensity
(magnitude of the electric field) will be changed. For magnetic thin film charac-
terization, it is common to use polar mode for films with perpendicular magnetic
anisotropy and to use longitudinal mode for those with in-plane anisotropy. The
polarization change of the reflected light can be analyzed by introducing an extra
polarizer in the optical path.
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The MOKE signals can be measured by using either a laser with a photodetector
(single spot) or an LED light source with amicroscope (wide-field, direct imaging).
The former one can be used to obtain magnetic properties from a relatively small
region on the film or patterned devices (for example, see Emori et al. [11]), depend-
ing on the spot size of the laser, whereas the latter is more suitable to study mag-
netic domain pattern evolution or domain wall motion (see Je et al. [12]). Since
typically no mechanical parts are involved in the detection scheme and the films
are not necessary to be cut into small pieces, data acquisition by MOKE can have a
higher throughput than by using conventional magnetometers. However, to
increase signal-to-noise ratio, it is also not uncommon that extra optical compo-
nents such as optical chopper and modulator are used in MOKE setups.
Figure 3.8 shows representative results of out-of-plane hysteresis loops obtained
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Figure 3.7 Schematic illustrations of different types of MOKE measurement.M represents the thin
film magnetization direction, and H represents the applied field direction. The dashed lines
represent polarization direction of the electric field of propagating electromagnetic waves.
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Figure 3.8 An example of MOKE setup (with an LED light source and a CCD detector) and
the measured MOKE signals from W(tW)/CoFeB(1 nm)/MgO(2 nm) films with perpendicular
magnetic anisotropy (PMA).
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from a series ofW/CoFeB/MgO heterostructures with perpendicular anisotropy by
polar MOKE. Note that besides the Kerr effect, the Faraday effect stands for the
magneto-optical effect for the transmitted light. It is most useful if the magnetic
material of interest is transparent, such that the polarization of the transmitted
light can be detected.
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4

Magnetoresistance Effects

4.1 Introduction

In Chapter 3 we addressed the physical properties ofmagnetic materials, especially
for them in the thin film forms, prepared either by sputter deposition or by epitax-
ial growth. In fact, even richer physics can be discovered from these materials sys-
temswhenwe pass electron flows through them. These extra physical properties or
the so-called transport properties (since the electrons or charge carriers are trans-
porting in the materials) that are related to the electrical resistance of these mate-
rials in the presence of magnetic field or magnetization are typically coined as
different types of magnetoresistance (MR). MR behavior and the corresponding
MR ratio, which is defined as the percentage of change of MR value with respect
to applied magnetic field, can be very different among different materials systems.
For example, as shown in Table 4.1, the earliest found anisotropic MR (AMR) in
ferromagnetic (FM) materials system can reach a typical MR ratio of ~1%. How-
ever, by suitable film stack engineering, the MR ratio can reach greater than 100%
for the tunneling MR (TMR) case.
Finding materials systems or thin film layer stack structures with a large

MR ratio is the key to develop workable magnetoresistive random-access
memory (MRAM), since the large MR effect can improve the memory readout.
For example, for state-of-the-art industrial-level spin-transfer torque magnetic
random-access memory (STT-MRAM), the TMR ratio in such devices can reach
as high as 200%. In this chapter, we will go through the basics of three types of
MR effects that can be found in ferromagnetic materials and their heterostruc-
tures, namely, AMR, giant magnetoresistance (GMR), and TMR. These three
MR effects are the most relevant and fundamental to MRAM as well as the related
spintronics applications that we see these days.
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4.2 Anisotropic Magnetoresistance (AMR)

In a ferromagnetic material, the measured longitudinal resistance or, resistivity ρ,
will vary depending on the angle φ between the applied current direction and
the magnetization direction. This AMR effect was first discovered by William
Thomson, later known as Lord Kelvin. The origin of the AMR is spin-orbit inter-
action, which connects the transport properties of conducting electrons (itinerant
electrons) in the material to the magnetization (localized electrons). In general
cases, ρ depends on φ as

ρ φ = ρ⊥ + ρ − ρ⊥ cos 2φ, 4 1

where ρ⊥ and ρ represent the resistivities of the material when the magnetization
is perpendicular and parallel to the current, respectively. Typical AMR ratio of
common ferromagnetic materials, which can be expressed as

ΔR
R

=
R −R⊥

R
=

ρ − ρ⊥
ρ

, 4 2

Table 4.1 Comparison of different magnetoresistances.

Magnetoresistance
Materials
system

Typical
MR ratio Origin Reference(s)

Ordinary MR NM Field-
dependent

Lorentz force [1, 2]

Anisotropic MR
(AMR)

FM ~1% Spin-orbit interaction [3]

Giant MR (GMR) FM/NM/FM ~ 50% Spin-dependent transmission [4, 5]

Tunneling MR
(TMR)

FM/I/FM ≧100% Spin-dependent tunneling [6, 7]

Colossal MR
(CMR)

Mn-based
perovskite
oxide

~100 000% Double-exchange and
hopping (metal-to-insulator
transition)

[8]

Spin Hall MR
(SMR)

NM/FMI ~ 0.001%
to 1%

Spin Hall effect [9–11]

Unidirectional
SMR

NM/FM ~ 0.001% Spin Hall effect [12]

FM, FMI, NM, and I stand for ferromagnetic metal, ferromagnetic insulator, normal metal
(nonmagnetic), and insulator, respectively.
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which is about a few percent or less. Figure 4.1 shows an example. Note that due to
the resistance or resistivity variation with respect to the external magnetic field,
AMR can be employed in field sensors and hard-disk drive (HDD) read head.

4.3 Giant Magnetoresistance (GMR)

A ferromagnetic metal/normal metal/ferromagnetic metal (FM/NM/FM) sand-
wich structure, with the magnetization direction in both FM layers, can be con-
trolled by external magnetic field. The electrical resistance across this trilayer
structure is a variable of the relative configuration of the magnetization in the
two FM layers. When the magnetization directions in the two FM layers are par-
allel to each other (parallel, or P, configuration), the resistance will be lower than
that for the magnetization direction antiparallel to each other (antiparallel, or AP,
configuration). This is the simplest phenomenological picture of the famous GMR
effect. The magnitude of the GMR of a particular FM/NM/FM heterostructure can
be characterized by the GMR ratio (RAP− RP)/RAP, where RAP and RP stand for
resistances of AP state and P state, respectively.
A pedagogic way to explain GMR effect is to treat the first FM layer that

electrons encounter as a spin polarizer; i.e. the conduction electrons become
(partially) spin-polarized after passing through the first FM layer. The spin-
polarized electrons then go through the NM spacer without significant
scattering. While impinging onto the second FM layer, the electrons with spin
orientation aligned parallel to the local magnetic moment will have higher
probability to pass through the FM layer. In contrast, the electrons with spin
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Figure 4.1 (a) Schematic illustration of AMR measurement. (b) AMR of Co with three
different thicknesses. Source: Figure reproduced from Gil et al. [3].
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orientation opposite to the local moment will tend to encounter more scattering.
Figure 4.2 illustrates this.
A two-channel model, which considers the spin-up and spin-down electrons as

charge carriers in two parallel circuits (also shown in Figure 4.2), provides a semi-
quantitative perspective of understanding GMR. When spin-up (down) electrons
transport through the FM layer with a magnetization up (down) state, the channel
resistance is R (=R ). On the other hand, when spin-up (down) electrons trans-
port through the FM layer with a magnetization down (up) state, the channel
resistance is R (=R ), and typically R > R . A little math will give us the
GMR ratio as

ΔR
R

=
RAP −RP

RAP
=

R −R
2

R + R
2 4 3

A more detailed theory of GMR in a multilayer system regarding the transport of
conduction electrons in diffusive regime (Boltzmann equation approach) was pro-
posed by Valet and Fert [13].

FM NM FM FM NM FM
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Figure 4.2 Illustration of GMR based on the two-channel model.
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The experimental evidence of GMR was first given by Binasch et al. in the Fe/
Cr/Fe system [5] and by Baibich et al. in the Fe/Cr superlattice structure [4], as
shown in Figure 4.3. Depending on the materials system being measured and the
configuration of measurements, namely, current-in-plane (CIP) configuration or
current-perpendicular-to-plane (CPP) configuration, the GMR ratio can vary
from a few percent to a few tens of percent [14]. The FM/NM/FM structures that
utilize CPP configuration are also known as “spin-valves” since the two-terminal
resistance of the device can be switched between high-resistance (AP configura-
tion) and low-resistance states (P configuration) with the application of external
magnetic field. Later, GMR proved itself to be a powerful means of sensing mag-
netic field, which led to its revolution in HDD read head and the earliest MRAM
technologies.

4.4 Tunneling Magnetoresistance (TMR)

Similar to GMR in FM/NM/FM sandwich structures (spin-valves), FM/insulator/
FM magnetic tunnel junctions (MTJs, see Figure 4.4) could also possess an MR
effect via quantum mechanical tunneling between two FM electrodes with a suit-
able insulator as a tunnel barrier. The resulting effect is the so-called TMR, which
typically has a TMR ratio an order of magnitude larger than GMR with suitable
materials combinations and film stack engineering.
TMR of around 14% was first experimentally discovered by Julliere in 1975 in a

Fe/(Oxidized-)Ge/Co system at cryogenic temperature [16], even earlier than the
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discovery of GMR. Julliere’s theory further suggests that the TMR ratio can be
expressed as

ΔR
R

=
RAP −RP

RP
=

2P1P2

1− P1P2
, 4 4

where P1 and P2 represent the spin polarization values of the two ferromagnetic
electrodes. The spin polarization P is related to the density of states Ns for spin-
up and spin-down electrons at the Fermi level as

P =
N −N
N + N

4 5

From Julliere’s elegant formula, it can be readily seen that with both P1 and P2
close to unity, the TMR ratio can reach values much greater than 1. However, the
importance of the role of a tunnel barrier and of its interplay between the band
structures of FM electrodes is neglected in this simple expression. Later experi-
ments and improved theories (for instance, see Slonczewski [17]) showed that
the quality of the interfaces as well as the type of barrier should be taken into
account to achieve a high TMR.
The giant TMR at room temperature was first found independently by Moodera

et al. [18] andMiyazaki et al. [19] inMTJs with Al2O3 as a tunnel barrier in 1995, 20
years after Julliere’s work. A TMR of 11.8% in CoFe/Al2O3/Co and 18% in Fe/Al2O3/
Fe junctions were reported, as shown in Figure 4.5. In 2004, another paradigm shift
arrived when the room temperature TMR of almost 200% was discovered in
MgO-based magnetic tunnel junctions, by Parkin et al. using sputtering technique
[7] and Yuasa et al. using epitaxial growth method [6] (see Figure 4.6). Although
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Figure 4.4 Comparison between (a) spin-valve and (b) magnetic tunnel junction (MTJ)
devices. The anitferromagnetic layer in both structures serves as a pinning layer. The FM/Ru/
FM layer in (b) is called the synthetic antiferromagnetic (SAF) layer, which employs the RKKY
interaction. Source: Figures reproduced from Wolf et al. [15].
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several theoretical works that predicted high TMR in MgO-based MTJ were pub-
lished in 2001 [20, 21], it turned out that the realization of high TMR in this system
requires good control of Fe(001)/MgO(001) lattice match during material growth.
Using amorphousCoFeB as the FM layer and performing post-fabrication annealing
can further enhance the room temperature TMR to greater than 200% [22, 23]. Cur-
rently, sputtered CoFeB/MgO/CoFeB trilayer treated with the suitable annealing
process is still the most common MTJ structure for both research and tentative
industrial-level MRAM applications, with the highest reported TMR ~ 600% [24].

4.5 Contemporary MTJ Designs and Characterization

For real memory device applications, the fabrication of MTJ (into a CPP configu-
ration) is based on standard back end of line (BEOL) complementarymetal–oxide–
semiconductor (CMOS) technology, as illustrated in Figure 4.7. This typically
starts from theMTJ layer stack deposition by a sputtering system, followed by pho-
tolithography and subsequent etching steps to define nanopillar-shaped MTJ
devices. Additional efforts must be taken care of for these MTJs to meet indus-
trial-level standards, though. For example, the growth of multilayers with a
high-quality MgO tunnel barrier and the control over crystallization matching

MTJ multilayer stack deposition

MTJ multilayer

Substrate

Bottom electrode photolithography

Bottom electrode patterningPhotolithography: MTJ nano-pillar

MTJ nano-pillar patterning (ion-mill)

MTJ nano-pillar

Insulation and top electrode

Figure 4.7 Simplified process flow of making MTJ devices.
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of ferromagnetic layers are critical to obtain high TMR ratios and strong perpen-
dicular magnetic anisotropy (PMA) of the magnetic layer. To achieve these goals,
an advanced sputtering machine needs to be developed. The lithography and the
subsequent ion-milling (etching/patterning) processes are also critical to achieve
high-yield, high-TMR MTJs at nano-scale.
Set aside these complications, at the end of this chapter, we would like to intro-

duce some basic examples of MTJ layer stack design and characterization for mod-
ern MRAM applications. The first one is the first demonstration of MgO-based
MTJ with FM layer being perpendicular magnetic tunnel junction (p-MTJ). The
second one is a full p-MTJ structure with synthetic antiferromagnetic (SAF) layer,
showing how complicated theMTJ layer design can be for modernMRAM. Finally
wewill briefly discuss a technique to characterize TMR fromMTJ layer stack struc-
tures without patterning those films into micron-scale or nano-scale devices,
which can facilitate the film optimization process.

4.5.1 Perpendicular MTJ (p-MTJ)

Contemporary MTJs typically use MgO as their tunnel barriers. CoFeB ferromag-
netic alloy layers are typically used for the FM electrodes. With suitable buffer
layer, such as Ta, in 2010 Ikeda et al. showed that the Ta/CoFeB/MgO heterostruc-
ture can gain decent PMA after an annealing process, provided that the CoFeB
layer is thin and around 1 nm-thick [25]. Ta/CoFeB/MgO/CoFeB/Ta layer design
with thin CoFeB layers therefore can be made into a perpendicular MTJ (p-MTJ),
which can be scaled down to ~40 nm in diameter, as shown in Figure 4.8. Unlike
the conventional in-plane magnetized MTJ case, which relies on shape anisotropy
to define the easy-axis (EA) direction, this p-MTJ design allows for gaining EA
along the film normal, thereby increasing the potential memory density and fea-
sibility of realistic MRAM application. It is surprising that the MgO-based materi-
als system can result in high TMR (~100%) and PMA of the adjacent FM layer at
the same time, which makes it the most fundamental layer structure in various
modern STT-MRAM designs.

4.5.2 Fully Functional p-MTJ

If the readers look closely, then they will find in Figure 4.8 that the p-MTJ men-
tioned in the previous section has only one stable state (low resistance state or the
P state) at zero magnetic field (similar to the MR loop shown in Figure 4.5). This is
because in the absence of magnetic field, the magnetizations in two CoFeB layers
tend to have ferromagnetic coupling and therefore parallel state is more energet-
ically favorable. To make the above-mentioned p-MTJ into a fully functional
memory element, one has to introduce some extra layers to ensure that both
P state and AP state can be stable when the field is absent. This is typically achieved
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by effectively “pinned” one of the CoFeB layers using a SAF layer. In this case, the
SAF layer is the [Co/Pd]6/Co/Ru/Co/[Co/Pd]2 multilayer structure shown in
Figure 4.9, which utilizes the RKKY interaction mentioned in Chapter 2. An extra
Ta/CoFeB/MgO layer can also be added to the structure to enhance the PMA of
the recording layer (double interface). The resulting MTJ can possess high TMR,
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bi-stable resistance states at zero field, and scalability down to 11 nm in terms of
diameter.
In later chapters we will introduce the writing mechanism of these p-MTJ mem-

ory devices, which is based on the principle of current-induced spin transfer torque
[27] to switch the CoFeB layer magnetization. To reduce the switching current of
manipulating CoFeB magnetization, the resistance area (RA, essentially corre-
sponding to the thickness of the tunnel barrier) should be reduced. However, redu-
cing RA will also degrade the TMR. Recent industrial efforts have been pushing
the trade-off between these two factors to a new limit, i.e. TMR ratio ~ 200% at
RA ~ 5 Ωμm2, as shown in Figure 4.10. The quest for even higher TMR ratio
and moderately low RA is the key to develop next-generation efficient MRAM.

4.5.3 CIPT Approach for TMR Characterization

To make fully functional MTJ devices, lengthy fabrication processes are required,
including the deposition of a multilayer film stack (blanket), lithography process
to define pillar-shaped MTJ device, etching process to pattern the pillar, passiva-
tion to separate the bottom and top electrodes, etc. It might take a team of well-
experienced engineers several months or years to develop suitable recipes for each
step of the fabrication flow (Figure 4.7). To bypass these time-consuming processes
and to characterize the TMR properties of the deposited film stacks in the blanket
(unpatterned) form, a new probing method needs to be developed. The current-in-
plane tunneling (CIPT) approach turns out to be an efficient way of measuring the
properties of a MTJ by placing a set of probes on an unpatterned film sample. For
CIPTmeasurements, the sheet resistance of an unpatterned film ismeasured using
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a standard four-point-probe method. A current is sent through a sample by two
current probes (denoted as I+ and I− in Figure 4.11), and the voltage difference
will be picked up by two other voltage probes (denoted V+ and V−). The resistance
of the sample can then be calculated.
It is important to note that, however, the distances among these current and

voltage probes are critical in determining the current distribution as the current
flows from one current probe to the other. If the two probes are too close to each
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Figure 4.10 TMR ratio versus resistance area (RA) of the state-of-the-art patterned p-MTJ
devices. With the refinement of the fabrication process and the advancement of deposition/
etching tools, the industrial-level MTJs can reach TMR as high as ~200% in modern times.
Source: Figure courtesy of Dr. Chang-Man Park from Tokyo Electron Ltd.
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Figure 4.11 (a) Top view (schematics) and (b) side view of CIPTmeasurement of a MTJ layer
stack without patterning the film into a two-terminal device for CPP measurement.
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other, then no current will be tunneled through the barrier, causing no TMR effect.
In contrast, if the two probes are too far away from each other, then the current
will simply flow through the two FM layer parallel with a negligible contribution
from the tunneling part. Typical probe distance of getting observable TMR effects
with CIPT approach is ~10–100 μm. Figure 4.12 shows an example of a TMRmeas-
urement result from both CIPT and standard CPP (patterned device) approaches.

Homework

Q4.1 Assuming that Julliere’s formula of TMR ratio is correct, what kind of fer-
romagnetic electrode should you choose to maximize the TMR ratio of
an MTJ?

A4.1 One should look for materials with a spin polarization value of P➔ 1,
such as half-metallic Heusler alloy, which has only one type of spin at the
Fermi level. However, in reality, usingmaterials with P= 1 does not ensure
high TMR, since the effect from the barrier and the temperature depend-
ence of the P value have been ignored (for example, see [29]).
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5

Magnetization Switching and Field MRAMs

5.1 Introduction

This chapter describes magnetization behavior under a static magnetic field.
Section 5.2 covers both reversible magnetization rotation and irreversible magnet-
ization switching. Under an applied field, magnetization rotates from its easy axis
position to a new angle position. The rotation angle and switching are analyzed
based on Stone-Walfarth’s Astroid (sometimes called the Asteroid).
This analysis is entirely static; i.e. transient behavior is not discussed. Nonethe-

less, the static analysis is sufficient for the purpose of understanding the key design
issues of field magnetoresistive random-access memory (MRAM). We will come to
discuss the transient behavior in Chapter 6.
Field MRAM is named after its magnetic tunnel junction (MTJ) free-layer mag-

netization switching induced by amagnetic field that is generated by the write cur-
rent on the word line and bit line of the MRAM array. We will describe the
operation issues of Astroid mode switching and the solutions in Section 5.3.

5.2 Magnetization Reversible Rotation and Irreversible
Switching Under External Field

In the following few sections, we will study the magnetization under an applied
external field. The angle of the magnetization in a film may rotate or switch with
a single domain model. The magnetization M of the entire film or device is
assumed to be uniform and the same, a single vector. Thus, the mathematical
treatment is greatly simplified. In other words, edge curling and domains are
not considered. In addition, the demagnetizing field HD, is also uniform. Under
such assumptions, a simple closed-form film energy equation on an angle of M
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of the entire film can easily be formulated. The rotation angle is the lowest energy
point of the energy equation. This model is called a uniform rotation model or
coherent rotation model. It is a good approximation of the magnetization behavior
under external field, and we will proceed with this model in this chapter for tuto-
rial purposes. For more accurate calculation, one can use micromagnetic simula-
tions, which take into account the edge curling, etc.
When a field rotates the magnetization less than 90 , the magnetization reverses

to its initial position once the external field is removed. The situation is called revers-
ible rotation. On the other hand, if the rotation angle is greater than 90 , the mag-
netization will be pulled to the 180 by the anisotropy, or switches irreversibly.

5.2.1 Magnetization Rotation Under an External Field in the Hard
Axis Direction

When an external field, Hy, is applied in the hard axis direction of a full film, M
responds to the external field by rotation from the initial position (along the easy
axis) to lower the energy state. Figure 5.1a depicts the easy and hard axes; the mag-
netization rotates away from the axis under an external hard-axis field. In this case,
the energies involved are the crystalline anisotropy energy 1

2HK Ms cos θ
2 and the

magnetostatic energy Hy Ms cos (π/2-θ), where θ is the angle between the easy
axis and M, or

ε = −
1
2
HKMs cos θ2 −HyMs cos π 2− θ

= −
1
2
HKMs cos θ

2 −HyMs sin θ,
5 1

M

θ

Hard axis
(y-axis)

Easy axis
axis(x)

Hy

(a) (b)

sin θ

1

–1

–Hk
Hk

Hy

Figure 5.1 (a) Easy, hard axes, magnetization with angle θ from easy axis, (b) Magnetization
rotates angle θ under the hard axis field Hy. The easy axis is along the x-axis.
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where ε is the density of energy in a unit volume of the ferromagneticmaterial. The
torque on M is dε/dθ, and at zero torque

dε dθ = HK Ms cos θ sin θ−Hy Ms cos θ = 0, 5 2

or

sin θ =
Hy

HK
5 3

The angle θ of M is

θ = sin−1 Hy

HK
= sin−1 My

Ms
5 4

Figure 5.1b shows the magnetization angle dependence on the external field.
Notice that a zero-torque point is essentially the same as the lowest energy point.
One may obtain the angle position of M using either approach.
When a field is applied to a patterned film, the rotation angle of the magnetiza-

tion will be different. Nonetheless, the angle can be derived in the same manner,
with additional consideration of the shape anisotropy. Because the shape anisot-
ropy cancels a portion of the applied field inside the ferromagnet. We will leave
this derivation exercise to readers. Please refer to Q5.1 at the end of this chapter.

5.2.2 Magnetization Rotation and Switching Under an external Field
in the Easy Axis Direction

Let’s consider a case that magnetization Ms of a full film initially rests along the
easy axis (x-direction of Figure 5.1a). Apply a fieldHx in the –x direction. Then,Ms

rotates to angle θ.
The energy of the film is

ε = −
1
2

HK Ms cos
2θ−Hx Ms cos π− θ

= −
1
2
HK Ms cos

2θ + Hx Ms cos θ 5 5

Thus, the minimal energy point can be derived as

dε dθ = HK Ms sin θ cos θ−Hx Ms sin θ 5 6

There are two θ angles that satisfy dε/dθ = 0: θ = 0 or θ = cos−1 Hx
HK

. But, only

one is a stable position at which the torque is zero, or d2ε/dθ2 < 0.

d2ε dθ2 = HK Ms cos 2θ – Hx Ms cos θ < 0 5 7

For example, when H= 1
2HK, the stable solution is θ ~ 1.3 rad.
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This angle increases with an increasing applied field. When the magnitude of H
is equal or exceeds HK, θ reaches π/2, the maximum energy barrier point. ThenM
switches to θ = π as the film lowers its energy state. This process is irreversible;
namely, theM does not return to its initial angle after the applied field is removed.
Sweeping an easy-axis field with a larger than Hk value will produce an M-H

loop as shown in Figure 5.2a, while sweeping a hard-axis field will produce
Figure 5.1b. Strictly speaking, this analysis is value at zero Kelvin temperature,
where there was no thermal energy. At room temperature, the magnetization fluc-
tuates around its initial position. The switching field, called Coercive field, HC, is
smaller than HK.

5.2.3 Magnetization Rotation and Switching Under Two Orthogonal
External Fields

When both –Hx and Hy are applied to the film, the switching threshold can be
calculated with the energy equation:

ε = −
1
2
HK Ms cos

2θ + Hx Ms cos θ−Hy Ms sin θ = 0 5 8

The stable position is at dε/dθ < 0 and d2ε/dθ2 < 0. These two equations can be
written as

dε dθ =
1
2
HK Ms sin 2θ−Hx Ms sin θ−Hy Ms cos θ = 0 5 9

(b)(a)
MS

Hk
Hx0

Time

MS

Hk
Hx

–MS –MS

0–Hx –Hx

Figure 5.2 (a) The M-H hysteresis loop when sweeping an easy-axis field (Hx) to a full film,
when (a) Hy = 0, (b) Hy > 0. The switching field is reduced from dashed line to solid line.
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d2ε dθ2 = HK Ms cos 2θ−Hx Ms cos θ + Hy Ms sin θ = 0 5 10

The condition that Eq. (5.9) = 0 is the threshold between a reversible rotation
Eq. (5.10) < 0 and irreversible switching Eq. (5.10) > 0. In the reversible condition,
once the applied field is removed, M returns to its initial position. In the case of
irreversible switching, M switches to a new low-energy position and stay, even
after the field is removed. Solving these two equations, one finds the switching
threshold of M to be

Hx
2 3 + Hy

2 3 = HK
2 3 5 11

This is the so-called Stoner-Walfarth switching Astroid. It is illustrated in
Fig. 5.3. Outside of the Astroid, the field strength is strong enough to switch the
M to the opposite direction. Inside the Astroid, the strength of field is not sufficient
to switch the magnetization. Once the field is removed, the magnetization returns
to its initial position. The Astroid provides a simple graphic tool for predicting
reversible rotation and irreversible switching of a magnetization under a field with
arbitrary direction and magnitude.
The switching Astroid also tells us that when the hard axis field Hy is nonzero,

the easy-axis switching thresholdHx is reduced, sinceHx= (HK
2/3 –Hy

2/3) 3/2. This
point becomes more obvious when readers complete Q5.2. This is the basis of x-y
bit selection in the field MRAM array.

5.2.4 Magnetization Behavior of a Synthetic Anti-ferromagnetic
Film Stack

Figure 5.3a illustrates a synthetic anti-ferromagnetic film stack: two ferromagnetic
films spaced by a nonmagnetic film, such as a very thin Ruthenium layer. The
magnetizations of the two ferromagnetic layers are M1 and M2, and they couple

0

1

–1 0 1
Hx /Hk

Hy/Hk

–1

Figure 5.3 Stoner-Walfarth switching
Astroid. Hx

2/3 + Hy
2/3 = HK

2/3.
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through RKKY inter-layer exchange coupling. For this case, M1 and M2 are anti-
parallel.
In the absence of an external field, M1 and M2 both lie on the easy axis, and in

opposite directions. When an external field H, at angle φ from the easy axis, is
applied to the film stack, the energy per unit area of the film stack is the sum
of each film’s anisotropy energy, coupling energy and magnetostatic energy,

ε = −HK M1 cos 2θ1 + M2 cos 2θ2 + JRKKY M1 M2 cos θ1 − θ2

−H M1 cos θ1 −φ + M2 t2 t1 cos θ2 −φ ,

5 12

where t is the ferromagnetic film thickness, θ is the angle of themagnetization, and
the subscripts 1 and 2 stand for the top and bottom ferromagnetic layers of the
SAF, respectively. For the case of anti-ferromagnetic coupling, JRKKY is positive.
The term HK keeps M1 and M2 aligned to the easy axis, while JRKKY keeps M1

and M2 in anti-parallel. The magnetostatic energy term pushes both M1 and
M2 toward same direction as H.
The torque on M1 is

Γ1 =
∂ε

∂θ1
, 5 13

and on M2 is

Γ2 =
∂ε

∂θ2
5 14

At equilibrium, both torques Γ1 and Γ2 are zero. Solving Eq. (5.13) = 0 and
Eq. (5.14) = 0, one finds the equilibrium angular positions of θ1 and θ2. These equa-
tions can only be solved numerically.
For the case that M1t1 ~M2t2 =Mt, at low external field, M1 and M2 remain on

the easy axis, just like they are in the absence of external field (Fig. 5.4b). The film
stack has no net moment and does not respond to the external field, no matter
which direction the field points to. As illustrated in Figure 5.4c, when the external
field is greater than a threshold,HSF, bothM1 andM2 tilt slightly toward the direc-
tion of the external field. This behavior is called spin flop, and the threshold field is
called spin-flop field HSF. As external field further increases, M1 and M2 rotate
towardH, like closing a pair of scissor blades. Eventually,H reaches a value called
the saturation field, Hsat, under which M1 and M2 align themselves to H
(Fig. 5.4d). The value of HSF and Hsat has been derived as [1]

HSF = HK 8πMsNy
t
b
−

2JRKKY
Mst

+ HK

1 2

, 5 15
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and

Hssat = 8πMsNx
t
b
−

2JRKKY
Mst

−HK , 5 16

where HK is the crystalline anisotropy, a and b are length and width, and Nx

and Ny are unit-less demagnetizing factor of an elliptic-shape film.
When the external field is greater than HSF,M1 andM2 scissors, their moments

no longer cancel each other and there is a net moment. As a result, the net moment
of the pair responds to the direction of the external field. When the applied field
rotates, the net moment of the pair follows. This is the principle of write operation
of toggle-mode magnetic RAM.

5.3 Field MRAMs

The concept of Field MRAM evolved from Stoner-Walfarth switching of a ferro-
magnetic device under two orthogonal fields (x, y), as described in
Section 5.2.3. This x-y access scheme fits into traditional semiconductor memory
random access scheme. The first demonstration of this random-access memory

M1

H
M2

M1

θ2 θ1

H

M2

M1M2

H

(b) H < HSF 

(a)

(c) H ≥ HSF

(d) H = HSat

M2

M1JRKKY

Figure 5.4 (a) Synthetic anti-ferromagnetic film stack, (b–d) magnetization under
external field.
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device concept was made on a GMR film [4]. Soon afterward, MTJ MRAM took
over GMR MRAM and eventually became a product [3].

5.3.1 MTJ of Field MRAM

Field MRAM was developed in the late 1990s before the perpendicular MTJ was
developed, so it employs an in-plane MTJ. During that period, an aluminum oxide
(AlOx) tunnel barrier was developed, and a MgO tunnel barrier was not. So, field
MRAMs are mostly made with in-plane MTJ having an AlOx tunnel barrier.
Figure 5.5 shows the generic film stack of an in-plane MTJ for field MRAM.
The anti-ferromagnet (AFM) layer, for example the PtMn layer, under the syn-
thetic anti-ferromagnet (SAF) layer (typically CoFe/Ru/CoFe) magnetically pins
the SAF so that the SAF is stable under the switching field. Because the demag
fields at the two ends of the SAF form a close loop, this fringe field does not bias
the free layer. A well-balanced SAF pinned layer yields a symmetrical MTJ R-H
loop. This allows theWRITE 0 andWRITE 1 fields to be the same. The SAF pinned
layer is currently a standard design for in-plane MTJ. The current in the word line
under the MTJ and the current in the bit line over the MTJ produce a field that
switches the magnetization of the free layer. (See Figure 5.6).

AFM

SAF pinned layer

AlOx

Free layer Figure 5.5 Film stack of a
generic in-plane MTJ for field
MRAM cell.

WL
G

WWL
MTJ

BL ib

iW

WL

BL

G

(b)

WWL

BL

WL
G

(c)

WWL

(a)

Figure 5.6 (a) Structure of 1M-1T cell of field MRAM, (b) cell schematic, (c) 2 × 2 array.
Resistor in schematics (b) and (c) represents MTJ.
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5.3.2 Half-Select Bit Disturbance Issue

When writing an array with Astroid mode to a selected bit in an x-y array with
current in word line (x) and bit line (y), every bit on the selected word line and the
selected bit line experiences a field, including all half-selected bits. They see only
one field (from word line or from bit line, not both), which is insufficient to
switch the bit. But, as mentioned in Section 5.2.3, they still may switch under
the subthreshold field with low, but nonzero, probability. This half-selected
bit disturbance issue has plagued the field of MRAM development for a
long time.
Two elaborated efforts have been launched to address this issue. One was based

on asymmetric-shape MTJ [2] and segmented-write architecture. The effort failed.
The other succeeded to deliver a product in 2006. The product is called Toggle
MRAM [3]. To gain a better understanding of field MRAM issues and solutions,
readers are referred to [5].
The Toggle MRAM product is implemented with in-plane MTJ. The free layer is

the SAF stack (shown in Figure 5.7). The toggle cell relies on spin flop energy for its
thermal stability. The threshold dependence of spin-flop is very abrupt, much
sharper than the Stoner-Walfarth switching of conventional single-free-layer
field MRAM. As a result, Toggle MRAM solves the half-selected cell write distur-
bance issue of the conventional field MRAM and becomes a highly relia-
ble MRAM.
Toggle MRAM’s thermal stability is good, easily offers 10-year data retention,

and enjoys a device endurance of 1012 write cycles. Unfortunately, the write cur-
rent is large, in the order of 10 mA each. The write energy is orders larger than that
of the spin-transfer torque magnetic random-access memory (STT-MRAM). In
addition, the product requires special magnetic shield, inside the chip package,
to improve the product immunity to the magnetic field disturbance in the user
environment. No further scaling effort has been exercised after a 16Mb product
at 130-nm node.
The strength and weakness and production of field MRAM will be described in

Section 9.4.

AFM

AlOx

SAF Free layer

SAF pinned layer

Figure 5.7 Film stack of Toggle-MRAM.
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Homework

Q5.1 Formulate the magnetization rotation angle of a long and narrow film
stripe. Include a demag field. The external field is along the narrow direc-
tion of the film stripe.

A5.1 Section 1.5 describes the demag field. Although the demag field is not
uniform across the film stripe, for convenience, we choose to use the aver-

age demag fieldHdemag and abbreviate the notation asHD. The demag field
HD=NMs, where N is the demag factor. For a long and narrow stripe
along the x-direction, the demag factor Nx Ny. The external field H is
in the film plane (x-y), and along the narrow direction, say y-direction,
the dominant demag field is HD ≈NyMs,yy = Ny Ms sin θ y , where θ is
the angle between Ms and the easy-axis (x-direction). The demag field is
along y-direction. Thus, the energy equation of Eq. (5.1) can be rewritten
as

ε = −
1
2
HKMs cos θ2 − Hy −Ny Ms sin θ cos π 2− θ

From the energy minimum, one finds that

θ = sin − 1 Hy

HK + NyMs
5 17

Equations (5.4) and (5.17) are in identical, if we treat (HK+NyMs) as HK ,
the anisotropy of a patterned film. The magnetic poles at the edge reduce
the applied field in the film. Thus, the equivalent anisotropy of a patterned
film is usually the combination of HK (crystalline anisotropy) and HD

(shape anisotropy).
Since HD is linearly proportional to the film thickness and material Ms

and decreases with film size, the anisotropy of small-size patterned film
is dominated by the shape anisotropy. For an elliptic- or oval-shape film,
the anisotropy, or the “easy-axis,” is along the long axis. For a circular-
shape film, the shape anisotropy in every direction is the same due to sym-
metry and, thus, is the same as the crystalline anisotropy HK.

Q5.2 Refer to Figure 5.3. The initial position of M lies in the x-direction,
the easy-axis. What is the angle of M when the apply field is (a)
H = − 0 25HKx + 0 25HKy, (b) H = −HKx + HKy to a Ferromag-
netic film?
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A5.2 Solve Eq. (5.9); one gets (a) θ = 1.25 (radian) field is inside the
Astroid, no switch. (b) θ = 2.8 (radian), greater than π/2.M switches. These
two solutions are shown in Fig. Q5.2.
Astroid analysis provides a good first-order estimate for samples that

exhibit coherent rotation behavior and at 0 K temperature. At room tem-
perature, thermal agitation energy contributes to the switching of magnet-
ization in ferromagnetic film. Thus, there is a finite probability that MTJ
switches when the write field is inside the Astroid. Similarly, there is a
finite probability that switching may fail when the field is outside the
Astroid.
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6

Spin Current and Spin Dynamics

6.1 Introduction to Hall Effects

The family ofHall effects plays a crucial role not only inmagnetic-related studies but
also in the development of modern condensed matter physics. This chapter begins
with a review of the ordinary Hall effect (OHE) and the anomalous Hall effect
(AHE). The latter can be further viewed as the spin Hall effect (SHE) in ferromag-
netic materials. From such effects, we introduce the concept of spin-polarized cur-
rent and pure spin current, namely, the flows of spin angular momentum carried by
flows of spin-polarized conduction electrons. Through the spin-transfer torque
mechanism, the spin angular momentum, carried by a stream of either spin-
polarized current or pure spin current, exerts torques onto the magnetic moment
on their path. Both spin-polarized current and pure spin current offer new ways
to control the magnetization by simple current injection, without the help of an
applied external field. More important, spin-transfer torque can be employed to
induce magnetization reversals and oscillations, or to induce magnetic domain wall
motion, in various types of micron-sized and nano-sized devices.

6.1.1 Ordinary Hall Effect

In 1879, Edwin Hall [1] found that when electric current flows longitudinally in a
nonmagnetic film stripe, such as normal metal or semiconductor, in the presence
of amagnetic field perpendicular to the plane of the stripe, a transverse voltage can
be measured across the two sides of the stripe (Figure 6.1). This voltage is now
called the Hall voltage. The Hall voltage is the result of the Lorentz force skewing
the trajectory of the positively charged holes sideways in a direction transverse to
the current flow direction and skewing the negatively charged electron sideways in
the opposite direction. The spatial separation of electrons from holes builds up an
electrostatic potential (electric field) transverse to the direction of the current flow
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and the magnetic field. This potential is proportional to the applied magnetic field.
The Hall resistivity is further defined as

ρH = VH I = RHB, 6 1

where B is the applied magnetic field, and VH and RH are the Hall voltage and Hall
coefficient, respectively. Notice that the Hall voltage is transverse to the current
direction. By measuring the sign of the Hall voltage, one can determine the dom-
inant type of charge carrier in normal metals as well as semiconductors, either
being electron (RH< 0) or hole (RH> 0). For instance, it is a common practice
to determine whether a semiconductor is n-type (electron transport) or p-type
(hole transport) by measuring its Hall coefficient.

6.1.2 Anomalous Hall Effect and Spin Hall Effect

In 1881, Hall found that, for ferromagnetic materials, a similar transversal voltage
can be detected even without the application of an external magnetic field [2]. The
Hall resistivity was found as

ρH = VH I = RHB + 4πRAMS, 6 2

whereMS is the saturation magnetization of the ferromagnetic material. Hall volt-
age consists of two terms. The first term is B-field dependent, which corresponds to
the OHE. The second term depends on the magnetization in the material and is
characterized by the anomalous Hall coefficient RA. It was not understood then,
and the phenomenon was called the AHE. Typically the contribution from AHE
is greater than that from OHE; i.e. RA> RH. It is noted that since AHE is directly
proportional to the magnetization in magnetic materials, it can be utilized to probe
the magnetization direction or dynamics of magnetic materials (see Figure 6.2).
In late twentieth century, the AHE is understood as the result of spin-dependent

transport [3]. In essence, electrons moving longitudinally through a ferromagnetic
conductor acquire a transverse velocity. The transversal velocity of spin-up

_

VyBz

Ix

Figure 6.1 Direction of current flow,
applied field, and Hall voltage. Right-
hand rule.
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electron is opposite to that of spin-down electrons due to spin-orbit interaction.
Spin-up electrons therefore accumulate on one side of the ferromagnetic material,
spin-down electrons the other side. In a ferromagnet, the population of majority-
spin electron (their spin is in same direction as magnetization of the ferromagnet)
is greater than that of the minority-spin electron. Thus, more majority-spin elec-
trons accumulate in one side than the minority-spin electrons on the other side,
resulting in an unequal charge on two sides; thus, a measurable voltage is devel-
oped. That is the anomalous Hall voltage.
The same spin-dependent transverse velocity is also present in nonmagnetic

materials. In the direction orthogonal to the current direction, spin-up electrons
accumulate in one side of the conductor, spin-down electrons in the other side, as
depicted in Figure 6.3a. The separation of spin-up and spin-down electrons, how-
ever, does not develop a transversal Hall voltage in nonmagnetic material, since
the populations of the two spins on the two sides are equal. Experimentally, the
separation can be observed with the Kerr imaging technique [4]. Figure 6.3b
shows the experimental observation of spin-dependent electron accumulation
on the two sides in a GaAs sample. In 1999, Hirsch called this phenomenon
the spin Hall effect (SHE) [5]. Figure 6.4 shows a comparison among OHE,
AHE, and SHE.
Both AHE and SHE originate from the spin-orbit interaction in materials. The

former is observed in ferromagnets, while the latter is the case for nonmagnetic
materials (normal metals or semiconductors). The SHE, as a result, is more prom-
inent in materials with large spin-orbit interaction such as 5d transition metals:
β-Ta, Pt, β-W, etc.
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Figure 6.2 Examples of anomalous Hall voltage measurement on CoFeB/W bilayer films
with different thicknesses. The CoFeB layers have in-plane anisotropy. Using AHE, one can
determine the out-of-plane field required to saturate magnetization along the out-of-plane
direction. From the data, one can also see that the anomalous Hall coefficient is greater than
the ordinary Hall coefficient (RA > RH).
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Due to equal numbers of up-electron and down-electrons, the Hall voltage is zero. (b) Kerr
measurement showing electrons with one spin accumulates on one side of a 300 μmx 77mm
GaAs sample as current flows through the sample; the electrons of other spin accumulate
on the other side. The top figure shows the rotation angle, and the bottom figure shows the
reflectivity as a function of sample lateral position [4]. (Retrace from original.)
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Different mechanisms were proposed to explain the spin-dependent transversal
trajectory; they are (a) spin skew scattering [6], (b) side jump [7], and (c) intrinsic
mechanism [8]. The first two involve spin-dependent scattering (extrinsic) [9], and
the last one does not (which is related to the band structure and its Berry curva-
ture) [10]. An excellent review of SHE in metals was given by Hoffmann [11].
A recent theory was proposed by Dyakonov [12, 13]. Dyakonov offers a mech-

anism involving relativity. When an electron is scattered by the electric field of a
charged scattering center, a magnetic field B exists in the electron’s moving frame.
This field is perpendicular to the plane of the electron trajectory, and B has oppo-
site signs for electrons moving to the right and to the left of the charged center. The
B is seen by the electron spin. The Zeeman energy of the electron spin in this field
corresponds to the spin-orbit interaction. It is illustrated in Figure 6.5.

6.2 Spin Current

As described, spin Hall effect splits the electron transport trajectory according to its
spin polarity. We can view that the total electron current is made up of two compo-
nents. One component is contributed by the spin-up electrons and the other spin-
down electrons. Their current paths skew toward opposite directions, and they carry
opposite angular momentum. One can view this phenomenon as a lateral flow of
angular momentum. That is the spin current we are going to discuss in this section.

6.2.1 Electron Spin Polarization in NM/FM/NM Film Stack

In a normal or nonmagnetic metal (NM), the density of state (DOS) at the Fermi
level of spin-up electrons n is the same as that of the spin-down electrons n . The

E E

B

B

–
υυ

Figure 6.5 Schematics of electron scattering by a negatively charged center. The electron
spin experiences a magnetic field B� ~ v × E perpendicular to the plane of the electron
trajectory. Note that this magnetic field has opposite directions for electrons scattered to the
left and to the right of the charged center [12].

6.2 Spin Current 109



scattering is independent of the spin polarization of the electrons. Thus, those leav-
ing an NM are made up of equal populations of both spins. In contrast, in a ferro-
magnet (FM), the energy band structures are spin-dependent. The DOS of
majority-spin electrons (spin parallel to theMs) at the Fermi surface is larger than
the DOS of the minority-spin (spin anti-parallel to Ms) electrons.
Interesting transport phenomenon would occur when one attaches an NM to an

FM. When the minority-spin electrons arrive at the NM/FM interface, seeing less
available DOS at the Fermi surface in the FM, they need to go through spin-flip
scattering at the interface to enter the more abundant majority-spin DOS; or, they
are reflected back and accumulate up stream near the NM/FM interface. In addi-
tion, once inside the FM, the scattering rate of the minority-spin electrons is
greater, and they are more likely to go through spin-flip scattering. This effect
is the spin-filtering effect and is also related to the origin of giantmagneto-resistance.
Thus, electrons leaving the FM are predominantly majority-spin electrons. In other
words, while the population of spin-up and spin-down electrons of the incoming
electrons are the same, the outgoing electrons are polarized with spin parallel to
the Ms of the FM.
Figure 6.6 illustrates the spin polarization process when electrons pass through

the NM/FM/NM stack. The layer stack essentially acts as a spin filter. The FM is
magnetized down, and the electrons of majority (minority) spin are spun down
(up). Excess minority-spin (up) electrons accumulate up-stream and excess major-
ity-spin (down) electrons down-stream within the spin diffusion length from the
interface of FM.
In 1973, Tedrow et al. studied electrons tunneling from an FM into a supercon-

ducting aluminum and found the injected electrons are indeed spin polarized [14].
In 1994, Y. Lassailly observed that very thin Au–Co–Au film (Co ~ 2 nm) acts like a
spin filter [15]. The transmission coefficient of minority-spin electrons is about
0.7 times that of majority-spin electrons. The figure of merit while discussing
the spin filtering effect is spin polarization factor P, which is defined as

Spin diffusion 
length

n↑ > n↓ n↑ < n↓

NM NMFM

e

Figure 6.6 When current flows through an NM/FM/NM stack, minority-spin electrons
accumulate up-stream near the NM/FM interface, and majority-pin electrons accumulate
near the down-stream FM/NM interface, within the spin diffusion length region.

110 6 Spin Current and Spin Dynamics



P =
n − n

n + n
, 6 3

where n and n are the populations of electrons with majority spin and minority
spin, respectively. Taking Lassailly’s data as an example, one obtains a polarization
factor P = (1–0.7)/(1 + 0.7) ~ 0.18. Although this value is smaller than those in the
recent literature, P ~ 0.35 for Co [16], the filter action is evident. Among ferromag-
netic films, CoFeB is known to have the highest polarization factor, P ~ 0.65, fol-
lowed by Fe, P ~ 0.40 [17]. These early works established the fact that an FM film
polarizes electron current in terms of its spin degree of freedom.
In the NM/FM/NM structure shown in Figure 6.6, n n within the spin dif-

fusion length near the FM/NM interface. A vector called spin current, which
describes the transport of spin angular momentum, can be further defined as

JS = ℏ 2 n v − n v , 6 4

where v and v are velocity of spin-up and -down electrons, respectively. The
spin current is in unit of angular momentum per unit area per unit time or
(N/m). (Strictly speaking, JS is spin angular momentum current density.) It repre-
sents a flow of angular momentum carried by conduction electrons, each with
angular momentum of ℏ/2. The unit of charge current JC= e (n v + n v ) is
charge density in unit of charge density times velocity (Coulomb/s∗m2). The unit
conversation between charge current and spin current is ℏ/2e, and its dimension
is (Joule∗s/C). Notice that v and v may not have to be in the same direction. For
example, when n = n , a spin current may still flow (n v − n v 0) if v v .
Also note that spin current can be roughly categorized into two groups, namely,
spin-polarized current and pure spin current, as shown in Figure 6.7. Spin-
polarized current represents the case for spin-filtering effect, i.e. n n , but
v and v are along the same direction. Pure spin current, on the other hand,
represents the case of pure spin separation (such as the SHE) without a net
charge flow, where n = n but v and v are pointing along different directions.

6.2.2 Spin Current Injection, Diffusion, and Inverse Spin Hall Effect

In Section 6.1.2, we discuss SHE: a longitudinal charge current flow JC can gen-
erate a transversal spin current JS. In this section, we discuss the experimental
studies that show JS = ℏ/2 (n v − n v ) 0 indeed exists in regions where the
net charge current JC = e (n v + n v ) is zero. We will further show that spin cur-
rent can generate charge current, which is the inverse spin Hall effect (ISHE). ISHE
has become an important experimental approach to study spin current properties
in various types of film stacks [19–21].
Figure 6.8a schematically illustrates the side view of a nonlocal spin valve

(NLSV), which consists of two FM contacts on top of an NM bar. This structure
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Figure 6.7 Various types of spin currents. Source: Adapted from Feng et al. [18].
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Figure 6.8 Spin current in an NLSV with ferromagnetic injector and detector. When spin-
polarized electrons are injected from the left FM electrode into the NM, the electrons are
drained to the left. The spin current diffuses and reaches the FM detector to the right FM
electrode. A nonlocal resistance Rnl = Vm/I is therefore detected. The polarity of Rnl depends
on the relative magnetization alignment of the FM injector and detector [18].



and its variations have played important roles in the experimental discovery of
many spin-dependent transport phenomena and was first demonstrated by John-
son and Silsbee in their seminal paper [22]. The left FM contact serves as spin
injector and the right one as spin detector. The basic idea is to inject a spin polar-
ized current I from the FM contact into an NMHall bar, which generates a net spin
accumulation near the injection contact. The concomitant charge current JC can
be drained toward the left side contact, while the spin accumulation diffuses from
the contact in all directions and results in a pure spin current JS on the right side of
the injection contact. This spin current diffuses toward the right and is detected by
a spin-sensitive detector (e.g. the other FM contact), which develops a voltage Vm,
and a nonlocal resistance is defined as Rnl = Vm/I. When the magnetization of the
two FMs are of opposite polarity, the voltage obtained at the detector is smaller (see
Figure 6.8b). Therefore, similar to a regular spin valve, the measured resistance
depends on the relative orientation of the two FM electrodes.
Borrowing the concept of spin injection from theNLSV structure, one can also use

the generated pure spin current JS to study other spin-dependent transport proper-
ties, for example the ISHE. The structure for detecting ISHE is illustrated in
Figure 6.9, which consists of an FM spin injector on top of an NM Hall bar. While
a charge current flows on the left side of the injector electrode FM, a pure spin cur-
rent flows toward the right side. The pure spin current ismade up of spin-up (major-
ity spin corresponds to the magnetization of FM) electrons flowing east-bound, and
the spin-down electron flows westbound. Through SHE, electrons of both spin
polarizations skew toward electrode A, resulting in a finite electrical potential
between A and B [24]. Thus, a stream of nonzero pure spin current induces a charge
current in between terminals A and B – the inverse spin Hall effect.

Js

LSH

Jc

FM

B

C

A

VSH ≠ 0

Figure 6.9 The spin injector is FM, and the Hall cross is made of NM. Charge current is
injected from FM and drained through electrode C. Once injected, themajority-spin (spin-up)
electrons diffuse eastbound and, through SHE, skew toward electrode A. Similarly, the spin-
down electron flows westbound and skew toward electrode A. Note that in NM, n v +
n v = 0 and n v − n v 0 along the x-direction. The accumulation of electrons at electrode
A induces an electric potential difference between electrode A and B; thus, a measurable
Hall voltage is built up between A and B. The measurement was conducted at temperature
4.2 K [23].
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By measuring the inverse spin Hall voltage signal VSH as a function of the dis-
tance between the spin injector and the Hall cross (A, B), the spin current diffusion
length can be characterized. The ISHE voltage decays as e−x/λ, where λ is the spin
diffusion length. Valenzuala found that spin diffusion length is over 705 nm of a 25
nm thick aluminum film at 4.2 K. At room temperature, the spin diffusion length of
a transition metal is typically in the order of 10–100 nm, and Cu spin diffusion
length is up to 0.3 μm due to its weak intrinsic spin-orbit interaction [25, 26].
In fact, since the ISHE voltage is directly related to the SHE, many of the early

studies utilizes ISHE to determine the strength of SHE in different transitionmetal
systems, rather than directly probing the SHE. This was the case for the discovery
of large SHE in 5d transition metal Pt at room temperature [21].

6.2.3 Generalized Carrier and Spin Current Drift-Diffusion Equation

D’yakonov and Perel have generalized the drift-diffusion equation to couple both
spin and charge carrier current [27, 28] into a unified formulation. The well-
known drift-diffusion equation of electron charge current is

Jc

e
= μnE + D∇n, 6 5

where Jc is the charge current density, E is electric field, and ∇ is del (the gradient

of∇n =
∂n
∂x

x +
∂n
∂y

y +
∂n
∂z

z in Cartesian coordinate, and x is unit vector in x-direc-

tion, etc.). All are vectors; n is electron density as a function of position (x, y, z),D is
diffusion constant, and μ is electron mobility.

Similarly, one can define a drift-diffusion equation for spin current in tensor JSij,

with the j component of the spin polarization density P, a function of position,
flowing in the i-direction, and (I, j) (x, y, z):

JSi,j
ℏ

= − μEinP j + Dn
∂P j

∂xi

∗
6 6

∗ {D’yakonov’s original expression is
JSi,j
ℏ

= − μEiP j −D
∂P j

∂xi
, different sign.}

The charge and spin currents are coupled through spin-orbit interaction; for
materials with inversion symmetry, this coupling can be included by modifying
Eqs. (6.5) and (6.6) as follows:

Jc

e
= μnE + D∇n + ΘSHμ E × P + ΘSHD ∇ × P 6 7

∗∗
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JSi,j
ℏ

= − μEinP j + Dn
∂P j

∂xi
− ei,j,k ΘSHμnEk + ΘSHD

∂n
∂xk

, 6 8

where ΘSH is the spin Hall angle. We will come back to its definition later in this
section. The third term in Eq. (6.8) describes the direct SHE, where a transverse
spin current −ei,j,k(ΘSHμnEk) is generated in response to an electric field Ek. For
example, let (i, j, k) be (y, z, x). The third term of Eq. (6.8) is −(ΘSHμnEx), which

contributes to
JSy,z
ℏ

, a spin current in the y-direction and electron spin in the

z-direction.
These two equations should be complemented by the continuity equation of spin

current,

∂P j

∂t
+

∂JSij
∂xi

+
P j

τs
= 0, 6 9

where τs is spin relaxation time.
∗∗[In D’Yakonov’s original paper, the third term of Eq. (6.7) is ΘSH(E P), indi-

cating any possible direction in the plane normal to the vector E × P, but not a
vector. This means that the spin current flowing toward the film surface will be
polarized in-plane, in direction transversal to the charge current direction.]
Similarly, the third term in Eq. (6.7) describes the anomalous Hall effect in the

presence of a net spin polarization, while the fourth term in Eq. (6.7) describes the
Inverse spin Hall effect, i.e. the generation of a charge current in response to gra-
dient in the spin accumulation.
The spin Hall angle ΘSH is the ratio of spin current conductivity σSxy = ℏμnΘSH

and charge current conductivity σcxx = eμn, in the absence of an electric field. It can
readily be expressed as

ΘSH =
σSxy
σcxx

e
ℏ

6 10

This is a measure of the charge current to spin current conversion efficiency.
Researchers are looking for material with large spin Hall angle with some success;
see Chapter 3.
Similar to the right-hand rule, when electron current flows in the x-direction,

electron spin in the y-direction forms a spin current that flows in the +z direction,
and electron with spin polarization in the –y direction flows in the –z-direction.
Notice that each electron carries ℏ/2 angular momentum; this is illustrated in
Figure 6.10. Eq. (6.10) can be rewritten as

JS =
ℏ
2e

ΘSH JC 6 11
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While the unit of charge current JC is {charge in unit volume x velocity} or
(Coulomb/m2S), the unit of spin current JS is a flow of angular momentum in unit
area or (N/m). The unit conversion between charge current and spin current is
ℏ/2e, and its dimension is (Joule.S/C).

6.3 Spin Dynamics

When excited, a magnetic moment in a ferromagnet precesses around an effective
field. This effective field can be the sum of various different contributions such as
external field, demagnetizing field, anisotropy field, etc. During this process, the
energy of the precessing moment is dissipated into the lattice or into other forms
of energy, and the precession dynamics gradually cease. This is called the damping
process. Without additional supply of energy, the precession eventually comes to
an end, and the moment aligns to the effective field. This momentum behavior is
captured by the Landau-Lifshitz-Gilbert (LLG) equation, a phenomenological
equation. On the other hand, with a continuous supply of energy at the precession
resonant frequency to counter the damping, the precession dynamics can be sus-
tained. This ferromagnetic resonance is a powerful tool for studying the damping
coefficient of different magnetic materials and film stack structures.
When the anti-damping torque generated from the spin current is large enough

to overcome the damping torque, the spin current can sustain precession and/or
induces magnetization reversal to the local magnetization. The spin current
induced magnetization reversal was first pointed out by Butler [29] and Slonc-
zewski [30] in their seminal papers. We study the interaction of the spin current
and the local magnetization in the following sections.

6.3.1 Landau-Lifshitz and Landau-Lifshitz-Gilbert Equations of Motion

In a ferromagnet, when an external magnetic field is applied to a magnetization
m, it exerts a torque −m ×Heff to the magnetization. The effective field Heff is
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‸

Figure 6.10 Direction of particle current, spin current, and spin polarization.
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the negative derivative of the total energy with respect to the magnetization at
position r:

Heff r = −
∂Etot r
∂M r

6 12

The total energy Etot of Eq. (6.11) is a sum of the crystalline anisotropy energy,
demagnetization energy, Zeeman energy, and the energy induced by the external
field. Therefore,Heff(r) can be considered as the sum of all kinds of magnetic field
contributions.
The response upon the application of an external field is magnetization preces-

sion. The magnetization precession is a dynamic process. Understanding the
behavior of this dynamic process requires solving the Landau-Lifshitz dynamic
equations. The dynamic equation of motion for the magnetization M(r) is a mac-
roscopic extension of the spin Hamiltonian and can be written as

∂M r
∂t

= − γM r × Heff r − γ
λ

Ms
M r × M r × Heff r , 6 13

where γ is the gyromagnetic ratio of electron and λ is a phenomenological damping
parameter. The first term on the right side of Eq. (6.13) represents the precession of
the moment, and the second term is a phenomenological damping term. To be
more specific, the first term describes the precession of magnetization around
the effective field, which provides the magnetic torque M ×Heff for the rotation
of magnetization. The second term describes the energy dissipation, which damps
the precessional motion and acts as a torque pulling
the magnetization toward the effective field. After
reaching the equilibrium state, the magnetization
aligns along the direction of the effective field.
Figure 6.11 shows the motion of magnetization as it
is described by the Landau-Lifshitz dynamic
equations.
Alternatively, if the damping effect is strong and is

acting like a torque, Gilbert expressed the damping

term as
α

Ms
M r ×

∂M r
∂t

, where α> 0 is the

dimensionless Gilbert damping constant. Therefore,
Eq. (6.13) can also be written as

∂M r
∂t

= − γM r × Heff r

+
α

Ms
M r ×

∂M r
∂t

6 14

M

Heff 

–M × Heff

M × dM/df

Figure 6.11 The
precession and the
damping of the
magnetization around an
effective field according to
the Landau-Lifshitz-Gilbert
dynamic equation.
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This is the so-called Landau-Lifshitz-Gilbert (LLG) equation. Also note the sign
change of the second term on the right side of Eq. (6.14). If we further normalized
both sides of Eq. (6.14) by the saturation magnetizationMs, then the LLG equation
can be simplified to this more commonly seen form:

∂m r
∂t

= − γm r × Heff r + αm r ×
∂m r
∂t

6 15

When the external magnetic field suddenly changes direction, the magnetiza-
tion will precess around the new direction of the effective field and eventually
align to the direction of the new effective field as the damping dissipates the pre-
cession energy.

6.3.2 Ferromagnetic Resonance

Ferromagnetic resonance (FMR) is a method to measure various magnetic proper-
ties by detecting the precessional dynamics of the magnetization in a ferromag-
netic sample. Microscopically, a magnetic field H creates a Zeeman splitting of
the energy levels, and a fixed frequency radio wave signal is applied to excite mag-
netic dipole transitions between these split levels, while the DC magnetic field H
varies (Figure 6.12a). The RF absorption near the resonant frequency is measured.
The resonance signal resembles a Lorentzian line shape (Figure 6.12b). The reso-
nance fieldHres depends on the angles of the field, anisotropy parameters, g-factor,
and saturation magnetization of the sample [31].
When a ferromagnetic film is excited with a DC field H and an AC transverse

field h0e
jωt, the combination of these two applied fields is referred to as Ha. The

magnetization precesses around the DC field. Unlike what we saw in the previous
section, this precession dynamics does not die down due to damping. Instead, the
precession is sustained with the energy from the AC field h0. When the frequency
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Figure 6.12 (a) Magnetization precesses under applied DC and AC fields around resonant
frequency. (b) FMR spectra.
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of the AC field is the same as the intrinsic precession frequency of the ferromag-
netic film, the film exhibits a resonant absorption of the AC power. The resonant
frequency is typically in the GHz range when the field is in a few thousands Oe.
Note that in the case of FMR, the externally appliedHa and the crystalline anisot-
ropy field in the ferromagnet HK makes up the Heff.
In a thin ferromagnetic film, theHeff field contains one more term – the demag-

netization field NM. Thus,

Heff = Hk + NM t + Ha, 6 16

N can be decomposed asNx,Ny, andNz for filmwith the principal axes parallel to
the x-, y-, z-axes of a Cartesian coordinate system. Let the applied field be
Ha = Hz + h0ejωtx, and H h0. M is magnetic moment of the film M = |MS|V
MzV, and V is the film volume. The time varying vector components of the mag-

netization is Mx and My, since H h0. Ignoring the damping for the time being,
Eq. (6.14) becomes

dM t
dt

= γM t × Heff 6 17

From Eq. (6.17), the resonant frequency is

ω = ω0 = γ AB, 6 17a

whereA = H −Hk,y − Nz −Ny M, 6 17b

and B = H −Hk,x − Nz −Nx M, 6 17c

where M = |MS |V. For a large film in the x-y plane, the film anisotropy is in the
plane along the x-direction, i.e. Hk,z = Hk,y= 0, and Nz = 4π, Nx = Ny = 0, whence

ω0 = γ H − 4πM 6 18

For a film in the x-z plane, the DC field Hz field is in plane, then Ny = 4π,
Nx = Nz = 0, and

ω0 = γ H H + 4πM
1
2 6 19

When damping is included in Eq. (6.17), the resonant frequency shifts slightly.
The Gilbert damping constant α in the Landau–Lifshitz-Gilbert equation can be
further measured from the FMR line width ΔH (see the homework). The two
quantities are related to each other by α = γΔH/(2ω), where ω is the frequency
at which the swept field line width is measured (Figure 6.12). The absorption line
width ΔH is directly connected to the relaxation processes. In thin films, Gilbert
damping is commonly used to describe the relaxation. But several other possible
relaxation paths are also known, e.g. spin-pumping effect (Section 6.3.3), etc.,
which can also contribute to the detected line width. The anisotropy constants
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can also be deduced from angle-dependent measurements of single crystalline
samples. For magnetic multilayers, also the interlayer exchange coupling constant
can be determined by FMR in absolute units.

6.3.3 Spin Pumping and Effective Damping in FM/NM Film Stack

A thin FM in contact with NM displays magnetization dynamic effects that are
often nonlocal in nature. As will be mentioned in Section 6.4, a pure spin current
or a spin-polarized current, entering from NM into FM, can exert a torque on the
magnetization of the FM, leading to current-induced magnetic switching. The
inverse of this process is the interfacial spin “pumping.” The precession of the
magnetization in the FM pumps spin into the adjacent NM layers [32].
Figure 6.13 illustrates the spin pumping concept. Following Section 6.3.2, a
precessing magnetization in an FM can be described as MS MZ z +m0

[cos ωt x + sin ωt y , whereMZ m0, when the precession cone angle is small.
The moving component of the magnetization is in the x-y plane. The strong
exchange in FM makes the entire sheet of magnetization at the interface precess
in unison. This moving magnetization component exerts a torque to the electrons
in the NM adjacent to the FM/NM interface through exchange interaction. The
spin moment in the NM adjacent to the interface precesses. Thus, a “spin current”
JS flows into NM even though there is no net electron flow into the NM from the
FM. Note that JS is a flow of spin angular momentum generated by the precessing
magnetization in the FM layer adjacent to the FM/NM interface. The “spin accu-
mulation” takes place adjacent to the interface electrons in the NM side. The spin

Heff

M

Damping = α0 + α′

NMFM

Spin diffusion length

X = 0

X

y
z

J back

J pump

Damping
M x dM/dt 

θ

Figure 6.13 The precession of magnetic moment in an FM “pumps” spin current JS into the
NM and effectively increases the damping coefficient.
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accumulation decays as e− x λsf , where x is the distance from the interface, and λsf is
the spin (flip) diffusion length. If the thickness of NM is thinner than spin diffusion
length, the spin current reflects back as Jback.
Themagnitude of the spin current JS at the FM/NM interface is given by [32, 33]:

JSs =
ℏ
8π

Re 2g m ×
∂m
∂t

6 20

where g is the spin-mixing conductance, m is the unit vector of the magnetiza-
tion in the FM, and s is the unit vector of the spin polarization in the NM conduc-
tor. Experimentally the spin-mixing conductance can be determined from the line
width broadening in an FMR experiment when an NM is attached to an FM.
The spin pumping process is different from spin filtering (Section 6.4.1). Pump-

ing involves no charge current, only a spin current (in other words, no net transfer
of charge, only angular momentum transfer from FM into NM). The direction of
spin current is perpendicular to the FM/NM interface plane. As long as the pre-
cession in the FM is sustained (e.g. by an ACmagnetic field at resonant frequency),
the spin current will continue. Through AMR and ISHE, an inverse spin Hall volt-
age can be detected [34, 35].
Two effects can be observed due to the spin pumping effect. As an electron tra-

vels in any metal, it scatters. Each scatter may or may not result in a spin flip,
which is characterized as spin relaxation time or spin diffusion length. In some
metals in which the spin relaxation is fast, the spin current transfers angular
momentum from an FM into an NM, affecting the magnetization dynamics of
the FM as an enhanced Gilbert damping in the Landau-Lifshitz-Gilbert equation.
The enhancement of the damping constant is found to be

α = α0 + α = α0 +
a

dFM
6 21

where α is the effective damping coefficient of the NM/FM/NM stack, α0 is the
damping of the FM without an adjacent NM, α is the damping contributed by
the spin current into the NM, a is a positive constant, and dFM is the thickness
of the FM layer [32, 36].
Figure 6.14 shows the experimentally observed enhanced damping in CoFeB

film when the film contacts with heavy transition metals such as Ru and Ta.
The effective damping is inversely proportional to the CoFeB film thickness, as
described by Eq. (6.21). In other metals, a slow spin-relaxation rate results in a
“spin accumulation” in the metal. Hence, there can be a backflow of spin current
into the ferromagnet and, due to its spin-dependent conductivity, leads to a char-
ging of the ferromagnet. This spin current has resulted in the electrical detection of
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DC voltage caused by spin pumping. Cu is known to be an NMwith very long spin
relaxation time, τs = 10−12s in Cu [38].With a Fermi velocity of vF = 1.57 × 106m/S
in Cu [39], this gives a spin-flip mean free path λs ≈ 1 μm. (measurement: Cu ~350
nm, Ta, ~10 nm and Ru, 14 nm at 4.2K). As a result of the long spin relaxation time
in Cu, there is no observable enhancement in damping when a CoFeB film is in
contact with Cu [37].

6.3.4 FM/NM/FM Coupling Through Spin Current

The last section shows that spin current carries angular momentum from an FM to
an NM. In an FM/NM/FM film stack, the two FM films can dynamically couple
through spin current. This phenomenon is illustrated in Figure 6.15. An FM1/NM/
FM2 stack is excited at a fixed AC frequency, and a DC H field is scanned (FMR
measurement). Layer F1 is thinner, its resonant field is H1, and its precessing mag-
netic moment pumps spin current from F1 into the NM spacer. Layer F2 is thicker;
it resonates at field H2 and pumps spin current from F2 to NM. Note that the two
spin currents flow in opposite direction, due to the film thickness difference,
H1 H2. The angle of the applied DC H field determined the resonant H1 and
H2 when the FMR is excited by a fixed frequency AC field (ref. to
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Figure 6.14 Measurement results of the damping constant of three film stacks: Ru/CoFeB/
Ru, Ta/CoFeB/Ta, and Cu/CoFeB/Cu. Other than the Cu/CoFeB/Cu stack, all others show that
damping constant increases with 1/tF, where tF is the thickness of the CoFeB [37].
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Section 6.3.2), due to the fact that the demagnetization field of these two films is
different (Eq. [6.17a–c]). So, one may tune the fields of H1 and H2 by adjusting the
DC field angle.When the resonant field H2 is detuned fromH1, the DCH field that
excites resonance in F1 does not excite resonance in F2 (Figure 6.15a). In this case,
only one FM pumps spin current to the NM. If H1=H2, both FM films pump spin
current, as illustrated in Figure 6.15b. These two spin currents flow in opposite
directions, partially cancel each other. One finds that the resonant line width
ΔH is smallest when H1=H2. When H1 is detuned from H2, the ΔH is larger;
see Figure 6.15c.
In contrast to the well-known RKKY oscillatory exchange interaction in the

ground state, this coupling is dynamic in nature and long ranged. Precessing mag-
netizations interact with each other through the spacer by exchanging nonequili-
brium spin currents. When the resonance frequencies of the ferromagnetic bands
differ, their motion remains asynchronous, and net spin currents persist. However,
when the ferromagnets have identical resonance frequencies, the coupling quickly
synchronizes their motion and equalizes the spin currents. Since these currents
flow in opposite directions, the net flow across both FM1/NM and NM/FM2 inter-
faces vanishes in this case. The lifetime of the arising collective motion is limited
only by the intrinsic local damping.
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Figure 6.15 Two FM films with an NM spacer in between: F1/NM/F2 stack. HDC and hRF
are applied to excite FMR. (a) F1 resonates, while F2 does not. F1 pumps spin current into
the spacer, which is absorbed near the interface of F2 and results in enhanced damping.
(b) Both films at resonance, inducing spin currents in opposite direction. (c) Effective line
width of magnetic bilayers with tunable resonance fields. At H1 = H2, the resonance field of
the two ferromagnetic layers coincide, and both ferromagnets emit equal and opposite spin
currents, which cancel, leading to zero transfer of angular momentum and reduction in
damping [40].
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6.4 Interaction Between Polarized Conduction
Electrons and Local Magnetization

The magnetization in a ferromagnetic film can change direction without an exter-
nal field, but by a stream of high-density electrons carrying a particular polariza-
tion of magnetic (or spin) moments. This spin moment (or torque) exchange (or
transfer) mechanism is what Slonczewski described in his seminal paper [30].
The spin-torque-transfer (STT) mechanism will be explained in the next few
sections.

6.4.1 Electron Spin Torque Transfer to Local Magnetic Magnetization

As a stream of spin-polarized electrons is injected into an FM film, through the
moment exchange, the polarization of themagnetization of an FM filmmay switch
to the spin-polarization direction of the injected electrons. Berger first predicted
the existence of this “spin transfer torque” when he explained the experimental
observation of the current-induced movement of magnetic domain wall [41]. In
1996, Slonczewski [30] and Berger [29] independently predicted an electron cur-
rent passing perpendicularly through a stack of an NM/FM1/NM/FM2/NMmetal-
lic multilayer (see Figure 6.16) will be able to generate a spin transfer torque to
switch the magnetization in the magnetic layer stack.
As shown in Figure 6.16, a stream of right-going unpolarized electrons is first

spin-polarized by the first FM layer, FM1. The magnetization direction of this
FM1 layer is fixed along unit vector s. When the spin-polarized electrons with their
spins parallel to s reach the NM/FM2 interface and find that the magnetization of
FM2m is not parallel to its spin s, a spin re-alignment is required for the electron to

s m

NM FM1 NM

(fixed layer) (free layer)

NMFM2

dm
dt

Figure 6.16 Illustration of spin-transfer torque in an NM/FM1(fixed)/NM/FM2(free)/NM
layer structure.
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enter/pass through FM2. If the electron is not able to re-align its spin due to scat-
tering by a defect in the NM, its entry into FM2 is impeded, and it can be reflected
at the interface. The net effect is that a torque will be transfer onto FM2 due to the
conservation of (spin) angular momentum.
The magnetization switching in the FM2 occurs when the spin-polarized elec-

tron current density is greater than a threshold value, which was predicted to be in
the order of mid-106–mid-107 A/cm2 [41]. This phenomenon is called STT switch-
ing, spin-transfer-torque switching, or spin-moment-transfer switching.
The verification of the spin-transfer switching was first carried out in GMR film

stacks in the 1990s. The switching-current density is in the range from mid-106 to
mid-109 A/cm2 (for example, see Refs. [42–44]). Recently, studies of STT switching
on magnetic tunnel junctions show that the switching-current density is in the
range of mid-106 A/cm2. For a comprehensive review of the physics of spin-torque
transfer, see Refs [45, 46].

6.4.2 Macrospin Model

The Macrospin model treats the magnetization M =MsV in a device as one uni-
form magnet, or simply considers its single domain behavior. It is based on LLG
equation analysis [47].
When a flux of spin-polarized electrons is injected into a ferromagnet, the

dynamicmotion of themagnetization given in Eq. (6.13) is modified: Not only does
magnetizationM experience the torque of the usual anisotropy field and the exter-
nal field in Eq. (6.13), it also experiences the torque through the exchange inter-
action from the injected polarized electrons passing throughM. The effect of spin
transfer torque on the magnetization dynamics can be taken into account as a cur-
rent-density dependent term as follows:

∂M
∂t

= − γM × Heff − γ
α

Ms
M × M × Heff + Γ , 6 22

where the torque from the spin-polarized current is

Γ = γ
αJ
MS

M × M × s + βjM × s , 6 22a

where the vector s is the moment of the polarized free electrons and

αJ = ℏJP 2Mset, 6 23

where J is the current density, P is the electron spin polarization, Ms is the satu-
ration magnetization of the magnetic layer, and t is the magnetic layer thickness.
Eq. (6.22) is also called the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation.
The third term on the right side is the torque produced by the spin-polarized
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electrons, i.e. spin torque or spin-transfer torque. Eq. (6.22a) describes the two
components of the spin-torque term. αj and βj are coefficients of the in-plane
and out-of-plane torque, respectively, produced by the spin-polarized current on
the magnetization; both are a function of the density of the spin-polarized elec-
trons. The first term is in-plane torque, which is in the plane formed by M and
s (or M s plane). The second term is out-of-plane torque, which is pointing
out of the M s plane. In a spin valve (FM/NM/FM), the second term (out-of-
plane torque) is negligible and is usually ignored.
In the absence of injected spin-polarized electrons, s = 0, the third term on the

right side of Eq. (6.22) vanishes and M simply precesses around Heff. When spin-
polarized electrons are injected into a FM film, s > 0 and Γ is nonzero. Consider
two special cases. The first case is that M (or Heff) and s are parallel. Then, (M ×
Heff) and (M × s) have the same sign, the torque is in same direction, and, thus, the
second and third terms both damp the precession of the moment.
The second case is thatM (orHeff) and s are antiparallel, so the third term coun-

teracts the damping. Thus, the second and third terms in Eqs. (6.22) and (6.22a)
can be combined and written as follows:

1
γ

∂M t
∂t

= −M × Heff − α−
αJ
Heff

M
Ms

× M × Heff 6 24

The effective damping is reduced by the current density of the polarized elec-
trons. Thus, at a certain current flux density, the effective damping becomes neg-
ative. Figure 6.17 illustrates the dynamic motion of the magnetization when a flux
of spin-polarized electrons is injected. At a moderate flux level, the magnetization
adjusts its precession cone angle θ and eventually settles at an equilibrium angle;

the precession is sustained and α−
αJ
Heff

= 0. Such a DC-current-driven FMR

emits a radio frequency (RF) signal. The sustained precession and its RF emission
was first predicted theoretically and observed by Berger. At a higher flux

level, α−
αJ
Heff

< 0, the magnetization spirals away from the precession axis,

the cone angle grows beyond
π
2
, and this results in magnetic reversal. The latter

case is called the STT switching.
In a ferromagnet, the effective field Heff is the sum of various components of

anisotropy field and the demagnetizing field HD, i.e. Heff = HK+HD.
For an in-plane magnetized free layer, the effective field is dominated by the

demagnetizing field (HK HD = NMS), where N is the demagnetization factor.
While in an out-of-plane case, it is the other way around (HK HD).
When αJ > α Heff , the magnetization spirals away from the precession axis and

starts to switch to the direction of the magnetization of pinned layer. Therefore, at
zero temperature (Kelvin), the critical current density is given as [47]
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Jc0 =
2eαMstF Hk + HD 2

ℏP
6 25

6.4.3 Spin-Torque Transfer in a Spin Valve

Consider a spin valve structure (FM1/NM/FM2) as shown in Figure 6.18. Suppose
that there is an angle θ between the magnetizationsM1 andM2 of layers FM1 and
FM2, respectively. Let us make FM2 much thicker, or pinned; thus, its magneti-
zationM2 is hard to switch. Free electrons in the NM electrode of FM2 (not shown
in Figure 6.18) enter the film stack from the right side. When the electrons pass
through the FM2 layer, FM2 acts as a spin filter. When leaving FM2, more free
electrons are oriented to the direction of M2. Since the NM middle layer is very
thin, thinner than the spin-relaxation length, the polarized electrons maintain

M

M

M

e

Heff(a)

(b) (c)

ΓST

α

θ

Figure 6.17 (a) Spin-polarized electrons exchange moments with the magnetization of
opposite polarity, exerting a torque in a direction opposite to the damping. (b) When the
current is below a threshold value, the precession angle θ first increases and then reaches
a steady angle. (c) When the current is greater than a threshold value, the precession

angle θ continues to grow beyond
π

2
and magnetic reversal takes place.
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their spin polarization. When polarized electrons enter FM1, spin-torque transfer
takes place. M1 experiences a torque M1 × (M1 ×M2), which aligns M1 to the
direction ofM2, as shown in Figure 6.18a. Eventually, M1 andM2 become parallel;
this state is referred as P-state.
Similarly, reversing the direction of electron flow will reverse the process. Elec-

trons are polarized by FM1. After they arrive in the NM/FM2 interface, those with
polarization opposite to FM2 reflect back and re-enter FM1. The torque they carry
is M1 × (M1 × (−M2)), which rotates M1 away from M2 and toward the opposite
direction ofM2, as illustrated in Figure 6.18b. When M1 and M2 become anti-par-
allell, we refer this state as AP-state.
Thus, to switch the free layer of a spin valve from P-state to AP-state, the current

is applied from the free layer into the pinned layer (electrons flow from the free
layer to the pinned layer). To switch from AP- to P-state, current is applied from
the free layer to the pinned layer (electrons flow from the pinned layer to the
free layer).
A paper on the relation between spin-torque and spin-valve current can be

found in [48].

6.4.3.1 Switching Threshold Current Density

Allowing for the partial polarization in the electron flux, the amplitude of the spin
torque can be derived as follows [30]

r =
Jg θ

e
ℏ, 6 26

where J is the current density, and e is electron charge. Note that Jg/e means the
effective flux of the polarized electrons flowing from NM into FM1, and ℏ is the
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FM2

M2
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M1 M2M1

e

FM2FM1

e

Figure 6.18 Electrons with current polarized parallel to FM2 exert torques on FM1, causing
it to align parallel with FM2, (b) electrons with current in the opposite direction causes FM1
to anti-align.
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(reduced) Plank constant. g(θ) is a function of the polarization factor P of the
polarized electrons and the angle θ between polarized electron and M1 of the
FM1 layer, and it is equal to [−4 + (1 + P)3(3 + cosθ)/4P3/2]−1. g(θ) vanishes at
angle θ = 0 and π, for which the component of transferred spin oriented orthog-
onal to the M1 vanishes. Although the torque is theoretically zero when M1 and
M2 are parallel or anti-parallel, in practice, the torque exists. The misalignment
of the easy axis, as well as the thermal agitation at room temperature, causes the
two M to deviate from perfect alignment. For small P, the transfer rate turns
into ~sinθ.
The torque from the polarized electrons toM1 changes its direction continually

with time. At any instant in time, the torque pulls the magnetization away from
the precession axis.
The torque is proportional to the flux of polarized free electrons entering FM1.

As moment exchange takes place, the spin precession cone angle of FM1 increases
until a new equilibrium cone angle is reached.
Consider a case with internal fieldH =HK. The behavior of the precession cone

angle is determined by the last two terms of Eq. (6.24) and can be derived as [49]

dθ
d γt

= −
1
2
αHK sin 2θ−

ℏJg θ

eM2t2
sin θ 6 27

6.4.3.2 Switching Time

The precession cone angle θ responds to the polarized current more quickly when
the damping constant and magnetization are both small. Figure 6.19a shows the
changes in FM1 precession cone angle as a function of normalized time for three
current densities, J3< J2< J1, and the initial cone angle is 0.9π.HK is in the direc-
tion of θ = π. When the current density (J3) is small, the spin torque is insufficient
to overcome the torque from damping, the cone angle gradually settles at θ = π,
and M1 aligns to HK. When the current density (J2, J3) is larger than a threshold,
the cone angle shrinks (actually M1 moves away from HK), and M1 eventually
aligns to the direction of the spin moment of the incoming polarized electrons.
A larger current accelerates the switching process. The switching pulse width
requirement depends on the initial angle, which fluctuates under thermal agita-
tion. A given write current pulse condition may or may not induce magnetization
reversal. Thus, the switching is stochastic. It is an engineering task to reduce the
write error rate, which is mainly accomplished by over-drive, i.e. to write with a
current substantially larger than the threshold current.
Such transient behavior of the magnetization was verified by Koch on a Co/Cu/

Co film stack [50]. The measurement result indicates that the time required to
complete magnetic reversal is highly current dependent. There are two transition
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regimes. The first regime is the subnanosecond switching time τ at a current den-
sity over a critical value Ic0, in which

τ− 1 ≈
P μB e

m ln π 2θ0
I − Ic0 , when I > Ic0 6 28

where P is the polarization factor of the incoming electrons, θ0 is the initial angle
deviation from the easy axis m = MsV, V is the volume of the free layer, and

Ic0 = α P 2e ℏ × m × H + HK + 2πMs 6 29
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Figure 6.19 (a) Normalized precession cone angle (θ/π) between two FM1 and FM2 versus
normalized transition time (γt). Solution of Eq. (6.27) with initial angle 0.9π. (b) Small
variation in the initial angle changes the switching time. The switching is stochastic.
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is the zero-temperature threshold current for STTmagnetic reversal. The second is
a long switch time regime (>1nS) or “thermally activated” regime in which the
switching current is below Ic0,

τ− 1 ≈ τ− 1
0 exp −Δ0 1− I Ic0 , when I < Ic0, 6 30

or

IC = Ic0 1−
1
Δ0

ln τ τ0 , 6 31

where Δ0 = Eb/kBT is the normalized switching energy barrier between the AP-
and P-state, and Eb is approximately equal to the anisotropy energy of the free layer
KuV when all other forces are absent; τ is pulse width, and τ0 is attempt time con-
stant, which is typically 10−9 second. Note that Ic = Ic0 when τ = τ0.
At room temperature, possessing thermal energy, the magnetization fluctuates

around the easy axis. Each time, a write current pulse is applied to switch the mag-
netic moment, and the initial cone angle of the magnetization is slightly different.
As a result, the switching time varies slightly. A given write pulse width may or
may not be sufficiently long to switch the magnetization. Figure 6.19b illustrates
this concept. This is one of the reasons that magnetization switching is stochastic.
The LLGS-based Macrospin model conveys a simplified picture of STT magnet-

ization reversal under the injection of the spin current and/or spin-polarized cur-
rent. In actuality, magnetization reversal may go through chaotic states before the
reversal completes. Stohr’s research team had recorded time-resolved images of
the magnetization of a 150 × 100 nm2 GMR structure [51]. They found that the
magnetization reversal does not follow the Macrospin model; instead, the magnet-
ization swirls and forms a vortex, and then the vortex drifts before reversal
completes.

6.4.4 Spin-Torque Transfer Switching in Magnetic Tunnel Junction

In a spin valve, the voltage across the thin metal films of spin valve is negligibly
small. As discussed in the previous section, its magnetization switching is analyzed
based on spin valve current. The switching threshold currents are insensitive to
switching direction, from AP-state to P-state or vice versa. The tunnel barrier of
MTJ makes MTJ a high impedance device. Although its I─V relation is insensitive
to the direction of current flow, its switching current threshold is not. The exper-
imental MTJ switching data show that while the switching voltage is insensitive to
the switching direction, the threshold switching currents are very different [52,
53]. For a typical MTJ with a TMR ratio of 100%, when the switching voltage of
both polarities is the same, it means the switching current of two polarities differs
by a factor of 2. Slonczewski and Sun had formulated a voltage-driven torque
model for MTJ STT switching [54]. The model takes the spin polarization
through the tunnel barrier and the voltage-dependent electron tunneling into
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consideration [55]. Deviating from previous models for spin valve [49, 56], the
switching torque is now voltage-driven.
While the tunnel junction current is related to the voltage across the tunnel bar-

rier through a conductance dI/dV relation, the torque is also related to the junction
voltage as “torkance” dΓ/dV, where V is the voltage across the tunnel barrier. They
formulate the current density across the MTJ as

J V , θ = J0 V 1 + P f Pr cos θ , 6 32

where θ is the angle between the magnetization M of the two ferromagnetic elec-
trodes of the tunnel junction, and Pf and Pr are the polarization of free and refer-
ence layer, respectively, and are related to the tunneling magnetoresistance as
TMR = 2PfPr/(1−PfPr) and Julliere’s polarization factor of the free and pinned
layer of MTJ and

Pi =
ki,+ − ki,−
ki,+ + ki,−

k20 − ki,+ ki,−
k20 + ki,+ ki,−

, 6 33

where i = f, r, ki,+, and ki,− are the Fermi wave vector of the majority (+) band and
minority (−) band, and k0 is the imaginary wave vector in tunnel barrier. In MTJ,
charge current and spin torque are connected through a factor ℏ/2e (i.e. the ratio of
spin current/charge current). The flow direction of the spin current is normal to
the spin polarization direction. Thus, both the torque and current are bias voltage
and angle θ dependent, in the form of sinθ.
Figure 6.20 shows an MTJ with pinned layer magnetization Mr and a free layer

Mf. Electrons are injected from the pinned layer across the tunnel junction into the

(a)

(b)

Ref.
layer

Mr

Tunnel
barrier Free

layer

Mf

τ⊥

τ|| = Mf × (Mf × Mr)

τ⊥ = Mf × Mr

Mr

e

τ||

Mf

Figure 6.20 (a) Magnetic tunnel junction with electron enters the reference layer from the
left and leaves from free layer on the right. The magnetization of the reference layer is not
parallel to the free layer. (b) Two spin torque components acting on magnetization of the
free layer Mf. One is τ|| = Mf × (Mf × Mr) in the plane formed by two vectors Mf and the
magnetization of reference layer Mr; the other is τ⊥= Mf × Mr, which points to a direction
perpendicular to the plane.
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free layer. Each spin-polarized electron exerts two torques to the magnetization
of the free layer: one is a torque Mf × (Mf ×Mr), which lies in the plane formed
byMf Mr, and is called in-plane torque (τ||). The second torque isMf ×Mr, which
lies in a direction normal to the Mf Mr plane, or out-of-plane, and is called the
perpendicular or out-of-plane torque (τ⊥). It is also called the “field-like torque.”
Whereas τ⊥ in spin valve is negligible [50], τ⊥ in MgO-based MTJs can be a large
fraction of τ|| [53, 57, 58]. The Macrospin model of spin-torque transfer already
includes τ|| as the third term of Eq. (6.18). For a magnetic tunnel junction, it
includes one more torque term, the out-of-plane torque term τ⊥.

6.4.5 Spin-Torque Ferromagnetic Resonance and Torkance

Within theMacrospin approximation, the dynamics ofM of the precession layer of
an in-plane film follows Landau-Lifshitz-Gilbert (LLG) equation with spin-torque
terms,

dM
dt

= − γM × Heff + αM ×
dM
dt

− γ
τ I, θ

M∗Vol y− γ
τ⊥ I, θ
M∗Vol x, 6 34

where the third and fourth terms on the right side are in-plane and out-of-plane
torque, respectively, both are functions of current and angle θ betweenMf andMr;
the in-plane easy axis is in the z-direction, the in-plane hard axis is in the y-direc-
tion, and the x-axis points out of the film plane, as shown in Figure 6.20.
Spin-torque ferromagnetic resonance (ST-FMR) measurement [53, 57–63] was

applied to study spin torque in MTJ. The difference between the FMR (Chapter 5)
and the ST-FMR test is that the AC H-field used in the FMR test is replaced by a
small AC current IAC, across the two terminals of MTJ. When the AC frequency is
near the resonance frequency of the magnetic layers, the magnetization in the free
layer or both free and reference layers can be driven to precess, which modulates
the angle θ between Mf and Mr. Since RMTJ (t) is a function of the instantaneous
angle θ(t), the instantaneous terminal voltage V(t) = (IAC(t) × RMTJ(t)) oscillates.
From the magnitude and peak shape of the lowest-frequency normal mode, one
can derive the in-plane and out-of-plane components of dτ/dV, the torkance
[64]. The in-plane torque is monotonic and changes sign as DC bias reverses.
The out-of-plane spin torque is nearly quadratic. In an MTJ, the out-of-plane com-
ponent is small but not negligible. The same conclusion was reached when the test
was repeated using a network analyzer [65].
Figure 6.21 shows a measurement result. While τ⊥ is practically zero in spin-

valves (FM/NM/FM), it can reach up to 30% of the in-plane torque τ in magnetic
tunnel junction in-plane [65]. As for the out-of-plane torque τ⊥, it can emulate the
action of a field on the free layer magnetizationMf, whichmeans that it canmodify
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the energy landscape seen by the magnetization. The current dependence of τ⊥ is
generally more complex than τ .

6.5 Spin Current Interaction with Domain Wall

A magnetic domain wall in a ferromagnet is a transition region between domains
of different magnetization orientation. Within the finite width of the domain wall,
the orientation of the local magnetization rotates gradually from one edge to
another edge of the transition region. Figure 6.22 illustrates a 180 domain wall,
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Figure 6.21 Measurement
of bias V and angle
dependence θ of spin torque
in MTJ based on MTJ
resistance at the resonance
frequency. The extracted
in-plane and out-of-plane
torque is normalized to sin
(θ) between the easy axis of
free layer and the
magnetization. The sample
is a 90 nm diameter in-plane
MTJ with a film stack [IrMn
(6.1)/CoFe(1.8)/Ru/ CoFeB
(2.0)]/ [MgOx]/ [CoFe(0.5)/
CoFeB(3.4)]/ [Ru(6.0)/Ta
(3.0)/Ru(4.0)] [65].
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e
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y

x

Figure 6.22 In-plane magnetized ferromagnetic film with Néel domain wall between two
domains. The left domain ismagnetized toward +x direction, the right one toward–x direction.
Polarized electrons in the left domain flow toward the right domain. Once the polarized
electrons flow into the domain wall, they exchange momentum with local magnetization.
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two head-to-head domains separated by a Néel wall in an in-plane magnetized
FM film.
Twoways the electron current may interact with the domain wall were proposed

[66]. Figure 6.23 illustrates the concept. The first, called non-adiabatic transmis-
sion, is that conduction electrons act as a force on the position of wall “mass.”
The spatial gradient of the magnetization in the domain wall scatters the conduc-
tion electrons, and some are reflected [67, 68]. The reflected electrons transfer their
linearmomentum to the wall. This effect is proportional to the charge current and
the wall “resistance” and, hence, is negligible except for very thin walls. The other
is called “adiabatic” transmission. The traveling electron exchanges angular
momentum (torque) with the local magnetization when they pass through the
domain wall. The total spin angular momentum of the electrons and magnetiza-
tion conserves. In other words, themagnetization in the wall absorbs the change of
the electron spin, leading to a translational motion of the domain wall. This effect
is the dominant one for thick walls.

6.5.1 Domain Wall Motion under Spin Current

Zhang and Li [69, 70] studied the response of the conduction electron spins in var-
ious spatial and time-varying magnetization M(r,t) in the time-dependent semi-
classical transport theory and formulated the dynamics of local magnetization
with the LLG equation as

dM
dt

= − γ Heff × M +
α

MS
M ×

dM
dt

−ΓST, 6 35

Domain Wall(a)

(b)

MS (x, t)

MS (x, t)

Figure 6.23 Two effects of an electron flow on a domain wall. (a) Electron reflection
means the transfer of linear momentum to the domain wall. (b) “Adiabatic” transmission
of electrons means the transfer of spin angular momentum [66].
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whereM is the local magnetization (a function of time and location), and the third
term on the right side is the torque carried by the spin current imposed onto the
local magnetization, which includes both an in-plane component and an out-of-
plane component.
For the case that current is in the x-direction and the domain wall motion is

much slower than the electron velocity, the time-varying terms are dropped,
and the spin torque can be simplified as

ΓST = −
b j

M2
S

M × M ×
∂M
∂x

−
c j
MS

M ×
∂M
∂x

6 36

In Equation (6.36), bj = JPμB/(2eMS), where J is the current density, μB is Bohr
magneton, P its polarization rate, and cj = ξbj, where ξ is the ratio of exchange
relaxation time and electron spin-flip time constant, a dimensionless constant with
value ~10−2, which describes the degree of the nonadiabaticity between the spin of
the non-equilibrium conduction electrons and local magnetization. The bj and cj
terms are called “adiabatic” (or in-plane) and “non-adiabatic” (or out-of-plane)
spin torque, respectively. While the adiabatic term is same as Slonczewski torque,
the non-adiabatic term points in a direction orthogonal to the adiabatic one. For
permalloy, the factor μB/(2eMS) amounts to 7 × 10−11 m3/C. The unit of bj is m/S,
which is velocity. Zhang and Li found that the initial speed of the domain wall is

v 0 = −
1

1 + α2
αγHextW 0 + b j + αc j , 6 37

while the terminal velocity of the domain wall is

v ∞ = −
1
α

HextW ∞ + c j 6 38

The terminal wall width W(∞) is slightly smaller than the initial wall width
W(0). While the adiabatic term (bj) controls the initial velocity, the nonadiabatic
term (cj) controls the final velocity; the latter is inversely proportional to the damp-
ing constant α. In the absence of external field, the final velocity is comparable to
the initial velocity, because α is much smaller than 1 since cj/α is in same order as
bj/(1 + α2). In a permalloy film (assuming α =0.01 ~ 0.1), this study predicted wall
speed to be 6 ~ 60m/S, while Tatara estimated the domain wall speed can reach
250m/S [67].
It is possible to drive the domain wall in thin film with perpendicular current

injection in SV and in MTJ [71–75]. The polarized electrons from the reference
layer exerts a torque to the domain wall on the free layer. The torque that drives
the domain wall in the direction perpendicular to the electronmotion is the out-of-
plane torque. Indeed, the out-of-plane torque produces a magnetic field in the
direction of the reference layer that has the proper symmetry to push the DWalong
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the plane of the free layer. This has been predicted in [75]. The in-plane torque can
only slightly shift the domain wall by a few nanometers. While the out-of-plane
torque amplitude is very small in metallic spin-valves, typically cJ 0.1 bJ, it
has been shown experimentally that in magnetic tunnel junctions it can reach
30% of the in-plane torque.

6.5.2 Threshold Current Density

There is a threshold current density Jth below which the domain wall does not
move (Figure 6.24) or the domain wall is “pinned”; Jth is usually also referred
to as the “depinning” current density. The domain position is held by transversal
anisotropy and by pinning sites [68, 76]. In an FM free of pinning sites, the critical
current is proportional to the transversal anisotropy and the domain wall width.
Once the current density exceeds the threshold, the average velocity takes the form

of J 2
− Jth

2. The potential of a pinning site traps the domain wall, and it takes

energy from the drive current to free the domain wall or to “de-pin” the domain
wall [77]. The density of pinning sites affects both the threshold current density
and the average domain-wall velocity. It is possible to speed up the average
domain-wall velocity by the shape control that lowers the hard-axis coercivity,
for example: the film thickness [76].
The domain wall velocity has been measured in wire-shaped devices with a sim-

ple permalloy (Py, Ni81Fe19) layer, spin valves, orMTJ film stack structures, in both
current-in-plane and current-perpendicular-to-plane directions. All these experi-
ments show current-induced domain wall motion (CIDM) action takes place.
A wide range of the domain wall velocities were found, depending on the current
flow directions. Table 6.1 shows a sample of experimental data. The de-pinning
current density is shown from low-1010 to mid-1011 A/m2.
More recently, current-induced domain wall motion is also found in asymmetric

Pt/Co/Pt nanowire. The magnetization in Co is out-of-plane. An in-plane current,
when above the de-pinning threshold, drives the domain wall. The polarized elec-
trons not only result from the polarization of electron in the Co domain but also
through the spin Hall effect (SHE) from the top and bottom Pt layers [82]. This
structure provides additional engineering control of the properties of domain wall
motion.

(j)2 – (j th)2

jth ∝ K⊥ W

∝
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Figure 6.24 The average velocity of domain wall
versus current density. In a FM film free of pinning site,
the critical current density is proportional to the
transversal anisotropy and wall width.
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The fact that the velocity of the current-driven domain motion varies widely
from the same to the opposite direction of the current flow; and the fact that
the motion is heavily dependent on film stack material [82, 83], [84] suggests that
in addition to the spin transfer torque of the conduction electrons, more mechan-
ismsmay be involved in the wall motion. More recent research shows that the SHE
andDzyaloshinskii-Moriya interaction (DMI) together play important roles in cur-
rent-driven domain wall motion in various magnetic heterostructures [85], [86],
[87], [88], [89]. This field remains active.

Homework

Q6.1 Due to spin Hall effect, when a current flows in a cylindrical conductor, the
electron spins will accumulate at the lateral boundary. (a) Sketch the elec-
tron spin orientation on the surface. (b) Does the spin polarization reserve
when the current direction is reserved?

A6.1 (a)

j

(b) FromEq. (6.7), yes, the spin current reserves if charge current is reversed.

Table 6.1 Experimental data of current-induced domain wall motion. CIP: current-in-
plane, CPP: current perpendicular to plane.

Sample
Current
dir.

DW
velocity (m/S)

Jth (10
10

A/m2) Reference

Permalloy CIP 3 70 [76]

SV CoO3/Co7/Cu10/NiFe5/
Au3

CIP — 6.7 [78]

SV NiFe/Cu/Co CIP 600 4 [79]

MgO - MTJ CPP 500 6 [80]

MTJ [Co/Ni]n/CoFeB CIP 15–50 60–70 [81]
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Q6.2 What is the lateral distribution spin-up (spin-down) electrons in a rectan-
gular conductor?

A6.2 For a stripe of with L, the spin-up electrons accumulate at y = 0, and
spin down electrons accumulate at y = L. The lateral distribution of spin
electron is the same as charge electron, a gradient starts from the edge.

n y = n 0 exp −
y
λs

; n y = n L exp −
L− y
λs

, where λs is the

spin flip length.

Q6.3 What is the spin current at a particular position in a conductor that all elec-
trons are polarized in the z-direction and moving in the x-direction?

A6.3 (a) All carriers n are polarized in the z-direction, and P =
n −n

n + n

= 1 = Pz. All carriers move with velocity v in the x-direction, and the spin

current is the first term of Eq. (6.7) and JSi,j = JSx,z = ℏJSx,z = ℏnvP = ℏnv.

Q6.4 Is there is a Hall voltage across a Hall bar when (a) an unpolarized current
and (b) a polarized current flows in an NM stripe?

A6.4 (a) A typical Hall bar structure is shown in Figure Q6.4a. A unpolar-
ized charge current flows in the x-direction, and it generates no Hall

j

LSH

FM D

B

A C

z y

x

V=0

(a)

(b)

V≠0

js

Figure 6.Q4 (a) Electron in NM
Hall bar, (b) FM inject electrons
into NM Hall bar.
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voltage, since electrons are made up of an equal number of spin-up elec-
trons and spin-down electrons. (b) A spin-polarized current is generated
with a structure, as shown in Figure Q6.4b. Applying a voltage across
FM and NM, charge current injected from FM to NM is polarized. Since
the number of spin-up electron is greater than those of spin-down, there
is an Anomalous Hall voltage across the Hall bar.

Q6.5 What is the direction of spin current JS for electrons with spin polarization
in the –z direction. Refer to Figure Q6.4b.

A6.5 Since the FM injects electrons polarized in the −z direction and the

elections flow in the x-direction, JSy, − z =
ℏ
2e

ΘSH − JCx . JS flows in the

–y direction. As more electrons accumulate in the –y side of the Hall bar,
electrode D is more negative than C.

Q6.6 Why does the third term of Eq. (6.6) describe AHE?

A6.6 Let us expand the third term of Eq. (6.6) as

ΘSHμ E × P = ΘSHμ

x y z

Ex Ey Ez

Px Py Pz

= ΘSHμ x EyPz −EzPy − y ExPx −EzPz + z ExPy −EyPx

As long as the net spin density in a sample nonzero (n − n 0), P is non-
zero, and (EyPz− EzPy) is nonzero, spin current can induce an x-direction

charge current JCx .

Q6.7 Why is the fourth term of Eq. (6.6) the inverse Spin Hall effect?

A6.7 ΘSHμ ∇ × P = ΘSHμ

x y z

∂

∂x
∂

∂y
∂

∂z

Px Py Pz

= ΘSHμ x
∂Pz

∂y
−

∂Py

∂z
− y

∂Pz

∂x
−

∂Px

∂z
+ z

∂Py

∂x
−

∂Px

∂y

Experimentally, net polarized spin electrons are excited by light on the
surface. The gradient of the polarized electrons in y- and z-directions form
a spin current, which induces charge current in the x-direction [9]. The
driving force in SHE is the charge current, while in the inverse Hall effect,
the driving force is the spin gradient.
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Q6.8 Prove that while charge current changes sign in time reversal, spin current
does not change sign.

A6.8 Both the charge current and the spin current change sign under space
inversion (because spin is a pseudo-vector). In contrast, they behave differ-
ently with respect to time inversion: While the electric (charge) current
changes sign,

JC − t = en l
− t = − en l t = − env = − JC t ,

the spin current does not change sign, because spin, like velocity, changes
sign under time inversion.

JSx,z − t = JS− x,− z t

Q6.9 Please sketch the spin potential and spin current as functions of x for the
experimental setup of detecting ISHE.

A6.9

j

j s

LSH

FM D

B

A C

μ

z y

0

–1 0 1 2
x/λsf

x

LSH

V=0

(a)

(b)

js

V≠0

Q6.10 Assume a stream of free electron with current density of 1.6 × 106 A/cm2,
and each carries angular momentum ℏ

2 . The electrons are all polarized

such that n = n . What is the angular momentum of the ensemble?
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A6.10 Let electron velocity be 0.8 107 cm/S. The spin angular momentum of
the ensemble ism= n ℏ

2 = (J/ev) ℏ2 = 1018 × 6.6 × 10−34 /6.28 ~ 10−10 (J S/m3).

Q6.11 Rapid switching of magnetization of ferromagnetic thin film elements is
important for spin electronics. Shall one choose a high damping or a low
damping ferromagnet when switching the film with external field?

A6.11 A precessing magnetization around z-axis can be expressed as

M t = MZz + Mr t r, Q6 2 1

where r is the radial direction normal to the z axis.Mz constant andMr

circles in a plane normal to the z-axis. The first term of Eq. (1a) gives the

period of each precessing cycle of t
2π
γH

. The send term gives the decay

of Mr due to damping, and Mr e− λgt, and decays to 0.1 × by λgt = 3, or
t = 3/λg.
A large damping reduces the number of precession cycle.

Q6.12 Verify the solution of Eq. (6.4) is Eq. (6.6).

A6.12 The de-magnetization field varies with time sincem(t) varies with
time. The components of the effective internal field Heff in the film are
related to the applied field by

Heff,x = Hk,x −Nxmx + h0 e
jωt, Q3 1a

Heff,y = Hk,y −Nymy, Q3 1b

Heff,z = Hk,z −Nzmz + H Q3 1c

The torque turns the magnetization m from its initial direction at a small

angle from the z-axis; thus,mx,my mz, andmz≈m, and
dmz

dt
≈ 0. Then,

dmx

dt
= γ myHeff ,z −mzHeff ,y

= γ my Hk,z + H −Nzmz −mz Hk,y −Nymy

≈ γ my Hk,z + H −Nzm −m Hk,y −Nymy

thus,

dmx

dt
= γ myHk,z −mHk,y + γ H − Nz −Ny m my ≈ γAmy,

Q3 2a
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here,A = H −Hk,y − Nz −Ny m

dmy

dt
= γ mxHk,z −m Hk,x + h0e

jωt

+ γ H− Nz−Nx m mx ≈γBmx +C,
Q3 2b

here,B = H −Hk,x − Nz −Nx m, Q3 3a

and C = m Hk,x + h0e
jωt Q3 3b

Since the excitation is h0e
jωt, the solution of mx and my take the time

dependence of ejωt, and Eq. (Q3.2a) and Eq. (Q3.2b) can be written as

jωmx = γAmy, Q3 4a

jωmy = γBmx + C Q3 4b

Solve Eq. (Q4a) and Eq. (Q4b), and one gets

mx =
γBh0

1−
ω2

γ2AB

, Q3 5a

andmy =
− jω
γA

mx Q3 5b

From Eq Q3 5a , the resonant frequency is atω = ω0 = γ AB Q3 6a

Q6.13 Prove that a static magnetic field cannot exchange energy with magnetic
moment. What about a time-varying magnetic field?

A6.13 A static field can excite magnetic moment and cause it to precess.
The energy level of m is m H =mHcosθ. As long as angle θ does not
change, the energy ofm does not change. One easy way to view the phys-
ics is that whenm precesses over one cycle and back to its initial position,
there is no energy exchange. The time-varying magnetic field can induce
energy exchange, either from the time varying magnetic field (or torque)
to the magnetic moment or from the transfer of magnetic moment to lat-
tice as damping.

Q6.14 Calculate the Oersted field in a circular shape MTJ as a function of dis-
tance from the center. The diameter of theMTJ is 60 nm, with a uniformly
distributed current of 300 μA. What is the highest field in the MTJ, and
where is it located?

A6.14 The Oersted field in a circular MTJ is H = jr/2, where J is current
density and r is the distance from center. At the center, H = 0. The max-
imum field at the edge of MTJ is 478 A/m, or ~ 6 Oe. It is too small to
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switch themagnetization. Since 300 μA is the typical current that switches
a STT-mode MTJ, spin torque is more efficient than field.

Q6.15 The Internal field in a Co is 104 Tesla. When an electron enters Co film
with spin polarization at an angle θ from the magnetization of Co film, at
a ballistic speed of 106 m/S, how long a distance does it travel when its
moment completes 1 cycle of precession?

A6.15 The Larmor precession frequency ω = γHeff, and the precession
time of 1 cycle = 2π/(γHeff). For γ = 1.76 × 1011rad/ST, it takes
3.57×10−9 sec to precess 1 cycle, during which the electron travels ballis-
tically over a distance of 3.57 nm. Within this distance, the electron spin
interacts with the moment of the Co film. Its transversal component of
angular momentum is absorbed by the precession mechanism.

Q6.16 The spin-torque s acting on amagnetization ofM isM × (M × s). WhenM
and s are not collinear, but having an angle of θ and θ 0 or π. How does
the anti-damping term in Eq. (6.4) depend on θ?

A6.16 The angle dependence of anti-damping term M × (M × s) can be
rewritten as sM2sinθ u, where u is a unit vector in the direction normal
to M and s.

Q6.17 Eq. (6.8) shows that spin-torque transfer efficient is independent of the
area of the device, but the thickness of the ferromagnet. What is the impli-
cation of scaling?

A6.17 The critical switching current scales with MTJ area. For the first
order, this is correct. As discussed in Chapter 7, the smaller the MTJ,
the more it behaves like the Macrospin model.
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7

Spin-Torque-Transfer (STT) MRAM Engineering

7.1 Introduction

Spin-torque transfer magnetoresistive random-access memory (STT-MRAM) is
far more energy efficient than field MRAM, which was briefly described in
Chapter 5 and extensively in [1]. Their characteristics are very different. This
chapter describes the memory operation and the performance of STT-MRAM.
As a nonvolatile memory, the key performance metrics are memory access
performance, namely, READ andWRITE; data retention performance; and device
reliability performance, especially the limit of write endurance cycle.
In Section 7.2, we discuss energy barriers as a function of a magnetic tunnel

junction (MTJ) film stack and device structure. The thermal energy barrier dictates
the data retention performance, while the switching energy barrier dictates the
switching current threshold. In Section 7.3, we focus on the switching properties.
The discussion starts from a simple uniform magnetization reversal model, called
the Macrospin model, in which the magnetization of the entire MTJ free layer
magnetization is assumed to precess in unison under spin current. Thus, the free
layer can be represented by a single magnetization vector. It precesses under the
injection of anti-damping spin current until reversal takes place. From this model,
the stochastic switching properties can easily be understood. The stochastic
switching properties are summarized as a performance metric, the write error rate
(WER) as a function switching voltage (or current). From there, we further discuss
certain frequently observed switching abnormality. This section closes with amore
complex magnetization reversal process. It is called the domain mediated magnet-
ization reversal process.
Then, we discuss two STT-MRAM device reliability issues: tunnel barrier deg-

radation and data retention. Section 7.4 covers a MgO tunnel barrier degradation
model. Section 7.5 covers the relation between the thermal energy barrier and the
data retention time performance at the chip level. We introduce the bit-level and

151

Magnetic Memory Technology: Spin-Transfer-Torque MRAM and Beyond,
First Edition. Denny D. Tang and Chi-Feng Pai.
© 2021 The Institute of Electrical and Electronics Engineers, Inc.
Published 2021 by John Wiley & Sons, Inc.



the chip-level characterization methods. The methods allow us to extract the
thermal stability factor of MTJ and to project the data retention time of an
STT-MRAM array.
In Section 7.6, we discuss the 1 MTJ-1 transistor (1M-1T) MRAM cell design and

scaling. Both the STT switching efficiency and the properties of CMOS transistor
must be considered in the design, since the cell properties are partly determined by
the transistor. For example, the cell size and the operating voltage and current,
etc., are determined by the CMOS technology platform node. ScalingMTJ requires
lower cell currents. The film magnetic properties need to be adjusted accordingly.
In addition to the adjustment of the free layer, the pinning strength of the pinned-
layer is also an important subject.
Section 7.7 covers the SPICE model for memory chip-level circuit simulation.

A comprehensive MTJ model includes an LLG equation solver, so that it reflects
accurate transient I─V characteristics and predicts accurate WER. Section 7.8 dis-
cusses test chips and testing methodologies for weeding out weak bits in a memory
chip. Test chip is indispensable during technology development.Weak bits include
bits that switch unreliably or abnormally and have low read and write margin,
short data retention time, and short life expectancy.

7.2 Thermal Stability Energy and Switching Energy

MTJ is a binary resistor, having two resistance states. The thermal stability energy
barrier Eb,therm of an MTJ is the energy required to switch the MTJ state when MTJ
is in idling. It determines the data retention of MRAM cells. The STT switching
energy barrier Eb,STT is the energy required to STT-write MRAM cells. It
determines the MRAM write critical current. They do not have to be the same,
depending on the direction of the easy axis of the free layer.
The magnetic moment of the free layer ism=MsV, where V is the volume of the

free layer. The thermal stability energy barrier is the energy required to rotate the
moment 90 . Thus,

Eb,therm =
1
2

π 2

0
MsV Heff cos θ dθ =

1
2
MsVHeff , 7 1

where θ is the angle between moment and easy axis, andHeff =HK +HD andHD is
the demag field.
For in-plane MTJs, the shape anisotropy HD of the free layer dominates

Heff; thus,

Eb,therm
1
2
MsVHD =

1
2
M2

SV Ny −Nx , 7 2
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where Nx and Ny are in-plane demagnetizing factors. When the MTJ dimension
(I, w) is much larger than the free layer thickness t, the out-of-plane demagnetizing
factors, Nz, are much larger than Nx and Ny. And (Ny –Nx) Nz. The film shape
keeps the easy axis (Heff) in plane.
During STT switching, the anti-damping torque of the injected spin current

raises the precession cone angle. Its effort is hindered by the strong out-of-plane
demag field. Thus, the switching energy barrier for STT switching of the in-plane
MTJ is

Eb,STT ≈
1
2
NzM

2
SV 7 3

and Nz Nx, Ny, thus, Eb,therm. < Eb,STT for in-plane STT MTJs.
For out-of-plane MTJs, the out-of-plane interfacial anisotropy is stronger than

the crystalline anisotropy and in-plane shape anisotropy (4πMS) combined. The
net anisotropy is out of plane. At room temperature, magnetic moment precesses
around the out-of-plane Heff. During STT switching, the anti-damping torque of
the spin current is counteracted by a weaker in-plane demag field, which can
be ignored. The energy barrier for switching is approximately the same as that
of thermal energy barrier and is

Eb,STT ≈Eb,therm =
1
2
A K i − 4πtM2

S , 7 4

where A is the area and t is the thickness of the free layer.
Furthermore, it is convenient to express as a stability energy as thermal stability

factorΔ, whereΔ= Eb,therm/kBT, the ratio of MTJ thermal energy barrier and ther-
mal energy.
Since the switching current threshold is proportional to the switching energy

barrier, the switching efficiency (defined as Δ/Ic0, thermal stability factor/critical
switching current) of the out-of-plane MTJ is higher. Figure 7.1 illustrates this
difference.
The previous analysis is based on the Macrospin model, in which the magnet-

ization of the entire free layer is assumed to precess in unison. Exceptions may
happen when (i) the free layer area is large, and (ii) the free layer is very thin
and the film exchange constant is weak, such that domain wall is small and nar-
row, and domain nucleates before switching completes. This will be discussed in
Section 7.3.6.3.
Before we leave this section, we should discuss how the switching energy barrier

of MTJ compares to those of volatile memories, such as SRAM and DRAM. After
all, MRAM will be competing against volatile memory.

7.2 Thermal Stability Energy and Switching Energy 153



7.3 STT Switching Properties

Two important switching parameters are the switching energy barrier and the
switching threshold current density. The switching behavior is highly dependent
on the pulse width of the switching current. When the write pulse is many orders
longer than the precession period, typically less than 1 ns, the switching can be
successfully accomplished partially with the help of magnetization thermal fluc-
tuations. The long write pulse regime is called thermal regime. In this regime, the
longer write pulse is, the higher probability a precessing magnetization may flip.
The switching current can be below the critical current. On the other hand, when
the write pulse is in the same order of magnitude as the magnetization precession
period, the switching relies on the anti-damping action of spin current. It is called
precession regime. To achieve faster switching, more spin current is needed to
grow the precession cone in a shorter time. Figure 7.2 shows the dependence of
the write current as a function of the write pulse width. The border between
regimes is around a few nanoseconds.

M

z

x

(a)

M
y

(b)

Eb,stt > Eb,therm

Eb,stt ≃ Eb,therm
Eb,therm

HD⊥

HD⊥

Heff,||

Heff,⊥

HD||

HD||

Figure 7.1 Switching energy barrier and the thermal stability energy of (a) in-plane and
(b) out-of-plane MTJ. The demagnetization field in the out-of-plane free layer is much
smaller since the MTJ diameter is much larger than the MTJ thickness. The demag field
hinders the effort of anti-damping torque τstt of spin current, more so in in-plane MTJ than
in perpendicular MTJ. The in-plane switching energy barrier is larger than the thermal
stability energy barrier.
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The critical current density that induces magnetization reversal has been
derived,

Jc0 =
2eαMstF HK + HD 2

ℏP
, 7 5

based on a single-domain model, which is called the Macrospin model [2]. For
in-planeMTJ,HK is bulk anisotropy, andHD is shape anisotropy, which dominates
the total anisotropy. The switching threshold current is

Ic0 =
α

P
2e
ℏ
μ0HDMSV 2, where V is the volume of the free layer 7 6a

For perpendicular MTJ, the perpendicular interfacial anisotropy HK dominates.
Thus, the switching threshold current I0 (also called switching critical current) is

Ic0 =
α

P
2e
ℏ
μ0HKMSV 7 6b

Both equations are in SI unit. At room temperature, the critical current can be
expressed in terms of thermal stability factor as

Ic0 =
α

P
2e
ℏ
2ΔkBT 7 7

For Δ = 60, Ic0 ≈
α

P
1.5 mA.

Switching threshold drops as temperature increases, because both HK and MS

drop with temperature. It is expected that the critical current drops as the ambient
temperature rise and also if the resistance-area (RA) product is higher due to self-
heating. When a write current is applied, the MTJ tunnel barrier heats up. Larger-
diameter MTJ heats more than a smaller one. Thus, one expects that the switching
current density is higher when switching a smaller-diameter MTJ.
To switchmagnetization with a short current pulse, higher current is required to

speed up the growth rate of the precession cone angle such that the cone angle
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Figure 7.2 MTJ switch-
current as a function of the
current pulse width. The
horizontal line is the critical
current Ic0. τ0 is the
characteristic time related to
the precession cycle period.
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grows beyond π/2 by the end of the write pulse [3]. The switching time is approx-
imately inversely proportional to (Iw– Ic0), where the write current Iw exceeds the
critical current Ic0.
To switch amagnetizationwith a long current pulse, thermal fluctuation and the

polarized current both act on the magnetization, and switching can take place at
current I < Ic0.

7.3.1 Switching Probability and Write Error Rate (WER)

The Macrospin model, which excludes magnetization thermal fluctuation, pre-
dicts the deterministic switching property. When thermal noise is included in con-
sideration, the switching property is no longer deterministic, but stochastic, since
the initial magnetization jitters, and the cone angle is nonzero and is random
[4–7]. Other mechanismsmay also contribute to the stochastic switching property.
The following analysis considers only the thermal noise.
Thermal energy causes the magnetization to jitter around the easy axis (Heff

direction). The cone angle θ between the magnetization and the easy axis distri-
butes over a small but finite range. The range is narrower when temperature is
low (less thermal energy) and when the anisotropy is strong (the thermal stability
factor is large); in other words, the magnetization jitters closer to the easy axis.
Nonetheless, each write event starts at a random angle.
Figure 7.3 shows the statistical distribution of the magnetization angle as a func-

tion of normalized time τ for a normalized current ι, where τ is write pulse width
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Figure 7.3 The distribution of magnetization precession angle θ of an MTJ with energy
stability factor. The normalized write current is ι = 1.5. Δ = 60 [7].
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tpw normalized with precession cycle period τ =
αγμ0HK

1 + α2
tpw and normalized

current ι =
I
Ic0

. At time zero (τ = 0), no current is applied, the magnetization jitters

around θ= 0, with a 3-sigma spread of cone angle ~0.5 rad. This sigma corresponds
to the MTJ thermal stability factorΔ= 60 at room temperature. Statistically speak-
ing, once a spin current of magnitude 1.5x of the switching threshold (ι = 1.5) is
injected, the 100% of the cone angle reaches π in four precession cycles (τ = 4). The
reversal completes.
As a consequence of stochastic switching behavior, there is a finite probability

that a given write pulse, defined as pulse width and current, will fail to switch. The
failure rate is called WER. Butler further calculated the WER versus τ at various
normalized current ι. Figure 7.4 shows the calculated numerically WER [7]. The
thermal stability factor is Δ = 60.
For write current below the critical write current, the spin current cannot grow

the cone angle beyond π/2 by itself. But, thermal fluctuation can assist during pre-
cession. Eventually, the MTJ free layer flips. Figure 7.5 illustrates this point. Ini-
tially (τ = 0), the magnetization fluctuates around 0, the easy axis; there is a small
probability that the precession cone angle θ is greater than 0. After write current is
turned on, the STT torque pulls θ away from easy axis. Even when the write cur-
rent is below critical current (ι = 0.5), the cone angle continues to spread.
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Figure 7.4 Write error rate (WER) versus write pulse width of an MTJ with thermal stability
factor Δ = 60, ι = I/Ic0, and for effective field μ0HK = 1 T, the corresponding precession period
τ ~ 10−10 sec. Solid lines are approximated solution. Points are Fokker-Plank solution [7].
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Nonetheless, as long as the write current stays on, eventually majority θ reaches
π/2, and the magnetization switches.
In the thermal regime (long switching pulse width), J < Ji0. The switching

probability can be approximated as [3, 6]

Psw = 1− exp −
tPW
τ0

exp −Δ 1−
I
Ic0

, 7 8a

where tPW is the pulse width and Ic0 is the critical write current.
In the short pulse regime (<10 ns), the reversal process cannot be considered

thermal activation over an energy barrier. In this regime, the required current den-
sity must be larger than the critical current density. The switching probability is
expressed as follows [2]

Psw = exp − 4Δ exp −
2tPW I Ic0 − 1

τD
, 7 8b

where

τD =
1

αγμ0HK
7 9

is the characteristic time associated with the magnetic moment precession cycle
time (for example, for α = 0.01 and μ0HK = 1T, then τD = 3.5 ns).
These two equations provide an approximated description of switching probabil-

ity. WER measurement data from hardware deviates substantially from Eq. (7.8).
Onepossibility is that theMTJ temperature varieswith applied voltage (and current).
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Figure 7.5 Cone angle distribution as a function of normalized time τ when the
normalized write current ι = 0.5 is applied.
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Another is that MTJ does not switch ideally as described in the Macrospin model.
In this respect, WER characterization becomes routine in MRAM development.
Although the switching critical current is well-defined, there has not been a uni-

fied definition of the switching threshold among experimental publications. One
finds from the literature that it is becoming a common practice to call the write
current at the 50% write success rate as the threshold current. That is not good
enough for product development. No one can use a product that fails 50% of
the time. In industry, “write current,” rather “critical current,” is more commonly
accepted. Typically, WER should be at least than 10−9. Thus, thememory cell write
current Iwmust be much larger than Ic0. Iw is a current that the gating transistor of
an MRAM cell must supply to the MTJ such that it guarantees successful write.
Although previous switching threshold analyses are based on current density, in

practice, it is more convenient to measure switching threshold voltage, like the
threshold voltage of a transistor. From here on, this book will quote threshold
in either current or voltage.
The WER can be experimentally measured by repeatedly switching the MTJ

between the AP- and P-state with a particular pulse width. The write voltage is
proportional to the product of MTJ resistance and area, RA, since

VW = IW R = JW A R = JW RA ,

where VW and IW are write voltage and write current, respectively. Lowering the
RA of MTJ will lower the write voltage while keeping the write current the same.
The write bit error rate (WER) is

WER = 1−PSW 7 10

Figure 7.6 shows a measured WER as a function of write current for different
write pulse width. The data shows a gradual increase of write current as pulse
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Figure 7.6 Actual WER measurement of an out-of-plane MTJ down to sub-ns write
pulse width. The transition from long to short write pulse is more gradual [8].
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width is shortened, which is the most interesting to the MRAM industry. Empir-
ically, the WER of long write pulse in the range of 50–100 ns can be reasonably
fitted with a complement error function, WER = 1−PSW = erfc(VW), where VW is
write voltage, error function is the integration of a normal distribution function
from the center to the edge, erfc z = ∞

z exp − x2 dx. In this case,

z =
VW −VW50

2σtemporal
,

where VW50 is the switching threshold voltage (WER= 0.5) and σtemporal is the tem-
poral standard deviation of the WER.
A wider write pulse gives rise to a steeper decay in the WER, or the σtemporal is

smaller. On the other hand, for shorter pulses, the decay is slower than a normal
function and the WER drops slower than those of long pulse. Error rate measure-
ments are required to make projections of the switching window size for chip-level
design. It is possible that more transition mechanisms are involved.
Nonetheless, for practical device applications, the WER should reach below

10−9. When an array of MTJs is considered, the distribution of WER from MTJ
to MTJ should also be considered. Figure 7.7 shows the variation of VW of 64 MTJs
of an array. The spatial sigma at a given WER value should be included in the con-
sideration of MRAM design. The spread is highly correlated to theMTJ integration
process.

7.3.2 Switching Current in Precessional Regime

Experimental studies (e.g. Figure 7.6) show that the WER of short pulse (preces-
sional regime) does not follow the prediction of the Macrospin model [9]. The
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reason is that the energy barrier is a fixed value of a function of free-layer structure
and material parameter. Its value depends on whether domain is nucleated during
magnetic reversal. When magnetic reversal involves domain nucleation, the
switching energy barrier is effectively smaller than that when the domain is not
nucleated (i.e. the entire free layer magnetization reverses in one stroke). Since
the energy barrier involving with domain nucleation is smaller, it is more likely
that most of the switching does take place with domain nucleation. The switching
is mediated by domain wall propagation and DW energy. The switching current at
a given WER can be expressed as a function of precession period and write pulse
width [10, 11] involving an effective energy barrier as

IW PWER =
MsVe
PgμB

2
τD

+
1
tPW

ln
π2Δ

4PWER
, 7 11

where Δ = HKMSV/2 (the uniform switching energy barrier), V is the free layer
(FL) volume, P is polarization, μB is the Bohr magneton, and g is the Landé factor.
The characteristic timescale τD is given by τD = 1/(γαHK), with γ the gyromagnetic
ratio and HK the anisotropy field. And tPW is the write pulse width. Eq. (7.11) has
important consequences for the design of STT-MRAM devices. First, the write
current is proportional to the free layer moment,MSV, irrespective of pulse length
or WER. Second, the write current “floor” in the long pulse limit is proportional to
1/τD, i.e. to α and HK. Third, the current increase in 1/tPW at short pulse lengths
depends primarily on the free layer magnetic moment, rather than anisotropy or
damping. In this precessional switching regime (short pulse), both low magnetic
moment and low damping are necessary for low switching current at deep error
rate regime using nanosecond long write pulses. It is illustrated in Figure 7.8 in
the range of 1–10 ns.

7.3.3 Switching Delay of an STT-MRAM Cell

In a 1M-1TMRAM cell, the cell current shows a step function whenMTJ switches.
At a given write current, the switching delay is measured from the beginning of the
write pulse to the time the MTJ switches state. Figure 7.9 illustrates the switching
delay (t2➔ t3, t6➔t7). The delay varies over a range (solid line and dashed line) for a
single cell from event to event. As long as the write pulse is long enough to cover
the distribution of the delay, WER will be low to nil.

7.3.4 Read Disturb Rate

Since a current is applied to an MTJ to READ the cell data, there is a finite chance
the cell is written. Thus, if the unwanted switching occurs during read, it is called a
read disturb. The read disturb rate (RDR) = 1−WER.
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Butler had calculated the RDR as a function of read pulse width and MTJ ther-
mal stability factor. Figure 7.10 shows the calculated result of Δ = 60 [7].

7.3.5 Switching Under a Magnetic Field – Phase Diagram

In the thermal switching regime, the external magnetic field in the direction of the
easy axis assists (or retards) the STT switching threshold [12–23]. The field alters
the switching energy barrier in the same manner as in the field MRAM in the
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Figure 7.8 Write current versus write pulse
width in the precessional switching regime for
WER = 0.5 and 10−6.

1

2
3

4

6

5

7

8

II

TIME

(b)(a)

AP-> P 

VMTJ

Vds

V

0

P -> AP

Figure 7.9 (a) Amemory cell with anMTJ in series with a transistor. The transistor is on, and
the voltage source (V) cycles between positive and negative. (b) The current through the MTJ
changes as the MTJ switches state, from AP to P at t3, and the current reversesas MTJ
switches from P to AP at time t6. The delay time varies from event to event.

162 7 Spin-Torque-Transfer (STT) MRAM Engineering



single-domain analysis. Combining the field term and the current term together,
one obtains the switching energy barrier as

Δ = Δ0 1−H Hc0
2 1− I Ic0 , 7 12

where Δ0 = Eb,STT/kBT. Figure 7.11 shows the measured switching current in the
presence of the easy-axis magnetic field. When the MTJ is injected with a write
current to switch it from P to AP state, an external field in the AP direction lowers
the energy barrier Δ = Δ0 (1−|H|/Hc0)

2. As a result, the switching current is
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reduced. On the other hand, when a field in the P direction raises the energy bar-
rier Δ = Δ0 (1−|H|/Hc0)

2, the switching current increases.
Figure 7.11 also shows that the field-assisted switching increases the margin

between the switching current and the breakdown current, Ibd, which is the cur-
rent that will cause a catastrophic failure of the MTJ. For this case, the switching
current exceeds the breakdown without an external assisting field.

7.3.6 MTJ Switching Abnormality

Two frequently observed switching abnormalities are magnetic back-hopping and
“ballooning.” The former refers to switching to the wrong polarity as a switching
current is applied, while the latter refers to the irregularity of write-error rate
behavior. The abnormalities happen rarely. When it happens, the chip fails
at WRITE.

7.3.6.1 Magnetic Back-Hopping

When an MTJ receives a polarized current in the direction that attempts to switch
the free layer to the same state (e.g. from AP- to AP-state), the MTJ should not
switch. However, it has been observed experimentally that the MTJ may switch
to the opposite state (in this case, P-state) and then switch back (to AP state)
repeatedly. Such a phenomenon is called back-hopping. It happens frequently at
currents much greater than the write critical current, with a finite probability,
mostly in the samples with low anisotropy [14, 15]. Figure 7.12 shows back-
hopping events. A voltage pulse is applied across the MTJ. The transient waveform
is recorded. Figure 7.12a shows three traces of the transient waveform: the applied
voltage pulse such that VMTJ = 0.8 V starting at t = 0 for all three events. Take the
dark trace as an example; one observes the MTJ switches resistance state around
t= 15 ns. The medium dark trace behaves similarly; the MTJ changes resistance at
t = 120 ns. In both events, the MTJ does not change state after the initial switch.
The light trace shows the initial switching at t = 210 ns and follows with a tele-
graph-noise-like waveform across the MTJ at t = 605 ns, indicating that the
MTJ hops back and forth between states. That is back-hopping. One back-hopping
event occurs in three traces at VMTJ = 0.8 V over 700 ns. At VMTJ = 0.9 V, back-
hopping events take place more often, six times. The back-hopping events happen
randomly in time [16]. Figure 7.12a also tells us that MTJ switching is stochastic:
The latency of the first switching event is random, spreading from 15 to 210 ns in
this particular sample.
The cause of back-hopping has been elusive for quite some time. It has been

attributed to the out-of-plain torque M × S carried by the injecting electrons.
Unlike the in-plane torque [17, 18], the out-of-plane torque is proportional to
the square of the bias voltage. Further experimental studies indicated that back-
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hopping is correlated to the instability in the synthetic pinned layer. After the free
layer is switched, a high writing current can even cause the reference layer to
switch in the case of a synthetic antiferromagnetic reference layer, and part of
the reference layer can even undergo complex spin flip dynamics [19]. Back-
hopping occurs in both in-plane and out-of-plain MTJ. For the out-of-plane
MTJ, please refer to Section 7.6.3.

7.3.6.2 Bifurcation Switching (Ballooning in WER)

As one increases the switching voltage (or current), one expects the WER to
decrease. However, one may find that the WER of some bit cells may decrease
at a slower rate or even stop decreasing for a range of switching voltages and then
continue to decrease normally after the switching voltage exceeds certain value.
This change inWER is referred to as ballooning. Figure 7.13 illustrates such abnor-
mal switching phenomenon. Ballooning starts at about 400mV in the figure and
ends at about 500 mV. It happens in a small percentage of samples. It appears in
both switching directions. An external field can shift the trigger point and magni-
tude; thus, ballooning is magnetic in nature [14].
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Figure 7.12 Transient switching signals of a step long write pulse to MTJ for write voltage = 0.8 (a)
and 0.9 V (b), with three traces in a different color for each write voltage. At 0.8 V write pulse, the
initial switching takes place at a different time (from 15 ns to 210 ns). One of the three traces
(in the lightest color) shows state reversal (back-hopping) around 605 ns. At 0.9 V write pulse
voltage, the initial switching time is shortened to within ~105 ns. Back-hopping becomes more
frequent and can be found in all three traces. The back-hopping event is becoming more frequent at
higher bias. Source: Reproduced from [16], with the permission of AIP Publishing. It has been
pointed out that the MTJ bits with a high tendency of back-hopping can be detected with a
phase diagram [16]. MTJ bits with negative slope in the phase diagram, i.e. a retarding field that can
reduce the MTJ switching current, tend to exhibit back-hopping at high bias voltage (or current).
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7.3.6.3 Domain Mediated Magnetization Reversal

Recall that the domain wall width is DWwidth ≈ π
Aex

Keff
. In the highHK perpendic-

ularMTJ, thedomainwall (DW)widthcanbenarrower than theMTJdiameter, espe-
cially in the very thin free layer in which the wall energy is small. DW nucleation
duringSTTswitchingbecomespossible. Insuchsituation, themagnetic reversalproc-
ess composes two distinct phases: First the nucleation of domain wall occurs; then a
propagation phase happens, in which the domain wall sweeps through the MTJ. In
the region that the polarization of injected electrons is co-linear with the magnetiza-
tion, the spin torque isnil.Once thedomainnucleates, the spin torqueof thepolarized
electrons acts only on a fraction of the MTJ, not the entire MTJ. Thus, the switching
efficiency drops. Domain propagation results in a much slower switching speed for
complete reversal. The domain wall propagationmechanism alsomakes the switch-
ingmoresensitive to thepinning sites that originates fromrandomdefects of themag-
netic and electrical properties of the devices. Long-life domain wall (>100 uS) in the
free layer under spin current can place an MTJ in intermediate resistance states [8].
The intermediate resistance states under STT current is observed when anMTJ is at
low bias, but not observed at high bias. (Figure 7.14).

7.4 The Integrity of MTJ Tunnel Barrier

It has been proven that the MTJ for field MRAM is reliable [20]. The situation for
STT-MRAM is different. When STT-MRAM is in write operation, an electric field
of the order of 0.5V/nm is applied across the tunnel barrier, and a current density
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Figure 7.13 Abnormal bifurcation switching at low probability [15].
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in the high-106 A/cm2 range flows through the MTJ. Although the junction does
not break down immediately under such stress condition, the junction integrity
degrades and eventually breaks down after prolong write stress cycles [16]. The
breakdown of MgO limits the number of write cycle of MRAM. Thus, it is nec-
essary to understand the time-dependent dielectric breakdown (TDDB) property
of the tunnel junction and to project the MTJ life expectancy.

7.4.1 MgO Degradation Model

TheMgO degradationmodel is depicted in Figure 7.15. When electrons inject from
the bottom electrode (BE) interface and tunnel through MgO into top electrode
(TE), its energy is released at the interface of top electrode and generates defects.
Defects can be attributed to Frenkel pairs of oxygen interstitial (Ο2−) and vacancies
VO2+ [21]. In the case of bipolar voltage (current) stress, the reverse stress voltage
activates the defects, displacing the interstitial Ο2− and vacancy VO2+, reducing
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the probability of recombination of the pair [23]. Defects diffuse during the idle
time at 0 V. Diffusion can be viewed as a form of activation, since defects far from
the interface play a stronger role in the formation of a breakdown path [22].
The defect generation rate is a function of stress voltage, Rg ~ exp(αV+). Sim-

ilarly, the defect activation rate is Ra ~ exp(βV−), which takes place when a
reverse voltage is applied to the MTJ. The defect diffusion rate is Rd tγd ,
where α, β, and γ are constants; and V+, V−, and td are positive stress voltage, neg-
ative stress voltage, and diffusion time, respectively. Since each rate is different, the
buildup of the defect depends on the stress waveform and the idle time (no stress
voltage). It also depends on whether the stress voltage is the unipolar- or bipolar-
voltage. Bipolar stress (write “1,” “0,” “1,” “0,” ….), which happens to be the actual
use condition [24, 25], degrades the MgO junction faster than the unipolar voltage
stress. For a bottom-pinMTJ, stress electrons entering MgO dielectric from the top
MgO-CoFeB interface (WRITE “1,” AP-state) degrades MgO slower than those
from the bottom interface (WRITE “0,” P-state). The observation suggests that
the quality of the top MgO-CoFeB interface may be different from that of the bot-
tom interface. If indeed the defects are generated at the electron exiting interface,
as illustrated in Figure 7.15, then the bottom MgO-CoFeB interface is more resist-
ant to stress. Qualitatively, the Carboni stress model [23] can explain the
differences.
The rate increases at higher temperatures, and the MgO fail rate increases at

higher ambient temperatures [22]. Experimental study [26] shows that lower-
RAMTJ tends to outlast the higher-RAMTJ at the same switching write-error rate.
It is due to self-heating. The trend is consistent with the temperature dependency
of the MTJ degradation model.

EF
EF

BE

Defect
generation

Rg ∼ eαV+ Ra ∼ e βV– Rd ∼ td γ

Defect
activation

Defect
diffusion

TEMgO

qV+
qV–

(a) (b) (c)

Figure 7.15 An empirical MgO degradation model: (a) defect generation, (b) defect
activation, (c) defect diffusion [23].
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7.5 Data Retention

Data retention performance is one metric of nonvolatile memory. As mentioned at
the beginning of this chapter, the probability of a bit switching, or flipping state,
when the bit is in idling, is determined by a thermal energy barrier Eb,therm. Once
the thermal energy barrier is determined, one can predict the data retention. We
will start the discussion from bit-level determination method to the chip-level
determination method.
For an out-of-plane MTJ, Eb,therm = Eb,STT. Thus, one can determine Eb,therm

based on the STT switching properties. For in-plane MTJ, Eb,therm < Eb,STT. We
cannot use this method. We will show in Section 7.5.3 that one can determine
the thermal energy barrier with the baking method.
For many nonvolatile memory applications, the required data retention time is

in the order of years. Accelerated testing is commonly practiced to predict the data
retention time. Two commonly used acceleration methods are as follows: (1) add-
ing an aiding field, and (2) raising the ambient temperature by baking. No current
is applied to the MTJ junction in the latter test; thus, one obtains Eb,therm.

7.5.1 Retention Determination Based on Bit Switching Probability

The most popular method for determining Eb,therm is based on Eq. (7.8a, b). The
energy barrier is determined from the slope of the switching voltage (current) ver-
sus the write pulse width on a semi-log plot. Figure 7.16 shows the write voltage
versus write pulse width for a group of MTJ bit cells. The absolute value of the
switching voltage is different from bit to bit; however, the slope is essentially
the same. From the slope, one obtains Eb,STT. Notice that the slope is not a con-
stant; it varies with pulse width and is smaller at longer pulses. Besides, since
the switching current heats up the MTJ, the MTJ is at different temperature when
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measured at different write currents. That adds uncertainty in the determination
of Eb,STT, based on Eq. (7.8a 2b). This method is frequently used when the number
of samples is limited.
For a chip of many bits, there is a distribution of values for the thermal energy

barrier. The method in the next sections is required to characterize the data reten-
tion time of the chip. The bits at the lower end of the energy barrier distribution fail
first, while those at the higher end fail later.
Due to that fact that switching probability is a double exponential function of the

energy barrier, the sigma of switching energy barrier σ(Eb) of an MTJ array cannot
be ignored.

7.5.2 Energy Barrier Determination Based on Aiding Field

This test is based on a magnetization decay model [28]. It examines the time-to-
magnetic reversal of a large number of MTJs under a magnetic field below the
switching coercivity, and no current is applied to the MTJ. Thus, the MTJ is at con-
stant temperature throughout the testing. The result is more reliable than the one
in Section 7.5.1. The switching energy barrier reduction under an external aiding
field is

Δ = Δ0 1−H Hc0
2, whereΔ0 = Eb kBT

An aiding field enhances the switching rate, thus reducing the time required to
switch, or bit flip. The Eb,therm determined from this method corresponds to the
data retention time when the MTJ is idling (under a field). Fig. 7.17 illustrates
the energy barrier extraction.
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7.5.3 Energy Barrier Extraction with Retention Bake at Chip Level

Due to that fact that the switching probability is a double exponential function of
the energy barrier, the sigma of the switching energy barrier σ(Eb) of an MTJ array
cannot be ignored. It is expected that there is a distribution of Eb,therm among bits in
the memory array. The retention bake method described here allows the determi-
nation of both the mean and sigma of thermal energy barrier Eb,therm.
This method is simply to accelerate the magnetic reversal or retention failure by

raising the sample temperature. It is also called the retention bake method, which
gives Eb,therm. For an individual bit, the switching probability at no write current is

Psw tbake = 1− exp −
tbake
τ0

exp −
Eb,therm

kBT

If thermal barrier of every bit is the same, then, the array FailBit count is

FailBit tbake = NPSW tbake , 7 13

where tbake is bake time, and N is the total number of test bits. By counting the
FailBit at several bake temperatures and bake times, one can extract the effective
energy barrier and calculate the retention time at the operation temperature.
However, in a memory array, the energy barrier Eb,therm is distributive, and

Eq. (7.13) can be obtained by integrating the FailBit over the distribution of ther-
mal energy barrier, as

FailBit tbake = N
tbake

0
PSW Eb,therm dEb,therm dt 7 14

The data retention time of bits at the low end of the Eb,therm distribution is
shorter; they flip first. As shown in Figure 7.18a, assuming that the distribution
is Gaussian, the FailBit cluster from the low end of the Eb,therm distribution at
the early stage of the baking then spreads toward the center of the distribution
as baking progresses.
First integrate over the energy barrier distribution; then integrate over bake

time. The FailBit/N versus bake time is illustrated in Figure 7.18b. The slope of
the FailBit count versus bake time (tbake) is very sensitive to the sigma of
Eb,therm. Two MTJ arrays with the same mean Eb,therm but different sigma behave
very differently.
By taking data frommultiple retention bakes, the Eb,thermmean and sigma can be

extracted. Figure 7.19 shows the data and extraction. From this set of retention
bake data, one can extrapolate the data retention FailBit count of a chip.
The effective thermal energy barrier of MTJ bit arrays can be expressed as

Eeff
b,therm = Emean

b,therm − σ Eb,therm
2 2 [29]. The second term is the sigma of thermal

energy barrier of bits in the array.
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This method works well when the total number of FailBit is small, less than 10%.
The thermal barrier of P-to-AP and AP-to-P can be determined.
In case of long-time (or higher temperature) retention bake, some flipped bits

(FailBits) may flip back to their initial state. The apparent FailBit rate slows down.
The analysis should include bits that flip back. Appendix A covers the flip back
analysis [30].

7.5.4 Data Retention Fail at the Chip Level

An STT-MRAM chip can lose data in many ways. While the chip is idling, the data
integrity is dictated by data retention. When the chip is in operation, data integrity
is dictated by WER and read disturb rate. Since each cell is individually written by
the cell current, the STT-MRAM cell array does not suffer from the half-select dis-
turb problem as in the field MRAM cells (Chapter 5).
Consider the switching energy barrier Eb,STT between the two states of the MTJ.

During theWRITE operation, the Eb,STT is reduced to ~0 when written by injecting
a large write current IW. During the read operation, the Eb,STT is reduced to
E b,STT = (1−IR/Ic0) Eb,STT, where IR is the read current (Figure 6.28). In the case
of out-of-plane MTJ, Eb,STT = Eb,therm.
The probability of one data error occurring in a STTMRAM chip over a period of

time is defined as follows:

bits

i = 1

3

j = 1

Pijτij = 1, 7 15

where i and j are number of bits and state of the bit cell ( j= 1: standby, 2: READ, 3:
WRITE), respectively; Pij is the probability of magnetization reversal of cell i and in
state j, and similarly, τij is the time duration of cell i and in state j. Thus,

bits

i = 1

Pisτis + Pirτir + Piwτiw = 1 7 16

where subscript s is for standby, r is for READ, and w is for WRITE.

7.6 The Cell Design Considerations and Scaling

We discuss the engineering of one-MTJ-one-transistor (1M-1T) STTMRAM cell in
this section. The key parameters of a memory are cell size, access latency, power
dissipation, data retention time, and endurance cycle. The property matching
between the MTJ and the transistor is important in determining the memory per-
formance. For example, the cell size is not determined by the MTJ, but also the
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transistor and the metal pitch of the CMOS. Today, in order to supply enough cur-
rent to switch the MTJ, the size of a planar CMOS transistor is much larger than
theMTJ. But, if a planar FET is replaced by a FinFET, or a Gate-all-around (GAA)-
FET, the situation can be very different. Cell scaling properties determines the lon-
gevity of the memory technology. Only those that can continue to scale in density
will last in this competitive memory market.

7.6.1 STT-MRAM Bit Cell and Array

Figure 7.20 shows the 1M-1T STT-MRAM cell (a) and a 2 × 2 array (b). To READ
an MTJ resistance state of a bit cell, the word line (WL) of the selected row is acti-
vated, and the FET conducts. Current in the selected bit line (BL) flows through
theMTJ and transistor to the SL, which is grounded. The BL voltage is compared to
a reference. ToWRITE a bit cell, activate theWL, raise the selected BL voltage, and
ground the SL; this state allows the write current to flow from Bl to SL to WRITE
“0” (P-state) or vice versa to WRITE “1” (AP-state). Figure 7.20c shows a generic
layout of a 2x2 MRAM cell array. MTJ is a small fraction of a MRAM cell.
We will discuss the cell design consideration in the next few sections.

7.6.2 CMOS Options

The CMOS process evolved from simple transistors into logic CMOS and memory
(DRAM) CMOS. The logic CMOS in general emphasizes speed performance, and
the transistor drain-to-source current at saturation (Ids, sat) is larger and thus can
drive more current per unit gate width. The logic transistor is usually leaky when
OFF. The memory CMOS is denser in layout, but the current driving capability is
lower. The DRAM transistor leakage is exceptionally low.
For MRAM, the desirable CMOS process should offer transistors with a large

current driving capability and a dense layout. The leakage is less important;
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Figure 7.20 (a) 1M-1T MRAM cell, (b) a 2 × 2 cell array. (c) 2 × 2 cell array layout.
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however, it should be better than logic transistor. Unfortunately, such a dense-
layout and high current-drive transistor is not readily available.
As transistor is scaled down, another design consideration is the voltage compat-

ibility issue. The voltage supply of the scaled transistor at sub-30 nm nodes is Vdd ~
1.2−0.8 V. The 1M-1T STT cell is required to adjust MTJ RA (resistance area prod-
uct) to satisfy VMTJ = RA × Jw ~½ Vdd.
Figure 7.21 shows although the switching current is in the μA range, the write

current density in MTJ is 4MA/cm2 (solid line) and 1MA/cm2 (dotted line). And
the switching current is therefore proportional to the square of MTJ diameter,
while the current driving capability of the cell transistor is proportional to the gate
width. Foundry minimum size transistors at various nodes are in the shaded band.
(Here the foundry minimal size transistor current is taken as half of the FET Ids, sat;
since the gating FET is in series with an MTJ, its source-drain voltage will not
reach the saturation.)
At larger dimension nodes, the MTJ area is large, and its switching current is

larger than the current drive of the minimal size transistor. When scaling down,
the MTJ area shrinks faster than the minimal gate width of the FET, and the min-
imal size FET can provide enough switching current.
A typical logic foundry provides minimal transistor size is about 30-50 F2 at that

node. The size of the MTJ is far smaller than the gating FET in the 1M-1T cell.
Unless the foundry tailors the transistor process for better memory cell density,
the MRAM built-in logic CMOS process is hard to reach the density of DRAM
and NAND.
Clearly, reducing the write current while keeping other performance parameters

unchanged is the most important task in the development of STT-MRAM technol-
ogy for better cell density. When the write current density is 4 MA/cm2, the
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minimal size FET can be used as a gating transistor only when@ 20 nm or smaller
node. We will revisit this point later in this chapter.

7.6.3 Cell Switching Efficiency

The switching threshold current given in the Macrospin model is

Jc0 = 2 eαMStF HK +
HD

2
ℏP, 7 17

where α is the damping constant of the free layer, and P is the polarization of the
electrons. From Eq. (7.1), the switching efficiency, defined as thermal energy bar-
rier and switching current, can be rewritten as

Eb, therm

Ic0
=

ℏPHK

4eα HK +2πMs
7 18

Eq. (7.18) clearly shows the reduction of damping constant α [32, 33], and the
improvement of the polarization coefficient P is important. The out-of-plane MTJs
are preferred for their better Eb,therm/Ic0, since its switching energy barrier is the
same as the thermal stability energy barrier.
α and P are related to the choice of the film material and the capping material to

the free layer of the MTJ stack. MgO capping provides the lowest effective damp-
ing, α = 0.004 [34]. Materials with strong perpendicular anisotropy such as mul-
tilayer [Co/Pt]n, etc., are not a goodmaterial for free layer due to the high damping.
Damping is also dependent on the size of the free layer, multi-eigenmode excita-
tion happens in larger size (~100 nm) free layers where the damping at the center is
different from the edge of the free layer [35, 36].
The high polarization of a Heusler alloy material [36, r2] is ideal for free layer

material; unfortunately, most Heusler alloys require high temperature annealing
to form the desired crystal order. The integration into the MTJ is nontrivial. So far,
little work has been done with Heusler alloys [37]. CoFeB of various compositions
remains the workhorse material in industry until a better material is found. For
more details on these materials, see [38].
We should also keep in mind that data retention time is also important when we

address the switching current reduction. Data retention time relates to the switch-
ing efficiency in that both rely on Eq. (7.18). New film material, film stack config-
uration, and MTJ structures are explored, such as thermal-assist STT-MRAM [39],
nano-current-channel structure [40], and double-spin-filter structure [41].
Macrospin model does not predict the dependence of switching efficiency. The

switching efficiency on the MTJ area. Nonetheless, test results [27, 42, 43] show
that as MTJ of the same film stack is reduced in size, the efficiency rises. For
the out-of-plane MTJ with a diameter of 50 nm, Δ /Ic0 can be as high as ~2–3.
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From an energy consumption point of view, the switching efficiency is

Eb,therm

ESW
=

Eb,therm

ISW

1
VSW × tPW

,

where subscript SW stands for switching.
Reducing the damping constant of the free layer is the most direct way to lower

the write current without affecting the data retention property. As shown in
Section 6.7, the effective damping constant of the MTJ free layer is affected by a
normal metal capping layer to the free layer. Normal metal with short spin diffu-
sion length increases the effective damping of the free layer. The effective damping
constant is reduced to 0.004 [11, 34], as shown in Figure 7.22a, and that further
improves the switching efficiency Eb/Ic0.
Improving switching efficiency indirectly improves the MTJ endurance. The

smaller write current stresses the tunnel barrier to a lesser degree, and thus the
lifetime of the tunnel barrier is longer.

7.6.4 Cell Design Considerations

As a memory, the most important performance metric is memory cell density. The
next important metrics are access performance, such as cell access power and
access time, and then device endurance. Since MRAM is nonvolatile, data reten-
tion is also a metric. The specifications of data retention time and device endur-
ance are product application dependent. For example, for system on a chip
(SoC) embedded cache applications, the energy barrier design target is seconds
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[43], while for cold storage applications, the target is typically 3–10 years. Simi-
larly, the MTJ endurance should be higher in cache, lower in cold storage.
Design is a multiparameter optimization and trade-off process. Here we suggest

a design optimization flow to deal with the complex trade-offs of the MTJ film/
structure parameters for each generation of CMOS technology. The parameter
optimization process can be simplified by starting from the retention requirement.
Once MTJ switching efficiency Δ/Iw is known, memory cell size and memory
access performance will automatically fall into place.

7.6.4.1 WRITE Current and Cell Size

From Δ and Δ/IW, cell current is determined; thus, the gate width of gating tran-
sistor dimension is determined. For MTJ designed for shorter data retention time,
its thermal stability factor Δ is smaller; thus, the WRITE current is smaller, which
requires a smaller size gating transistor. Therefore, the cell is smaller. The net
result is that the chip size is smaller. We will discuss the array density later in
Chapter 9.

7.6.4.2 READ Access Performance and RA Product of MTJ

In the READ access, the on-chip sense amplifier senses the MTJ bit resistance by
reading the bit line voltage. A larger TMR ratio will accelerate the bit line voltage
development, thus reducing the sense amp signal development time. However, the
sense amp contributes only a portion of the total READ access delay, and the TMR
contribution to the access delay is not significant; rather, the contribution of resist-
ance spread to the READ error rate is significant. Due to the finite distribution of
the MTJ resistance, the bits on a bit line spread. Figure 7.23 shows the Rp and Rap

distribution. A measure of the goodness of a technology is DR = (Rp0 − Rap0)/
[σ(Rp) + σ(Rap)], where subscript 0 stands for average value and σ is sigma. The
spread is ameasure of theMTJ stack patterning technology. The spread of the tran-
sistor resistance further degrades the READ margin and access performance.
In addition to read margin, one should examine read access performance: the

read disturb rate (RDR) and sensing time delay. The former sets the upper limit
of the read current, and the latter sets in lower limit of the read current. For sense
signal development time of the order of 5 ns, the typical cell current must be
greater than 5–10 μA. That implies the resistance-area product of the MTJ should
scale down as well. This point will be discussed further in Section 7.6.5.

7.6.4.3 READ and WRITE Voltage Margins

Read and write margins can be derived from the WER and RDR, as shown in
Figure 7.24. A well-designed MTJ provides a well-separated voltage margin that
ensures 10−9 error rate.
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7.6.4.4 Stray Field Control for Perpendicular MTJ

The edge pole of the SAF pinned layer of an in-planeMTJ forms a good flux closure
at the film edges. The stray field is confined locally at the edge of the pinned layer,
and a well-balanced SAF spreads no net stray field to the free layer. In an out-of-
plane FM film, the poles are on the surface of the pinned layer, rather than at the
side edge. Figure 7.25 depicts the magnetic flux from the SAF pinned layer. The
stray field spreads into the free layer and affects the R-H loop and the stability
of the MTJ.
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Figure 7.23 An illustration of Rp and Rap distribution on a chip. The ratio of (Rap0−Rp0)/
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Figure 7.26 shows the calculated stray field of a single pinned layer and an SAF
pinned layer. The stray field of a single pinned layer is twice of an SAF pinned
layer. The magnitude of the stray field is larger at the edge of the MTJ and smaller
at the center, in both the vertical and lateral directions. As the MTJ diameter
reduces, the edge field encroachment toward the center of MTJ is more severe.

Figure 7.25 Stray field of a SAF p-MTJ pinned layers. Due to the shorter distance between
the magnetic poles, the field is an order of magnitude larger than the in-plane MTJ [45].
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For an MTJ of 50 nm diameter having a [Co/Pt]n multilayer as the SAF pinned
layer, the stray field at the edge of the pinned layer is >1 KOe. It not only offsets
the R-H loop of the MTJ; it also compromises the RKKY coupling of the SAF
pinned layer and thus the stability of the pinned layer. The control of the stray field
becomes not only a design issue, but also a scaling issue [45].
Figure 7.27a compares the major loop M-H scan of the film and two different

sized MTJs made of the same MTJ film stack. The degradation to the MTJ coerciv-
ity becomes more severe as one scales down the MTJ size. In the small diameter
MTJ, the stray field encroaches to the center of the MTJ, and the pinning of the
SAF pair fails, while in the large MTJ, the SAF pair holds up well (Figure 7.27b).
One engineering solution to the stray field is to formMTJs with a step-etch struc-

ture. By extending the pinned layer edge outward, moving the pinned layer edge
away from the free layer edge, the stray field diminishes, and a well-balanced MTJ
R-H loop can be obtained [45]. Another way to overcome the pinning failure is to
raise the RKKY coupling and to raise the coercivity of the pinned layer [46].

7.6.4.5 Suppress Stochastic Switching Time Variation Ideas

One may refer to Eq. (6.3); the Slonczewski spin torque isMF × (MF ×MP), where
the subscript F and P refer to the free layer and pinned layer, respectively. When
magnetization in the free layer and the reference layer is collinear, the torque is
zero. One way to start the STT precession is with thermal agitation of the free layer
so that the free layer is no longer collinear to the reference layer. However, this
random thermal agitation leads to the uncertainty in the switching time and
switching current.
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Another way to start precession is to lift the in-plane free layer magnetization
slightly out-of-plane with a perpendicular (orthogonal) polarizer. Now its magnet-
ization is no longer collinear to the reference layer, even with no applied current
(and vice versa, for an out-of-plane MTJ). Thus, once the spin polarized current is
injected, STT action starts from nearly the same initial condition, instead of the
random condition dictated by the thermal noise. This class of STT-MRAM is called
orthogonal spin transfer (OST) [47, 48].
The experimental evidence of benefit from anMTJ with an orthogonal polarizer

appears insignificant. Subsequent studies [7] confirm experimental results (insig-
nificant benefit), and a careful balance of the orthogonal polarizer and the mag-
netic shape anisotropy is critical to achieve a good WER [49], [50]. Another
similar idea is to shorten the switching with a precessing orthogonal polarizer [51].

7.6.5 The Scaling of MTJ for Memory

The cost of memory technology continues to fall. CMOS technology continues to
scale. TheMTJmagnetic properties of the 1M-1TMRAM cell should be adjusted to
achieve cell size reduction while maintaining the performance. The objective of
MRAM scaling is to find a set of simple rules to raise the cell density without major
redesign while maintaining its performance. Here, the order of scaling consider-
ation is (i) density and (ii) performance.
From a density consideration, MRAM scaling follows CMOS technology scaling.

Since the MTJ is integrated into a CMOS circuit to form the basic storage bit ele-
ment, the 1M-1T cell, timing-wise, MTJ scaling synchronizes with CMOS scaling.
The density of the 1M-1T MRAM cell is dictated by the gating transistor size,
which in turn is a function of MTJ switching current. That is why reducing switch-
ing current has been the focus of the MTJ design.
CMOS scaling is characterized by the minimal lithographic feature size F. The

minimal size MTJ is F2, and the minimal switching current is IMTJ = JWF
2, where

JW is the MTJ write current density. In the course of CMOS scaling, the drain cur-
rent density provided by each generation of FET has been maintained reasonably
close to Jds,sat = 0.5 mA/μm (for low-speed transistor) −1 mA/μm (for high-speed
transistor), where Jds,sat is the saturate drain-source current density in units of cur-
rent per gate width. Thus, scaling down the size of the MTJ cuts down the write
current. That, in turn, shrinks the transistor gate width and therefore the cell size.
Nonetheless, the cell size is still limited by the gate width of the transistor defined
by the write current, as shown in Figure 7.21.
Today, Si foundries migrate their technology from the planar FET platform to

the 3D finFET platform starting in the 20-nm node. The finFET gate width is
no longer along the in-plane direction, but the fin height, along the out-of-plane
direction. The current of finFET is proportional to the fin height. Aminimal-layout
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transistor can carrier unlimited current, in principle. When finFET is deployed for
MRAM applications, the switching current is no longer a cell size scaling issue. It is
only an MTJ reliability issue.

7.6.5.1 In-Plane MTJ

The data retention energy barrier of in-plane MTJ is dominated by the shape ani-
sotropy. The typical MTJ shape aspect ratio is in the range of l/w= 2−3, while the
narrow size dimension w is limited by the technology feature size F, and l is the
length. And (l, w) t, the thickness of the free layer. Since the shape anisotropy

for data retention is Ny −Nx lwt M2
S ≥ 60kBT, the long side is in the y-direction.

To maintain constant Eb,therm, the free layer thickness t should be raised as t
(AR = 3) = 23.41w−0.728 and t(AR = 2) = 29.76w−0.744. Figure 7.28 shows the rela-
tion between t andw that satisfies Eb,therm= 60kBT. WhenMTJw< 10 nm, the film
thickness t is comparable to w. For a CoFeB free layer on an MgO tunnel barrier,
the interface contributes out-of-plane anisotropy Ki; thus, the in-plane shape ani-
sotropy competes against the out-of-plane anisotropy in such small dimension

MTJs. To keep the easy axis in-plane, the condition Nz −Ny M2
S ≥ Ki t should

be satisfied. At w= 10 nm or below, the free layer thickness is approaching the
MTJ width, the easy axis begins to tilt out-of-plane with the significant help from
the shape anisotropy. This makes it harder to stabilize the magnetization in the in-
plane position for w below 10 nm [52].
The experimental study of in-plane MTJ scaling has shown that the thermal sta-

bility of in-plane MTJ is marginal at the 28 nm node, due to the difficulty of
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lowering the switch current ISW and maintaining the shape anisotropy in small-
dimension MTJs in current workhorse material CoFeB [53].
As shown in Figure 7.28, the width/length aspect ratio, n, of the in-plane MTJ

has been kept between 2.5 ~ 3.5 to maximize the shape anisotropy, while minimiz-
ing the MTJ area and, thus, the write current. So, the minimal MTJ area is ~0.78×n
F2, where F is the minimal lithographic feature size of the manufacturing process.
On the other hand, the minimal out-of-plane MTJ is a circle of diameter, F, and its
area is 0.78 F2. In addition, at the same retention performance level, the switching
energy barrier Eb,STT, not the thermal stability barrier Eb,therm, of the in-planeMTJs
is larger than that of the out-of-plane MTJs (Section 7.2). A larger transistor is
needed to supply switch current to in-plane MTJ cells. Due to these two reasons,
the minimal memory cell area of the in-plane MTJ is always larger than that of an
out-of-plane cell.

7.6.5.2 Out-of-Plane (Perpendicular) MTJ

To maintain constant data retention time as we scale the MTJ diameter, Eb,therm

should be kept constant. Its thermal stability energy is a function of interfacial,
shape, and bulk (crystalline) anisotropy,

Eb,therm = AKeff = A Ki + 0 5 Nx −Nz M2
s t + Kbt , 7 19

where the first term is the interfacial anisotropy, the second term is the volume
shape anisotropy, and the third term is bulk anisotropy. A and t are the area of
the MTJ and the effective thickness of the free layer, respectively; Nx and Nz are
demag factor of the free layer in the in-plane and out-of-plane directions, respec-
tively; t is free layer thickness, andMs is the free layer magnetization. For the MTJ
of free layer thickness, t is much smaller than the free layer diameter,D,Nx ~ 0, and
Nz ~ 1; thus, (Nx−Nz) is negative. A negative shape anisotropy is in-plane, which
reduces the net perpendicular anisotropy Keff. Therefore, one must keep the free
layer t very thin, typically 1.3 nm, so that Keff is positive (perpendicular) for the
MTJ with the MgO tunneling barrier.
When the MTJ diameter D is sufficiently small, the demag factors can

be approximated as Nx −Nz 1 2 1−
3

1 +
4t
πD

and changes sign when

t/D > 0.89. A thick free layer raises the perpendicular anisotropy of a small-
diameter MTJ. As illustrated in Figure 7.28, with a 10 nm diameter MTJ with
10 nm thick free layer, the magnetization points in the perpendicular direction.
Between 10 and 40 nm diameter, the interfacial anisotropy Ki per unit area must

be raised as the MTJ diameter is reduced so that AKi is roughly constant. One way
to raise the unit area is the use of an MgO cap to the free layer. The MgO/CoFeB
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interface provides stronger out-of-plane anisotropy than the CoFeB/Ta interface.
A dual-MgO MTJ film stack is shown in Figure 7.29, and a TEM cross-section is
shown in Figure 7.30. The composite CoFeB/Ta/CoFeB free layer can absorb B into
Ta during post-deposition anneal and effectively reduces the Ms of the free layer
[71]. Having two MgO/CoFeB interfaces reduces the damping coefficient [27] and
raises the effective Keff. Table 7.1 compares the MTJ performance of MTJ wthMgO
and Ta as the free layer cap. The RA of MTJ with MgO cap is higher, and the
switching current density is lower. Active research is ongoing in search for higher
interfacial anisotropy Ki. First-principle calculations [54–57] and experimental
attempts have been made [58, 59].
It should be noted that although the sigma of thermal energy barrier σ(Eb,therm) is

not a scaling parameter, its importance cannot be ignored. The data retention per-
formance of a chip of many bits exponentially depends on that. It was pointed out
that the σ(Eb,therm) of the in-planeMTJ has been found experimentally consistently
larger than that of the out-of-plane MTJ in various laboratories [30].
Experimental studies of MTJ scaling in the teens of nanometer CMOS nodes [42,

46, 53, 62], discovered many new engineering issues related to MTJ design.
Figure 7.31 shows the experimental data of the Eb,therm from two development
teams [42, 27]. For the MTJ with a diameter smaller than 40 nm, the thermal sta-
bility factor is ~F2 as indicated by the line. F is feature size and is the MTJ diameter
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Figure 7.29 (a) ScaledMTJ with dual-MgO interface free layer MTJ, (b) single-MgOMTJ [60].
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10 nm

Figure 7.30 A dual-MgO MTJ. Source: Reproduced from [61], with the permission
of AIP Publishing.

Table 7.1 Compares the MTJ performance characteristics of two free layer film stacks:
CoFeB/Ta(cap) and CoFeB/MgO (cap) [27].

Ta cap MgO cap (Hi-RA)

RA (Ω μm2) 7.0 12.1

Resistance (kΩ) 2.4 3.7 5.0 7.3

Diametera (nm) 59 63 54 45

Ic0 (μA) 104 62 52 38

Vc0 (mV) 295 298 310 326

Jc0 (MA/cm2) 3.8 2.0 2.3 2.4

Eb (kB T) 45 91 90 89

Efficiency (kB T/μA) 0.43 1.5 1.7 2.3

a Estimated.
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in this case. For those with a diameter greater than 40 nm, the thermal stability
does not follow the F2 relationship. Rather, it increases slowly.
The thermal energy barrier scaling F−2 rule applies only to MTJs with diameters

smaller than the ~40 nm. It was originally attributed to “subvolume” excitation
[63] in in-plane MTJs. Such deviation is also found in perpendicular MTJs.
Domain formation limits the thermal stability. The dependence of Eb,therm of
domain-wall mediated switching is F0.67 [33].
There is a limit of interfacial anisotropy, 1.46 mJ/m2, one can obtained from the

Fe─O (O of MgO) interface. To scale down to a 10-nm diameter, a different
approach has been proposed. With reference to Figure 7.28, when the free layer
thickness and diameter is in the same order, shape anisotropy can offer perpendic-
ular anisotropy, as shown in Eq. (7.19). This approach is called perpendicular
shape anisotropy, and MTJ based on this anisotropy is called PSA-MTJ. An 8-
nm diameter PSA-MTJ was built having a stack syAF/MgO/CoFeB(2 nm)/W
(0.2 nm)/NiFe(30 nm)/Ta/Ru. The 30-nm thick NiFe is a low damping, low sensi-
tivity to film stress material to thicken the free layer, and the W dusting decouples
the fcc NiFe from to 001 CoFeB. The thermal stability factor is ~80, and the switch-
ing current is 5 μA (J = 1 107 A/cm2) [70] for STT write current. Since MgO junc-
tion degradation at this current may be too high and the MgO endurance is an
issue, one may use the SOT write scheme.
The thermal energy barrier is proportional to the anisotropy of the free layer of

the out-of-plane MTJ. Table 7.2 column 2 (Interfacial Ki) shows that one needs to
raise the free layer interfacial anisotropy Ki to keep the total free layer anisotropy
~Ki D

2 constant (thus the data retention time) as the diameter of the MTJ scales
down. The interfacial anisotropy of 19.7 k Oe has been obtained [11]. With such
surface anisotropy, scaling to a 30-nm diameter MTJ is possible.
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TMR is not a scaling parameter. Like a thermal energy barrier, the ratio TMR/
σ(Rp + Rap) affects the read-back sensing time window. As more bits are packed
into a memory, more bits share a sense amplifier. This ratio must be raised to
ensure constant access time. Implicitly, when we scale parameters, we adjust
the sigma accordingly.
The strength of RKKY coupling of SAF pinning layer of the perpendicular MTJ

should be scaled up for a smaller-diameter MTJ. As pointed out in Figure 7.27, the
spread of the edge stray field from the edge to the middle of the MTJ weakens the
stability of overall pinned layer pinning strength more severely in smaller-
diameter MTJs than in larger MTJs. Under the STT WRITE operation, a highly
polarized current not only switches the free layer, but also disturbs the weakened
pinned layer.
For more MTJ scaling from device point of view, see [29, 64]. On the other hand,

from a memory circuit READ and WRITE functionality point of view, additional
constraints should be considered. A scaled memory must maintain a bit-error-rate
performance, both write-error rate (WER) and read-disturb rate (RDR), below chip
error specification. Readers are referred to the scaling analysis given in Appendix
B of this book (courtesy of T. Sunaga).

7.7 MTJ SPICE Models

MTJ is a magnetic device. An equivalent electrical circuit model is required for
memory designers to design an MRAM chip. The more comprehensive the model,
the more the circuit designer can optimize the MRAM performance.

7.7.1 Basic MTJ Equivalent Circuit Model for Circuit Design Simulation

The design of MRAM memory chips requires a circuit model that describes the
electrical behavior, not the magnetic behavior, of the MTJ so that current design
tools are able to simulate the magnetic memory circuitry.
The generic MTJ circuit model consists of two resistors, a switch and a capacitor

(Figure 7.32a). Rp is the parallel-state resistor, and dR + Rp = Rap. Both are voltage

Table 7.2 Constant thermal energy barrier scaling.

Free layer thk Interfacial Ki Vw Iw
(b)

In-plane MTJ w−0.75 – const Jw wl

Out-of-plane MTJ – D−2 (a) const Jw D2/4

a diameter, D, below 40 nm and
b Jw increases very slowly as the MTJ is scaled down.

188 7 Spin-Torque-Transfer (STT) MRAM Engineering



VMTJ dependent. The capacitor is the effective junction capacitor across the tunnel
barrier. The switch mimics the switching properties of the MTJ, such as the hys-
teresis loop, switching threshold, and switching latency. When the switch S is
open, the MTJ is in AP-state; when it is closed, it is in P-state. All parameters
can be extracted from MTJ testing data at the device level or the film level (capac-
itor) [65, 66]. This compact SPICEmodel is a static model and does not capture the
stochastic magnetization dynamic behavior of theMTJ. The compact model is sim-
ple and is sufficient for DC design point assessment.

7.7.2 MTJ SPICE Circuit Model with Embedded Macrospin Calculator

To accurately simulate the transient behavior of an MRAM cell in a circuit, the
MTJ SPICE model should describe dependency of the stochastic switching error
rate and latency on the write pulse width and current. The MTJ SPICE model
embedded with a Macrospin calculator in either Verilog-A or C language over-
comes the deficiencies of compact SPICE models [67]. It offers write current
dependence stochastic switching delay and, thus, WER and read disturb rate,
and their temperature dependence.
Internal nodes are added to the compact MTJ SPICEmodel to simulate the mag-

netization dynamics, while the external nodes simulate the MTJ electrical behav-
ior. An MTJ is modelled by nine nodes, consisting of four external nodes and five
internal nodes. The internal nodes describe the three components of the magnet-
ization (mx, my, mz) and the MTJ temperature T. The temperature is calculated
from V2/R of the MTJ. The MTJ conductance depends on the angle θ between
the magnetization of the two FM layers, the bias voltage (V) applied across the
MTJ, and the temperature. The resulting total tunneling conductance can then
be written as

C

dR

S

Rp

open

close Hysteresis loop
Stochastic Timing delay

0 +–VMTJ

Vmtj (or Imtj)

IMTJ

Figure 7.32 A generic equivalent circuit of an MTJ circuit model. A switching threshold and
static hysteresis are built into the switch macro.

7.7 MTJ SPICE Models 189



G θ,T,V = G0 1 + P1 T P2 T cos θ
λT

sin λT
1 + aV + bV 2 + Gsi T ,

7 20

where λ, α, and β are material-dependent constants and can be extracted from
measurement. G0 is the conductance in parallel magnetic configuration at 0 V
and 0 K, P1 and P2 are the polarizations of the free and reference layers, and
Gsi is spin-independent conductance that describes a nonmagnetic contribution
to the conductance versus temperature variation as [68]

C × ρ
dT
dτ

= k
d2T
dx2

+ RA × J2δ x , 7 21

where C is specific heat, ρ is volume density of material, k is the thermal conduc-
tivity, RA is resistance-area product, J is current density, and δ is Dirac distribu-
tion; the barrier is at x = 0; and time τ and space coordinate x are independent
variable.
Adding the Macrospin calculator and random initial magnetization cone angle

θ, themodel can provide a reasonable description of the STT-switching, such as the
stochastic switching behavior of the MTJ, and allow a circuit designer to predict
the WER. Figure 7.33b shows the switching latency, which is a function of write
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pulse. By overlapping the current responses of the voltage pulse train, the model
shows the variations of switching latency. In this example, if the write pulse is
shorter than 3 ns, some attempts to write will fail.
The inputs of this model are external magnetic field and voltage across the MTJ.

Thus, the model is applicable to field-mode switching or STT-mode switching.

7.8 Test Chip, Test, and Chip-Level Weak Bit Screening

In various stages of the MRAM technology development, test chips are designed to
extract device-level parametric and chip-level dynamic performance parameters,
such as READ and WRITE cycle time. For Gb-level product development, a tens
Mb-level test chip is a reasonably good choice. It provides a good sampling of the
problems that may occur in the product. In general, two kinds of bit failuremust be
dealt with. They are the hard failure bits and soft failure bits, FailBit. Hard FailBits
fail permanently. Soft FailBits fail intermittently. Soft FailBits are marginal bits
and sometimes lumped into the group of weak bits. Weak bits can be bits of small
sense margin when READ or with marginal or abnormalWRITE behaviors, bits of
short data retention, bits of lower WRITE endurance, etc. Each kind of FailBit
must be identified and dealt with in a different way.
A test chip can be used to map the hard FailBits, to create statistics of soft FailBit

distribution, and to classify bit failure modes. Such information from the test chip
serves as

• An early feedback to the development effort so that the cell margin is improved.

• An input for determining the strength of error-correction code for handling the
soft errors, and the least number of redundant rows and columns for replacing
hard FailBits.

• An input for calibrating MTJ SPICE model for product chip design.

In early stages of technology development, test chips are built to provide early
information. The information is channeled into the product design data base.
Gradually, product and test chips are placed on same mask and built together.
By the time the product is mature, the test chip is removed from the mask.
One challenging testing task is to construct a test flow to identify soft FailBits.

For a typical product, the failure rate of the MRAM bit must be 10−6 (1 part per
million, or ppm) or below; it seems very low, but for a Gb-level product, error will
happen too often to bear. At this level, FailBits are hard to locate, and the failure
event occurs so rarely and takes a lot of test time to capture. A good test chip should
be designed to offer FailBit information in a short test time. Memory testing is a
costly step in production, and engineers must manage the test time and screen out
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the marginal bits on a chip. Imagine that each bit requires 1 μS to test. Testing a
1Gb would cost 1000 seconds (~1/3 of an hour), a prohibitively long time.
Notice that the digital chip–level testing methodology, such as a pass-or-fail test,

is much faster than analog chip testing methodology. The analog test methodology
relies on the A-D converter in the memory tester, which is very slow. For example,
to measure the value of the bit current of each bit (an analog value), one may not
need to bring the bit current out of the chip into a tester and tomeasure the current
with the A-D converter of a tester. Onemay also do the same current measurement
with a comparator circuit on the test chip. An on-chip sense amplifier with a tun-
able reference will serve this purpose well. By adjusting the reference level, one
can find out the range of reference current in which the bit fails to be read cor-
rectly. From the reference, the value of bit current can be extracted. A tunable
sense amp can be used to map out the sense margin of each bit in an array.
Bit failure could be caused by circuit problems, rather than magnetic problems.

This section will cover only a subset of the chip testing that addresses the magnetic
problems. Circuit-induced issues will not be addressed (we assume that the sense
amp is perfect, e.g. no offset).
Before we start, we introduce a few test notations. Each describes a test proce-

dure. {W1} : writes the entire bit array “1,” and the arrow indicates writing from
the lowest bit address to the highest address; similarly, is from the highest bit
address to the lowest address. The same style applies to {W0}, {R1}, and {R0}.
{W1}n stands for repeating the write “1” step n times.
When a bit is expected to store “1” and the readout is not “1” but “0,” the bit is a

failed bit, a FailBit. Althoughwhen a test identifies a FailBit, it does not tell us why:
whether the bit is not previously written successfully so the bit stores incorrect
value or read out incorrectly, or data was written successfully but later corrupted
due to other reasons before read, or due to read-disturb. When a FailBit is found,
the address of the FailBit is recorded for further analysis.
Let us examine the bit screening with the purpose of looking for (i) read/write

marginal bits, (ii) short data retention bits, and (iii) low endurance bits in the array.
Item (i) can be detected at the wafer level, and (ii), (iii) usually cannot. Endurance
in general is tested offline to predict the failure rate for a given product life.
These four bit-screening tests are discussed next.

7.8.1 Read Marginal Bits

In general, most screening methods are based on worsening the read condition of
the bit cell, such as (a) shifting the test chip sense amp reference cell resistance to
reduce sense margin, (b) shortening the sensing time, or (c) collapsing the MTJ
junction voltage by adjusting the BL or WL voltages. That implies the WL voltage,
the BL voltage, and the reference or sense amp of test chip are tunable during
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testing. Raising the test temperature or adjusting bit line voltage supply will also
reduce the TMR and, thus, the sense margin.
A read margin test procedure involves a basic test sequence of {W1}, {R1}, {W0},

and R{0} and its variations. The test chip is set to test at various Iw, IR, and timing of
the read condition. To construct the RDR sequence of {W1∗}, [{R1}]n is performed,
where {R1} is performed with read current in the opposite direction of {W1∗}. Here,
“∗” of the first test step means to write with a large write current to make sure that
every bit in the array is successfully written to state “1”. It can be skipped if {R1}
does not disturb the bit content. {R1} is performed at the read current of interests.
The sequence is repeated n times, and the end result is the RDR. To reach
RDR = 10−6, n = 106 at each read current. Similarly, one repeats the procedure
on the “0” state. To save test time, the test is usually terminated early, and the rate
is extrapolated to the desired error level.
Sometimes, a test chip is designed to equip with built-in-self-test (BIST) logic

circuitry, also called and “engine,” to execute the test once the chip receives a com-
mand from tester. That reduces the signal traffic between the test chip and tester
and, thus, shortens the test time.

7.8.2 Write Marginal Bits

In general, a WRITE fail is caused by insufficient write current and/or write pulse
width. It would be straightforward to screen out the write margin bits. There are
many ways to test; one test sequence is [{W1∗}. {R1}, {W0}, R{0}]n. {W0} is executed
at the write current of interests. By extracting the statistics of a successful WRITE
of a given write condition, one can construct the write-error-rate (WER). Some bits
suffer from “ballooning” fail (Section 7.3.4.2); these bits require extensive testing to
identify. Since it is highly related to the wafer processing, finding out the existence
of such bits is important.

7.8.3 Short Retention Bits

As described in Section 7.5, data retention time is a function of thermal energy
barrier, or more fundamentally, the net bit anisotropy of an MTJ, be it in-plane
or out-of-plane. Bit anisotropy is affected by many factors, such as film uniformity,
cell area variation, etch residue, etc. We have discussed in this chapter that the
retention performance of a chip is a function of both the mean and sigma of ther-
mal stability factor. These two parameters can be extracted from the aiding-field
procedure (Section 7.5.2) and the thermal bake procedure (Section 7.5.3). These
accelerated tests provide thermal stability data in a short test time. The tests are
conducted off-line in packaged chips.
Since anisotropy of each bit is not readily measurable at the bit level, one may

correlate the retention time with coercivity of the MTJ bits. Anisotropy and
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coercivity are correlated. And bit coercivity is readily measurable. The conven-
tional R-H loop test methodology provides bit coercivity information. But this test
is slow, due to the fact that the rise time and fall time of an electromagnet on a
tester is slow and due to the fact that the different magnitude of field is applied
to each bit many times to form the bit R-H loop. From the loop, the coercivity
is extracted.
A fast chip level coercivity test procedure is shown in Figure 7.34a. The test

procedure starts out with a reset field H∗ applied to the entire array {W0}H.
The magnet pole is larger than the test chip. So, its field is sufficient to WRITE
the entire test chip in one shot. Then apply a field of magnitude H1 to do {W1}H,
and it is followed by {R1}. [{W0∗}H, {W1}H1, {R1}] completes the first cycle of the
test procedure. Initially, H1 is small, say, well below Hc, no bit in the array flips,
and every bit remains in “0” state. Or #{R1} bit = 0. As one increments n, one
raises the field. When Hn field is close to Hc, some weak bits start to flip. The
number of “1” bits increases. (See Figure 7.34b). This procedure is repeated with
an increment in the field of {W1}Hn until every bit in the array flips to “1.” By
taking the digital differentiation of Figure 7.34b, one gets Figure 7.34c, the Hc

distribution of the array bits, which may be correlated to the thermal stability
factor. It also identifies the location of short-retention bits in the array for bit
screening purposes.

7.8.4 Low Endurance Bits

In publications, there have been plenty of bit endurance studies based on acceler-
ated life expectancy tests (Section 7.4). The time-dependent-dielectric-breakdown
(TDDB) test methodology for dielectric is well established. Consistent conclusions
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H1 time
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Figure 7.34 (a) Schematics of test flow of chip-level bit coercivity test, (b) accumulated flip
bit count, (c) Hc distribution.
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are: (1) MgO tunnel barrier degrades under bipolar stress faster than unipolar
stress, and (2) MgO degrades faster in higher temperature. An MTJ film stack
design guideline for low breakdown fail [26] has been given. All these are offline
evaluations. All such tests require long test time.
The subject of identifying the low endurance bits in a memory array is rarely

discussed in publications. It is desirable to screen off the weak bits that pass at
the product testing stage and fail earlier than majority bits in product life. The
methodology either is not being practiced or is believed to be highly sensitive trade
secret or very sensitive.
Nevertheless, establishing a bit endurance methodology is essential. A test

chip should be designed to provide an efficient block stress function to accelerate
this time-consuming test for identifying the endurance failure mode and
for learning the bit failure syndromes prior to the catastrophic failure. We
believe that given enough effort, an endurance screening methodology will be
developed.
It is inevitable that every product chip will have unscreened weak bits that pass

the manufacturing test. One can minimize but cannot totally eliminate the weak
bits. These weak bits cause soft fail in the product life. The remedy is to add error-
correction code (ECC) bits into the array. The penalty of having ECC bits in the
array is the reduction of effective bit density and the increase in data access
latency. An endurance test chip function should give the fail bit distribution
and the ECC strategy.

Homework

Q7.1 Compare two 16 GbMRAM chips, one with thermal stability factorΔ= 70,
σ = 10%, and the other Δ = 60, σ = 8%. The chips are idle at room temper-
ature. What is the probability of bit retention fail of these two chips?

A7.1 The variation of thermal stability factor of the MTJ array comes from
variation of the MTJ bit area and etching-induced damages and re-deposi-
tion. In case 1, the 10% sigma of energy barrier, statistically, ~2 bits will
suffer retention fail in one second, 1900 bits fail in one hour, and so on.
In case 2, the sigma is 8%, and the retention fail is in same order and slightly
less severe (see Figure Q7.1).
Here, ignoring the etching-induced energy barrier variation, we esti-

mate sigma from the variation of the MTJ bit size. The thermal energy
barrier is proportional to the MTJ diameter. For a 70-nm diameter MTJ
bit, if the sigma of the bit diameter is 4 nm, the area sigma is 11%. For
a 40-nm MTJ bit with sigma of 2-nm, the area sigma is 10%. The demand
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to the photolithography and etching tool and processing uniformity is
very strict.
For this reason, it is believed that a large capacity MRAM would need to

be scrubbed (refreshed) periodically, like a DRAM. The difference is that
MRAM is scrubbed less often. Thus, the energy barrier of a large capacity
MRAM should be further raised for cold store application.

Q7.2 Take the best switching efficiency data point in Figure 7.22b
Eb

Ico
= 3 (kBT/

μA) . Estimate the ratio of (Eb / ESW) for an MTJ with Eb = 60 kBT, or 2.4e-

19 J. From a typically operating point, ISW ~2.5 × Ic0, andVSWJ ~ 0.5 V, pulse
width of 20 ns,

A7.2 Eb = 60 kBT ➔ Ic0 = 20 μA. We come up Eb,therm/ESW ~ 4.8 × 10−7. It
takes ~107 × thermal barrier energy to switch a bit with STT mechanism.

Q7.3 In a DRAM cell, binary data is stored as electron charge in a capacitor. For a
typical design, 30fC electron charge. When the charge is absent in the bit
cell capacitor, data = “0,” and when 30fC is stored, data is “1.” In an
MRAM, the direction of magnetic moment in a ferromagnet is the data.

Retention FailBit  in 16Gb
cir.(Δ=70, σ =10%), sq.(Δ = 60, σ = 8%)

1.E+07

1.E+06

1.E+05

1.E+04

1.E+03

1.E+02

1.E+01

1.E+00

1.E–01
1sec 1hr 1day 1week

Figure 7.Q1 Two 16 Gb STT-MRAM chips. Their thermal energy (mean, sigma)
barriers are different. One is (mean, sigma) = 70kBT and 10% sigma. And the other
60 kBT and 8% sigma. The tail bits of the lower end of the energy distribution fail
first. For example, 3 bits fail in 1 second in the first chip, while less than 1 bit fails in
the second chip. With tighter distribution in energy barrier, although the mean is
lower, fewer retention fail bits are projected.
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When the moment of the free layer points in the same direction as the
pinned layer in an MTJ, the MTJ resistance is in low state, the cell stores
“0,” and vice versa. What is the equivalent electron charge stored in a vol-
ume of ferromagnet Fe? The unit lattice of Fe crystal is body-centered cubic
(bcc). The lattice constant is 2.87A, and the magnetic moment of the unit is
2.2 Bohr Magneton (μB).

A7.3 When the moment in a Fe lattice reverses, the net moment change is
2 × 2.2 μB. One can view that as 2 × 2.22 electrons swapping betweenmajor-
ity band and minority band in each Fe unit lattice. The equivalent electron
charge is 2 × 2.2 e, where e is the electron charge. Let us consider a Fe of
volume V = 10 nm × 10 nm × 3 nm as an example; its volume is large
enough to have sufficient thermal stability as the storage element of a
memory bit cell when interfacial Ki is 2 erg/cm

2. It contains V/(unit lattice
cell) = 12,700 unit cells. Thus, the equivalent charge is
12700×(2×2.2e) = 9fC. If the charge takes 20 ns to supply, the equivalent

current is i = Q
t = 0 5 μA. The equivalent energy barrier is ½ Km = 80

kBT. This homework exercise illustrates that the energy of capacitive data
storage in the volatile DRAM is in same order as nonvolatile magnetic data
storage. Nonvolatility and low active power can co-exist. Although funda-
mentally the two are comparable, in practice DRAM requires much less
energy than MRAM to switch. There is a lot of room to improve MRAM
(courtesy of H. Yoda, private communication).
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8

Advanced Switching MRAM Modes

8.1 Introduction

This chapter describes three promising new modes of magnetoresistive random-
access memory (MRAM) cells that are currently under research and development
at the time of this manuscript preparation. All are based on magnetic tunnel junc-
tion (MTJ) technology, and all promise very fast access time. The MTJ is switched
in a way similar but different from the pure spin-transfer mechanism. The first
kind is called current-induced domain-wall motion mode (CIDM) MRAM, and
the MTJ free layer is switched by moving the domain wall position in free layer
with current. The second kind is called spin orbit torque (SOT) mode MRAM,
sometimes also called spin Hall effect (SHE) mode MRAM. Its MTJ free layer is
switched by a spin current from a strong spin-orbit coupling material, such as
Pt, W, and Ta. The third kind is called precession-toggle mode MRAM.
Both CIDMmemory cell and SOTmemory cell are configured in 1M-2T (1 MTJ,

2 transistors) cell topology. The read terminal and write terminal are separated.
MTJ serves as read sensor; during memory read access, only a small read current
flows through the tunnel barrier. The large write current does not. Subnanosecond
write pulse can be applied to shorten the write access time and not affect the cell
MTJ endurance performance. And the MTJ resistance-area product (RA) is no
longer restricted by the power supply voltage of the scaled complementary
metal-oxide-semiconductor (CMOS) circuits. A larger RAmeans thicker MgO tun-
nel barrier, which eases the tunnel barrier manufacturing. In addition, higher-
sense (read) voltage can be obtained without suffering from READ disturb issue
of spin-transfer torque magnetic random-access memory (STT-MRAM); thus,
the read access performance is also improved. They are better than STT-MRAM
in these respects.
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Their drawbacks are: (i) the 1M-2T cell size is larger, and (ii) the write current
density, and thus the total current consumption, is larger than STT-MRAM.
Since larger cell transistors are required to supply the large write current,
the power consumption of the cell is larger than the STT-MRAM cell. Active
academic research into better SOT material is ongoing to overcome the
drawbacks.
The precession-toggle mode MRAM is based on the voltage-control magnetic

anisotropy (VCMA) effect. It is also called magneto-electric RAM (MeRAM)
[37]. It is a 1M-1T cell and is written with unipolar write pulse. The development
of precession-toggle cell is in its infant stage. It requires precision control of the
write pulse width, accurate down to a fraction of precession cycle, or subnanose-
cond. Nonetheless, the concept is appealing, because the switching time is half a
magnetization precession cycle, the fastest among all MRAMs.
The VCMA effect can be deployed in other modes of MRAM to improve access

performance. For example, it is also used to select bits in a multibit-word SOT
MRAM cell during WRITE. A voltage is applied to the MTJ to selected bits of a
word and temporarily lowers the anisotropy of selected bits in the word during
WRITE so that only the selected bits are written while the rest bits in the word
are not.

8.2 Current-Induced-Domain-Wall Motion
(CIDM) Memory

It has been well known that an external H-field induces movement of the domain
wall in ferromagnet (FM). Here, the idea is to induce domain wall movement with
a current in FM, without external H-field. The advantage of current-induced
domain-wall (DW) motion is that the action is localized within the current path,
only the selected cell. Thus, the notorious half-select cell disturbance issue of the
fieldMRAM cell array (Chapter 5) does not happen in the CIDMMRAM cell array.
Besides, the energy efficiency of the CIDM MRAM cell is much higher than the
field MRAM. For a 5 nm thick 100 nm wide FM film, the threshold current of
the CIDM MRAM cell can be in the order of 100−200 μA, about two orders lower
than the field-MRAM switching current.
Two cell configurations will be discussed: the single domain-wall cell and the

multiple domain-wall cell, the Racetrack. The single-bit cell can be accessed as
random-access memory, while the Racetrack is a sequential-access memory with
extremely high bit density.
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8.2.1 Single-Bit Cell

Figure 8.1 shows a schematic of a single-bit domain wall cell. Circuit-wise, it is a
1M-2T, four-terminal memory cell. The MTJ is in top-pin configuration. The two
ends of the free layer are extended and magnetically pinned by two hard magnets.
The two hard magnets are of opposite polarity; thus, there is a domain wall in the
free layer. The two ends of the free layer are electrically connected to the comple-
mentary data lines DL and DL/ through the hard magnets and transistors. The
domain wall in the free layer is driven by current. The cell state is determined
by the final position of the DW, which in turn is determined by the direction of
the write current in the free layer. During theWRITE operation,WL is raised, tran-
sistors are turned on, a write current flows through the free layer, and its direction
is set by the voltages of DL and DL/. During the READ operation, all WL and BL
voltage are raised, two transistors are “on,” and the read current flows from bit line
(BL) through MTJ to DL and DL/, both grounded.
Micromagnetic simulations reveal that the CIDMmechanism of an in-plane FM

is less efficient than an out-of-plane one. Figure 8.2 compares the threshold write
current density of in-plane and perpendicular magnetized film. The lowest CIDM
write current density is found in thin PMA film and is between 107 and 108 A/cm2.
In a CIDM cell with (Co/Ni) laminated film as the free layer and (Co/Pt) lamina-
tion as the pinned and reference layer, the DW movement speed is expected to be
~50 m/S, indicating nanosecond-range switching time for a 50-nm wide MTJ is

WL

DL/

BL

(a) (b)

WL

DLDL DL/

BL

Figure 8.1 A single-bit domain wall cell. (a) When the DW is driven to the right-side,
MTJ is in P-state. (b) When DW is driven to the left side, the MTJ is in AP state. MTJ acts as a
read-out device. The write current flows through the FM stripe, and does not flow
through MTJ tunnel barrier.
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possible [1]. In 2013, a research group tested single-bit CIDM cells with (Co/Ni)n/
CoFeB free layer, the estimated domain wall velocity is 15 m/S, switching current
is 160 μA for a 130 nm wide free layer @20nS pulse width [2].
To understand scaling properties, especially the write error rate and data

retention properties, Hall structure was used to simulate the free layer behavior
of the MTJ of the DW memory cell [3]. The learnings from the Hall structure
study are as follows: (i) Write current and time scale with device size. (ii) Data
retention time correlates with the domain de-pinning energy, which correlates
with magnetic defects. Sufficient thermal stability (>100 kBT) is found in
devices at 20 nm. (iii) Write error rates can be as small as STT-MRAM.
(iv) The domain velocity is on the order of 50 m/s. The switching time can
be as short as 2 ns, and switching energy is estimated to be εSW = 1 V × 70 uA ×
1.8 ns ~ 120 fJ.
A CIDM MRAM cell can potentially outperform STT-MRAM cell. However, its

large cell size and complex cell structure requires an industrial-like pilot facility to
build; academic research so far has delivered little success, and the progress
is slow.
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Figure 8.2 Micromagnetic simulation of CIDM threshold in-plane write current density
Jc in thick in-plane (IMA) and perpendicular (PMA) free layer versus critical field. PMA film
has a much higher Hc and lower Jc. Reprinted with permission from [1].
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8.2.2 Multibit Cell: Racetrack

When the ferromagnetic free layer of a single-bit DW cell is further extended into a
long stripe, it becomes a multibit Racetrack. Many bits can be stored on the free
layer stripe, and each bit is separated by a pair of domain walls from neighboring
bits. Figure 8.3 shows the Racetrack concept [4]. An inductive “head” (field coil)
writes the bit pattern onto the data stripe. A current in the data stripe shifts the
domain walls. In effect, the current shifts the bit string on the data stripe. An
MTJ read “sensor” detects the bits. When the bit-string reaches the MTJ, the data
on the bit string is detected, or read out. Thus, it is a sequential-access, not a
random-access memory.
A more advanced Racetrack device incorporates a SHE material (see next sec-

tion), such as Pt and Ta in a Pt/FM or a Ta/FM (ferromagnetic metal) bi-layer
structure [59, 60, 102, 103]. The magnetic moment of the FM is perpendicular
to the film plane. Note that the FM layer can be a composite magnetic heterostruc-
ture, such as a synthetic antiferromagnetic layer (SAF). The domain walls in such
FM layer with PMA are believed to be homochiral Néel walls (Figure 8.4), which
is stabilized by the Dzyaloshinskii-Moriya exchange interaction (DMI; see
Chapter 2). The current in the spin Hall material provides laterally polarized spin
current, which diffuses from the spin Hall material into the FM. The magnetiza-
tion of the domain wall moment on the track then rotates in a chiral fashion, and
the wall moves along the applied current direction.

Iinject

Binject

MTJ readout

Data stripe

Ishift

Ref

Iread

Figure 8.3 A schematic of a Racetrack memory and the operation concept.
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Let’s examine an example of two domain walls between three domain bits on a
track in x-direction, “up” (+z-direction), “down” (−z-direction), and “up” again.
The magnetization at the middle of the domain wall points to −x-direction in the
first wall and the opposite direction in the next wall, and so on. The variation of the
magnetization orientation along the FM stripe direction is chiral (always counter-
clockwise), due to the existence of interfacial DMI originated from the spin-orbit
coupling of the Pt/FM interface. As the current is applied along the x-direction, the
SHE from Pt generates a spin current flowing along the +z-direction into the FM
(SAF layer for this case) with spin polarization s in the y-direction. The injected or
diffused spins then enforce spin-transfer torques onto the magnetic moments,
where the effective field is proportional to s ×m. This will make all magnetic
moments tend to rotate counterclockwise, which can be viewed as the domain
walls moving along the +x-direction, therefore resulting in a current-induced
motion of chiral domain walls.
The bit density of the data stripe is further improved by replacing the single FM

by a SAF. The net moment of each bit can then be canceled. The magnetostatic
interference from neighboring bits is very small. The bits can be packed closer
as well. Another benefit of the SAF data stripe is that high domain wall velocity
can be achieved. Experiments [59] show that velocity can reach as high as 750 m/s
in a SAF Racetrack system.
To estimate the density of bits of an advanced Racetrack, one may consider a

planar Racetrack. The bit cell size is determined by the stripe pitch in one direction
and the domain pitch in the other direction. Or

Abit = stripe pitch × domain pitch

The bit pitch is the product of domain width and domain wall width. Let’s take
Fe stripe as an example; the domain wall width is ~150 Fe lattice constant, or

Pt

SAF

Domain Wall

JC

x

z
y

Figure 8.4 A cross-sectional view of synthetic antiferromagnetic (SAF) Racetrack data track
over a spin Hall material (Pt) [59].
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42 nm. In a SAF configuration, the wall is narrower. At 40-nm metal pitch, the
estimated bit size = 168 nm2. The minimum size of a domain is determined by
the super-paramagnetic thermal stability limit. Since each bit cell is not gated
by the transistor and the domain pitch is not defined by lithography, potentially
the bits can be packed very close to each other. Thus, the bit density should be
in same order of bit density of hard disk. And layers of this type of Racetrack
may be stacked vertically on a wafer as part of the CMOS back-end process. Thus,
it opens a path to the extremely dense 3D V – MRAM.

8.3 Spin-Orbit Torque (SOT) Memory

MTJ in STT-MRAM cell generates spin current by filtering the particle current
passing through its tunnel junction. There is a different way to generate spin cur-
rent. SHE splits the conduction electron path based on its spin polarization and
results in spin accumulation on opposite sides of a conductor. This effect is strong
in heavy metals (HM), such as Pt, W, Ta. In an HM/FM bilayer film stack, effec-
tively a transversal spin current flows from the HM to FM when a longitudinal
carrier current flows in the bilayer. Thus, this structure provides an alternative
way to inject spin current into an FM and switch its magnetization.

8.3.1 Spin Orbit Torque (SOT) MRAM Cells

In principle, a simple bilayer HM/FM Hall structure can perform as a memory
cell. It is shown in Figure 8.5a. When a longitudinal current is applied to the
structure (JC), a spin current from HM to FM carries spin torque into the FM.
When the torque exceeds the switching threshold, it switches the FM magneti-
zation. The cell state is read out by applying a small current to read the anom-
alous Hall voltage.
However, this bilayer structure is not a practical memory cell due to (i) the resist-

ance of the structure is too small to match the impedance of CMOS circuitry,
(ii) and the anomalous Hall effect voltage is in the range of nV to μV. Such signal
amplitude is too small for practical CMOS-based sense amplifier onmemory chips.
The sense amplifier works well for signal greater than 50 mV. The high MTJ
impedance matches well with CMOS circuitry, and its large tunneling magneto-
resistance (TMR) resistance provides sufficient signal to the CMOS sense
amplifier.
Thus, a practical SOTMRAM cell must incorporate anMTJ. TheMTJ is in a top-

pin configuration such that its free layer is in contact with the SOT channel, the
heavy metal. The free layer is written by the spin current diffuses up from the SOT
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channel. Figure 8.5b shows the cell implementation, an MTJ on a heavy metal
stripe. From here on, the heavy metal stripe of a SOT cell is called “SOT channel.”
It is a 2T-1M cell with four electrical terminals (WL, BL, DL, and DL/).
To form a SOT cell, there are three ways to align the easy axis of an MTJ to the

charge current direction in the SOT channel. Assuming charge current in the SOT
channel flows along the x-direction, the easy axis of the MTJ can be (i) in the x-
direction, the same as the current in the SOT channel, thus, the MTJ is an in-plane
MTJ; (ii) in the y-direction, orthogonal is the current direction; thus, the MTJ is an
in-plane MTJ; and (iii) in the z-direction, the MTJ is a perpendicular MTJ.
Both anti-damping torque and field-like torque appear to contribute to the

switching. External field is required to assist the switching of (i) and (iii) cell con-
figuration, since SOT current alone cannot. Research on this subject is ongoing;
many field free cell engineering solutions were proposed [65]. We will focus on
only the (ii) configuration, having in-plane MTJ with easy axis orthogonal to
the SOT charge current direction, in Section 8.3.1.1. Then, briefly, we will discuss
the perpendicular MTJ on SOT channel in Section 8.3.1.2.

8.3.1.1 In-Plane SOT Cell

Here, we discuss the cell operation having in-plane MTJ with easy axis orthogonal
to the current direction in the SOT channel. When a current flows in the SOT
channel, spin current diffuses from the channel into the free layer of MTJ. The
polarization of the spin current is along the easy axis of the MTJ. Thus, the
anti-damping torque carried by the spin current can efficiently switch the MTJ,
the same way as the switching of STT cell. Based on the STT switching given in

Iw

WL

DL DL/

(b)(a)

Ms
Heff

Top-pin
MTJ BL

HM

+ –vAHE

FM

HM

J
t

w

Figure 8.5 (a) Heavy metal/ferromagnet (HM/FM) Hall structure. A longitudinal carrier
current in the HM induces a transversal spin current, which diffuses into FM, and induces
anomalous Hall effect voltage. (b) Spin-orbital torque (SOT) MRAM cell consists of an MTJ on
a SOT channel (heavy metal stripe).
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Section 7.3, the switching critical (threshold) current density is a function of
switching energy barrier and can be rewritten as

Jc0
2 e α
ℏ

2Eb,STT

AMTJ
, 8 1

where AMTJ is the MTJ area. Here we assume the polarization of the spin current
from the SOT is 100%, or P = 1 polarized. This is the spin current density that the
SOT channel should supply. Thus, the threshold switching current in the SOT
channel is

Isw = Jc0
WSOTtSOT
ΘSH,eff

, 8 2

where WSOT, tSOT are the width and thickness of SOT channel, respectively, and
ΘSH, eff is the effective spin Hall angle, which includes the spin current transmis-
sion efficiency through the interface between the SOT channel into the free layer
of the MTJ. On a wafer of a given SOT channel thickness, to first order, the switch
current Isw is linearly proportional to the product of the SOT channel width and
thickness.
Let the MTJ area be ~0.75 × (lMTJwMTJ), where lMTJ and wMTJ are the length

and width of an in-plane MTJ, respectively. Let lMTJ approximately be WSOT;
then Eqs. (8.1) and (8.2) can combined with Eq. (7.7) as

Isw ≥ 5 3
e α Eb,therm

ΘSH,effℏ
tSOT
wMTJ

8 3

And for a given SOT channel width, Isw increases with the STT switching energy
barrier of the MTJ. Notice that (Section 7.1) the thermal stability Eb,therm and the
switching energy Eb,STT barrier of in-plane MTJs differ only by an added moment
term and, thus, the ≥ sign. Bits with a larger area (while same HK) exhibits a longer
data retention time. The bits with a longer retention time require a slightly larger
SOT switch current. This point will become clear in the next section.

8.3.1.1.1 Cell Engineering and Device Properties The device behavior is affected
by the device detailed structure. Here, we will show two SOT device structures.
The two SOT cell structures differ by the MTJ etch, and they are: (i) “step”
structure, in which MTJ etching stops on MgO tunnel barrier, using a selective
etch that etches MgO very slowly [62, 63], (ii) “etch-through” structure, in
which etching stops on the (Ta) SOT channel. Each has its pros and cons.
Figure 8.6 shows the cell structures.
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From the process point of view, total resistance of the step structure SOT bit cell
is in better control, as illustrated in Figure 8.6d. The cell resistance of step structure
is (=RMTJ + Rchannel/2, and Rchannel = RTa//RFree-layer). The parasitic Rchannel resist-
ance acts as a series resistance to MTJ and degrades the apparent TMR ratio
(Fig. 8.6e). The etch-through structure degrades more, and that may be resulted
from etching rate non-uniformity across the 8-inch wafer. The MTJ of the step
structure SOT cell is found less likely to be shorted. Both these two arguments
are in favor of step structure over etch-through structure.
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(e) wafer level TMR-Rcell distribution.
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Comprehensive report of cell read/write behavior has been reported [63, 64, 70].
SOT cell switching behaviors follow STT-MRAM cell. The long-term SOT cell sta-
bility has been studied with thermal baking. Thermal baking accelerates failure
and shortens the time required to study the data retention failure. In step structure,
the free layer extends being MTJ and covers the entire SOT channel (Ta). That
gives rise two effects:

a) Larger thermal stability factor, thus better data retention time. It is revealed in
the population of bake-induced flipped (retention fail) bit under a series of ther-
mal bakes. This is shown in Figure 8.7a. The step structure shows no flipped bits
while the etch-through structure SOT cells show a lot. The number of flipped
bits is MTJ size dependence. This retention bake data suggests that for the step
structure SOT cell, although the magnetization of the un-etched free layer out-
side of MTJ is partially damaged by RIE [63], they do contribute to the thermal
stability factor, thus, the data retention time. The difference in thermal stability
factor between the two structures is estimated to be ~7.5 kBT at room
temperature.

b) The large free layer can turn the MTJ from binary state into multi-state (MS)
(Fig. 8.7b). The R-H loop of MS bit is illustrated in Figure 8.8b as compared
to the normal bits in Figure 8.8a. The R-H loop of MS bit exhibits a “kink”
or “kinks.” The SOT wafer is processed with a 250C 0.5 Hr field anneal at
the end of the wafer processing and prior to the test. After each baking at
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150C without field, additional fresh “kink” cells are observed, in both the step
and the etch-through structure. The population of bake-inducedMS bit is larger
in step structure, indicating the extended free layer promotes the formation of
MS states. Figure 8.8c and d are the post-bake Rap of kink-free cells and “kink”
cells, respectively. The apparent TMR at zero field of the “kink” cell drops. The
MS cell may result from bake-induced domain formation, and the domain wall
may pass through MTJ. The population of MS bits increases with bake time.
Figure 8.9 shows the post-bake MS cell population of step structure. The pop-
ulation is heavily dependent on the SOT (Ta) channel area and also the MTJ
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size. Both retention fail and MS fail contribute to the total corruption of stored
data in SOT cell. Based on Figures 8.7b and 8.9, clearly, one needs to make MTJ
and SOT channel as small as possible to eliminate this kind of latent cell
instability (Figure 8.7b).

8.3.1.1.2 Cell Scaling Thewrite characteristics of the in-plane SOT-MRAM resem-
ble those of STT-MRAM such as write current dependence on the write pulse width,
temperature effects, and write-error rate (WER) vs. WRITE current [7, 38]. The
switching threshold of a typical STT-MTJ is in the order of mid-106 A/cm2. For
SOT, the measured switching threshold in the HM is JC is about 1 order larger, in
the mid-107 A/cm2 [5–7].
Experimental data show that themagnitude of write current correlationwith the

width of SOT channel is strong, and with the area of theMTJ or the fill factor AMTJ/
ASOT-channel is weak. Figure 8.10 shows the correlation of write current vs. SOT
channel width.
From spin current efficiency point of the view, high resistivity HM is desirable

for high ΘSH and the HM thickness should be as thin as possible, few nanometers.
The net result is that the resistance of SOT channel, Rchannel, of SOT cell is very
high.When integrated into a scaled CMOS circuit with very low power supply volt-
age, the high Rchannel limits the write current. High Rchannel also reduces the effec-
tive TMR of the cell and thus, the read margin. One way to overcome this
engineering issue is to stitch the SOT channel with low resistance Cu pads, as
shown in Figure 8.5.
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The SOT cell size is primarily determined by the size of the two gating transis-
tors, which in turn by the switching current. Scaling down SOT cell means the nar-
rowing down of the SOT channel width and reducing MTJ size. To first order, the
write current scales with lithographic feature size, ~F. To reach sub-mA write cur-
rent, SOT channel width needs to be scaled down to 150–250 nm range [38].
Nonetheless, SOT cell is larger than STT cell, since SOT requires two transistors

and five wires as compared to one transistor and three wires for a single-bit STT
cell. Besides, the transistor of SOT cell is much larger so that it can carry more cur-
rent. To make a dense SOT cell, the most important task is to lower its cell current.
So far, we have discussed the properties of single-bit SOT cell. To overcome the

cell size and power dissipation disadvantages, a multi-bit word SOT has been pro-
posed. We will discuss multi-bit word SOT cell in Section 8.4.2.2.

8.3.1.2 Perpendicular SOT Cell

In a film stack, such as Pt/Co/AlOx with broken inversion symmetry only along
the direction perpendicular to the film plane, the anti-damping SOT torque can
only be in the direction parallel to the film plane. This means the SOT from this
stack can only deterministically switch the free layer of in-plane MTJ, not a per-
pendicular MTJ. However, perpendicular MTJs, with better scaling properties,
have become the mainstream, at least for STT-MRAM. To switch perpendicular
MTJs, one is required to break the in-plane inversion symmetry, e.g. with an
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Figure 8.10 Correlation of write current vs. width of SOT channel (heavy metal stripe). The
squares are from step structure and dots are taken from etch-through structure. The SOT
channel is 10 nm thick Ta, and on which the MTJ length is slightly shorter than the channel
width [7, 61].
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in-plane field as in experiment carried out by Miron [8]. However, the external
field is very undesirable for practical semiconductor memory device applications.
Recently, several approaches have been developed to realize a field-free SOT
switching of PMAmaterials by introducing films with lateral inversion asymmetry
such as: tilted magnetic anisotropy [9]; interlayer exchange coupling [10]; inter-
layer dipole coupling [11]; in-plane exchange bias [12–17]. These methods create
materials with strong spin orbit interaction and without in-plane symmetry at sur-
face, so that the material can offer perpendicular anti-damping torque [18, 19], or
current-driven exchange-bias [20]. MTJ with a built-in field from hardmagnet was
also reported [57]. A Co hard magnet is incorporated into the hard mask of each
MTJ pillar. The Co provides an in-plane bias to the MTJ. Success of “field-free”
switching has been reported [56, 58]. Time- and spatially-resolved observation
of the switching dynamics of Pt/Co/AlOx pillar has been studied by Baumgartner
[21]. Switching starts from domain wall nucleation at the edge of the pillar.

8.3.2 Materials Choice for SOT-MRAM Cell

What will be the optimal materials system for generating SOT for SOT-MRAM
cells? It is important to note that, there are more than 6000 papers (as of Jan.
2020) reporting on the SOT properties of various materials systems. Although
we have mentioned briefly that the effective spin Hall angle ΘSH,eff can be large
in some common heavy transition metals, such as Pt (~0.10), Ta (~−0.12), and
W (~−0.30), an examination on their device performance efficacies should also
be addressed. Besides conventional transition metals, emergent materials systems
such as topological insulators (TIs), Weyl semimetals, and transition metal dichal-
cogenides (TMDs) are also potential SOT source materials for SOT-MRAM appli-
cations. Some of these materials are claimed to have giant effective spin Hall angle
greater than 1. Wewill first review some classical transitionmetals with large spin-
orbit interactions for such applications, and then examine those with exotic spin-
charge transport properties later. A benchmarking based on the published SOT
switching data will be provided.

8.3.2.1 Transition Metals and their Alloys

The 5d transition metals are the most promising SOT source due to their strong
built-in spin-orbit interactions and the resulting strong SHEs. These materials
are not uncommon in CMOS-related processing technology as well, which makes
them more accessible than other exotic materials systems. Pt is one of the most
studied materials, since late 2000s, several seminal works have pointed out that
Pt has a spin Hall angle of the order of ~0.01 [66, 67, 68]. However, later experi-
ments have shown that the intrinsic spin Hall angle of Pt can be even higher, ~0.20
or greater, depending on the characterization techniques, such as spin-torque
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ferromagnetic resonance (ST-FMR) [69], harmonic voltage measurement [70] (for
more details of this method, see [71] and [72]), direct SOT switching measurement
[73], hysteresis loop shift measurement [74], and current-driven domain wall
motion measurement [75] …etc. Through the refinement of characterization tech-
niques, Pt is now believed to have an effective spin Hall angle of ~0.10–0.20 (See
Figure 8.11). Note that this number will be affected by the thickness of the Pt layer,
due to the spin diffusion effect [76].
Ta, on the other hand, was discovered to have a spin Hall angle larger than Pt in

2012, in which the very first demonstration of a prototypic SOT-MRAM cell was
reported [6]. By utilizing the giant SHE from Ta, which has a spin Hall angle of
ΘSH,eff ~ −0.15 (note the negative sign), Liu and colleagues at Cornell University
showed that the SOT generated is strong enough to drive magnetization switching
in the free layer of an adjacent MTJ. Later on, Pai et al. showed that W in the resis-
tive (β phase) form can produce even large effect, with ΘSH,eff ~ −0.30 [5].
The resistive form of W, either β phase [78] or amorphous phase [79], therefore
is an attractive candidate for above-mentioned SOT-MRAM applications, either
in-plane or out-of-plane.
It has also been reported that 5d transition metal alloys, nitrides, oxides, and

borides can generate sizable SHE and even possess greater spin Hall angles than
pure transition metals. For example, Hf(Al)-doped Pt [80], Au-doped Pt [81], anti-
ferromagnetic PtMn [82], W-doped Au [83], TaN [84], WOx [85], and TaB [86] all
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Figure 8.11 “Evolution” of the effective spin Hall angle (spin Hall ratio) for the most
important heavy metals, namely Pt, Ta, and W. Note that the increasing trend should not be
considered as the enhancement of the SHE, rather, it should be viewed as getting closer to
the real values due to the refinement of characterization techniques and the elimination of
measurement artifacts. Source: Data summarized from Hoffmann [77].
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show larger spin Hall angles while compared to their pure metallic counterparts.
These results are important since they indicate that the resulting SOT efficiency
can be tuned by commonmaterials engineering process during the deposition step.

8.3.2.2 Emergent Materials Systems

A new class of condensed matter, called “topological insulator” has been devel-
oped and proposed to be an even better candidate for charge-to-spin conversion
while compare to its transition metal counterpart. These materials are typically
single crystalline chalcogenide compounds with exotic band structures. Growth
of such materials system is typically done by molecular beam epitaxy (MBE) to
obtain high quality single crystal texture. The most important transport property
of such materials system is the topologically protected surface state, which has
spin-momentum locking for the transport electrons flowing only on the surfaces
of thosematerials, as illustrated in Figure 8.12. It shows anti-damping torque when
current flows in low crystalline symmetry direction. It is claimed that a much
lower in-plane current is required to switch the FM in the TI/FM film stack.
A large charge-to-spin conversion efficiency (spin Hall angle) of ~1–1.75 in the
thin epitaxial Bi2Se3 films, where the topological surface states are dominant.
The current density required for the magnetization switching has been reported
to be extremely low, ~6 × 105 A/cm2, which is one to two orders of magnitude
smaller than that with heavy metals.
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Figure 8.12 (a) Illustration of the band structure of a topological insulator (Source: Adapted
from Wiki). (b) Angle resolved photoemission spectra (ARPES) of a topological insulator
Bi2Se3. Note that ideally the Fermi level should lie in the gap between bulk conduction band
(BCB) and bulk valence band (BVB). Source: Reproduced from [87].
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One of the earliest studies on the SOTs in a TI/FM bilayer system was reported
by K.L. Wang group fromUCLA, United States, in 2014 [88]. In this seminal work,
the team showed that an epitaxial (Bi0.5Sb0.5)2Te3/(Cr0.08Bi0.54Sb0.38)2Te3 bilayer
structure, which is grown by MBE, can be used to study the SOTs originates from
the (Bi0.5Sb0.5)2Te3 (TI) layer. The effective spin Hall angle of (Bi0.5Sb0.5)2Te3, at
least at a cryogenic temperature of ~2K (in order to keep the Cr-doped layer mag-
netic), was determined by a harmonic voltage technique to be in between 140 and
425. This number is almost three orders of magnitude larger than that of heavy
transition metals. However, using a different approach (unidirectional spin Hall
magnetoresistance [89]), researchers from University of Tokyo recently reported
a very different number in a similar bilayer system (~five orders of magnitude lar-
ger than that of transition metals) [90]. Furthermore, the experiments mentioned
above were both performed at a very low temperature (~2K), which might not be
desirable for any realistic device applications. The most intuitive approach, then,
will be using normal ferromagnetic metals as the FM layer, such that the Curie
temperature is way above room temperature and measure the strength of the
SOT in such TI/(metallic)FM heterostructures.
A simple bilayer structure, Bi2Se3/Py(permalloy), was adopted by Mellnik and

co-workers from Cornell and Penn State University. As they reported on Nature
in 2014 [91], the Bi2Se3 TI layer can generate spin-torque acting upon the adjacent
metallic Py layer with a spin Hall angle about 2–3.5 at room temperature, which
was determined by ST-FMR technique. This is of course a very exciting result,
which indicates that a TI/(metallic)FM bilayer structure could possess charge-
to-spin conversion efficiency an order of magnitude greater than that of its full-
metallic counterparts, even at room temperature (but note that this number is
much less than those reported by UCLA and the Univ. of Tokyo teams). However,
a followed-up study using a similar bilayer structure reported by Deorani and co-
workers from NUS showed that the spin Hall ratio is only about 0.0093 at room
temperature, which was determined by spin-pumping measurement [92]. These
inconsistent results of the spin Hall angle vary by several orders of magnitudes
(0.0093–3.5 for Bi2Se3) and suggest that the estimated number depends on the
adopted measurement technique. Nevertheless, set aside these discrepancies,
we should expect more studies on the TI spin-transport properties at room temper-
ature in the upcoming years. More recently, room-temperature SOT switching
using Bi-based chalcogenide TIs are also demonstrated by teams from MIT [93]
(MBE-grown) and Minnesota University [94] (sputter-grown).

8.3.2.3 Benchmarking of SOT Switching Efficiency

To benchmark SOT switching efficiency from various materials systems, both con-
ventional and emergent, can be a difficult task. This is mainly due to two reasons:
(i) Too many types characterization methods have been employed to characterize
and estimate the effective spin Hall angle, as can be seen in Hoffmann’s nice
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review [77] and (ii) the lack of control experiments and standard samples for SOT
characterization. For simplicity and for the purpose of this book, we will focus on
those reports that have current-induced SOT switching data. The works that only
provide characterization (of the spin Hall angle) results will be left out. The figure
of merit that we will use to compare the performance of SOT switching from dif-
ferent materials systems is the power consumption (in terms of ) per switching
event. This can be calculated as P = ρJ2c, where the ρ and Jc are resistivity and crit-
ical switching current density in the spin Hall metals or emergent materials chan-
nel. Summaries as organized from some selected materials systems are shown in
Table 8.1 and Figure 8.13. It is interesting to note that although Bi-based

Table 8.1 Current-induced switching data from various materials systems.

Materials
system Jc (MA/cm2) ρ (μΩ-cm) P (109 W/cm3) Reference Comment

Pt 23 26 13.8 [73] Pt/Co, PMA

Ta 5.5 190 5.75 [6] Ta/CoFeB,
IMA

W 2.5 186 1.16 [95] W/CoFeB,
PMA

Au0.25Pt0.75 12 83 12 [96] Au0.25Pt0.75/
Co, PMA

Pt0.25Pd0.75 22 57.5 27.8 [97] Pt0.25Pd0.75/
Co, PMA

PtMn 9 180 14.6 [82] PtMn/Hf/
CoFeB, PMA

Pt0.7(MgO)0.3 11.5 58 7.67 [98] Pt0.7(MgO)0.3/
Co, PMA

[Pt/Hf]n 17 144 41.6 [99] [Pt/Hf]n/Co,
PMA

Pt0.57Cu0.43 2.4 82.5 0.5 [100] Pt0.57Cu0.43/
Co, PMA

Bi2Se3 2.8 1060 8.31 [93] Bi2Se3(MBE)/
CoTb, PMA

BixSe1−x 0.43 7143 1.32 [94] BixSe1−x/Ta/
CoFeB/Gd/
CoFeB, PMA

BiSb 1.1 400 0.48 [101] BiSb(MBE)/
MnGa, PMA

Note that only room-temperature switching data are included. Adjacent FM layer might also affect
the switching performance, therefore the FM layers and their anisotropies are listed in the
comment column.
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chalcogenides (TIs) are characterized to have humongous effective spinHall angle,
the power consumption results are not outperforming those from heavy transition
metals by toomuch. The current shunting effect from resistive emergentmaterials,
such as Bi2Se3, will also cause significant energy dissipation (>50%) in the FM
layer. Ideally, a materials system with low resistivity ρ and low Jc (therefore high
ΘSH,eff based on Eq. (8.3)) are desirable for low power consumption SOT-MRAM
applications.

8.4 Magneto-Electric Effect and Voltage-Control
Magnetic Anisotropy (VCMA) MRAM

8.4.1 Magneto-Electric Effects

When an electric field is applied to a metal film, electrons accumulate on one sur-
face and deplete on the opposite surface. The surface electrons terminate the elec-
tric field, such that the electric field does not penetrate into the bulk of metal film.
This phenomenon is called screening. The screening electrons distribute over a
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Figure 8.13 Power consumption (P) for SOT switching vs. SOT source materials resistivity
(ρxx) for Pt, Ta, W, Pt-based alloys, and TI (chalcofenide)-based materials systems. ΔP
represents the percentage of energy dissipation due to shunting effect by assuming using a
CoFeB (1 nm) as FM layer. It can be seen that more resistive channel material will lead to
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finite thickness from themetal surface, which is called screening length, typically a
depth of the order of atomic dimensions from the surface.
In ferromagnetic metal films, the screening electrons are spin-dependent due to

exchange interactions. The spin dependence of the screening electrons leads to
spin imbalance of the excess charge, which modifies the chemical potential at
the film surface. That results in notable changes in the surface magnetization
and the surface magneto-crystalline anisotropy energy (MAE).
Through the screening electrons, a voltage alters the magnetic properties of a

magnetic film. It is called magneto-electric (ME) effect. The ME effect is solely
a surface effect, and has little dependence on film thickness, since the electric field
does not reach into the interior of the film. The magnitude of the ME effect is, to
first order, linear with the density of screening electrons. The sensitivity of the ME
effect on [95] Fe/MgO interface is larger than Fe/vacuum surface. Because of the
dielectric constant of MgO, more screening electron charge is on the Fe/MgO sur-
face than on Fe/vacuum surface [22].
Recall (Chapter 2) that in 3dmetals, there are five 3d orbitals, eachwith different

orbital magnetic quantum number ml. and the Crystalline anisotropy results
from the interplay between orbital valence and spin-orbit interaction [23].
At the Fe/MgO interface, the Fe 3d orbital and the oxygen 2p orbital hybridize.
Screening electrons induced by an E-field perpendicular to the [95] Fe/MgO film
plane re-distributes the electron occupancy among orbitals. For an E-field pointing
from MgO into Fe, the occupation decreases in the orbitals involving dxz and dyz
and the electron occupation in orbital involving dxy enhances, hence a decrease in
the perpendicular orbital magnetic moment, but barely changes the in-plane
orbital moment. The re-distribution changes the orbital contribution to
MAE [24–28].
Early experimental studies were focused on FM/Noble metal, on Fe/Pt and

Fe/Pd film [29, 30]. One notable experiment was performed [31, 32].
Figure 8.14 shows the sample (left) and the M-H loop (right) with applied
H-field in direction to the film plane. An electric field is generated by applying
a voltage through a thick polyimide insulator over the top electrode of the Au/
CoFe/MgO film stack. Thus, there is no current flow in the sample, only electric
field across the stack. The M-H loop is measured with an H field perpendicular to
the film surface under various dc electric fields. A positive voltage enhances the
perpendicular anisotropy, while a negative voltage decreases the perpendicular
anisotropy. The magneto-electric effect is evident.
As CoFeB/MgO based magnetic tunnel junction becomes technologically

important, the study of the ME effect is focused on its interface. [28, 31, 33, 34].
The VCMA sensitivity is β = dεaniso./dE, where εaniso is the anisotropy energy
per unit area, E is the electric field. The unit is (Joule/m2)/(V/m) = Joule/Vm.
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Measured data of the ME effect on the MgO/FM interface ranges widely [31, 33,
35–37] and is highly dependent on sample preparation and details of film stack. In
a SOT-MRAM structure, −30 fJ/Vm was derived [38].
The effective anisotropy of an FM film is the balance of two components: one is

perpendicular anisotropy from the film surface and the other in-plane from the
film bulk. The effective in-plane anisotropy is

Keff = E −E⊥ = Kb − 2πM2
s + K interf t, 8 4

where Kb is volume anisotropy constant, Kinterf is the sum of interfacial or sur-
face anisotropies, and t is the iron film thickness. Altering the surface component
(the last term of Eq. (8.4)) changes the net anisotropy of the film Keff. For example,
applying an electric field to a ferromagnetic film can turn the film effective anisot-
ropy from in-plane to perpendicular, and vice versa. TheME effect lasts only while
the electric field is applied. Thus, theME effect can be used to tentatively adjust the
film anisotropy for memory applications. MRAM that makes use of this control is
called Voltage–Control Magnetic Anisotropy (VCMA) assisted MRAM. An exam-
ple is shown in Fig. 8.15.
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Figure 8.14 Voltage-induced anisotropy modulation in Au/CoFe/MgO stack. (a) test setup.
(b) change of MS due to change of stack anisotropy. (c) Kerr image under magnetic field H
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226 8 Advanced Switching MRAM Modes



Magnetic anisotropy and mechanical stress are correlated through magneto-
striction [39–41]. Changing the film strain could induce anisotropy change, for
example the changing the Co content in a CoFe film on specific substrate induces
change in film strain, and thus, film anisotropy [42].

8.4.2 VCMA-Assisted MRAMs

For MRAM of any operation mode, the switching energy and the data retention
performance has been a trade-off relation. Longer retention MRAM cells require
larger energy to switch. VCMA offers an effective way to reduce the switching
energy without compromising retention performance. A class of magnetic mem-
ories employing such a mechanism is called VCMA MRAM. VCMA provides a
means to temporarily reduce theMTJ free layer anisotropy and thus, the switching
energy barrier. A voltage pulse across an MTJ temporarily reduces the switching
barrier, thus, the switching field of field-MRAM [43], and the switching current of
SOT-MRAM [38]. Figure 8.16 illustrates the concept of VCMA-assisted switching.

8.4.2.1 VCMA-Assisted Field-MRAM

As shown in Figure 8.16b, VCMA can assist the field-MRAM switching by tempo-
rarily lowering the interfacial anisotropy, thus, the coercivityHC of the free layer of
MTJ during WRITE, thus the cell can be written with smaller write field, therefore
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Figure 8.15 Demonstration of VCMA effect in CoFeAl/MgO p-MTJs. (a) Schematic
illustration of the film stack of p-MTJs. (b) R-H loops for the p-MTJ under the voltages of
−800, 1, and 800 mV. Notice that at V = +800mV, the HC collapses to zero, while HC increases
at V = −800mV [34].
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a smaller the current to generate the WRITE field. After WRITE, the VCMA volt-
age pulse is terminated, the energy barrier recovers, as shown in Figure 8.16a, the
cell is back to stand-by condition with large energy barrier. Figure 8.17 shows the
R-H loop before, during, and after field switching.

Eb (V=0)
Eb (V<0)

(a) (b) (c)

Figure 8.16 The concept of temporary reduction of switching energy barrier Eb through
VCMA during switching. (a) Energy barrier when cell is in stand-by. (b) During field-MRAM
switching, VCMA is equivalent to adding a temporary aiding field (dashed line), (c) During
SOT mode MRAM switching, VCMA is applied, which temporarily reduces the switching
energy barrier, thus, the switching current.

V= 0, H=0V>0, H<0

V=0, H = 0V>0, H>0R

H

Figure 8.17 VCMA-assisted Field MRAM switching. During field switching, a voltage is
applied to the MTJ to temporarily reduce its coercivity, thus, the switching threshold. During
standby, the voltage is absent, the cell maintains its anisotropy for thermal stability. Note
that, neither the voltage of the field alonewith same value can switch the bit. The bits switch
only when both are applied.
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8.4.2.2 VCMA-Assisted Multi-bit-Word SOT-MRAM

The 1M-2T single-bit SOT MRAM cell described in Section 8.3.2 is neither dense
nor energy efficient. The VCMA-assisted multi-bit word SOT MRAM cell is
(Figure 8.18a). Multiple MTjs are place on a on a common SOT channel. VCMA
provides a bit select mechanism to write a particular bit (or bits). In this case, neg-
ative voltage lowers the energy barrier and a positive voltage raises that of bit cells
on a word line (SOT channel). And Figure 8.18c shows the VCMA effect on the bit
cell write error rate (WER). At−19MA/cm2 write current density, about 10 orders
of WER can be achieved between +0.8 and −0.8 V. The VCMA sensitivity is esti-
mated to be 30 fJ/Vm [38].
Note that, unlike the single bit SOT cell, the WRITE operation of multi-bit word

SOT MRAM is conducted in two steps: bits in the Word to be written “1” will be
selected and written in one step and those in “0” in another step. Independent of
the number of bits on a word, each word is written only twice, once for “0” and
once for “1.” That saves the number write pulses, thus the write energy.
Potentially, the switching energy and access performance of the VCMA-assisted

SOT MRAM can be lower than in the case of STT-MRAM and should be of the
same order of magnitude as in DRAM.

8.4.2.3 VCMA-Assisted Precession-Toggle MRAM

In STT-mode switching, the free layer magnetization precesses over many periods
to achieve magnetization reversal. Precession-toggle mode is a mode that magnet-
ization reversal is achieved in only half a precession period. So, it is a much faster
way to achieve magnetic reversal. This switching mode is found in an MTJ with a
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Figure 8.18 (a) Multi-bit word SOT cell. A common write current flow through the bottom
electrode. MTJs on the bottom electrode is biased to select the write bits. (b) Write error rate
of cells with MTJ bias voltage at −0.8, −0.4, 0, +0.4, +0.8 V. MTJ sample: The MTJ stack (top-to-
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(1.4 nm)/CoFeB (1.2 nm)/Ta (10 nm), E-field pointing from MgO into CoFeB free layer
increases anisotropy and disable the write [38].
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high RA product, such that the current density is too low to achieve STT-mode
switching before junction breakdown.
As illustrated in Figure 8.19a, prior to a voltage is applied to the MTJ, the initial

anisotropyHK_eff and magnetization are both nearly in plane and is along the easy
axis (y-axis). Once a voltage is applied (Figure 8.19b), the out-of-plane anisotropy is
raised by the VCMAmechanism, the net film anisotropyHK_eff turns out of plane.
Under this new anisotropy direction, the film magnetization begins to precess
around HK_eff. When the voltage pulse is terminated in half a precession period,
the film anisotropy returns to initial state, pointing nearly in plane. The magnet-
ization precess around the original (Figure 8.19c). The magnetization stays in the
reverse direction. [44] The write voltage in this mode is always unipolar. The volt-
age must be strong enough to alter the direction of HK_eff. Each voltage pulse tog-
gles the magnetization, independent of the initial state.
The switching current is in the order of 105 A/cm2 and the pulse width is 0.65 ns,

the current density is too low for STT-mode. The period of each precession cycle is
(1 + α2)/(γHeff) [45], where Heff is the effective field and γ is gyromagnetic coeffi-
cient. The typical precession period is smaller than 1 ns, switching to the opposite
polarity take places in half of a period of precession, thus, in the sub-nanosecond
range. Thus, precession-toggle mode is the most energy efficient, in the order of
single-digit fJ/bit [46, 47]. Precession-toggle mode operation can be found in in-
plane or out-of-plane MTJs with high RA. [48]. This class of MRAM is also called
MeRAM. A detail discussion of scaling of MeRAM can be found in ref. [37].
Although this mode of switching is the fastest among all MRAM switching

modes, there are several drawbacks. Among those, the most severe one is that
it needs precision control of the write pulse width to ensure low WER [45]. Bit-
to-bit VCMA strength variation leads to a distribution of HK_eff, thus the
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Figure 8.19 Switching under a voltage short pulse. (a) initial state, in which the voltage
across MTJ is off, (b) VCMA strengthens out-of-plane Heff magnetization precess around Heff

(c) The applied voltage pulse length is terminated when precessing half a period. Magnetic
reversal is achieved [44].
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precession period. That in turn puts a limit on the WRITE pulse width operation
window. Circuit innovations for such applications have been reported [49, 50].
Similar to the toggle mode field MRAM, precession-toggle mode is required to

operate in READ-BEFORE-WRITE to know the initial state. The write cycle time
is not short, in practice.

8.5 Relative Merit of Advanced Switching Mode MRAMs

Here, we compare the properties of advanced switching mode MRAMs described
in this chapter against field-MRAM and STT-MRAM. The comparison is shown in
Table 8.2. The product-like STT-MRAM data is taken from [51, 52], the most
mature STT-MRAM published data. From left to right, each are the primary con-
sideration for cell size, write access time, endurance, requirement of MgO thick-
ness and data retention. The right most column states thematurity of a technology.
From academic research, industrial research to production in a time sequence.
The MRAM cell size has been predominantly determined by the size of the cell

transistor and the number of connecting wire per bit cell and wire pitch, not the
MTJ. Thus, the number of transistors in a cell is important. Both the single-bit
CIDM and single-bit SOT modes are 1M-2T cell, thus the cell size is inherently
larger. Although the operating current density of these two modes is higher, on

Table 8.2 The cell size and performance of other switching-modes compared to Field- and
STT-MRAM.

Switching mode

WRITE
pulse
(ns)

Endurance,
cycles 10n

RA
Ω-μm2

Data
retention
10n S

Degree of
maturity (2019)

Field MRAM 25 n = 15 1 k n = 9 Production
2006

STT-MRAM 5–10 n = 7–11 <5 n = 7–8 Production
2019

CIDM MRAM 1–10 n > 15 10–20 – Academic
research

SOT MRAM 1–10 n = 15 ~10–20 =Field
MRAM

Early Industrial
research

Precession
toggling MRAM

<1 n = 15 – =Field
MRAM

Academic
research
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the order of mid-107A/cm2 for SOT MRAM and 107–108 A/cm2 for CIDMMRAM,
the cell current may not necessarily be larger, depending on the cross-section area
of the SOT-channel of the SOT cell, and the free layer of the CIDM cell, respec-
tively. The write current, not write current density, determines the size of the cell
transistor [53]. Comparing SOT and STT-MRAM, SOT is more suitable for higher
access speed, at higher power consumption. One attractive feature of the Racetrack
CIDM MRAM is that the total number of connective wires per bit is very small,
since a whole string of bits are serially read out by 1 MTJ, or 1 BL. Thus, poten-
tially, its bit density is not limited by wire pitch. Table 8.3 compares the potential
density of these three cells.
Despite of the rich academic research in CIDMMRAMmagnetics, its industrial

research has not been up to pace, leaving many un-answered questions, such as
cell size, domain de-pining threshold, CMOS compatibility, reliable operating
range, thermal stability and switching error rate, etc. More studies are required
to turn a CIDM memory cell into a practical device. The research of Racetrack
has been dormant for a while and emerges with new promises [60].
One potential application of a large (long stripe) CIDM cell is to let it act as an

analog memory, not a binary (digital) memory cell property. For example, the
domain wall can be driven to intermediate positions between “1” and “0” position,
under the pinned layer. Thus, the MTJ resistance is in value between RAP and Rp.
Thus, it acts as a Memrister [54, 55], a non-volatile tunable resistor. Thus, it can be

Table 8.3 Relative write current density and cell size of STT, SOT, and CIDM.

Switching
mode

IW density
(uA/nm2)

IW flow
through

# of
wire/ bit

Cell
(1 M-nT)

Relative cell
transistor
size/bit

STT 0.06–0.1 MTJ 1WL-2BL n = 1 X

1-bit SOT
cell

0.2 – 0.3 SOT
channel

1WL-1BL-2DL n = 2 Y1

multi-bit
SOT cell

(1WL-nBL-2DL)/n n = 2 + n Y2

1-bit
CIDM cell

2–3 FM
stripe

1WL-1-Din-1Dout n = 1 Z1

multi-bit
Racetrack

non-random access – –

X<Y1, Y2
< Y1, Y2 <
Z1
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used for storing analog information, which is desirable in neural network of arti-
ficial intelligence application.
While STT-MRAM is competing for last-level cache of processor chip, single-bit

SOT MRAM may find its way to higher-level cache, because it can offer sub-
nanosecond switching speed andmuch better endurance properties. These proper-
ties are required for L1 and L2 cache. SOT MRAM has gained sufficient attention
such that industrial level research has begun.Multi-bit word SOTmemory receives
more attention from industry than CIDM MRAM.
The VCMA-assisted Precession-togglemodeMRAM is the least mature, and is in

its infancy stage. It is a 1M-1T cell. So the density is comparable to the STT cell.
Potentially, it is the fastest switching device, completing the switch in half of a pre-
cession cycle. However, the window of the write pulse must be precisely controlled
to ensure good write error rate. Innovative write circuit design is required.

Homework

Q8.1 Estimate and compare the bit-cell size of four-bit-word SOT cell and an STT
cell Reference to cell layout in Figure 8.18a and assume:
1) A 4-bit-word SOT cell contains a Ta write stripe, 2 transistors and 4

MTJs (2T-4M). The MTJ area is 80 × 240 nm2. The word write stripe
is 5 nm thick, 250 nmwide, and the write current density is 20MA/cm2.

2) STT cell: 80 nm diameter, the write current density is 6MA/cm2,
1T-1M cell.

3) Gating transistor current density is 1 mA/um (gate width) The transis-
tor length, along the gate length direction is 320 nm.

A8.1 The write current of an STT cell and an SOT cell are 288 and 250 μA,
respectively. The transistor gate width of an STT cell and an SOT cell are
288 and 250 nm, respectively. The two transistors of an SOT cell total gate
width is 500 nmplus transistor isolation.All 4MTJs canbeplaced in-lineover
500 nm, thus, theMTJ area can be ignored. Each SOT bit size is 125 nm× Ptx,
wherePtx is the transistor pitch in the gate lengthdirection. Similarly, anMTJ
in STT cell equals to the gating transistor area. It is 288 nm× Ptx. Thus, to first
order, bit cell size of a 2T-4MTJ cell can be smaller than a 1T-1MTJ STT cell.
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9

MRAM Applications and Production

9.1 Introduction

Like metal-oxide-semiconductor field-effect transistors (MOSFETs) in the silicon
industry, magnetic tunnel junctions (MTJs) have become the workhorse of the
magnetic recording drive industry since the mid-2000s. A decade afterward,
MTJ devices are successfully integrated into silicon chip and have become the
highest speed nonvolatile memory (nvM) the magnetic random-access memory
(MRAM)memory. At the time of this manuscript preparation, MRAMhas stepped
out of the laboratory and is being manufactured by silicon chip foundries.
Although magnetic memory is now under the limelight, a variety of MTJ-based
magnetic sensors, such as current sensors and hard-disk drive (HDD) recording
head sensor, remain as very large business, larger than the MRAM product.
It is believed that with the participation of silicon foundries and memory produ-
cers, MRAM technology will proliferate and become part of the memory
landscape.
Section 9.2 will describe the MTJ intrinsic properties, which manifest as the

MRAM unique attributes; some appear as MRAM strength and others as weak-
ness. Those MRAM attributes determine its position, among many emerging
and incumbent nonvolatile memories, in the computer memory hierarchy.
Section 9.3 describes the opportunities of MRAM in the memory landscape.

Section 9.3.1 describes the MRAM position in the embedded memory, and
Section 9.3.2 describes that in the discrete memory. MRAM has been proven
to cost less to manufacture and better perform than the embedded flash in
the logic chips of advanced CMOS nodes. It is also a contender for replacing
the embedded SRAM/DRAM of low-level cache of CPU chips, due to its much
lower standby power. Some MRAM developers are eyeing specialty discrete
DRAM mass market where nonvolatility is beneficial, for example, MRAM
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as persistent memory, or the buffer memory of solid-state drive (SSD). Using
discrete DRAM as a benchmark, we will point out the required further improve-
ment to the density and chip architecture design of the current MRAM for this
application.
In Section 9.3.3.1, we will show how the data nonvolatility property of MRAM

improves the overall performance and reliability of the nonvolatile dual-in-line
memory module (nvDIMM) applications. We will also show that it is an ideal
device in certain new applications, such as Internet of Things (IoT)
(Section 9.3.3.2) and the memory of artificial intelligence (AI) application
(Section 9.3.3.3). Many battery-operated IoT Edge devices need working memory
and local storage that consumes very low power, as well as cybersecurity to pro-
tect the frequent data transmission to host, such as the cloud. Deep learning
AI function and data encryption of cybersecurity are compute-heavy and
require frequent storing of many intermediate data. MRAM plays a dual role
of working memory and storage device; it also has been shown to dissipate less
power than those made of conventional SRAM and flash. The stochastic switch-
ing property of MRAM loans itself naturally to cybersecurity, such as physically
unclonable function (PUF) and random number generator, for secret device ID
and for counterfeit protection. Its device properties allow PUF to be manufac-
tured with a high degree of immunity to side attack in the manufacturing
process flow.
Section 9.4 describes the status of MRAM manufacturing, which began in 2006.

MRAM is a relatively new entry to the memory market, compared to DRAM
(began in the 1970s, 40 some years ago) and NAND flash (30 some years ago).
MRAM manufacturing starts at lower-density product in larger CMOS nodes,
learning to perfect the art at an affordable development cost, and gradually
migrates to a higher-density product in advanced CMOS nodes and gains accept-
ance. It succeeds to penetrate the lower-density embedded memory and poises to
contend the higher-density specialty discrete memory market.

9.2 Intrinsic Characteristics and Product Attributes of
Emerging Nonvolatile Memories

In the 2000s, phase-change RAM (PCM), ferroelectric RAM (FeRAM), MRAM,
and resistive RAM (ReRAM) were all considered as contenders of the “universal
memory.” The universal memory is expected to perform like SRAM and store
data like NAND. In mid-2010s, after 10 years of research and development, it
becomes clear that due to its unique intrinsic properties, MRAM stands out as
working memory and the rest as “storage class memory” (SCM). In today’s
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computer memory architecture, SRAM and DRAM are working memories.
NAND is SCM.

9.2.1 Intrinsic Properties

These emerging nonvolatile memories are operated in very different physics
principles. Table 9.1 lists the difference between MRAM and PCM.
It is interesting to point out that among all nonvolatile memories, only MRAM is

a natural binary resistor device. The bi-axial film magnetic anisotropy drives mag-
netization toward the two ends of easy axis; thus, MRAM has only two stable
states, and no other stable states in between. This biaxial switching property does
not change with temperature or manufacturing procedure.
The resistance states of both PCM and ReRAM are not binary in nature. And

their resistance value is strongly affected by the programming condition. Program-
ming the device with correct resistance value may require multiple attempts of try-
and-fail steps.
The next interesting distinction betweenMRAM and others is fundamental. The

MRAM switching mechanism is based on the spin current exchange coupling to
reverse the magnetization and thus the change of resistance state. The MRAM
switching does not involve the movement of atoms, while all others do. In
PCM, the material is melted and then quickly quenched in a short time to keep
atoms in amorphous state or slowly cooled down to poly-grain state. The resistance
of the former is high, and the latter is low. The resistance value depends on the
quenching (or cooling) condition. Thus, it is not a binary resistor by nature. Sim-
ilarly, in ReRAM switching, themetal-oxide dielectric breaks down and forms oxy-
gen atom and vacancy pair. The atom and vacancy displacement from original site

Table 9.1 Intrinsic properties of MRAM vs. PCM.

Device physics MRAM PCM (3D X’pt)∗

Binary device Yes, binary resistance
state

No, analog resistance state

Resistance switching
mechanism

Atoms do not move, spin
current switches
magnetization

Atom moves, material melts and
changes between poly-crystalline
& amorphous

Device operating temp TMTJ 100C or below 625C to melt, 400C to re-crystallize

Energy consumption Inherently lower
(JSW ~4 106 A/cm2),
0.05mA (65nm)

Inherently higher (JSW ~2 107

A/cm2), 0.5mA (20nm, Optane)

∗ The consumer trade name “Optane” = PCM+ selector “Ovanic threshold switch” (OTS).
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changes the oxide resistance. Again, that involves atommovement. It is interesting
to point out that the failure mechanism of MRAM is the switching mechanism of
ReRAM: movement of oxygen atom and vacancy.
As a result, MRAM intrinsically requires the least amount of energy to switch,

operated at the lowest voltage and the least current density among all emerging
memories. Since there is no atom movement in operation, MRAM does not suffer
from the consequence of atom movement in other emerging nonvolatile memory.
Since the operating power density is lower and, thus, less self-heating, the device
temperature rises up the least amount. It enjoys the highest life expectancy and
product write endurance reliability among all [44].
In the 1R-1 T cell configuration, an MRAM gating transistor needs to pass the

least amount of write current; thus, the transistor gate width is smaller, and there-
fore the cell is denser. The PCM product had developed a type of threshold switch-
ing diode to replace the gating transistor of the 1R-1 T cells. The threshold switch is
a two-terminal diode. As a result of that, the cell size is no longer gauged by the
transistor size. The metallic threshold switch can be made the same size as the
PCM diode. The cell is defined as the cross-point of word line and bit line. Very
high-density cell array had been developed and manufactured. In principle, this
switch can be implemented to MRAM to achieve the high-density MRAM. That
will require the development of tight control of threshold.
The weakness of MRAM is that the resistance ratio of the two states is not as

large as ReRAM or PCM. The current production state-of-the-art TMR ratio is
~200%, meaning the resistance ratio is 3 : 1. When the MTJ is in series with a tran-
sistor, the transistor resistance dilutes the bit cell high- and low-current ratio to
typically 2 : 1. When MTJ TMR ratio is raised to ~600–1000%, very high density
MRAM X-point array will become practical.

9.2.2 Product Attributes

Here, we compare the emerging nonvolatile memories against the two dominant
memories in the market: the volatile DRAM and the nonvolatile NAND flash.
First: access time. As mentioned previously, MRAM access performance is the

only nonvolatile comparable to DRAM, in both read and write (See Figure 9.1).
Due to its short access latency, it can command a higher bit price. Since it is non-
volatile, it could enjoy a price better than DRAM. Thus,MRAM is being considered
for the specialty DRAM market.
Second: MRAM is the least battery-drain nonvolatile memory. Although its

write current is higher than incumbents, its write voltage is around 0.5 V, an order
smaller. Thus, write operation energy consumption, (Vw x Iw x twp), is the lowest,
where Vw, Iw, and twp are write voltage, write current, and write pulse width,
respectively (Figure 9.2). The combination of short write time and low energy
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consumption, both an asynchronous and synchronous addressing scheme, works
well for MRAM.
Third: MRAM can serve broadmarket: short data retention/high endurance and

long data retention/median endurance applications. The MRAM write current
density increases monotonically with the thermal stability factorΔ [1]. For shorter
retention time memory applications, the required write current is lower, and thus
the MgO degradation is milder; therefore, the MgO junction can tolerate more
write cycles. For example, to compete in the high-density cloud journal applica-
tions, MRAM can be tuned toward low stability factor to reduce the write current
and smaller cell size. The retention time is short, say, a day. For embedded flash
replacement market, MTJ is tuned toward higher thermal stability. The data

Higher value per bit

nonvolatile

volatile

Latency ns 1.E-01 1.E+00 1.E+01 1.E+02

CPU SRAM..DRAM

NAND HDD Tape
ReRAM,

PCM,
x′p/t

MRAM

1.E+03 1.E+04 1.E+05 1.E+06 1.E+07 1.E+08 1.E+09

Figure 9.1 Access latency of MRAM versus other volatile and nonvolatile memory/storage
devices. Only MRAM can reach DRAM access latency. All others are hindered by the long
write cycle time.

Write time10-50nS 100nS-1uS

Write
voltage

 EEPROM, NOR
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M
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Figure 9.2 Although MRAM requires higher current to write, its write energy
consumption is the lowest among all, due to its very low operating voltage and the very
short write pulse. Compared to SRAM and DRAM, it requires no standby power. Thus, it is
the lowest energy drain nonvolatile memory.
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retention time is, say, years. Nonetheless, MRAM has been enjoying much higher
endurance than other emerging memories at the same data retention. Figure 9.3
depicts this concept. The horizontal axis is the retention time, and the vertical axis
is the endurance cycle. DRAM and SRAM occupy the upper-left corner. NAND
occupies the lower-right corner. Field MRAM is at the upper-right corner. That
is the position of best of these two metrics. However, the high power dissipation
and poor bit density of the field MRAM prevents it from participating in the main-
stream market. STT-MRAM is expected to cover the middle range, with better
endurance than all other emerging nonvolatile memories. The multibit word
SOT/VcMA MRAM is poised to be the next MRAM entry to where today’s field
MRAM occupies in Figure 9.3, since it offers much better endurance.
Fourth: Operated based on uniaxial anisotropy, MRAM is a binary resistor.

Intrinsically, it does not have a middle state resistance. MRAM is one bit per cell.
Thus, it is not amultibit cell, although through a patent search onemay findmulti-
bit MRAM proposals based on multi-axial anisotropy (US7465589), multicoerciv-
ity (US6911710), and CIDWmodeMRAM (Chapter 8); however, none of these has
been studied thoroughly enough to understand its product potential.
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Figure 9.3 Write endurance versus data retention of MRAM versus volatile SRAM or DRAM
and storage (NAND) applications.
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9.3 Memory Landscape and MRAM Opportunity

The memory production landscape is dominated by NAND and DRAM. They are
mainly used as memories in smart phones, tablets, and PC. Figure 9.4 shows the
silicon consumption of DRAM and NAND products. Although each PC appears to
consumemore silicon per unit, the quantity of PC shipment is far below the smart-
phone. In net, each category consumes same order of memory bits, in the order of
1018 bits/year [2]. The huge market prompts the semiconductor industry to scale
down memory and to reduce cost, thus, to sustain profit and maintain the Moore’s
law. Although NAND appears to be scalable further from 2D array to 3Dmultiple-
bit per cell array, DRAM scaling hits a brick wall because the DRAM bit cell capac-
itor does not scale and is kept constant. At 20-nm node, the aspect ratio of the
capacitor tube is more than 100. DRAM cannot be stacked like 3D NAND. This
point become clear in Section 9.3.2.
The total volume of PC (include desktop, notebook, tablet) peaked around 400M

unit/year in mid-2010s. The volume has dropped since, displaced by the growth of
cell phone volume. In 2017 the volume of phones was 1.4 billion units. The pro-
jected IoT production volume is higher than for phones.
Cellphones and IoTs are small form-factor devices, and they are operated by bat-

tery. There is less physical room to contain battery. Table 9.2 shows the typical
energy stored in the battery of various devices. Based on the information from

30% annual cost reduction

Product
Smart Phone
Tablet
PC

Si area, mm2

DRAM
90
90

800–1600

Brick Wall

CPU
102
102

90 – 160

NAND
200 – 800
200 – 1600

1600

Figure 9.4 Silicon consumption (in mid-2010s) in unit of mm2, technology scaling (annual
cost reduction) and opportunity of emerging nonvolatile memories in mobile products.

Table 9.2 The battery energy storage capacity in watt-hour (WH) of mobile devices:
notebook, tablet, cell phone, and IoT (watch). Based on APPLE product.

Battery Notebook Tablet Phone Watch

WH 55.00 43.93 5.47 0.78
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Apple products, the energy stored in the battery of small form factor appliance is
far less. Thus, one can conclude that future electronics must be much more energy
efficient.
MRAM is beginning to be accepted into the new world of small form factor, bat-

tery-operated mobile electronic appliances, outside of the traditional computer
market. IoT is a good example. It is preferred to have single-layer nonvolatile, rea-
sonably fast memory to work as a working memory and as a storage device. These
two functions are currently covered separately by DRAM and NAND. Such a sin-
gle-layer memory system requires no data transfer between the working memory
and the storage device, eliminating the energy consumption of data transfer
between the two and thus conserving the battery life.

9.3.1 MRAM as Embedded Memory in Logic Chips

Embedded MRAM has established a foothold. It comfortably replaces embedded
flash and is being considered as embedded SRAM/DRAM cache memory in proc-
essor chips. Figure 9.5 shows the footsteps in the market.

9.3.1.1 Integration Issues of Embedded MRAM

Embedded MRAM is the first MRAM technology offering by silicon foundries.
From the process integration point of view, integrating the MTJ into a SoC chip
is easier than integrating a flash (called eflash) into the SoC chip. MTJ is physically
sandwiched between layers of back-end metals and is part of the back-end-of-line

1/400 energy
consumption, 1/1000
access latency

eFLASH

DRAM

eSRAM
(LL Cache SoC)

Need More Effort

¼ cell area,
0.2–0.05x
standby power

Comfort Zone

22 nm

3 nm

?

High density MRAM

eMRAM

eMRAM

Figure 9.5 STT-MRAM replaces eflash and is being considered to solve the scaling and
power issues of last-level cache of processor chip. More effort is needed for a competitive,
discrete MRAM chip.
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(BEOL) process. The integration of the MTJ into the back-end process imposes no
high temperature process cycles and therefore does not affect the front-end CMOS
processes or the CMOS properties. On the other hand, eflash is a front-end FET
device, and integrating a flash transistor into logic transistor process affects the
properties of the logic transistor.
One of the challenges in integrating the MTJ into the advanced node of CMOS

technology was to pass the 400 C heat cycle of the low-k copper back-end process.
Soon, the MTJ film stack was improved, and the challenge was overcome. The lat-
est MTJ film stack has been proven to work well in the low-k copper back-end
(Figure 9.6).
EmbeddedMRAMperforms twomajor categories of function: (i) to store code as

an embedded flash, and (ii) to work as a last-level cache. The first replaces eflash,
and the second replaces eSRAM/eDRAM of the processor chip. For these two
applications, the MTJ properties are tuned differently – one for long retention time
and the other for short retention time but high cell density.

9.3.1.2 MRAM as Embedded Flash in Microcontroller

Flash memory is frequently embedded into microcontrollers to store code and
data. The embedded flash is called eflash. In such case, embedded MRAM (some-
times called eMRAM) performs the function of eflash. Compared to eflash, the
advantages of eMRAM are comparably dense cell, faster access, and far better
endurance cycle. One of the weaknesses of MRAM is its uncertain write success
rate – a soft failure due to its stochastic write properties. For eflash applications,
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Figure 9.6 (a) TMR of 80 nm diameter MTJ as a function of annealing time at 400 C, and
(b) R-H loop of MTJ versus post MTJ heat cycle of integration process [3].
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read-before-write is applied, and ECC is checked. The write time occasionally lasts
more than one write cycle. Nonetheless, the total length of write time is still
shorter than the programming time of embedded flash cell.
One additional plus is that programmed data in embedded MRAM can pass

260 C solder reflow process at the board manufacturing. The data written into
eMRAM at the stage of wafer manufacturing test will not be corrupted at the
chip-to-board manufacturing. That improves the product security. The thermal
stability energy barrier is tuned to Eb = 1.889 eV (or the thermal stability factor
of 72.7 kBT at room temperature). The endurance write cycle of the flash-like
MRAM array is ~mid 107–9 cycles [3], many orders better than current eflash in
production.
For many security applications, the information store on chip during wafer pro-

cessing must be kept secret. The data is either created by an on-chip random num-
ber generator or written into the chip at the wafer processing level prior to chip
packaging. Thus, there is one less chance of leaking the secret to security attacker.
Again, theMTJ can domany tasks that flash cannot. For example, theMTJ array is
a good random number generator. This point will be discussed in Section 9.3.3.2.
The combination of easiness in process integration (fewermasking layers), smal-

ler cell size, faster access, and the passing of solder reflow makes embedded
MRAM a better choice than embedded flash. Foundries have ceased offering
embedded flash in logic chip at 28-nm node and beyond due to the availability
of eMRAM technology.

9.3.1.3 Embedded MRAM Cell Size

In 2016, an 8-Mb embedded MRAM paper was published [4]. MTJs are
integrated into 28-nm logic CMOS node. The MTJ diameter is 45 nm. The cell size
is 0.0364 μm (or effectively 46F2, F = 28 nm). It represents the state of the art. The
chip operates at 40 MHz. The chip provides 10-year data retention at 85 C. Endur-
ance exceeds 107 write cycles. Scaling continues, and 22-nm eMRAM becomes
available from foundries. There is no roadblock to further scaling beyond
16-nm. At such advanced nodes, logic transistors are mostly finFET. A finFET
transistor is capable of supplying much more current than planar transistors
and occupies less surface area. That improves the cell size scaling of eMRAM.
Figure 9.7 compares the embedded memory cell size between SRAM, eDRAM,

and MRAM. eDRAM does not scale, because one cannot easily integrate DRAM
into a logic chip as in discrete DRAM. Clearly, from the density point of view,
MRAM is attractive. This point will be further discussed in Section 9.3.2.

9.3.1.4 MRAM as Cache Memory in Processor

There are several layers of cache memory in CPU. SRAM of different sizes are used
for L1 and L2 caches, each with data access latency. An Intel i7 processor can run
up to a 3.3 GHz clock. An i7 cache consists of three levels. L1 and L2 are associated
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with each processor core, and L3 is shared among cores. The size of L1 consists
32 kBytes data and 32 kByte instruction; that of L2 is 256 kbytes and L3 is 2 Mbyte
per core [6, 7].
MRAM is the only one emerging nonvolatile memory that is being considered

for CPU last level cache (LLC) application, since the access time and cell size of
MRAM are comparable to those of eDRAM.
For desktop/server applications, speed ismore important than power dissipation;

STT-MRAM access latency is longer than SRAM L1, L2 caches and, thus, cannot
meet the speed challenge. Nonetheless, it can fit into L3 (or last) cache (LLC) [50,
51]. For battery-operated mobile devices, such as phone and IoT, the access latency
and number of access are relaxed. MRAM can move up to higher-level cache.
For CPU cache application, it has been pointed out that the data retention time

requirement for the new generations of CPU may be shorter one second, not years
[8]. The content in the LLC is totally revived (replaced by new content) within one
second, the corresponding thermal stability factor is 21, and the write current den-
sity is expected to be greatly reduced [9]. Similarly, endurance requirement has
been studied [10], and the last level cache requires less than 1010 cycles, depending
on details of cache configuration. Such an endurance property may be within the
reach, judging from the present pace of progress in industrial research labs [44].

9.3.1.5 Improvement of Access Latency

To push the MRAM into the higher-level cache applications, one needs to shorten
the data access latency, or the read/write access time, so that it can compete
against the SRAM L2 cache. The write latency of MRAM is limited by the write
current density a tunnel barrier can endure and, thus, the endurance of the
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Figure 9.7 Comparison of embedded SRAM, eDRAM, and eMRAM cell size from 28- to 5-nm
CMOS technology [6]. The SRAM size data is from different manufacturers.
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MTJ tunnel barrier. The development of new switching-modeMRAMs (Chapter 8)
should shorten the write time without degrading the endurance, since the write
current does not flow through the tunnel barrier.
The read latency is limited again by the read current density set by the read dis-

turb rate. When sensing a cell bit data, current is applied to the selected bit line,
which is drained through the selected cell. A differential voltage between the bit
line and a reference cell bit line is developed. The resistance of the reference cell is
halfway between Rap and Rp. The differential voltage as a function of time is
ΔVBL t = t

CBL
Ibit − IREF , where CBL is the capacitance of bit line, t is time,

and Ibit, IREF are bit-cell current and reference cell current, respectively. The sense
amp is latched when ΔVBL is large enough, typically ~80–100mV. To prevent acci-
dental write (read disturb), the read current is set approximately one order smaller
than the write current.
Clearly, increasing difference in (Ibit− IREF) is the solution to the sensing delay.

The device solution is to raise the TMR of theMTJ. The circuit solution is to change
IREF. Here, we describe two solutions. First is called covalent reference sensing
(Figure 9.8) [11]. The concept is depicted in Figure 9.8b. The sense amplifier is
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Figure 9.8 (a) Conventional sensing scheme with single reference value “IREF,”which is the
average of P-state and AP-state cell current. The distribution of the AP- and P-state
resistance, depending on sigma(R), may cause IREF to overlap with the distribution of Ibit, and
that causes sensing failure. (b) Two-reference sensing scheme (covalent references) doubles
the sensingmargin. The cell current Ibit is compared to IP and IAP in two first-stage amplifiers,
and their output is the input of a second-stage amplifier (c). (d) Sensing timing diagram: The
output signal amplitude of the two first-stage amplifiers develops at a different rate: the one
with Ibit ~ IREF is slower, while the one Ibit IREF is faster. The second-stage sense amplifier is
activated when one of the differential signal output reaches a threshold.
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made of three amplifiers configured into two stages, two in the first stage and one
in the second stage (see Figure 9.8c). Rather than comparing the cell current Ibit to
that of a reference IREF of IREF = 0.5(IP + IAP), Ibit is compared to two references in
the first-stage amplifier: one reference is IAP and the other IP. The output of the
sense amplifier is related to the input signal amplitude as (Vout(t) = Vin expat),
where a is a circuit-related constant. It takes a shorter time for Vout to reach the
sensing threshold level when Vin is large, Figure 9.8d. For example, when a cell
in RAP state is compared to a reference IP, the input to the sense amp is larger than
that with a reference IAP, which is ~0. The bottom first stage sense amp output
reaches the second stage sensing threshold sooner than the top one. The differen-
tial signal from the two first-stage amplifiers is the input of the second-stage ampli-
fier, which is enabled when one of the first-stage amplifier output reaches the
threshold. The covalent sensing scheme is faster than the single-stage sense ampli-
fier with IREF = 0.5(IP + IAP).
The second circuit method is to use a 2M-2 T twin-cell and self-reference sen-

sing scheme (Figure 9.9). The differential signal on the two bit lines of a twin cell is
twice of conventional cell. Thus, the sense amp out is faster. A 3.3 ns read access
time with 2M-2 T cell has been reported [12]. The penalty of this method is the
doubling of the cell size.
Many innovations in write circuit have been reported. The innovations clearly

address the weakness of the MTJ basic write properties. A self-timed write pulse
width control in the write circuit detects the occurrence of switching and termi-
nates the write current [13, 17]. This circuit tailors write pulse width to individual
bit, reduces the write power, and also improves the MTJ reliability.

BL/BL
WL

S     S/

Figure 9.9 A 2M-2 T (twin-cell), the twoMTJs store complementary data. The write current
is 50 μA at 3.0 ns write pulse width. The transient read current pulse is large, and the read
pulse is short (~1 ns) to eliminate read disturb [12].
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System-level studies [14, 15] find that by having a hybrid MRAM/SRAM cache,
the performance SoC processor improves, and its power dissipation reduces. This
is achieved by exploiting the relative strength and weakness of SRAM (fast write,
large cell size, large standby power) andMRAM (slow and high energy write, smal-
ler cell size, small standby power), and a hybrid cache may use MRAM for the
cache for intensive read. Note that in practice, most of the cache blocks are
read-intensive in nature, which enables us to design a large portion of the cache
using MRAM, thereby exploiting its high density and low leakage power.
The sense signal of MRAM bit cell is limited by the TMR and the spread of the

MTJ resistance. The two previous schemes improve the margin by effectively dou-
bling the signal amplitude. Another way to improve the sensing is to compensate
the offset the imbalance of the sense amplifier [16].
In 2019, three 1 Gb level STT-MRAM demo chips based on eMRAM technology

are published [47–49] for industrial graded applications, MCU and IoT applica-
tions, and one for 2 MB L4 cache [50]. These demonstrations illustrate the broad
applications ofMRAM; each is tuned and trades off between data retention, endur-
ance cycle, and access performance, as described in the previous sections.

9.3.2 High-Density Discrete MRAM

In general, for high-capacity memory applications, the market benchmarks are
DRAM and NAND.MRAM is neither, as shown in Figure 9.3. Other memory attri-
butes can be used as benchmark. Nonetheless, memory density and performance
are still the most important attributes for MRAM to compete in the discrete mar-
ket. Since the access performance of MRAM is close to that of DRAM, we will
benchmark discrete MRAM versus discrete DRAM.

9.3.2.1 Technology Status

In 2016, the first technology demonstration of discrete 4 Gb STT MRAM chip was
published [19, 20]. In this demo work, the recessed-gate FETs are employed as a
gating transistor of the MRAM cell to reduce the cell size (Figure 9.10 [left]). The
MTJ diameter is ~45 nm, and the MTJ pitch is 90 nm. With a buried gate cell tran-
sistor, whose gate is also the word line of a cell, the source and drain contacts of the
FET can be placed closer. Thus, the cell size is more compact. A 9F2 cell size is
realized at 30-nm lithography. The thermal stability factor is reported to be ~60
at room temperature. The chip is equipped with an LPDDR2 interface. The min-
imal clock period is 2.55 ns, resulting in a random read latency of 50.5 ns and a
page-read cycle of 5 nA. As a new entry into the high-density memory, there is
not sufficient reliability data from the product in the field; ECC is included.
The demo work has reached defect density of about 1 part-per-million (ppm).
The following are a few interesting observations from this demo work:

254 9 MRAM Applications and Production



1) The MRAM in this demo work is placed on the first metal, while the embedded
MRAM is placed between the upper-level metal layers. Metal vias are used to
connect the gating transistor to theMTJ. Placing theMTJ on the first-level metal
drastically reduces the cell size due to the unfriendly via landing pad size layout
rules that introduce penalty in cell size. It shows under the proper layout design,
MRAM can be as dense as DRAM.

2) The physical height of the MTJ pillar is orders smaller than the DRAM capac-
itor. The DRAM capacitor does not scale in value, ~30 fF. As the DRAM cell
shrinks, the DRAM capacitor is made into a tube shape. The smaller the cell,
the taller the tube. At ~20 nm node, the tube is as tall as 1 μm, and the capacitor
height/width aspect ratio is ~100 [21]. Shrinking capacitor size is difficult and is
considered as a roadblock of DRAM scaling. MRAM is placed on first metal in
the high-density MRAM chip, and the MTJ thickness hardly changes with scal-
ing. Such a difference is in favor of MRAM scaling (see Figure 9.10) over DRAM
scaling.

One of the current challenges in high-dense MRAM technology is MTJ pattern-
ing. Etching theMTJ array in close pitch is a hurdle to overcome. TheMTJmetallic
film stack is etched with reactive-ion etch followed by a (nonreactive) low-angle
ion beam etch (IBE). The by-product of RIE etching is nonvolatile and cannot be
pumped out of the etching chamber. The by-product re-deposits on the sidewall of
MTJ, shorting the thin MgO tunnel barrier. The low-angle IBE serves to remove
the RIE-induced damage on the MTJ sidewall and to clean up the re-deposition.

B/L

MTJ

BEC SLC

W/L

S/L

p-Si

B/L

Figure 9.10 Schematics of 4 Gb MRAM cell cross section. (left) Top view of MTJ array.
The MTJ pitch is 90 nm. (right) [19].
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But, the angle of IBE etching ion is limited by the aspect ratio of the MTJ height
(sum of MTJ and hard mask) and the MTJ pitch (Figure 9.11) and, thus, the effec-
tiveness of the IBE.
Continuing effort in finding an etching chemistry that produces a volatile etch

by-product has led to the issuing of US patent to an equipment company (US
9806252 B2, “Dry plasma etchmethod to patternMRAM stack”). Readers may find
it novel.
To build a gigabit-level capacity MRAM chip with comparable die size as

DRAM, the MTJ pitch should be in the order of 100 nm (Table 9.3). For reference,
the 4 Gb MRAM demo chip was built with 90 nm MTJ pitch, the die size is 107.5
mm2, and the die size of 8Gb DRAM @19 nm in production is between 52 and
55mm2.

9.3.2.2 Ideal CMOS Technology for High-Density MRAM

Currently, the MRAM cell size is dominated by the size of the gating field-effect
transistor (FET). FET structure today has been developed into two major

MTJ pitch
etch angle

HM
MTJ

Cu

Figure 9.11 The angle of etching ion is limited by the
aspect ratio of the MTJ pitch and the stack height.

Table 9.3 Estimated MTJ pitch for MRAM die size.

die (mm2) 50 100 150

Gb pitch, nm

1 140 197 241

4 70 98 121

16 35 49 60
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categories: one for logic application and the other specifically for high-density
DRAM. Traditional logic FET provides higher current per gate width, while the
DRAM transistor structure provides dense cell layout and very low leakage
current.
Contrarily to DRAM, which is a voltage device, MRAM is a current device. To

realize high-density MRAM cell layout and fast switching, the ideal FET should
provide both high current and dense layout. Figure 9.12 shows the higher current
logic transistor (a) and lower current DRAM gating transistor (b). The recess gate
transistor suffers from longer effective channel length and larger channel resist-
ance. On the other hand, the subthreshold leakage of the recess gate transistor
is lower. Without a gate structure protruding over the silicon surface, the source
and drain contacts can be placed closer, and the wiring pitch is more compact. At
same lithographic node, the MRAM cell size of recessed-gate transistor is about a
factor of four smaller than that of the logic transistor (Figure 9.12c).
Compared to DRAM, one of the fundamental MRAM cell size limitations is from

the cell wiring. Figure 9.13 illustrates the difference. DRAM is a 1C-1 T cell, and
MRAM is 1M-1 T cell, Although from cell circuit topology point of view, both cells
require two metal wires (y) and one gate wire (x), they seem equivalent, and
DRAM is denser due to the fact that one of DRAM cell wires is commonly shared
among cells, called the plate. The common plate does not occupy the cell area. The
MRAM cell needs both wires to performWRITE operations. In addition, read and
write current flow in MRAM bit lines, and thus their line resistance, affects access
performance. The metal pitch issue can limit MRAM cells to at least 2×
DRAM size.
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Figure 9.12 Cross section of (a) planar logic transistor, (b) recessed-gate DRAM transistor.
The contact of DRAM transistor can be placed closer for dense memory layout.
(c) A comparison of MRAM cell size in logic process a DRAM process.
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9.3.2.3 Improvement to Endurance and Write Error Rate with Error Buffer
in Chip Architecture

For MRAM, the write error rate (WER) and reliability of MgO tunnel barrier
impose conflicting requirements to the MTJ write current. To achieve low
WER, the write should be large; however, that degrades the MgO tunnel barrier
reliability. One way to relieve this conflict is to use a strong error correction code
(ECC). The penalty of strong ECC is the long parity bits that degrade effective bit
density and the long error correction computation time that degrades the access
performance.
An error buffer solution has been proposed to relieve this requirement [52].

A weak ECC code is used. MRAM bits are written at a smaller current, at which
the error rate is in the order of ~10−3 instead of 10−9. A VERIFY step follows each
WRITE in a write cycle. When noncorrectable error is found, the data and the
address are kept in an error buffer temporarily and is written again at the next
write cycle. At WER of 10−3, usually, the second write may correct the error.
WRITE at lower current improves the MgO reliability.

9.3.3 Applications and Market Opportunity of MRAM

The discrete memory market is dominated by the fast and volatile DRAM and the
slow and nonvolatile NAND. Both have been aggressively scaled to 10s and 20s
nanometer CMOS nodes. As pointed out in Section 9.2, MRAM access perfor-
mance overlaps that of DRAM. Its nonvolatility is what DRAM lacks.
Section 9.3.2 had shown how the choice of CMOS impacts the density of MRAM.
We will take a close look of possible market opportunity. To displace DRAM, one
needs to invest in a production facility to scale MRAM as aggressive as DRAM so
that the two can compete on the same footing.

DRAM
[1 G (X) - 1 metal (Y)] pitch
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MRAM
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Common Plate

(b)(a)

Figure 9.13 Cell schematics of (a) DRAM and (b) MRAM.
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Let’s examine the worldwidemarket of discrete DRAM. In 2017, themarket size is
$70B. About the annual production, computers consume 40%, the rest by other
applications (Figure 9.14). For computer applications, density (cost) and data
throughput (performance) are the two primary value metrics. In the “others” appli-
cations, the DRAM value metric includes many other considerations, such as power
consumption during standby, data security, service quality. One of “others” is “spe-
cialty DRAM.”
“Specialty DRAM” is a kind of DRAM that does not fit well for a particular appli-

cation. DRAM is used simply because the lack of more suitable candidate; for
example, the battery-back nonvolatility RAM, the high quality of service RAM
(no access interruption, or no time to refresh), etc. It also means a particular
DRAM specification that is not offered or no longer offered by major suppliers.
One example of this category of DRAM is the DRAM for hard disk drives. On
the other hand, we do not expect MRAM can replace the PC main memory in
the “Intel” category. It is a comfort zone of DRAM.
To enter the discrete market and to gain acceptance, discrete MRAM should

“look” like the DRAM in mass production, such that the cost overhead of switch-
ing from DRAM to MRAM is minimized. It means the MRAM input/output (I/O)
interface should be DRAM compatible, and the commands are transparent to the
DRAM controller. Today, the majority of DRAM productions is with double-data
rate in data transfer (DDR) interface, and more and more are in low-power DDR
(LPDDR) interfaces for mobile devices [22].
The page-mode access is the strength of DRAM. Once the word line is pre-

charged and ready for access, the data in cells of the selected word line is capaci-
tively coupled to the bit lines and stored into the sense amp buffer. The existence or
absence of charge in the cell capacitor determines the cell state. This step takes

Intel
40%

others
60%

2017 DRAM USEFigure 9.14 Use of discrete DRAM.
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little time. However, the read access is destructive; one must write back after each
read. Although that also takes time, that hardly affects the read access perfor-
mance, since the multi-bank architect is created to shield the restore time.
A new word line access in a different bank can be issued before the previously
accessed word line restore completes such that, outputs of two pages can be seam-
less (no idling), sustaining high data throughput. This is the feature that MRAM
chip designer must offer.
MRAMword line select takes less time than DRAM. The read is nondestructive;

MRAM does not need to restore the cell data after read. Nonetheless, due to many
differences in the timing, the architecture optimization of MRAM could be differ-
ent from that of DRAM [20]. There are lots of rooms for innovation in terms of
interface and array architecture. Details are discussed in Appendix C (courtesy
of Dr. T. Sunaga, who prepared Appendix C).
We will examine the battery-back memory applications in Section 9.3.3.1, the

IoT and cybersecurity applications in Section 9.3.3.2, in-memory computing, AI
in Section 9.3.3.3, and MRAM-based memory-driven computers in Section 9.3.3.4.

9.3.3.1 Battery-Backed DRAM Applications

One of the DRAM applications is battery-backed memory. It is built in the form of
nvDIMM (see Figure 9.15). The module is made up of DRAM, NAND flash, a
power interrupt sensor, and a controller that activates a backup power source

Backup Power
(superCap)
connector  

Integrated controller (FPGA) NAND
management and high speed DMA 

DRAM

Register command/address control
for RDiMM operation 

12V
Save_n Pin for
power back-up 

Front

back

NAND stores
DRAM data 

Figure 9.15 A schematic of nonvolatile DIMM, made of up DRAM chips, NAND chips, and a
controller that receives power interruption signal and activates the transfer of data in
volatile DRAM into nonvolatile NAND for storage. The backup power source (on the
motherboard) is not shown.
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on the module once power interruption is detected. The backup power source can
be either a pack of batteries or capacitors, called “SuperCap,” located in the system.
When power is on, data is stored in volatile DRAM, since its access latency is much
faster than the nonvolatile NAND. When power interrupt occurs, the controller
switches into the backup power to copy the contents in DRAM to the NAND. Thus,
the module is nonvolatile.
MRAM is idea for this application, since MRAM canmatch DRAM cell in access

performance. The IEEE standard committee has defined type-N module
(nvDIMM-N). If one replaces DRAM in the nvDIMM-N with MRAM, then NAND
chips, batteries, or caps are no longer needed, and the memory controller becomes
much simpler. The cost ofMRAM is preferably comparable to the combined cost of
NAND, DRAM, controller, and backup power source; among these the dominant
cost is DRAM. Thus, the primary challenge is to shrink the MRAM cell such that
the MRAM wafer cost is within few times of the DRAM wafers.
One major nvDIMM application is cache for SSDs. For this application, DRAM

can be replaced by MRAM. It has been shown that the I/O data transaction rate
(IOPS) of SSD improves nearly 2× [23] because once data is stored in the fast
MRAM, SSD can acknowledge the data reception and is ready for another data
transaction. Data is safe in MRAM even when power interruption takes place
afterward. If DRAM is the buffer, the SSD cannot acknowledge data reception
until data is written from the DRAM into the NAND. And that takes time.
To win this application, the interface of discrete MRAM chip should follow the

spec of the DDR-DRAM used in nv-DIMM-N. The overall reliability of the MRAM
should also match that of the DRAM. From a reliability point of view, it is hard to
compete against the 50-year maturity of DRAM technology. Nonetheless, the
MRAM must address this point: the reliability of thin MgO tunnel barrier. The
time-dependent-dielectric-breakdown (TDDB) study methodology of the DRAM
capacitor is well-established. When implemented in the MgO tunnel barrier,
the large current flowing through the tunnel barrier heats up the junction. The
accumulated product reliability data is still coming out of the manufacturing line.
It is believed that the MTJ reliability will continue to improve.

9.3.3.2 Internet of Things (IoT) and Cybersecurity Applications

As the Internet is becoming a major medium of mobile communication, more and
more wireless electronic appliances (things) are connected to the Internet and
communicate through the Internet. “IoT” stands for “Internet of things” and
includes things around us in our daily life. IoTs are usually battery-operated
mobile electronic devices equipped with sensors, processors, and radios. They peri-
odically collect personal or environmental data and communicate with other
mobile devices or data centers (“the cloud”).
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Due to the limited form factor and thus battery charge, the local processor in an
IoT works at a very low duty cycle. The MRAM technology has been recognized as
the best candidate for IoT applications due to (i) the programming energy is the
lowest among all nonvolatile memories, and (ii) although the endurance of today’s
STT-MRAM is not infinite, it is more than sufficient to work in the IoT environ-
ment as storage and as SRAM of the local processor. It has been demonstrated that
MRAM with power-gating peripheral circuit design techniques can lower the
standby power of the MRAM chip to the nano-watt level [24].
In additional to the conservation of battery life, MRAM technology is also impor-

tant to the security of IoT device communication. Internet connection authentica-
tion requires user identification. Internet messages are encrypted to protect
privacy.
“Hardware security” is regarded as indispensable to IoT. Modern Internet appli-

ances demand compact and low-power security devices that provide PUF for
authentication/counterfeit protection and for the generation and secure storage
of secretive data encryption keys [25]. For the authentication applications, the
device should provide a unique and unclonable device “fingerprint” (or secret
ID). For the encryption key application, it provides an unpredictable and nonre-
peatable random number. A good PUF is a device not likely to be modeled suc-
cinctly, nor be predicted or replicated, even using identical hardware.
The die-to-die variation of silicon circuits has been the working principle of the

silicon PUF devices. The popular Si PUF types, including the arbiter, ring oscilla-
tor, SRAM, flip-flop, and latch, have been evaluated for PUF [26], and SRAM PUF
shows the best performance [27] and has been implemented in commercial micro-
controllers [28–31].
An SRAM cell consists of two inverters with a feedback loop. The transfer

curves, or butterfly curve, of them is designed to be identical, but due to manufac-
turing mismatch, are not entirely the same on a wafer. When the cell is powered
up, the initial state of the cell is either “1” or “0.” Thus, the SRAM power-up bit
pattern is random, not predictable, and varies from die to die.
As CMOS manufacturing process matures, the device variation diminishes, and

the power-up state of some bits does not settle to the same state at every power-up.
Thus, the bit pattern of an SRAM PUF varies from time to time. The power-up bit
pattern becomes not repeatable. Thus, using the power-up SRAM bit pattern for ID
applications becomes problematic. Other factors, such as temperature, power sup-
ply variations, circuit board noise, etc., can also lead to inconsistence in power-up
bit patterns. This bit-error issue usually requires costly overhead such as “helper
data” [29] to identify the consistent bits and save its address for later use. In addi-
tion, SRAM devices are volatile and cannot store the secret key and therefore must
be paired up with a nonvolatile memory to securely store the security key.
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Many MRAM PUF schemes are proposed based on random distribution of MTJ
Rap [31–34]. Some address the read-back error problem. They can reduce error bit
down to a small number but cannot completely eliminate error. We will describe a
different MRAM PUF scheme that eliminates the read-back error entirely. Rather
than based on the distribution in Rap state resistance, it is based on the stochastic
switching properties variation of switching threshold of individual bits of MRAM
[35, 36] (see Figure 9.16).
The random pattern in the MRAM can be created with two methods. One is H-

method (with H-field write), and the other V-method (with spin-transfer-torque
write). TheH-method is to apply an external hard-axis field to all bits of theMRAM
array and then release. Upon the release of the external field, the magnetization of
anMTJ free layer returns to the easy axis direction and is in either of the two binary
resistor states, ideally 50% each. In actuality, the bit pattern is dictated by the ran-
dom position-dependence of device parameters, such as a small deviation of the
easy axis from normal direction of the film in a perpendicular MTJ [36]. Thus,
the bit pattern in each MRAM die is different.
The Vmethod is based on both the stochastic switching property of STT-write of

MRAM and the process-induced random distribution of MTJ device parameters.
This randomization procedure is executed with writingMTJ with a current density
at high WER, say, near 50%. The former makes bit pattern nonrepeatable on a
given die under identical stimulation, and thus unclonable; the latter results in dif-
ferent bit pattern on different die. MRAM random number generator is also called
“spin dice.”
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Figure 9.16 MRAM PUF based on random minor deviation in write error rate of individual
bits in an array and stochastic switching properties (WER). One can create nonrepeatable
random bit pattern by writing the array in the high WER range.
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Figure 9.17 illustrates the bit patterns of 256-bit MRAM PUF randomized with
these two methods, and each method is repeated 20 times with identical stimula-
tion on the same PUF. The bit pattern is different every time and does not repeat.
Although the MRAM PUF bit pattern is highly random, the intra-chip Ham-

ming distance (defined as the percentage of unchanged bit in the array over
two consecutive randomization steps) is ~50% more than 20 times. The inter-chip
Hamming distance of 4 PUFs (defined as bit-by-bit difference between PUFs) is
also ~50%, as shown in Figure 9.18. It should be emphasized that once rando-
mized, the bit pattern can be stored in the PUF segment of the MRAM chip. As
long as the address of the PUF bits is inaccessible from the chip pins, the bit pattern
is securely stored and stays unchanged until the next randomization procedure is
exercised. Since the bit pattern is unpredictable, cloning embedded MRAM PUF
bits onto another device is extremely difficult, if not impossible.
Embedded MRAM array is one good way to perform this function since the pat-

tern is not detectible from chip pins. Studies show that MRAM PUF performs bet-
ter than all other candidates, in terms of randomness, repeatability, and
uniqueness, and takes least silicon area to implement.

9.3.3.3 Applications to In-Memory Computing, and Artificial Intelligence (AI)

As MRAM technology becomes mature, many new applications are being consid-
ered. One is in the field of AI [18, 45]. AI memory needs are quite different from
traditional workloads, requiring faster access to data and nonvolatility to reduce

(a) Voltage (V) method

(b) Magnetic field (H) method

Test-1 Test-2 Test-3 Test-20

Test-1 Test-2 Test-3 Test-20

Figure 9.17 Random bit pattern generated by V-method (a), and H-method (b) [35].
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energy consumption due to the very high data traffic between the processing unit
and the data storage unit. MRAM, as a fast nonvolatile memory, fits the applica-
tion well. One implementation is shown in Figure 9.19 [37]. In the convolution
neural network (CNN), the coefficient memory SRAM is replaced by a denser
STT-MRAM. The stand-by power of the CNN function is reduced by 8× at 25C
and 20× at high temperature. The chip area of original 9 MB SRAM for coefficient
can fit 40 MB MRAM. The energy-consuming data transfer between SRAM and
storage, on chip or off chip, is also eliminated. The chip achieves 9.3 tera operation
per second per watt (TOPS/W) with peak power less than 300 mW. Thus, a fast
nonvolatile MRAM enables energy-efficient computing.

9.3.3.4 MRAM-Based Memory-Driven Computer

Looking further out in the future, MRAM is scaled to the sub-10 nm node, and the
MRAM discrete chip is in the tens to hundreds Gb range. Once such high-density
MRAM becomes available, it could accelerate the penetration into the traditional
DRAM market.
High-density MRAM can serve as persistent memory in memory-centric com-

puting [38, 39]. Today, processor-centric (von Neumann) computers spend a lot
of time and power moving data back and forth from storage to working memory.
Power dissipation has been a major roadblock that hampers the scaling of proces-
sors. When high-density MRAM becomes available as working memory, such data
transfer is eliminated. In addition, the software overhead that manages the com-
munication between working memory and storage is simplified.
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Figure 9.18 (a) Intra-chip Hamming distance of a 256b chip over many randomization
attempts; (b) Inter-chip Hamming distance of different chips [35].
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9.4 MRAM Production

This section gives a historical prospective of how and when MRAM turns into real
product from academic research.

9.4.1 MRAM Production Ecosystem

STT-MRAM research has moved from academic laboratories into industrial
research and development facilities. High-throughput MTJ film sputtering tools
with throughput in tens wafer per hour are becoming available. The production
cost reduces. The MTJ film stack is becoming more sophisticated, and the number
of layers increases way beyond imagination (someMTJ stacks consist of more than
50 layers). Today, the MTJ is far more robust than ever, and the defective MTJ on a
chip can be as low as 1 ppm. The electronic design automation system (EDA) tool
company has incorporated the MTJ SPICE model for chip design. Silicon IP
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Figure 9.19 Convolutional neural network domain-specific architecture (CNN-DSA)
accelerator for extracting features out of an input image. It processes 224 × 224 RGB images
at 140 fps with ultra-power-efficiency, a record of 9.3 TOPS/W and peak power less than 300
mW [37]. Such energy-efficient computing is gaining momentum in IoT and edge, mostly are
battery operated.
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companies offer predesigned IP, including MRAM macros for circuit design com-
panies. The technology ecosystem has taken shape sincemid-2010. The progress in
STT-MRAM technology accelerates.
Figure 9.20 shows the MRAM production ecosystem. Silicon foundries lead the

mass production. Two kinds of companies participate in the technology develop-
ment and production of MRAM. Foundries find that embedded MRAM at 40 nm
and more advanced CMOS node performs better than and costs less than
embedded flash. Besides, MRAM can be programmed during wafer production.
That further reduces the cost and improves the product security from side attacks.

9.4.2 MRAM Product History

The common product practice is to develop an MRAM product on a matured
CMOS platform node. For example, one may develop an MRAM product at 28-
nm platform node after 28-nm products are in the stage of mass production so that
the development effort can be focused on the MTJ integration issues, not the tran-
sistor issues. Consequently, MRAM scaling always lags the DRAM in terms of
device miniaturization and thus the MRAM density.
Figure 9.21 shows a short history of MRAM product capacity and CMOS nodes

in manufacturing. The data are plotted together with DRAM and NAND products.
The first generation of the MRAM product is field MRAM. It was introduced in
2006. It was scaled from 4 to 16Mb and, later in 2019, to 32 Mb. In 2013, the sec-
ond-generation MRAM, 64Mb STT-MRAM, was introduced; and 256Mb in 2016,
1 Gb in 2019. These MRAMs are built with foundry logic CMOS processes, and
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Figure 9.20 MRAM production ecosystem.
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thus the scaling follows foundry’s logic CMOS scaling pace, from 180 nm node for
4Mb field MRAM to 20 nm for 1 Gb. In this range of dimension, logic scaling is
behind DRAM scaling in time.
During the time of this manuscript preparation, the highest-density 4 GbMRAM

was demonstrated at 30 nm node [19]. For the first time, MRAM is shown to be
comparable to DRAM density when the MTJ is integrated into a DRAM CMOS.
This work demonstrates the importance of the CMOS process on the MRAM den-
sity. Another significant point is that MRAM can achieve DRAM density at the
same CMOS node.
As it has been described in Chapter 8, potentially the spin-orbit-torque (SOT)

MRAM with voltage modulation of anisotropy bit selection mechanism may
become mature enough to be introduced as a third-generation MRAM product.

9.4.2.1 First-Generation MRAM – Field MRAM (Also Called Toggle MRAM)

The first-generation MRAM technology, field MRAM, went into production in
2006. It was a 4Mb field-write mode MRAM product built at 180-nm logic CMOS
node. It is also called Toggle MRAM, since it is based on the toggle switching
scheme as described in [40]. The storage element is in-plane magnetized MTJ with
the AlOx tunnel barrier. The I/O interface is an SRAM–like asynchronous I/O
interface, and read and write access times were both 35 ns at the time of product
introduction, subsequently reduced to 25 ns. The product is designed to replace
battery-backed “nonvolatile” SRAM. The product was proven rugged: it provides
20 years of data retention time, and it can be operated over infinite R/W cycles.
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Figure 9.21 MRAM DRAM, NAND capacity, versus CMOS node and the year of MRAM
product introduction. Note that the 64 Mb product was withdrawn from the market and is
replaced with 256 Mb in 2016.
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Later, the temperature spec extends from commercial spec (0 C–70 C) to industrial
spec (−40 C to 85 C) and eventually automobile spec −40 C to 115 C). The combi-
nation of fast access, infinite write endurance cycles, and 10-year data retention
time is a unique set of product attributes and not achievable from all other memory
available in the market.
The chip is mounted in a special chip package, which shields the external mag-

netic field; thus, the chip does not fail under a magnetic field up to 250 Oe.
A follow-up 16Mb AlOx MTJ-based product at 130 nm CMOS node was intro-
duced in 2010. Since then, the part number proliferates, all based on the same
MTJ. The first generation MRAM (field MRAM) proves the reliability of the MTJ.
The product penetrates into the specialty market and offers a unique application

that no incumbent memory product can replace: low-latency access, nonvolatile,
radiation hard, and high-endurance memory. However, the chip active power is
large. Large size transistors are required to drive the write current. Thus, the
peripheral circuits occupymost of the chip area, and the cell array utilization (ratio
of cell area to total chip area) is poor. These two drawbacks keep field MRAM from
penetrating into the mainstream memory market.
It is a high-power memory chip. To generate the necessary write field (Oersted

field), the current on the selected write word line (WWL) is in the 10 mA range,
and the current on the selected bit line is in the same range (Figure 5.7). Although
such current is orders smaller than that of the write head of the hard disk drive, it is
high among nonvolatile semiconductor memories. The scaling effort of field
MRAM ceased when the spin-transfer-torque mode MRAM technology began
to mature in 2010s. The latter has proven to be superior in chip power and bit den-
sity. Industry has switched its development focus away from field MRAM and has
developed the more energy-efficient spin-torque-transfer MRAM in 90-nm CMOS
nodes and beyond.

9.4.2.2 The Second-Generation MRAM – STT-MRAM

The second-generation MRAM (STT-MRAM) proves the scalability of the MRAM
technology. The combination of the large device endurance, long data retention
time, and high-speed access properties of MRAM is unique, not available in the
legacy memory market.
In 2012, the first commercial spin-torque transfer mode (STT) MRAM product

chip was announced [41]. The storage element is an in-planeMTJ withMgO as the
tunnel barrier. The 64Mb STT-MRAM chip is designed with a DRAM-like syn-
chronous I/O interface. The chip is built on 90-nm logic CMOS technology.
Electronic system designers began to exploit this unique set of properties for new

applications. The conventional von Neumann computer memory architecture is
being re-examined in light of this new set of device properties. Many new applica-
tions of the MTJ technology began to emerge. Notable new applications are for the
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battery-powered mobile electronics, such as IoT devices [42] and for solving cur-
rent most pressing power-dissipation issues of processors. The former addresses
low battery life, and the latter addresses the system cooling costs. The AI electron-
ics demands fast, dense, and nonvolatile memory. This set of memory attributes
happens to fit STT-MRAM well. STT MRAM built on silicon on insulator (SOI)
can be operated up to 150 C [46]. It finds automobile Grade-I controller
applications.

9.4.2.3 The Potential Third-Generation MRAM – SOT MRAM

In a laboratory, SOT devices showed interesting properties such as better reliability
and its potential of better density than STT-MRAM [5]. There are a few drawbacks:

1) The operating current density is undesirably very high today. The high operat-
ing current issue can be solved by amultibit word cell topology (see Figure 9.22).
The high write current is shared by multiple bits on a word line; thus, the effec-
tive write current of each bit is lower, comparable to that of the STT-MRAM bit.
The voltage-control magnetic anisotropy (VCMA) scheme is needed to select
bits when WRITE (Chapter 8). Other potential solution of the high SOT effi-
ciency material solution, such as topological insulator, is in the academic
research stage.

2) H Field-free operation of perpendicular MTJ in SOT mode is yet mature. In-
plane MTJ SOT cell is the only practical solution at the time of this manuscript
preparation.

3) The high-yield integration process of SOT device into CMOS is yet reported.
The etching process must be developed to etch MTJ and stops exactly on

Iw

…..
VBL1 VBLnVBL2

…..

DL DL/

WL

Figure 9.22 Multibit word SOT MRAM.
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the nm-thick heavy-metal SOT stripe. One possible solution is to change the
device structure as reported in [43], the step-SOT structure easies the etching
requirement. Nonetheless, a thorough investigation is required to qualify the
structure.

Although there are material solutions to address (i), many solution schemes to
address (ii), and the device structure solution to (iii) as stated in Chapter 8, all these
solutions are at the academic or early industrial research stage. All require further
extensive study to understand the caveat and trade-offs. Until the best solution is
identified, we are refraining from making any availability projection.

Homework

Q9.1 TheMTJ endurance requirement is highly dependent on the size of MRAM
array and how it is used. A CPU of an IoT with a single 512 Mbyte
embedded MRAM as memory. No other memory is in this IoT device.
The memory is accessed at 107 access per second, and 40% of the access
is write operation. The memory I/O bus is 32 b wide. Assume that the cells
are uniformly written. What is the endurance requirement of this particu-
lar MRAM?

A9.1 The frequency of write action is 0.4 × 107 Write/s. The i/o bus = 32b.
In average, each bit of the IoT (512 M× 8 bits) is written = 32 × 0.4e7/(512
M × 8) = 2.98 10−2 Write/(s.bit). 3-yr = 9.46 107 s. The average #Write/
bit = 2.98 10−2 × 9.46 107 (sec) =2.8 106 WRITE in three years. Endurance
of 107 will suffice. For other cache endurance requirements, one may find
them in reference [10].
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Appendix A

Retention Bake (Including Two-Way Flip)

For long retention bake, weak bits (with smaller thermal stability factor) flip from
one state to another, and theymay flip back (Figure A.1a). As a result, the apparent
flip rate decreases [1]. The analysis involves a thermal stability factor of p2ap Δp

and ap2pΔap. Let Kp= exp(−Δp) and Kap= exp(−Δap). When flip back is included,

the apparent flip rate is K t = 1−
Kp + Kap exp −

t
τ0

Kp + Kap

Kp + Kap
, where τ0

is 1e-9 seconds and the flip attempt time is constant.
For long bakes, independent of initial bit states, the final equilibrium number of

bits in the two states is a function of the two thermal stability factors. For example,
with two equal energy barriers, after a long bake, 50% bits settle in p-state, and 50%
settle in ap-state. For nonequal energy barriers, there are more bits in a state than
in the other. Figure A.1b–d illustrates the distribution. Notice that in actuality the
thermal barrier is distributive, and bit distribution smears out. Nonetheless, in a
short bake where the flip bits is less than a few percent, one may consider simple
analysis without flip back. This point is illustrated in Figure A.1b; the flip rate
around time = 107 seconds is linear in a log–log plot.
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Figure A.1 (a) A schematic of thermal stability energy barrier, where the bit may fail
(flip) from one state to another and flip back. Assume all bits are in one state initially.
As bake time increases, the fraction of FailBit (dashed line) increases and good (non-flip)
bits (solid line) drops, for thermal stability factor 40, 40 (b), 41, 40 (c), 40, 41 (d). Note that
this analysis does not include the distribution of Δ, or σ(Δ) = 0. t0 = 1 ns.
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Appendix B

Memory Functionality-Based Scaling

B.1 Introduction

Scalability is one of the major requirements for all viable memory products.
Spin-transfer torque magnetic random-access memory (STT-MRAM) cell scal-
ing has been studied extensively, because it reduces the write current substan-
tially. However, it also has various impacts, both advantageous and
disadvantageous, on other device parameters and memory circuit operating
features. Thus, the scaling method itself is important, and it needs careful con-
siderations to keep the magnetic tunnel junction (MTJ) designs as practical
memory cells. Using an example perpendicular spin-transfer torque (p-STT)
MTJ design with write and read functionalities as constraint factors, a scaling
methodology is provided to demonstrate how it impacts cell characteristics and
memory circuit behavior. Besides the write current reduction, the memory
functionality-based scaling causes a profound impact on write endurance.
Scaling trends of endurance characteristics are shown through analysis of
endurance’s device parameter dependence.
For STT-MRAM with on-chip error-correcting code (ECC), each memory

product tolerates a certain number of error rates. In the endurance case, there
are two facets of tolerable error rates; one is a write error rate (WER) ensured
from write conditions, and the other is an endurance failure rate (EFR) as cri-
terion after the desirable number of write cycles. This appendix also describes
a guideline to assess how scaling affects EFR for given write conditions with
particular WERs.
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B.2 Operating Parameters for Write Endurance
Failure Analysis

Since scaling causes the most significant impacts on endurance, it is necessary to
describe its parameter dependence before discussing scaling. Write endurance fail-
ure is a catastrophic low-resistance state regardless of the cell’s stored P (parallel)
or AP (antiparallel) state. The symptom implies a dielectric breakdown of theMgO
isolation layer caused by repeated stresses induced after a number of write cycles.
Analysis and evaluation methods for dielectric breakdown of metal-oxide-
semiconductor field-effect transistor (MOSFET) gate oxides such as time-
dependent dielectric breakdown (TDDB) have been used for STT-MRAM write
endurance failures as well. Although the symptom seems to be similar, there
are substantial differences between MOSFET and MRAM cases. In the MOSFET
case, a few electrons flow in the oxide through Fowler-Nordheim tunneling at a
high bias voltage. The small number of electrons injected into the conduction band
of the insulator are accelerated by the high electric field and become hot. Thus, the
major cause of MOSFET gate oxide breakdown is due to damages in the dielectric
layer by hot electrons [1]. The breakdown in the MOSFET case is, therefore, attrib-
uted to the voltage or the electric field across the oxide. On the other hand, MgO
thickness of MTJ is much thinner than the gate oxide, and a large direct tunneling
current flows even at a small write voltage below 1.0 V. The current density is more
than several orders of magnitudes higher than the MOSFET gate. Hence, it causes
a significant self-heating in the MgO layer [2, 3]. Incorporating a self-heating
mechanism in the TDDB breakdown model reveals that the conventional 10-year
lifetime has been underestimated the error rate by a factor of 107 for 1 ppm fail
criterion [4]. Namely, the write endurance of STT-MRAM cells poses complicated
stresses onMgO by not only voltage but also current density, associated power area
density (which is a product of the current density and the voltage), and its conse-
quential temperature.
As a matter of fact, there are some experimental results to deny voltage-alone

dependency and show dependence of write endurance failures on current density,
power area density, andMgO temperature. At the same applied voltages across the
MTJ, higher ambient temperatures cause more endurance failures [5]. Also, at the
same voltages, wider pulse widths raise MgO temperatures more because of longer
self-heating periods and result in worse endurance failures [6]. Whichever the
heating mechanism is, either ambient or self-heating, endurance failure counts
increase as MgO temperatures rise at the same voltage stress.
Among various MTJ designs, process technologies, and test methods, all cases

consistently show that AP-state TDDB has higher breakdown voltages and/or
longer lifetimes than P-state [7–9]. In addition to TDDB, in actual write endurance
tests using functional chips, Figure B.1a shows that AP-state unipolar endurance
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has a far lower failure rate than P-state, although applied voltages are very close:
837 mV for AP and 849 mV for P [9]. AP-state unipolar endurance means that
write 1 voltage pulses, in which the pinned layer at the bottom electrode is biased
to positive with respect to the free layer at ground, are applied repeatedly to cells
stored AP states. P-state unipolar endurance applies the opposite polarity pulses on
P-state cells. Only 12 mV higher voltage cannot explain about 60 times worse fail-
ure rate in P-state unipolar endurance. Figure B.1b displays the identical result in a
completely different design from Figure B.1a; unipolar endurance tests also show a
longer mean-time-to-failure (MTTF) in AP-state than P-state case [10]. The better
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result of AP-state endurance agrees with higher breakdown voltages and longer
lifetimes of AP-state TDDB.
The common reasoning to explain those results of P/AP-state TDDB and unipo-

lar write endurance tests is the difference in MTJ resistances of P and AP states. P-
state resistance, RP, does not depend on a bias voltage, but AP-state resistance, RAP,
decreases linearly as the voltage across MTJ rises. Although MR ratio drops signif-
icantly at write voltages around 840 mV in Figure B.1a, RAP is still about 30%
higher than RP. This means that AP-state cells have about 30% lower current den-
sity and power area density. The significantly better EFR of AP-sate cells, there-
fore, seems to be due to the substantially reduced amount of stresses in current
density, power area density, and thus less self-heating. Figure B.1b more clearly
denies voltage dependence of endurance failures. From 0.86 to 0.98 V, both
“Up,” which is AP-state unipolar, and “Down,” P-state unipolar, have the same
applied voltages, but MTTFs are always different. It rather evidently proves endur-
ance failure dependence on power area density. At 0.86 V, similar to Figure B.1a,
“Up” has much longer MTTF, better EFR. However, as the applied voltage
increases, its MTTF becomes shorter, more rapidly than “Down.” This is due to
a decrease in RAP by the applied voltage, and RAP becomes close to RP. Thus,
the current density of “Up” increases, and so does its power area density, which
in turn works to reduce the difference in MTTF. At 0.98 V, RAP is very close to
RP, and MTTFs of “Up” and “Down” become nearly identical because their power
area density is almost the same.
Another important observation is that bipolar write endurance has a much worse

failure rate [9] or a significantly shorter MTTF than unipolar tests [10]. It suggests
that alternating opposite voltage polarities cause momentous impacts, besides stres-
ses by voltage, current density, and power area density. A three-stage breakdown
model of bipolar write endurance failures has been proposed [11, 12]. The three
stages consist of the following: (i) defect generation by MgO bond breaking at the
MgO-metal interface, because injected electrons by a write pulse create Frenkel-
typed defects, leaving oxygen vacancies (V2+) and interstitial oxygens (O2−);
(ii) defect activation to displace O2− from V2+ by a following opposite polarity pulse
voltage; and (iii) defect (O2−) diffusion during no write pulse voltage periods to form
a breakdown path inMgO. According to the model, current density means colliding
electrons per area and per time at the interface, and multiplying the voltage to it,
which is power area density, becomes a power source per interface area for defect
generations. On top of this, the power area density is a measure for the self-heating
of MgO, which increases defect generation rates further. Among bipolar, P- and
AP-states unipolar results, both unipolar cases do not have the second stage, defect
activation, because of no opposite polarity pulse. Even though defects are generated
in the first stage,most of O2−smay recombinewith V2+s, and only a small fraction of
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O2−s that escape the recombination can diffuse in MgO to make smaller failure
counts than bipolar. Between two unipolar endurance tests, even at the similar vol-
tages on AP and P states, AP-state unipolar endurance causes less defect generation
due to two aspects: the smaller driving power and the harder bond breaking by lower
MgO temperatures. The two aspects stem from the lower power area density by
higher RAP. This is the reason for significantly lower failure rates in AP-state unipo-
lar endurance, which the voltage-alone theory cannot explain.
UnlikeMOSFET gate oxides, using the voltage acrossMTJ alone for write endur-

ance characterization of STT-MRAM cells is misleading because of such more
complicated failure dependencies on operating parameters and conditions. The
power area density is a better-chosen parameter than the voltage to analyze write
endurance failures, since it involves the voltage and the current density, and it
plays two crucial roles in the endurance fail mechanism: driving power for defect
generation and a power source of self-heating. Unipolar endurance stress is a use-
ful means for understanding the nature of endurance failures, but they most likely
do not happen in actual write accesses, because, to save write currents, most STT-
MRAM chips read multiple data first and write only bits that have to be altered.
Thus, it is unlikely to apply write 1 pulse on cells already at AP-state (or write 0 on
P-state cells), and bipolar endurance reflects the realistic memory chip operations.
Choosing the worst case is also the way for reliability assessments. Therefore, life-
time estimation must rely on bipolar write endurance. Scaling deals with device
characteristics that encompass a wide range of MTJ sizes and film resistance area
products, Ras, of MTJ cells. Thus, device operating parameters to characterize scal-
ing impacts endurance must have information about MTJ sizes. The power area
density automatically has size information in itself, and in this sense, it is also a
good parameter for analyzing write endurance failures on scaled devices. Scaling
impacts on bipolar endurance needs to be analyzed by observing how the power
area density varies by changes in MTJ sizes and Ras.

B.3 Functional Requirements for Scaling

Most of scaling theories and predictions focus on mainly write current reduction.
This is a great aspect of STT-MRAM cells, but reducing the write current shrinks a
margin between write and read functions, yet as memory cells, they must be writ-
ten and read correctly. Thus, single-purpose scaling to spoil other functions must
be avoided, andmeaningful scaling processes to keepmemory functionalities valid
are necessary. Conventional random access memories such as dynamic random-
accessmemory (DRAM) and static random-accessmemory (SRAM) have stringent
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reliability requirements. A huge number of cells must be written and read for tril-
lions of cycles at a few error rates. Although the requirements are extremely
relaxed because of on-chip ECC, STT-MRAM cells also must be written and read
reliably and safely. In all scaling sizes, therefore, at least MTJs must satisfy those
fundamental write/read functions as memory cells. To do so, write and read con-
ditions become constraint factors for scaling. The conditions depend on ECC cap-
abilities such as one- or two-bit correction and codeword length in addition to
application requirements. Thus, before discussing scaling, those conditions for a
write and a read are defined as prerequisites in the following sections. The reliable
write and read functions are fundamental requirements for memory cells, and
other constraints that stem from different functions and/or requirements may
limit the scaling capability of STT-MRAM.

B.3.1 Write Function – Switching Current Density

The write condition is generally specified by a switching voltage,VSW, with aWER,
which is typically 1 ppm for actual memory applications and 50% for technology
evaluations or comparisons. Figure B.2a shows such an example of the write con-
dition for various Ras of p-STT-MRAM cells [9].
Using the same magnetic structure but different Ras, from 10.2 to 3.0Ωμm2, the

plot shows WER variations by changing write voltages with a 10 ns write pulse
width [9, 13]. The following discussions and analyses exploit this MTJ design as
an example of scaling methodology.
Each line to represent Ra is used to estimate a switching voltage for 1 ppmWER,

VSW_1ppm, as well as a switching voltage for 50%WER, VSW_50%. Both VSW_1ppm and
VSW_50% decrease as Ra becomes smaller. Since scaling down of MTJ size accom-
panies with Ra reduction, it suggests that the switching voltage drop by scaling,
which is a favorable trend for write endurance. However, switching current den-
sity, JSW, is a better-suitable parameter rather than VSW to deal with scaling. Since
JSW is given by VSW/Ra, the plot that shows WER dependence on VSW and Ra of
Figure B.2a is easily converted to JSW versus Ra for two WER lines, 1 ppm and
50%. Figure B.2b shows those twoWER lines of switching current density depend-
ence on area resistance, JSW_1ppm and JSW_50%.
It is interesting to notice that switching current density increases as Ra scales

down. As the constant switching current line shows, if the switching current den-
sity of Ra at 10.2Ωμm2 is used to write cells for MTJs with lower Ra, WER increases
rapidly, and below 4.5Ω μm2 it becomes more than 50%. Thus, a constant switch-
ing current scaling method cannot satisfy the 1 ppm WER, and to keep the write
function at this error rate with 10 ns write pulse width, scaling has to track the
increasing JSW.
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When Ra is reduced while keeping write JSW constant, VSW also drops, thus so
does switching power area density, JVSW, which in turn reduces self-heating to
raise an effective barrier energy to make switching harder for the given JSW. Low-
ering JVSW is good for endurance, but ironically this makes it harder to flip cell
state, and the cell needs more JSW when Ra is reduced. This is the main reason
for the JSW increase by lowering Ra [14].
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B.3.2 Read Function – Read Speed and Read Signal

The read function has two facets, a read speed and a read signal. In actual memory
chip circuits, a P-state cell current, IP, or an AP-state cell current, IAP, is compared
to a reference current, Iref, which is set at their middle level. A sense amplifier
detects the read signal, IP− Iref or Iref− IAP, amplifies it, and then converts to a full
CMOS voltage level as either read 0 or read 1 data. Because of parasitic capacitance
and resistance of the bit line, the read signal needs a signal development time to
reach the level that the sense amplifier can read the data correctly. This signal
development time governs the read speed. Scaling, therefore, also has to carry
the information of both read signal and read speed to keep the reliable read func-
tion. The read signal of the P-state cell current is given by, Iread_P = IP ∗
(1− e− t RBLP∗C)− Iref, where t is the signal development time; RBLP is a bit line resist-
ance that consists of bit line metal resistance, cell transistor on-resistance, and the
P-state cell resistance; and C is a bit line capacitance. Now let’s assume a moderate
read access time at about 30 ns, which consists of a 12 ns signal development time
and an 18 ns delay time by address and data path circuits. When t is 4 times of
RBLP ∗ C time constant in the previous equation, the first term of right becomes
98% of IP, which is sufficient enough for sensing. If a 1 pF is assumed for the
bit line capacitance, C, RBLP is 3 KΩ to meet the 12 ns signal development time.
To have a 100% dI/I, bit line resistance with AP-state cell, RBLAP, has to be 6
KΩ. A further assumption for bit line resistance by metal and transistor as
600 Ω gives RP and RAP values, 2.4 and 5.4 KΩ, respectively. These are the upper
limits of MTJ resistances to satisfy the 30 ns read access time. In large MTJ dia-
meters, their resistances are smaller than those resistances, but downscaling of
the MTJ sizes raises resistances. Thus, when resistances reach the upper limits
by reducing the MTJ diameter, RP and RAP have to be kept at 2.4 and 5.4 KΩ,
respectively, for smaller MTJs.
To have reliable reads, the read signal has to be at least |7.5 μA|, which means IP

and IAP are 30 and 15 μA, respectively, at a read voltage, Vread. Since IP= Vread/RBLP

and IAP = Vread/RBLAP, Vread can control read currents. Thus, for increasing MTJ
resistances by scaling, Vread has to be increased to maintain IP and IAP at 30 and
15 μA, respectively. Setting the ceiling for RP and RAP at 2.4 and 5.4 KΩ, respec-
tively, and keeping IP and IAP at 30 and 15 μA, respectively, are the requirements
to have the read function with the 30 ns access time and the reliable read signal.

B.4 Scaling Procedure

Now, the condition to guarantee the write function to maintain 1 ppm WER with
10 ns write pulse width and the read function with 30 ns access time with the
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reliable read signal are settled. Namely, the writing has to use the Ra-dependent
switching current density shown in Figure B.2b, for the read function, RP, RAP,
are 2.4, 5.4 KΩ, respectively, and Vread has to be adjusted to have IP and IAP at
30 and 15 μA, respectively. The scaling has to be done meeting those constraints.
For MTJ diameters from 100 to 10 nm, 10 nm per step, Table B.1 displays such a
scaling example using the p-STT MTJ design shown in Figure B.2a.
The scaling starts from the 100 nm diameter by choosing a typical RP of 1.3 KΩ

and increasing RP 200Ω per every 10 nm reduction in diameters. When RP exceeds
the prespecified ceiling to satisfy the 30 ns read access time, it remains at 2.4 KΩ
from 40 to 10 nm. Dividing each RP by the area in μm2 gives Ra for each MTJ
diameter.
Once Ra is known, JSW_50% and JSW_1ppm can be calculated by plugging Ra values

into fitting equations (not shown in Figure B.2b). The switching voltages are
obtained by the equation, VSW = JSWxRa, and using those values, power area den-
sities, JVSWs, are also listed by multiplying JSW by VSW at 50% and 1 ppm WERs.
Simply multiplying MTJ areas to JSW results in switching current, ISW, for each
MTJ size at two WER cases.
For large memory chips such as more than 256 Mb, 1 ppm WER seems to be

too relaxed for even two-bit ECC, and a tighter WER is desirable. WER slope is
calculated to find a JSW to meet such a WER. For each MTJ size, it is obtained by
taking the differences of JSW_50% and JSW_1ppm and dividing them by 5.5 decades
of WER from 50% to 1 ppm Thus, it indicates the amount of switching current
density to change one decade in WER. The current density to have 0.01 ppm
WER, JSW_0.01ppm, for example, can be calculated by adding two times of
WER slope to JSW_1ppm. It is used to obtain switching voltages, switching power
area densities, and switching currents in the same way as 50% and 1 ppm
WER cases.
Regarding the read function, to keep the AP-state read current, IRead, at 15 μA,

the read voltage, VRead, is raised gradually from 52 mV at 100 nm MTJ to 88 mV
at 50 nm MTJ, and then it is kept at a constant 90 mV when RP reaches the
ceiling of 2.4 KΩ from 40 to 10 nm. Since large MTJ sizes have smaller RPs than
the ceiling, their signal development times are shorter. Thus, read access times
are faster than 30 ns as shown in Table B.1. For example, 100 nm MTJ has an RP

of 1.3 KΩ, and the total bit line RC time constant is 1.9 ns due to 1 pF
capacitance and 1.9 KΩ total resistance including 600 Ω metal and transistor
resistances of the bit line. Since the signal development time is four times of
the RC time constant, the read access time becomes 26 ns with the 18 ns
address/data path delays.
The AP-state read current density, JRead, is calculated by IRead/(MTJ area in

μm2) for each MTJ to assess read disturb concerns to be discussed in the next
section.
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Table B.1 Scaling table of p-MTJ example design from 100 to 10 nm in MTJ diameters.

p-MTJ scaling table example

MTJ
diameter (nm) 100 90 80 70 60 50 40 30 20 10

RP (Ω) 1300 1500 1700 1900 2100 2300 2400 2400 2400 2400

Ra (Ωμm2) 10.2 9.5 8.5 7.3 5.9 4.5 3.0 1.7 0.8 0.2

Write
function

WER
50%

Jsw_50%
(mA/μm2)

72 73 75 79 83 89 98 110 127 157

Vsw_50% (mV) 730 696 644 575 494 402 294 187 96 30

JVsw_50%
(mW/μm2)

52.3 50.8 48.5 45.3 41.1 35.8 28.8 20.5 12.2 4.6

Isw_50% (μA) 562 464 379 303 235 175 123 78 40 12

WER =
1 ppm

Jsw_1ppm
(mA/μm2)

88 90 95 101 109 119 135 157 188 241

Vsw_1ppm
(mV)

897 863 809 736 645 538 406 265 141 45

JVsw_1ppm
(mW/μm2)

78.8 78.1 76.6 74.1 70.0 64.0 54.6 41.6 26.5 10.9

Isw_1ppm (μA) 690 575 476 387 307 234 169 111 59 19

WER slope
(mA/μm2/decade)

3.0 3.2 3.5 4.0 4.6 5.5 6.7 8.5 10.9 15.2

WER =
0.01 ppm

Jsw 0.01 ppm
(mA/μm2)

94 97 102 109 118 130 148 173 209 271

Vsw_0.01 ppm
(mV)

957 924 869 794 700 587 446 294 158 51

JVsw_0.01 ppm
(mW/μm2)

89.8 89.4 88.4 86.3 82.5 76.3 66.0 51.0 33.1 13.8

¡SW_001ppm
(M- l)

737 616 511 418 333 255 186 123 66 21

Read
Function

VRead (mV) 52 60 65 72 80 88 90 90 90 90

IRead (μA), AP
state

15 15 15 15 15 15 15 15 15 15

JRead (mA/μm2),
AP state

1.88 2.37 2.92 3.84 5.32 7.76 11.9 21.2 47.8 191

Read access
time (ns)

26 26 27 28 29 30 30 30 30 30

Read disturb
rate

1 × 10−24 2 × 10−22 8 × l0−22 6 × 10−20 6 × 10−18 5 × 10−16 6 × 10−14 1 × 10−11 2 × 10−8 0.9975
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B.5 Scaling Impacts

The scaling procedure that takes write and read functions as constraints determine
various operating parameters, as shown in Table B.1. Based on this information, it
is necessary to discuss how this specific scaling causes impacts cell characteristics.

B.5.1 VSW and JVSW

Figure B.3 shows scaling variations of VSW at write conditions to meet 0.01 and
1 ppm WERs. For comparison, VSW by a constant JSW scaling is also depicted,
where the constant JSW scaling takes a switching current density at 100 nm
MTJ, 88.0 mA/μm2of 1 ppmWER, and applies it to all scaled MTJs. The switching
voltages are calculated by JSWxRa using Ras shown in Table B.1. As Figure B.3a
demonstrates, VSWs of both 0.01 and 1 ppm WER cases decrease as MTJ sizes
shrink, although their decays are slower than the constant JSW scaling. If write
endurance failures depend on only the voltage across MTJ, endurance lifetime
seems to improve almost monotonically by scaling down MTJ sizes. However,
as discussed earlier, write endurance depends on mainly power area density,
and it is necessary to see its variations by scaling.
Figure B.3b displays scaling impacts on switching power area density, JVSW, at

write conditions to meet 0.01 and 1 ppmWERs. They also decay, but much slower
than VSW and JVSW of the constant JSW scaling. This means that the write endur-
ance lifetime stays almost flat from 100 nm to 70 nm. Gradual improvements
appear from 70 to 40 nm, and the endurance lifetime extends significantly below
40 nm. Since scaling reduces Ra as well as MTJ size, VSWs decrease. However, their
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decays are slower because JSW increases as MTJ sizes get smaller. Thus, JVSWs,
which is the product of VSW and JSW, decreases gradually in the whole scal-
ing range.
The JSW dependence on Ra shown in Figure B.2b is based on the same MTJ size.

Namely, for a fixed MTJ size, it shows how VSW and thus JSW change as scaling
down Ra [9]. However, it is reported that Jc0 also increases as MTJ size shrinks
at the same Ra [15]. Thus, JSW and JVSW are actually smaller at large MTJ sizes
than the numbers shown in Table B.1, and the endurance lifetime becomes better
in 100–70 nm. On the other hand, smaller MTJ sizes, 30–10 nm, are expected to
have larger JSW and JVSW. Particularly from 40 nm to 20 nm, a very rapid increase
in Jc0, about 25%, is anticipated [15]. Thus, it increases JVSWs of 20 and 10 nmMTJs
substantially. Namely, JVSWs of both 0.01 and 1 ppm WERs increase from 100 to
80 nm and stay at a peak around 80–60 nm. The rapid reduction in 40–10 nm
degrade and particularly 20–10 nm MTJs have more than 1.5 times larger than
the values shown in Figure B.3b. The endurance lifetimes at a given EFR such
as 1 ppm and, therefore, are expected to become slightly longer from 100 to 80
nm, then stay at the same level for 80–60 nm, and finally extend below 50 nm.
The endurance lifetime seems to exhibit such complicated behavior by the scaling.

B.5.2 Read Disturb

Since the scaling keeps the read current constant, the read current density, JRead,
becomes large as MTJ size shrinks. It is directly proportional to 1/(MTJ diameter)2.
For example, JRead of 10 nmMTJ is 100 times of that of 100 nm. Although JSW also
increases, the enlargement ratio between the same dimensions is less than three.
Thus, margins between write and read current density become smaller as MTJ size
is reduced, and a read disturb concern arises for small MTJ sizes. Before analyzing
it, the read current direction has to be determined with regard to read disturb hard-
ness. For a read in STT-MRAM, there are two directions to apply the read current
to MTJ, either a write P or a write AP direction. In the write P direction, the cell to
be disturbed is at AP sate, because applying write P direction current to cells
already at a P state cell does not matter. For the same reason, the cell to be dis-
turbed is at P state in the write AP direction. At the same read voltage, Jread at
P state is higher, which makes the cell easier to flip during read access. Thus,
the write AP direction must be avoided for reads. Because of twice resistance, Jread
at AP state has a smaller value. Therefore, the write P direction for reads gives bet-
ter immunity to read disturb, and it is an AP-state cell that needs to be analyzed for
read disturb.
As Table B.1 shows, IRead at AP state is kept at 15 μA. Its current density, JRead, is

calculated by dividing IRead by each MTJ area in μm2. Figure B.4a depicts scaling
impacts on JRead along with switching current density for 1 ppm and 50% WERs.
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JRead increases rapidly from 40 nm, becomes closer to JSWs, and eventually exceeds
the 50%WER line at 10 nm. Namely, read disturb becomes so severe that the 15 μA
IRead atAP state turns to bemore effectivewrite currentwith aWER lower than 50%.
To understand it quantitatively, read disturb rates (RDRs) of all MTJ sizes are

calculated in the bottom line of Table B.1. Since 1 –WER is equal to a write success
rate, whichmeans the read disturb rate, theWER slope can derive read disturb rate
for each MTJ size. For example, at 40 nm MTJ, JSW_50% and JRead are 98 and 11.9
mA/μm2, respectively. Since its WER slope is 6.7 mA/μm2/decade, there are 12.8
decades ([98–11.9]/6.7) from JSW_50% to JRead. Because 50% WER is 50% RDR as
well, this JRead has 12.8 decades lower than RDR of 50%. For 12.8 decades means
8 × 1012, the read disturb rate of 40 nmMTJ is given by 0.5/8 × 1012 = 6.25 × 10−14.
Figure B.4b plots RDRs of all MTJ sizes and how they increase by the scaling. As it
is considered that 0.01 ppm is adequate WER for chips with several hundred mil-
lion cells using two-bit ECC, RDR criterion is also set at 10−8, 0.01 ppm. Thus, MTJ
sizes smaller than 20 nm may not be practical as memory cells. As Figure B.3b
shows, endurance lifetime improves substantially in MTJ diameters below 50
nm. However, RDR limits the feasible MTJ size to 30 nm. Thus, read disturb is
another constraint to the scaling, in addition, to write and read functions.

B.5.3 Switching Current

Since the greatest advantage of STT-MRAM scaling is write current reduction, how
this specific scaling reduces switching current is another interesting subject.
Figure B.5a shows two write condition cases, 0.01 and 1 ppm in WER, with the
constant JSW scaling as a reference.
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In both 0.01 and 1 ppm write conditions, switching currents decrease, but much
slower than the constant JSW scaling as MTJ diameters shrink. Also, compared to
published data, the scaling is not so aggressive in write current reductions. For
example, 30 nm with 3–4Ωμm2 in Ra, the write current is about 60 μA [13], while
for the same MTJ size, Table B.1 shows ISW, 111, and 123 μA for 1 and 0.01 ppm
WERs, respectively. For an 11 nmMTJ, it is reported that the write current is only
7.5 μAwith a very high write voltage of 0.75 V, at a very lowWER of 7 × 10−10 [16].
Even at 50% WER, the example design in Table B.1 shows 12 μA for 10 nm MTJ.
However, this 7.5 μA write current is based on a very high RP, about 100 KΩ, and
Ra is about 9.5Ωμm2; thus, the designs are completely different. Figure B.5b
expands the marked portion of Figure B.5a and adds the published data to indicate
the differences. Relatively high write current of the example design is due to
increasing JSW by scaling down MTJ sizes and more aggressive reductions in
Ras to keep the read function.

B.5.4 Nonvolatile Function – Data Retention

In early STT-MRAMmemories with largeMTJ sizes around 100–60 nm, a full non-
volatile function has been kept, and they intend to replace eFlash memories with
limited endurance lifetime around 106 write cycles. However, as MTJ scales down,
it becomes difficult to preserve nonvolatility, which means a full data retention
capability for device life, 10 years, at elevated temperatures, 85–125 C. Scaling
extends endurance lifetime, but nonvolatility is incompatible to long endurance

800

(a) (b)

120

100

80

60

40

20

0
0 10 20 30

700

600

500

400

I s
w

 (
μA

)

I s
w

 (
μA

)

300

200

100

0
0 10 20 30 40 50 60 70 80 90 100

MTJ diameter (nm) MTJ diameter (nm)

Constant Jsw

1 ppm WER

1 ppm WER

Ref [15]

Ref [13]

0.01 ppm WER 0.01 ppm WER

Figure B.5 (a) Scaling impacts on switching current for 0.01 and 1 ppm WER cases and
constant JSW. (b) Expanded view of the marked portion of (a) along with published data.

292 Appendix B Memory Functionality-Based Scaling



lifetimes, and as scaling goes downsize, data retention time shortens. For random
access memory applications using smaller MTJ sizes, in which extended write
endurance lifetimes are required, STT-MRAMs no longer have nonvolatility,
and specify long data retention times. For example, DDR3-compatible 256Mb
STT-MRAM has a data retention time of three months at 70 C [17]. As a memory
cell, write and read functions are mandatory necessities, and they are fundamental
constraints. Once the cell loses nonvolatility, length of data retention is not impor-
tant as far as it is more than a day. Hence, although data retention is another con-
straint for scaling, it is of secondary importance. However, one has to notice that
DRAMs and SRAMs keep data as far as power is on, but STT-MRAMs lose data
even if power is on when the time comes. If application systems need to keep data
during its operation, refresh cycles similar to DRAMs become necessary for STT-
MRAMs. For instance, if data retention time is very short such as 10 hours, a typ-
ical 256 Mb (312Mb including check bits of two-bit ECC) STT-MRAM chip has a
4M address depth with 78-bit simultaneous access, and it needs a refresh cycle,
which is exactly the same as normal read with ECC, every 36 000 s/4 M = ~8
ms, which causes negligible refresh power. This is much easier than DRAM, which
has a refresh cycle every 8 μs with simultaneous access of 32 K bits, having a large
peak current and nontrivial refresh power. Any attempt hardly justifies extending
data retention time from hours to months by sacrificing endurance lifetime; apply-
ing refresh cycles is a far better alternative. Thus, the specific scaling shown in
Table B.1 does not take into account data retention and leaves it as it is, assuming
refresh cycles if necessary.

B.5.5 Remarks on Temperature

The scaling also does not involve temperature, and the room temperature is
assumed to derive all device parameters. However, WER, EFR, and RDR all
depend on temperature strongly. As temperature rises, EFR becomes worse, but
the switching current density to meet specific WERs can be reduced. Thus, write
circuit designs to control bit line voltages and/or write pulse widths by tracking
temperature are desirable in actual memory chips. For different temperatures,
numbers shown in the scaling table have to be modified by applying such design
actions. However, RDR remains as a serious problem at high temperatures,
because the decrease in read current density is small, and it cannot be reduced
for the sake of stable read, yet cells become flip more easily due to substantial
switching current density reduction. Thus, the scaling limit may have to move
to larger MTJ sizes by the RDR constraint.
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B.6 Write Endurance and its Lifetime
Characterization Method

Because endurance failure strongly depends on write conditions, to evaluate
endurance hardness, clearly organized criteria become necessary for both write
conditions and endurance lifetime. WER is a measure of write capability quality.
Typically, 1 ppm is set for WER. Because of ECC, it is good for small density chips
such as less than 1Mb. However, for large density chips, tighter criterion becomes
necessary. The level of WER needs to be selected depending on chip density, capa-
bility of ECC used, and MTJ characteristics. The selected WER defines the exact
write condition for the chip, and endurance must be evaluated by this write con-
dition. Endurance lifetime (ELT) is also typically specified as the number of write
cycles that reaches a 1 ppm EFR. For the required lifetime, EFR level also needs to
be specified depending on chip density, ECC, endurance robustness of MTJ, and
allowability of applications.
Because EFR depends on power area density, ELT versus power area density can

be obtained for different EFR levels. Figure B.6 is such a conceptual picture. It has
three EFR cases, 1, 0.1, and 0.01 ppm. As power area density decreases, ELT in
numbers of write cycles, which are shown on a log scale, of all three EFR criteria
become longer. At a given power area density, ELT becomes longer in the number
of write cycles when more relaxed EFRs are allowed. To reach the desired ELT at
tighter EFRs, MTJ designs must reduce the power area density.
As Table B.1 shows, each MTJ size has its own power area density for different

WER such as 0.01 and 1 ppm. Thus, for each WER level, ELT dependence on MTJ
size can be obtained for different EFRs in Figure B.7. In both 0.01 and 1 ppmWER,
ELTs stay almost flat or become longer very slightly from 100 to 70 nm, because
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Figure B.6 ELT dependence on
switching power area density with
EFR criteria, 0.01, 0.1, and 1
ppm WERs.
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their power area densities do not reduce much. On the other hand, ELT extends
very rapidly from 50 to 10 nm as power area densities drop sharply. Naturally, ELT
becomes longer as EFR criteria are relaxed from 0.01, 0.1, and 1 ppm. Similarly, as
WER changes from 0.01 to 1 ppm, ELT also extends.
As shown in Section B.5.2, when MTJ scales down, JRead increases to cause read

disturb. The vertical two lines in (a) and (b) of Figure B.7 indicate 1 and 0.01 ppm
RDRs. Because of rapid increases in JRead of MTJs smaller than 20 nm in diameter,
the 1 ppm RDR line is close to 0.01 ppm. For reliable memory operations, read dis-
turb actually limits the use of such sizes, although ELT improves significantly for
small MTJ diameters. Thus, RDR poses a practical scaling limit of STT-MRAM
cells.
There are two favorite factors that make ELT of smaller MTJs better, although

the RDR limit does not change. The first one is MgO temperature. EFR depends on
power area density, but it is mainly through MgO temperature due to self-heating.
Hence, if the cooling system is better, for the same power area density, the reduced
temperature results in a lower EFR. This further means that smaller MTJs have
better endurance characteristics, because of their lower MgO temperatures by
self-heating [3, 4, 6, 10]. The other aspect is “effective diameter.” A finite etch-
ing-damaged peripheral zone is more resilient to breakdown, and excluding the
damaged zone from the designed size is called the effective diameter. As MTJ size
shrinks, the ratio between the effective and designed diameters becomes smaller;
thus, it also results in robust endurance [12, 18]. However, the effective diameter is
one of the reasons that makes switching current density higher byMTJ size scaling
while keeping Ra the same [15]. It increases power area density to reduce ELT.
There is another unfavorite factor in small MTJ size. As Table B.1 shows, Ra
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Figure B.7 (a) Scaling impacts on ELT for various combination of WER and EFR.
(a) WER = 0.01 ppm, (b) WER = 1 ppm. Vertical lines show 0.01 and 1 ppm RDR.
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becomes less than 2Ωμm2 in 30 nmMTJ diameter. As Ra is reduced, defect density
increases significantly. In read heads of HDD, less than 1Ωμm2 in Ra is not unu-
sual, where one MTJ is one product, and even if wafer test yield drops to 96%, it is
still very good. However, for Mb-class MRAMs, 4% cell defect is unacceptable.
Those manufacturing defects must be fixed by redundancy, not by ECC, and it
is unlikely to achieve reasonable memory product yield. Thus, realistic scaling
limit may appear at a larger MTJ size than RDR poses.
Since the purpose of Figure B.7 is to provide a guideline to know howELT,WER,

EFR, and RDR are related through switching power area density, there are no con-
crete numbers in both X and Y axes. Actual numbers differ from design to design,
various conditions, and constraints. With realistic numbers in switching current
density and desirable ELT, both tolerable WER and allowable EFR are chosen
depending on chip density, ECC capability, MTJ characteristics, temperature,
and application requirements.

B.7 Summary

The scaling method using the p-STT-MRAM cells as an example design was
shown. For the whole scaling range from 100 to 10 nm, 10 nm per step, it keeps
constant WER and constant IRead as fundamental constraints of practical memory
cells. Various impacts how this scaling causes on VSW, JVSW, JRead, RDR, ISW, and
data retention were discussed. It was also shown that EFR depends on JVSW, not
VSW-alone, and diagrams displayed how ELT is related to given WERs and allow-
able EFRs. For the desired ELT. the approach can be used to define optimumMTJ
designs based on considerations of tolerable WER and allowable EFR depending
on chip density, ECC capability, MTJ characteristics, temperature variations, and
application system requirements. Although smaller MTJs have better EFR and
longer ELT due to decreasing JVSW, RDR limits the MTJ size reduction to around
20 nm, and manufacturing defects may also restrict memory cell usage at an even
larger MTJ size.
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Appendix C

High-Bandwidth Design Considerations for STT-MRAM

C.1 Introduction

Cell technologies of spin-transfer torque magnetic random access memory
(STT-MRAM) have been matured sufficiently that write current, write pulse
width, and read speed became comparable to those of existing high-bandwidth
memories such as synchronous DRAM (SDRAM) double data rate (DDR) versions.
However, most of the STT-MRAMs aim for embedded applications such as e-flash
or e-SRAM replacement, and those memories are still based on primitive SRAM
architectures. Discrete high-bandwidth products are limited to Everspin’s
DDR3/DDR4-compatible 256Mb/1Gb STT-MRAMs [1, 2], but chips have long
latencies and short page sizes because of the difficulties to implement DRAM-like
page modes into STT-MRAM arrays.
SDRAM DDR evolutions show a good example of how data rates are enhanced

systematically based on basic DRAM cell characteristics. Thus, reviewing it before
discussing STT-MRAM high-bandwidth designs is important. Nevertheless, sim-
ply copying DDR architecture is not the right way for STT-MRAMhigh-bandwidth
designs because of the inherent difference in operationmodes betweenDRAM and
STT-MRAM cells. It needs to analyze STT-MRAM cell first, identify clearly its own
strength and weakness, and explore optimum approaches. Based on this strategic
method, this appendix provides an example design that exploits a full-bit prefetch
architecture to achieve DDR3/DDR4-class data rates, which are based on random
row access capabilities rather than DRAM’s page-based column access modes. For
comparison, 1Gb chip chips are assumed for both SDRAM and STT-MRAM
architectures.
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C.2 DRAM Fundamentals

To consider the architecture of any other high-bandwidth memory, revealing how
DRAM achieves high-data rates gives important information. First, for better
understanding, it is necessary to describe basic read/write operations, DRAM ter-
minologies, operation modes, and the mechanism of DDRs.

C.2.1 Cell and Sense Amplifier – Basic Operations

Figure C.1 shows basic DRAM read/write modes and the circuit diagram of a cell
and a sense amplifier. In (c), only one cell and one sense amplifier are shown, but
there are a few thousands of cells with different word lines (WLs) vertically and a
few thousands of cells connected to the same WL, along with bit line pairs and
sense amplifiers horizontally in the actual memory array. During a standby mode,
the sense amplifier is disabled by raising SetP to Vdd and pulling SetN down to
GND. A bit line (BL) and a complement bit line, BL/, are tied together and pre-
charged to 1/2 Vdd. When a read access begins, BL and BL/ are disconnected from
the precharge voltage and become float, and WL rises to turn a cell transistor on.
As shown in (a), if the stored data is 1, a cell capacitor is charged to Vdd, and when
the cell transistor turns on, a charge sharing between BL and the cell capacitor
occurs. Because the cell charge is added to BL, the BL voltage begins to increase.
After a signal development time, it becomes slightly higher, about 100mV, than
BL/, and the sense amplifier detects this voltage difference and activates by turning

(a) Read 1

(b) Write 0

WL
BL

BL

Cell

GND
WL

SetN

SetP

Sense Amp

(c) Cell and sense amplifier

Vdd

BL/

BL/

Cell node

Write back

Read signal
development

Sense
Amp

Write Precharge

Vdd

GND

Figure C.1 DRAM operation modes; (a) Read a stored 1 signal and write it back to the cell.
(b) Write the data from a 1 to a 0 and store it to the cell. (c) Circuit diagram of a DRAM cell and
a sense amplifier.
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SetP to GND and SetN to Vdd. It latches the read 1 signal by setting BL at Vdd and
BL/at GND, and a data path circuit transfers this signal to a data I/O port.
In this read operation, stored 1 data in the cell is lost by the charge sharing with

BL, and it is called a destructive read. Thus, to restore the read data, DRAM needs
to have amechanism to write back the data into the cell capacitor. As shown in (c),
the sense amplifier consists of a simple cross-coupled inverter pair, and it is
attached to each pair of bit lines. After sensing, it latches the data at the bit line
pair, and thus the read data is written back to the cell capacitor automatically
while the cell transistor is kept on. After that, WL returns to GND to turn the cell
transistor off, and then BL and BL/ are tied together to the 1/2 Vdd during a pre-
charge operation, and the array becomes ready for the next access. If the stored
data is 0, there is no charge in the cell capacitor. When WL rises to turn the cell
transistor on, the charge in BL flows into the capacitor, and their shared voltage
becomes slightly lower than 1/2 Vdd of BL/. Thus, the cell capacitor also loses the
stored 0 data resulting in the destructive read. In a write access, the same process as
the read operation up to the sense amplifier activation occurs. To write a 0 to the
cell that stores 1 data, a write driver switches BL and BL/ to their opposite pola-
rities. The cell capacitor stores the 0 signal and WL goes to GND followed by the
precharge operation to complete the write access (b).

C.2.2 Terminologies

RAS, CAS, and page mode: Figure C.2 depicts the timing chart of an old asyn-
chronous DRAM page mode that had been used up to 4Mb generation before
SDRAM was introduced into 16Mb for the first time.
As shown in Figure C.1, when any access begins, an asserted row address selects

one WL, which turns on many cell transistors connected to it. Then the access, in
turn, activates many associated sense amplifiers. Among many latched sense

RAS

CAS

Address

Data I/O

tRAC

tCAC

tPC

tRCD

Row

Data 1 Data 2 Data 3

Col 1 Col 2 Col 3

Figure C.2 Asynchronous DRAM page mode; RAS goes low and after tRCD, CAS becomes
low, and the chip accepts column addresses at each CAS timing. tRAC, tRCD, tPC, and tCAC
are RAS access time, RAS-CAS delay, page cycle time, and CAS access time, respectively.
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amplifiers, a column address selects one. This means that row and column
addresses do not have to be input simultaneously. Thus, as shown in
Figure C.2, at a timing when RAS goes low, a row address is supplied, and a
RAS-to-CAS delay time, tRCD, later a column address is asserted when CAS goes
low.
Since the single row access can activate many cells, such a large number of data

become available from the latched sense amplifiers without the time-consuming
sensing process. The page mode uses the latched sense amplifier data by applying
column addresses on the same row. In reads, data in sense amplifiers are trans-
ferred to data I/Os, and write accesses alter the latched sense amplifier data. As
far as accessing addresses are on the same row, such column accesses are done
at a faster speed than row accesses. Typical row access time (tRAC) is about
70–80 ns, while the access time fromCAS (tCAC) is about 30 ns, and the page cycle
time (tPC) is around 40 ns, which means data appears in every 40 ns in the
page mode.
Burst mode in SDR and DDR: The burst mode is an advanced version of the

column access used in SDRAM. Instead of applying each column address in the
page mode, the burst mode asserts the first column address on CAS clock timing
only, and the following column address data appear consecutively at clock timings
by an internal column address generation circuit. In SDRAM, commands become
clock-driven signals from the level-sensitive signals of the old asynchronous
DRAM. RAS, CAS, and Pre (precharge command) are asserted at the rising edge
of the clock. Figure C.3 shows SDRAMburst readmodes. Single data rate (SDR) (a)
has data at each rising edge of the clock, while data appear at both rising and

(a) SDR, 4-bit burst, 100MHz

(b) DDR, 4-bit burst, 100MHz

Clock
Command

Clock
Command

Data I/O

Data I/O

RAS CAS

tRCD tAA tRP

Pre RAS CAS Pre

RAS CAS PrePre RAS CAS

tRAS
tRC

tRAS
tRC

Figure C.3 SDRAM burst read modes; RAS, CAS, and other timing commands are clock-
driven. (a) Data appear at each rising edge of the clock in SDR. (b) DDR generates data at both
rising and falling edges of each clock.
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falling edges of the clock in double data rate (DDR) (b). After 4-bit burst reads, the
accessed row is precharged, and the next access goes to a different row in both SDR
and DDR timing charts. They are read accesses, but the similar burst modes apply
to write accesses as well. Because there is no need for consecutive column address
inputs, data appears much faster than the old asynchronous page mode: every
10 ns in SDR 100MHz and 0.625 ns in DDR4 800MHz.
Prefetch: In SDR, one data is transferred to data path and data I/O by the clock,

but DDR needs to transfer two data at a time in each clock timing because data
appear at both rising and falling clock edges. Thus, DDR has a twice-wide data
path bus, and two data in the latched sense amplifiers are transferred at a time.
This is called a 2-bit prefetch. For an 8-bit burst, in addition to 2-bit, 4-bit, or 8-
bit prefetch is used depending on clock speed in DDR2 – DDR4.
Bank and chip organization: SDRAM introduces a bank structure. For exam-

ple, in the 1Gb, Figure C.4 shows an eight-bank scheme. All banks share address
and data path circuits, but each 128Mb array is independent in operations. Banks
are activated by RAS commands with an interval time of RAS-to-RAS delay, tRRD,
and they can operate in parallel. The purposes of the bank structure will be dis-
cussed in section B.2.5. In a JEDEC standard 1Gb DDR3, the array is organized
as eight banks, and each 128Mb bank has 8 K rows × 1 K columns × 16 data I/
Os (or 2 K columns × 8 data I/Os) [3]. Thus, every single row access activates
16 K sense amplifiers in both 8 and 16 I/Os. In all of the data rates shown in this
appendix is based on the 16-I/O (2 bytes) case.

1Gb with 8 banks 128Mb
Array

128Mb
Array

128Mb
Array

128Mb
Array

128Mb
Array

128Mb
Array

128Mb
Array

128Mb
Array

Bank Adr
Decoder

Bank
Address Inputs

Address Inputs Address
Mux

Data
Mux Data I/Os

Figure C.4 1 Gb with eight banks. There are eight independent 128 Mb arrays in 1 Gb chip.
Banks share address and data I/Os, but accesses can go to banks independently in parallel.
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C.2.3 Basic Approach of High-Bandwidth SDRAM

In any memory array, cells are arranged in row and column directions. A selected
word line, therefore, turns on many cell transistors. Since DRAM stores charge
data in its capacitor cell, turning on cell transistors cause charge sharing with
bit lines to result in the destructive read in all cells connected to the selected
WL. Fortunately, bit lines are floating during sensing, and thus, the simplest
cross-coupled inverter pair can be used without DC current as the sense amplifier,
and it fits in the narrow bit line pitch, which also writes back the read data into the
cell capacitor. Thus, for example, the 1 Gb chip activates 16 K sense amplifiers at a
single row access. This is a significant disadvantage of DRAM, because of large
peak current, slow activation time, and thus longer RAS access and long cycle
times. On top of this, since the DRAM transistor is designed to focus on tight leak
current, its speed is two to three generations behind logic chip transistors for the
same CMOS design rule. The cycle time, tRC, improvement from DDR to DDR4 is
very small, only 10 ns from 60 ns to 50 ns. However, such a large number of data in
latched sense amplifiers as 16 K provides a tremendous opportunity for high-
bandwidth design capability. In every row access with 50 ns cycle time, 16 K (2
K bytes) data are latched, which means 40 GB/s bandwidth is available as a data
rate resource. It can be accessed by column addresses without any time-consuming
sensing operation. Bandwidth evolution of all DRAMs has been relying on this sin-
gle concept, with many data in the latched sense amplifiers. It stems from the old
page mode and moves to faster modifications such as nibble and extended data
output (EDO) schemes in asynchronous versions. In synchronous designs with
the burst modes from 16Mb, the bandwidth advances significantly from SDR to
DDR, DDR2, DDR3, DDR4, low-power versions, LPDDRx, and graphics mem-
ories, GDDRx including RAMBUS and embedded DRAM, eDRAM. From DDR
to DDR4, the cycle time improves to only 50 ns from 60 ns, yet data rate expands
eight times, 3200MB/s from 400MB/s. Clearly, this is not due to scaling, but inter-
nal architectures bring such significant advancements, and many circuit features
are implemented to support high-speed I/O operations. The page-based latched
sense amplifiers are the single and base driving force of the high-bandwidth
evolution.
eDRAM is an ideal memory structure to fully utilize the 40 GB/s data rate

resource. Since there is no restriction on chip-internal data bus width, flexible
combinations of clock speed and data bus width are possible. For example, a
128Mb eDRAM with 8M rows × 16 K columns at 50 ns cycle time can be config-
ured to 8M × 8 column × 2 K data I/Os to run an 8-bit burst at a 160MHz clock on
a 2 K-bit (256 bytes) data bus, which results in the same 40 GB/s data rate. On the
other hand, all discrete memory products have a limitation on the number of data
I/Os, 16. Thus, even DDR4 utilizes only a small fraction of the resource, 3.2 GB/s
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out of 40 GB/s. However, this also means that the same concept of many latched
data is applicable for further bandwidth enhancement beyond DDR4 by faster I/O
schemes.

C.2.4 SDRAM Operation Mechanism

Figure C.5 explains the SDRAM operation mechanism. It shows only one I/O, but
there are 16 such identical circuit blocks in each chip. All cases assume to latch
16 K sense amplifiers per chip at a row access; therefore, there are 1 K data in
latched sense amplifiers in one I/O.
In (a), SDR processes one data at a time between the sense amplifier and the data

path circuit at 100 MHz. Through the 2-byte data I/O, it produces a data rate of 200
MB/s by the same clock rate of 100MHz as the internal clock. All DDRs, (b), (c),
and (d), prefetch data at the sense amplifiers and make a parallel-to-serial transfer
between the data path circuit and I/O with wide internal data path bus widths.
DDR shown in (b) uses a 2-bit prefetch scheme. In reads, it transfers two data from
the sense amplifiers to the data path circuit at a time on 2-bit-wide data path bus to
one I/O. It uses the same 100MHz clock as SDR, but those 2 data appear at rising
and falling edges of the clock to make 400MB/s data rate. Write accesses proceed
in a similar way. Two data inserted at rising and falling edges of the clock are trans-
ferred to the array on the 2-bit data path bus in parallel, and they are written to the
cells simultaneously. For 8-bit burst mode, the chip repeats the 2-bit transfer
scheme four times. As shown in (c), DDR2 has a 4-bit data path bus driven by
the same 100MHz clock as SDR and DDR and uses a 4-bit prefetch to realize
800MB/s data rate. Similarly, DDR3 uses an 8-bit prefetch and an 8-bit wide data
path bus with the same 100MHz data path clock. To move to DDR4, the data path

X 16

(a) 100MHz SDR

(c)

(b) 100MHz DDR

(d)

Memory
Array

1K SAs

1-bit transfer

Memory
Array

1K SAs

4-bit prefetch

Memory
Array

1K SAs

2-bit prefetch

Memory
Array

1K SAs

8-bit prefetch

X 16

X 16

X 16

400MHz DDR3

800MHz DDR4
200MHz DDR2

100MHz

100MHz

100MHz~ 400MHz~
800MHz

1,600MB/s
3,200MB/s

100MHz

400MB/s

100MHz

200MHz

100MHzData I/O

Data I/O

Data I/O

Data I/O
200MHz

800MB/s

200MB/s

Figure C.5 SDRAM operation mechanism. (a) SDR, (b) DDR, (c) DDR2, and (d) DDR3
and DDR.
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clock is increased to 200MHz to achieve 3200MB/s data rate at data I/Os using the
same scheme as DDR3. Table C.1 shows the key features of the SDRAM family.

C.2.5 SDRAM Performance

Figure C.6 shows read timing chart examples of SDRAM DDR2 and DDR3.
As shown in (a), consecutive column accesses on the same row make data I/O

seamless, data appear without any gap, and thus the data rate reaches the maxi-
mum, 800MB/s for DDR2 at 200MHz using 4-bit burst. As far as addresses stay the
same row, this seamless operation continues. However, when access goes to a dif-
ferent row, the array has to be restored by issuing the precharge command, Pre, as
shown in Figure C.6b and c. To begin the next new access, the chip has to go
through RAS and CAS commands. If such accesses on different rows come every
time, which are called random row accesses, the data throughput in SDRAM drop
substantially. DDR2 with the same 4-bit burst as (a) has 1/6 of the maximum, as
shown in Figure C.6b. This is not shown in Figure C.6, but at a higher clock speed
of DDR3 for the 4-bit burst, the data throughput drops to 1/10 of the maximum,
160MB/s, because a 4-bit burst takes only 5 ns, while cycle time, while tRC,
remains 50 ns. Thus, at the same burst length, larger degradation in data

Table C.1 Key features of SDRAM family.

SDRAM family

SDR DDR DDR2 DDR3 DDR 4

Vdd (V) 3.3 2.5 1.8 1.5 1.2

Main Clock
(MHz)

66–133 100–200 200–400 400–600 600–800

Number of
I/O

4,8,16 4,8,16,32 4,8,16 8,16 4,8,16

Number of
Bank

2 4 4.8(>lGb) 8 8

Number of
Prefetch Bit

None 2 4 8 8

Burst
Length

1,2,4,8 page 2,4,8 4.8 4.8 4.8

Max
Bandwidth
(MB/s)

133–266 400–800 800–1600 1600–2400 2400–3200

Density 16 –256Mb 64Mb ~ 1Gb 256Mb ~ 2Gb lGb ~ 8Gb 4Gb ~ 32Gb
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throughput occurs at higher clock speeds. When the burst length becomes longer,
data rates improve. Figure C.6c shows a DDR3 8-bit burst operation, where the
averaged data rate is enhanced to twice of the 4-bit burst case, 320 MB/s. However,
it is still only 1/5 of the maximum capability, which means SDRAM shows much
poorer performance in random row accesses than page-based column accesses.
To make data rates close to the maximum at various accesses, SDRAM imple-

ments the multiple-bank structure. There are two purposes in this scheme. The
first one is to increase the chances of column accesses so that the chip can keep
the maximum data rates as long as possible. For example, as shown in
Figure C.7a, the chip activates two banks, B1 and B2, and if accesses stay on
any column of the selected two rows, it can continue seamless operations at the
maximum data rates by switching two banks, the bank-interleaved mode. Activat-
ing multiple banks increases page size from 2 K to 4 K bytes in two banks and 8 K
bytes in four banks to enlarge the probability of column accesses.
The other purpose of the bank structure is to improve random row access data

rates. For example, Figure C.7b shows DDR2 8-bit burst operations with four
banks, in which each asserted row is located in different banks. Activating such
four banks serially, 8-bit bursts appear consecutively without gap to realize the
maximum data rate, where R, C, and B1-B4 means RAS, CAS, bank1 – 4, respec-
tively. However, there are some other cases that cannot make seamless operations.
The first case is short burst length. Figure C.7c shows the same four-bank

RAS

RAS RASRASPre Pre

CAS0

CAS CAS

RAS RASRASPre Pre PreCAS CAS CAS

CAS1

tRC 60ns

tRC 50ns

CAS2 CAS3 CAS4 CAS5 CAS6 CAS7 CAS8 CAS9 CAS10 CAS11

(a)

(b)

(c)

DDR2, 200MHz, data rate = 800MB/s by consecutive column accesses with 4-bit burst

DDR2, 200MHz, average data rate for 4-bit = 800MB/s x 10/60 = 133MB/s

DDR3, 400MHz, average data rate for 8-bit burst = 1,600MB/s x 10/50 = 320MB/s

Data I/O

Data I/O

Data I/O

Figure C.6 SDRAM timing chart examples. (a) Column read access of DDR2. All column
addresses are on the same row and data appear on data I/Os without any gap. (b), (c) When an
access moves to a different row, the array has to be precharged. The seamless operation
stops, and the new burst appears one cycle time later. Thus, the averaged data rates drop
substantially.
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operations as (b), but the burst length is four. It cannot continue 4-bit burst after
the bank 4 access, and the data throughput decreases to 533MB/s, although it is
better than without bank shown in Figure C.6b, 133 MB/s. The second example is
DDR3 shown in Figure C.7d. It has eight banks and an 8-bit burst, but simultane-
ous bank activation is limited to four because of power reasons. Up to fourth bank
activation, RAS commands are asserted every 10 ns interval according to tRRD,
RAS-to-RAS delay time, but before activating the fifth bank, the chip has to restore
the first accessed bank, B1, in which a precharge is assumed at one clock after C B3
timing. The timing specification of tFAW, four active windows, is required to wait
for the completion of the bank 1 precharge. Thus, even with the 8-bit burst, there
appears a gap of one 8-bit burst lapsed time, and the data throughput becomes 4/5
of the maximum. The multiple bank structure improves the random row access
performance of SDRAMs, but it does not necessarily mean to always provide
the maximum data rates. The random row access capability, therefore, still
remains a weakness of SDRAM.

R
B1

(a) DDR2, 200MHz, 2 banks, 8-bit burst, average data rate=800MB/s 

(b) DDR2, 200MHz, 4 banks, 8-bit burst, average data rate=800MB/s 

(c) DDR2, 200MHz, 4 banks, 4-bit burst, average data rate=800 x 2/3=533MB/s

Data I/O

Data I/O

(d) DDR3, 400MHz, 8 banks, 8-bit burst, average data rate=1,600 x4/5=1,280MB/s

tRRD, 10ns tFAW, 50ns
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Figure C.7 Timing chart examples of multiple bank access modes. Seamless operations
with 8-bit burst, by 2-bank interleaved column accesses (a), and 4-bank random row
accesses (b). In the same DDR2, the 4-bit burst with four banks causes gap in data I/O (c).
DDR3 has eight banks, but simultaneous activation is limited to four. Thus, even 8-bit burst
results in 8-bit-burst long gaps between fourth and fifth burst. The averaged data rate
becomes 4/5 of the maximum (d).
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C.3 Random Row Access Performance Analysis

The page-based SDRAM architecture delivers the maximum data rates as far as
accesses stay on the selected row, or rows, in single or multiple-bank cases. How-
ever, random row accesses cause gaps in data I/Os for short burst length, 4-bit, or
limited number of banks, and the averaged data rates decrease substantially from
the maximum. As clock frequency increases, data throughput degradation
becomes worse. There is a fundamental principle behind those symptoms. Basi-
cally, if the time that an x-bit burst elapses is equal or longer than the chip cycle
time, tRC, all random row accesses become seamless, because the row access com-
pletes the precharge and becomes ready for the next row access before the ongoing
burst ends. In reality, however, even the 8-bit burst time, 20 ns – 5 ns in DDR2/
DDR3/DD4, is shorter than tRC, and random row accesses always result in
degraded data rates from the maximum. Thus, the time ratio between burst time
and cycle time is an important factor for random row access performance, and it is
defined as B/C ratio, BCR. The averaged data rate is calculated bymultiplying BCR
to the maximum.
Table C.2 shows the BCRs of various SDRAMs. In every DDR generation, the

clock frequency becomes twice, and burst time reduces to 1/2, but tRC improves
from 60 ns in DDR/DDR2 to 50 ns in DDR3/DDR4. Thus, BCR drops significantly,
resulting in a large reduction in data throughput. For example, the averaged data
rates of DDR4 is only 5% of themaximum in 4-bit burst, and 10% in even 8-bit burst
for random row accesses with single bank operations.

Table C.2 BCR and averaged data rates for random row access in single bank case.

Chip specification
Random row access average data rate

MB/s)

Max data
rate

Cycle
time

Burst
time (ns) BCR Single bank Multiple banks

Type
Clock
(MHz) (MB/s) (ns) 4-bit 8-bit 4-bit 8-bit

4-bit
burst

8-bit
burst

#of
Bank

4-bit
burst

8-bit
burst

SDR 100 200 80−120* 40 80 0.50 0.67 100 133 2 200 200

DDR 100 400 60 20 40 0.33 0.67 133 267 4 400 400

DDR2 200 800 60 10 20 0.17 0.33 133 267 4 533 800

DDR3 400 1,600 50 5 10 0.10 0.20 160 320 8** 640 1,280

DDR4 800 3,200 50 2.5 5 0.05 0.10 160 320 8** 640 1,280

Note: * SDR cycle tunes are 80ns and 120ns for 4-bit and 8-bit burst cases respectively.
**DDR3/DDR4 have 8 banks, but simultaneously activation is limited to 4 banks.
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Multiple banks improve random row access data rates. Activating each bank in
the tRRD interval, which is the same as the burst time, puts one set of x-bit burst in
the same tRC. Thus, in an n-bank chip, total burst time becomes n times of x-bit
burst, and BCR is enhanced to n times. When this calculation becomes equal to or
greater than one, operations become seamless accesses. Those are SDR, DDR in
both 4-bit and 8-bit burst, and DD2 with 8-bit burst cases, as shown in
Table C.2. For example, DDR2 8-bit burst has a BCR of (20 ns burst time)/
(60 ns tRC) times four banks, which is larger than one. This, in turn, means that
the cycle time of the same bank does not have to be 60 ns, but can be extended to
this BCR times 60 ns, which is 80 ns. This is the situation that Figure C.7b shows.
To keep the seamless operation to maintain the maximum data rate, 800 Mb/s,
bank 1 is activated for the second time 16 clocks later, 80 ns, from the first
activation.
However, DDR3 and DDR4 cannot make seamless operations because of the

small BCRs and limited simultaneous bank activation to four. Data rates shown
inmultiple banks column of Table C.2 are the highest possible numbers of random
row accesses, which are substantially lower than the maximum.
In summary, page-based column accesses of SDRAM can achieve the maximum

possible data rates, but its random row access performance is inferior to the col-
umn accesses. The degree of data throughput degradation depends on burst time,
cycle time, and number of banks. BCR and number of banks systematically show
the averaged data rates for random row accesses, and the principle is applicable to
any other high-bandwidth memory.

C.4 STT-MRAM Fundamentals

As understanding DRAM cell characteristics is important to design SDRAM high-
bandwidth memory chips, reviewing STT-MRAM fundamentals is imperative to
define chip architecture that has high-bandwidth performance similar to or better
than SDRAM.

C.4.1 Cell and Basic Operation

Figure C.8 illustrates STT-MRAM cell and basic read and write operations.
In (a), the configuration of an MTJ, a cell transistor, and a bit line pair, W1BL/

W0BL, is shown. During read, a small voltage less than 100mV is applied toW0BL
with respect to W1BL (b). To write 0, W0BL is connected to a bit line voltage sup-
ply, and W1BL is set at ground. Thus, electrons flow from the pinned layer to the
free layer to make the cell to P-state. The opposite connection makes write 1 to
switch the cell to AP state by the electron flow from the free layer to the pinned
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layer (c). Figure C.8d shows a timing chart or read and write. Before access, W0BL
and the reference bit line are tied to an intermediate voltage between Vdd and
ground. When a word line voltage, Vpp, rises, the cell transistor turns on.
A read signal of either 1 or 0 appears acrossW0BL and the reference bit line, which
generates the middle level of cell currents between data 1 and data 0. A sense
amplifier (not shown) detects the read signal as either data 1 or 0. After the read
and turning off the sense amplifier, a write pulse voltage is applied to W0BL or
W1BL depending on write 0 or 1, as shown in (c).
During both read and write accesses, DC currents flow in the cell. The only dif-

ference between read and write is the number of currents, much smaller read cur-
rents than those of write. Therefore, STT-MRAM operating schemes are quite
different from DRAM. Relatively large DC pulse currents are required to write
STT-MRAM cells, while DRAM needs displacement currents to store the data into
the cell capacitors. The read signal by DC current is robust, having better immu-
nity to noise compared to floating node voltages of DRAM. The most important
fact is that STT-MRAM is a nondestructive read. One selected word line turns
on many cell transistors connected to both selected and unselected bit lines. Since
STT-MRAM cell stores data as MTJ resistances, RP and RAP, through magnetizing
directions of the free layer, those cells on selected and unselected bit lines do not
lose stored data. Thus, unlike DRAM, it is not necessary to have the sense amplifier
and its write-back mechanism on each bit line pair. Or it rather has to say that in

(a)
Cell and bit line pair 

(d)
Read and write timing chart

Vpp
Reference signal Write bit line voltage

W0 W1
GND

Write access

Read 1  signal

Read 0 signal

Read access

(b)
Read scheme

Read voltage
Ground

Write 0 Write
voltage

Write 1

(c)
Write scheme

W0BL

Free layer

MTJ

Pinned layer

Cell transistor

MgO

Vpp

W1BL

Figure C.8 (a) Configuration of an MTJ, a cell transistor, and bit lines. (b) Read access wiring
connections. (c) Cell to bit line pair connections for write 0 and 1. (d) Read and write
timing chart.
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the first place, the STT-MRAM sensing scheme cannot have such a sense amplifier
in each bit line pair. The sensing bit line draws DC currents, and the bit line pair
during sensing is not true and complement bit lines like DRAM, but lines to apply
a read bias voltage, as shown in Figure C.8b. The pair is necessary to write data into
the cell, as Figure C.8c shows. The sense amplifier compares the cell current,
which flows from W0BL to W1BL, and the reference current, which is shared
bymany bit lines and located far away from the bit line under the read access. This
is possible due to the robust DC current sensing, and the sense amplifier generally
consists of current-mirror circuits, which cannot fit the tight bit line pitch. Thus,
one sense amplifier is also shared by many bit lines through bit switches. Nonde-
structive read of STT-MRAMand no necessity of sense amplifier at each bit line are
good features. However, unlike DRAM, this means it is impossible to have page-
based many latched read data.

C.4.2 On-Chip Error-Correcting Code (ECC)

Memory products have to meet the stringent reliability requirements that custo-
mers demand. One hundred FITs are typical criteria. Converting FIT into bit error
rate (BER) gives clear views of how it is severe. FIT is a failed product count in one
billion device hours, typically during 1000 operating hours of onemillion chips. For
a 1 Gb-chip chip case, DDR4 data rate is 3.2 GB/s, 25.6 Mb/s. During 1000 hours,
there are 25.6 Gb/s × 3.6 × 106s = about 1017 cell accesses per chip, and there are
one million chips for FIT calculation. Thus, one billion device hours are equal to
1017 × 106 = 1023 cell accesses, and having 100 FITs means 100/1023 = 10−21 BER,
because one cell error is counted as one product failure. To satisfy the typical prod-
uct failure rate of 100 FITs, BER needs to be about 10−21 in 1 Gb chips.
Regarding BER, STT-MRAM faces a difficult situation compared to the customer

requirements. Its cell has magnetics-unique characteristics no other memory cell
possesses. As Chapter 7 shows the detailed description of the stochastic write prop-
erties, there is a finite probability that write access with sufficiently large current
density cannot switch the cell state, a write error rate (WER). Yet, there is a finite
probability that read access with small current density flips the cell state, a read
disturb rate (RDR). Furthermore, there is a finite probability that cell data changes
even during no operation at all, a data retention error rate (RER). These are not
due to defective cells nor due to variations of write condition. Pick up a perfectly
healthy cell, and write 1 and 0 alternately at the exact same condition for a million
to a billion times, write fails a few times. All cells are alike, but there are variations
in cell parameters naturally. Thus, chip-level BER is even worse than cell-level.
WER, RDR, and RER are all BERs, and it is impossible to meet such tight BER
requirements of other memory products, 10−21. For example, suppose the cell is
designed to have RDR and RER of 10−21, yet to have the same 10−21 for WER,
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the write current density must be enormously high. In realistic designs, STT-
MRAM BERs are in a range of ppm – ppb (10−6~10−9).
To satisfy the typical reliability requirements of memory products, high-

performance on-chip error-correcting code (ECC) is an absolute necessity for
STT-MRAM. ECC makes the product failure rate to about 100FITs, even though
BER of STT-MRAM is so high as 10−6~10−9. Figure C.9 shows an example of the
relationship between product failure rate and BER regarding two ECC architec-
tures [4]. Since 1012 random trials are about 109 device hours, the 100pdm line
is identical to 100 FITs. To meet the product reliability of 100 FITs, BERs of all
errors are less than about 10−7 using such a powerful on-chip ECC, three-error
correction with 128 data bits per codeword.
The consequent meaning of having on-chip ECC is that every access of the chip

has to read/write many cells simultaneously internally, although the chip has only
16 I/Os. The number of simultaneous activating bits is determined to compromise
ECC performance and area overhead by check bits, but data bits of the codeword
are in a range of 64–512. The other outcome of the on-chip ECC is to have write
access after read.When a read access has an error, it is corrected by ECC before the
data appear on I/Os, but the cell itself keeps the original wrong data. Such error
remains until the cell is written, but there are many more reads than writes gen-
erally. To avoid such error accumulation, if error occurs in reading, the cell gets a
corrective write. Thus, read access allocates a write timing spot after read. This
access mode, read followed by write, is also useful to save write currents. In write
access, the chip reads the date first and compares it with the ECC-encoded write
data and then writes only cells that need to be altered. Therefore, generally, STT-
MRAM has a single access mode, read first and write, for both read and write
operations.
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Figure C.9 Product failure rate and BER regarding two ECC architectures [4].
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C.4.3 High-Bandwidth Resource

STT-MRAM needs to activate many cells simultaneously because of ECC code-
words, but it cannot fire so many sense amplifiers as 16 K of SDRAM at a time.
Such data in a large number of latched sense amplifiers are the significant resource
of high bandwidth capability of SDRAM. In STT-MRAM, nondestructive read and
no necessity of sense amplifier in each bit line are advantages in terms of circuit
area and access power. However, at the same time, it means that the page-based
column access mode for high-bandwidth designs is not available for STT-MRAM.
Because of differences in the nature of cells, page-like access modes are incompat-
ible to the STT-MRAM array.
On the other hand, STT-MRAM has some advantages compared to SDRAM.

Because of no leak current constraints, it can choose logic process technologies
for CMOS, where transistors are much faster than DRAM process technologies,
two to three generations ahead at the same design rule. Recent progress in write
speed is remarkable; a write pulse width well shorter than 10 ns is reported [5].
Selecting MTJ resistance by using lower resistance-area product, Ra, allows faster
read speeds. Because of the nondestructive read, there is no need of the restore
operation. Those suggest that STT-MRAM possess a fast-random access capability.
SDRAM has high-bandwidth resource by the many data latched in sense ampli-
fiers to realize the maximum data rates through the page-based column accesses,
and this is a significant strength. However, its weakness is the much inferior ran-
dom row access capability. Quite contrary to SDRAM, many data in the latched
sense amplifiers are not available to STT-MRAM, and its high-bandwidth design
resource is the better random row access capability relying on fast cycle time rather
than the page-based column accesses.

C.5 STT-MRAM High-Bandwidth Architecture and
Performance

Because of the inherent differences in cell characteristics and sensing schemes
between SDRAM and STT-MRAM, each has its own strategic focus points for
high-bandwidth designs. Exploiting and enhancing the random row access capa-
bility is the way to pursue for STT-MRAM. It means to make BCR large, close to
one; namely, reducing cycle time is themost important task. Besides the advantage
of using fast logic CMOS transistors, there are some circuit methods to reduce cycle
time. A full-bit prefetch is the old circuit technique used in the first generation of
16Mb SDRAM SDR to reduce cycle time [6]. Figure C.10 demonstrates its
operation.
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In a conventional pipeline SDRAM SDR, the burst mode transfers each column
data from latched sense amplifiers by each clock after CAS. Since the array has to
wait to start restore until the last burst data leaves it, the possible precharge timing
is at one clock before the last burst data, as shown in Figure C.10a. Thus, tRAS,
RAS-to-precharge timing, is 60 ns, the chip needs 20 ns to restore, and tRC, cycle
time, becomes 80 ns for the 4-bit burst case resulting in BCR = 0.5, and the aver-
aged data rate is half of the maximum. On the other hand, the full-bit prefetch
scheme shown in (b) transfers full 4-bit burst data to small latches outside of
the array as soon as sense amplifiers are activated. It allows the array to begin pre-
charge as early as slightly after CAS, which results in 20 ns tRAS, and after 20 ns of
tRP, the array becomes ready for a next row access. Cycle time, therefore, is shor-
tened to 40 ns, which is the same as the burst time, resulting in BCR = 1 to make
the seamless accesses.
Figure C.11 illustrates the other circuit arrangement, an array-locking system, to

shorten cycle time further. In a read access, after a row access begins, when the
address is decoded to select a word line, the array is locked to isolate from the
address circuit and keeps the selected word line activated by a precoder or a
decoder circuit step. After sense amplifiers are fired, the full-bit prefetch circuit
transfers all burst data to latches outside of the array, an ECC-corrected bit writing
proceeds, while burst data appear at I/Os. Because the array is locked and isolated
from the peripheral circuits, the next address can be inserted without waiting for
the write completion. As soon as the write operation ends, the chip releases the
lock, and the array accepts the new address to activate the next word line. In a

(a) Conventional pipeline scheme

Clock
Command

Data I/O

RAS Pre RAS CAS PreCAS

(b) Full-bit prefetch scheme Auto-precharge starts internally

Clock
Command

Data I/O

RAS CAS RAS CAS RAS CAS RAS

tRAS
tRC

tRAS
tRC

Large gap due to small BCR=0.5, 40ns/80ns

Seamless random row accesses by BCR=1, 40ns/40ns

Figure C.10 (a) Conventional pipeline SDRAM SDR operatingmechanism. The memory array
has to be activated until the last burst data leaves it to result in a long cycle time, 80 ns. (b) The
full-bit prefetch scheme transfers all burst data right after the sense amplifiers are activated,
whichmakes the array to precharge slightly after CAS. Thus, cycle time can be shorter, 40 ns, to
make the BCR one resulting in the seamless operation for random row accesses.
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write operation, the chip reads the data first. In parallel to this, burst write data are
asserted, and when burst write inputs end, the read data are compared with the
ECC-encoded write data. The full-bit prefetch write stores all burst data simulta-
neously to cells, although actual bits to be written are limited to those that are dif-
ferent from the read bits.
Using the full-bit prefetch scheme and the array-locking system, the array and

the peripheral circuits such as address and data path can run in parallel without
waiting for each task’s completion. This makes the chip operate at the shortest pos-
sible cycle time, simply only reading and writing portions of the array. Namely, the
chip cycle time can be shortened to the array cycle time, which is the theoretically
minimum.
With the minimum possible cycle time, it is ready to consider the high-bandwidth

STT-MRAMchip based on the better random row access capability. The architecture
implements the full 8-bit prefetch, in which the chip transfers 128 data bits to small
latches from the sense amplifiers at a time for reads, and stores 128 data into cells
simultaneously for writes in the 16-I/O configuration. The total 128 bits are just
about good size for data bits of the ECC codeword. There are some options for select-
ing ECC circuits, two- or three-error correction per 128 data, or two sets ECC for
upper and lower bytes, each has 64 data bits for the codewords.
The most important parameters are read and write times. For recent STT-

MRAM technologies, 10 ns for both read and write times including ECC decod-
ing/encoding are reasonable. Setting the minimum cycle time at 20 ns,
Table C.3 lists possible high-bandwidth product lines, and Figure C.12 shows their
timing charts. It covers a wide range of performance grades, from DDR to DDR4,
depending on the sorting of cycle time speeds and the clock frequencies. All cases
assume 8-bit burst operations. In a low-speed DDR class, 100–200MHz, the cycle
time of each speed sort is the same as burst time, 8 times 1-bit data time; thus, BCR
is 1, and all random accesses become seamless without any bank. Since the clock
speed doubles from DDR to DDR2, and from DDR2 to DDR3–4, BCR drops to 0.5

Read operation
Write operation

Read

tRC

Write WriteRead

8-bit prefetch read

8-bit burst read on DQ 8-bit burst write on DQ

8-bit prefetch write
Next access can start here

AddressAddress

Array operation

Peripheral operation

Access begins

Shortened tRC

Actual tRC

Figure C.11 The locking array configuration to shorten cycle time to the theoretical
minimum length as array cycle time.
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and 0.25, respectively; thus, DDR2 and DDR3–4 need two and four banks, respec-
tively, to make seamless operations.
In the STT-MRAM high-bandwidth designs, there is no fast column access

mode, because it is not compatible to the page-based architecture. However, to
have the seamless data I/O operations, the DDR2-DDR4 chips use the bank-
interleaved modes, as shown in later parts of Figure C.12. This achieves the same
maximum data rates SDRAM delivers by page-based column accesses. Besides the
same maximum data rate capability, STT-MRAM has better random row access
performance than SDRAM because of the faster cycle times.
The data rates of the DDR class always stay at the maximum levels for any ran-

dom row address regardless of the clock frequency, from 100 to 200MHz. There is
no need for a bank. The BCR of the DDR2 class with 200–400MHz clock speeds is

Table C.3 STT-MRAM high-bandwidth chip offering depending on sorting of cycle time speeds and
the clock frequencies.

Category Speed sort, tRC (ns) 40 36 30 24 20

DDR class 1-bit data time (ns) 5.0 4.5 3.75 3.0 2.5

BCR = 1
(8-bit burst)

Clock (MHz) 100 111 133 167 200

No bank
necessary

Clock for data (MHz) 200 222 267 333 400

Always seamless Data rate (MB/s)
for xl6

400 444 533 667 800

DDR2 class 1-bit data time (ns) 2.5 2.25 1.875 1.5 1.25

BCR = 0.5
(8-bit burst)

Clock (MHz) 200 222 267 333 400

Seamless by
2 banks

Clock for
data (MHz)

400 444 533 667 800

Data rate (MB/s)
for xl6

800 889 1,067 1,333 1,600

DDR3-4 class 1-bit data time (ns) 1.25 1.125 0.9375 0.75 0.625

BCR = 0.25
(8-bit burst)

Clock (MHz) 400 444 533 667 800

Seamless by
4 banks

Clock for
data (MHz)

800 889 1,067 1,333 1,600

Data rate (MB/s)
for xl6

1,600 1,778 2,133 2,667 3,200
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0.5, and the averaged data rate of random row accesses becomes 1/2 of the max-
imum, 400MB/s at 200MHz. With two banks, it can make seamless operations to
have themaximum data rate, 800 MB/s. Both DDR3 andDDR4 classes have 0.25 in
the BCR, and the averaged data rates for random row accesses are 1/4 of the max-
imum. To have seamless operations, the number of banks has to be increased to
four. Unlike SDRAM DDR3 and DDR4, they do not need eight banks because of
the short cycle time. The timing charts of DDR, DDR2, and DDR3 classes shown in
Figure C.12 are based on a 40 ns cycle time. In speed sorting of each class, since the
cycle time and the clock frequency change at the same rate, the timing relations
between the clock and the burst data remain the same. For example, in a 20 ns
cycle time case, just tRC has to be labeled to 20 ns instead of 40 ns of
Figure C.12a–c. Thus, the BCRs of each class are the same for all speed sorts from
40 ns to 20 ns cycle times, as shown in Table C.3.

C.6 Competitiveness Analysis

Data rates: Table C.4 lists the data rate comparison between JEDEC SDRAM and
STT-MRAM high-bandwidth design. Since both architectures can deliver the max-
imum data rate in different ways, page-based column accesses in SDRAM and

(a) DDR class,100mHz, 400MB/s without bank, always seamless

(b) DDR2 class, 200MHz, 400MB/s in single bank, 800MB/s by 2-bank interleave

(c) DDR3 class, 400MHz, 400MB/s in single bank, 1,600MB/s by 4-bank interleave

(d) DDR4 class, 800MHz, 800MB/s in single bank, 3,200MB/s by 4-bank interleave

Data I/O

Data I/O

Data I/O

Data I/O

Adr 1

Adr B11

40ns tRC

Adr 2

Adr B12

Adr 3

Adr B21 Adr B13 Adr B22

Adr B11

Adr B11

20ns tRC

Adr B12
Adr B21

Adr B31
Adr B41

Adr B13
Adr B22

Adr B32
Adr B42

Adr B14
Adr B23

Adr B33
Adr B43

Adr B15
Adr B24

Adr B34
Adr B44

Adr B16
Adr B25

Adr B35
Adr B55

Adr B17
Adr B26

Adr B36

Adr B12 Adr B21 Adr B41 Adr B12 Adr B22Adr B31 Adr B32 Adr B42 Adr B13

Adr B14

Figure C.12 STT-MRAM high-bandwidth chip timing charts.
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multiple bank-interleaved mode by STT-MRAM, the table shows differences in
random row access performance. The worst-case happens when continuous
accesses come on different rows in the same bank, in which data rates are listed
in column marked as “1-bank.” SDRAM always has inferior data throughput than
STT-MRAM because of the small BCR. In each category, data rates stay constant,
with no improvement at higher clock speeds. Even with DDR4 800MHz, the data
rate is very low, only 320Mb/s, which is 10% of the maximum.
On the other hand, because BCR is 1 in the STT-MRAM DDR class, it always

delivers the maximum data rates. Even 100MHz operation has a better data
throughput, 4000Mb/s, than 320MB/s of JEDEC DDR4 at 800MHz. However,
in DDR2 to DDR4 classes of STT-MRAM, data rates of random row accesses in
the single bank remain the same as the DDR class. With multiple banks, data rates
become better in both JEDEC SDRAM and STT-MRAM cases, which are listed in
the columnmarked by “mul-bank.”However, improvements of JEDEC SDRAM is

Table C.4 Random row access data rate comparison between SDRAM and STT MRAM high-
bandwidth design.

Category

Random row access performance

JEDEC DDRx STT MRAM

Clock
8-bit
burst

Maxi-um
data rate #of

Data rate (MB/s)
#of

Data rate (MB/s)

(MHz)
time
(ns) (Mb/s)

tRC
(ns) bank BCR

1-
bank

Mul-
bank

tRC
(ns) bank BCR

1-
bank

Mul-
bank

100 40 400 0.67 267 400 40 400 NA

133 30 533 0.50 267 533 30 533 NA

DDR 200 20 800 60 2 0.33 267 533 20 0 1.0 800 NA

200 20 800 0.33 267 800 40 400 800

267 15 1,067 0.25 267 1,067 30 534 1,067

DDR2 400 10 1,600 60 4 0.17 267 1,067 20 2 0.5 800 1,600

400 10 1,600 0.20 320 1,280 40 400 1,600

DDR3 533 7.5 2,133 50 8* 0.15 320 1,280 30 4 0.25 533 2,133

533 7.5 2,133 0.15 320 1,280 30 533 2,133

DDR4 800 5 3,200 50 8* 0.10 320 1,280 20 4 0.25 800 3,200

Note 8*: there are 8 banks, but only 4 banks are allowed to activate simultaneously.
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much smaller than STT-MRAM, which always achieves the maximum data rates
using two-four banks. In JEDECDDR3 and DDR4, data rates never reach the max-
imum, 8−40% of it, because only four banks are allowed to activate simultaneously
even though the chips have eight banks. Overall, STT-MRAM high-bandwidth
design has significantly better performance than JEDEC SDRAM.
Active currents: To estimate active currents, STT-MRAM has to assume a cer-

tainMTJ design. Table C.1 of Appendix B lists various MTJ designs, and using a 40
nm MTJ seems to be the optimum selection, small switching current yet not too
high in read disturb rate. However, the table is based on a rather slow read speed,
and for 10 ns read with ECC decoding, it had better assume a 7 ns signal develop-
ment time. To meet this, Rp and RAp are designed to 1.7 KΩ and 4.0 KΩ, respec-
tively. In this case, the switching current with 0.01 ppm WER is slightly higher,
200 μA, for the 40 nm MTJ. For full 8-bit prefetch, the chip has to activate about
160 bits simultaneously, which are 128 data bit and ECC check bits. At a 20 ns
cycle time and a 10 ns write pulse width, the averaged write current is 16 mA. Dur-
ing the 4-bank interleaved operations of DDR4, the total write-cell current
becomes 64mA. STT-MRAM has to use the bank-interleaved mode instead of
the page-based column access mode of SDRAM. Because of the smaller number
of simultaneous activating cells, the total bank-interleaved active current, which
is 64 mA plus others due to peripheral circuits, may not be a serious concern.
Timing specification: Because there are differences in cell characteristics and

chip architectures, STT-MRAM is not package-pin compatible with JEDEC
SDRAM. Unlike SDRAM, there is no reason for the column address to wait after
tRCD from a row address. STT-MRAM can insert all addresses instantaneously,
and an SRAM-like nonmultiplexed addressing scheme is rather preferable to save
time for avoiding the two-step address insertion. Although address pin count
increases, the memory controller becomes simpler, because tRC and tRRD are
the only timings to be controlled. Table C.5 shows a timing specification of JEDEC
SDRAM and STT-MRAM for DDR3 and DDR4. Because of the nonmultiplexed
address scheme, tRCD and tAA are not applicable for SATT MRAM. It also does
not need the restore operation due to nondestructive read; thus, tRAS and tRP are
not necessary to specify. For SDRAM, tFAW is required to limit the simultaneous
activations to four banks out of eight, but STT-MRAMhas only four banks tomake
seamless I/O operations in DDR3 and DDR4; thus, it is also not necessary.

C.7 Summary

Because of the destructive read, SDRAM has to have sense amplifiers in each bit
line pair to latch the read data and write them back to the cells. In a typical 8-bank
1Gb chip, a single row access needs to fire 16 K sense amplifiers at a time. This is a
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significant disadvantage because of large currents and slow row access speed.
However, SDRAM turns this disadvantage into the resource for page-based
high-bandwidth operations. Since there are so many data in sense amplifiers,
applying column address with the burst mode enables chip I/Os to process
read/write data at high-speed clocks. All SDRAM evolution from 100MB/s SDR
to 3.2GB/s DDR4 rely on this single concept, page-based many data in latched
sense amplifiers. As far as access goes on the same row, data I/Os keep the seam-
less operations. However, when an address changes to a different row, the chip has
to go through precharge and another row activation, which takes rather long cycle
time, tRC, and the seamless operation halts resulting in lower data throughput.
Implementing multiple banks recovers data rates, but its improvement is small.
Thus, random row access performance remains the weak point of SDRAM,
because of the small BCR, burst time to cycle time, ratio.
STT-MRAM is nondestructive read; thus, it does not need a sense amplifier at

each bit line. Or it cannot have such a configuration in the first place because
of the DC current sensing scheme. Sense amplifiers, which consist of current mir-
ror circuits, are shared by many bit lines. This means page-based fast column
accesses are not available as the high-bandwidth resource for STT-MRAM. On
the other hand, the nondestructive read does not need the restore operation, so
no tRP is necessary. DC current sensing has robust signals with fast read time.
Write pulse width less than 10 ns is now common. STT-MRAM can use fast tran-
sistors of logic CMOS technologies because of no leak current constraint. All those
facts imply that infrastructures for better random row access performance are

Table C.5 Timing specification of JEDEC SDRAM and STT-MRAM for DDR3 and DDR4.

DDR3, DDR4 common timing specification

Parameter Symbol JEDEC STT-MRAM

Active to read or write delay tRCD 14 NA

First read data from column tAA 14 NA

Active to first read data 28 24

Precliard command period tRP 14 NA

Active to active command period, cycle time tRC 49 20–40
Active to precharge command period tRAS 35 NA

ACT to ACT command period, different banks tRRD 5–10 5–10
Four active window tFAW 25–50 NA

Unit : ns
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available. Thus, the fast row access capability is the resource for high-bandwidth
designs of STT-MRAM. The focused task is to make BCR large, close to one,
namely, to shorten cycle time. The full-bit prefetch architecture and the array-
locking system isolate the memory array operations from all peripheral circuit
actions, and cycle time can be shortened to the theoretical minimum array cycle
time, which includes only the read and write portions of array operation. Setting
this minimum cycle time to 20 ns and relaxing it to 40 ns by speed sort, STT-
MRAM high-bandwidth designs offer the wide variety of product lines from
200Mb/s SDR class to 3.2Gb/s DDR4 class. The bank-interleaved mode delivers
the same maximum data rates as SDRAM column accesses. STT-MRAM has sub-
stantially better random row access performances than SDRAM in all classes.
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