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Preface

Nondestructive testing (NDT) of materials and products is of great interest in a variety
of modern engineering applications. Nowadays, the expectancy in performance of new
devices is increasing. NDT in general enables the initial inspection of test samples
to confirm the structural integrity of safety-relevant components without causing
damage. In this sense, it provides quality control while being cost effective in the
same way. The presence of NDT is hard to perceive in everyday life. However, NDT
provides ground to identify and prevent failure of socially relevant parts of our life
such as airplanes, railroads, and power plants. It is therefore essential to maintain a
uniform quality level to avoid accidents and to ensure safety of human life. Besides
that, it allows in service monitoring of test pieces before assembling. It also plays a
major role in the framework of process control to prevent undesirable and dangerous
operation of systems. Combining all this, manufacturers and other users are interested
to apply methods, which are reliable and accurate while being cost effective.

The present book focuses on electromagnetic NDT methods and more specifically
on motion-induced eddy current testing and evaluation (MIECTE). Traditional eddy
current testing (ECT) methods make use of time-dependent magnetic fields to induce
eddy currents in the object under test. Those are altered in the presence of physical
irregularities such as flaws, cracks, or inclusions. In ECT, the variations are detected
by measuring the magnetic flux through a pickup coil produced by the disturbed eddy
currents in the specimen. In contrast to traditional eddy current methods, MIECTE
makes use of relative motion between the object under test and a permanent magnet to
induce eddy currents. The induced eddy currents interact with the applied magnetic
field and result in a Lorentz force. Considering Newton’s third law, this force acts on
both, the specimen and the magnet itself, where it is measured. This quantity is used
to evaluate the integrity of the structure under test.

It is the intent of this book to introduce the technology of MIECTE to those
who are interested in this rather new approach of the conventionally applied ECT
methods. There are several excellent reference books on various methods that can
provide additionally more in-depth information, if desired. Thus, MIECTE differs
from traditional ECT methods in the way how the eddy currents are induced and how
signals are evaluated.

One may wonder why the title of this book contains (additionally) the word
“evaluation”. There can be found several definitions in the literature but most of
them do not really apply. “Evaluate”, has a definition that seems to be more fitting
for the intent of this book: in our opinion, “evaluation” is indicating much more
than “testing” because the aim is not only the detection of a defect or a conductivity
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anomaly. Finally, the goal is the identification of the defect/anomaly including the
position and the depth, the shape, its characteristics, and perhaps the reconstruction
of the defect from the measured signals. Thus, it seems to be reasonable why this
book has been entitled with “MIECTE”.

Beside the increasing use of plastics, most of materials being used in modern
lightweight constructions are electrically conductive. Whether carbon-fiber rein-
forced structural components or fiber-metal laminates, like in modern aircrafts, these
materials are often investigated using electromagnetic testing methods. In many appli-
cations, manufacturing errors and material aging occur at the surface of components
which are important for operation. Therefore, the use of surface testing methods,
such as conventional ECT, is an indispensable tool for the evaluation of structural
integrity. However, in many cases, the volumetric examination is indispensable to
identify material failure, often derived from an existing defect, at an early stage.

The Lorentz force eddy current testing (LET) method, a rather new MIECTE
method, was invented to complement established methods by overcoming the well-
known detection limitations for subsurface defects. In fact, the MIECTE method
was originally proposed by Hartmut Brauer and Marek Ziolkowski in 2008. Decent
advantages are lying in the application of stationary magnetic fields, which poten-
tially allow the detection of defects lying deep inside the object under test. The
working principle of LET permits the inspection of moving parts as it can fre-
quently be found in industrial settings. The fabrication process of aluminium for
example takes place at velocities of up to 20-30 m/s. Even higher velocities can be
observed in wire drawing processes where speeds in the range of 40-60 m/s are appli-
cable. This necessitates a NDT method like LET which is capable to test moving
objects.

In the past more than 10-12 years, the authors have been conducting basic
research, by means of a considerable funding from the German Research Foundation.
This support ensures the continuous improvement of the related technologies in the-
ory and academic practice, i.e. it allowed to perform basic research and experimental
studies in university labs only. Consequently, much of the content of this book comes
from the doctoral and master’s theses guided by the authors. These former doctoral
students include Robert P. Uhlig, Mladen Zec, Bojana Petkovic, Matthias Carlstedt,
Konstantin Weise, Judith Mengelkamp, Jan Marc Otterbach, Reinhard Schmidt, and
others. The authors thank all those people sincerely.

Furthermore, the authors particularly acknowledge for the support by the Ger-
man Research Foundation (DFG) with grants in the Research Training Group GRK
1567 “Lorentz Force,” by the Federal Ministry of Economics (BMWi) of Ger-
many with grant ZIM 16KN020332 “FiVe-Net - LETRA,” and by the German
Federal Ministry of Education and Research (BMBF) with grant VIP 03V0590
“LOFOTEST”.

This book also relates the research results to the relevant counterparts in the field
of ECT. With the growing demands for NDT, research in electromagnetic NDT is
drawing again more attention to both theoretical aspects and industrial applications
more intensively. The few practical applications, presented and briefly illustrated in
Chapter 6, should indicate that there is a high potential for industrial applications.
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The authors hope that this book will not only provide references for the research
and development staff or for students and teachers at universities, but can also be of
interest for engineers or technicians, which would like to solve problems of NDT and
evaluation in industrial environment. We highly appreciate your feedback.

Hartmut Brauer
Ilmenau, February 2018



This page intentionally left blank



Chapter 1

Introduction

Hartmut Brauer!

What is Nondestructive Testing (NDT)?

NDT is a wide group of analysis techniques used in science and industry to evaluate
the properties of a material, component or system without causing damage. Because
NDT does not permanently alter the article being inspected, it is a highly valuable
technique that can save both money and time in product evaluation, troubleshooting,
and research.

The field of NDT is a very broad, interdisciplinary field that plays a critical role
in assuring that structural components and systems perform their function in a reliable
and cost-effective fashion. NDT technicians and engineers define and implement tests
that locate and characterize material conditions and flaws that might otherwise cause
planes to crash, reactors to fail, trains to derail, pipelines to burst, and a variety of less
visible, but equally troubling events. These tests are performed in a manner that does
not affect the future usefulness of the object or material. In other words, NDT allows
parts and material to be inspected and measured without damaging them. Because
it allows inspection without interfering with a product’s final use, NDT provides an
excellent balance between quality control and cost-effectiveness. In general, NDT
includes their application to the industrial inspection. The technologies that are used
in NDT, are very similar to those used in the medical industry, but nonliving objects
are the subjects of the inspections.

NDT methods are all those evaluation methods by which the integrity of different
components or assembled pieces of equipment is being examined nondestructively.
The examination can be performed directly after manufacturing, during acceptance
testing or on-line as a tool for preventive maintenance as well as for the location of
damages, the analysis and the aftercare of damages. The diagnostic methods utilize
physical phenomena to monitor the health of materials or devices and to make prog-
nosis of the future use. This is more-and-more often done online without interrupting
the industrial process.

The subject of NDT has no clearly defined boundaries; it ranges from simple
techniques such as visual inspection of surfaces, through the well-established methods

! Advanced Electromagnetics Group, Technische Universitit [lmenau, Germany
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of radiography, ultrasonic testing (UT), magnetic particle crack detection, to new
and very specialized methods such as the measurement of Barkhausen noise. NDT
methods can be adapted to automated production processes as well as to the inspection
of localized problem areas.

e NDT is the process of inspecting, testing, or evaluating materials; components or
assemblies for discontinuities; or differences in characteristics without destroying
the serviceability of the part or system. In other words, when the inspection or
test is completed the part can still be used.

e NDT is the application of measurement techniques in order to identify damage
and irregularities in materials. NDT often provides the only method of obtaining
information about the current “health” of the examined object.

e NDT is a measurement of a physical property or effect from which the presence
of damage or irregularity can be inferred. It is not a measurement of an absolute
parameter such as temperature or pressure. The distinction between what would
be considered changes in material properties and what would be considered a
defect is not distinct. This can lead to NDT missing defects and also producing
false calls, i.e. a defect is reported when in fact the signal is not produced by a
defect. Also, NDT is applied to a greater or lesser extent by human operators who
introduce human error and subjectivity into the process.

e NDT is the branch of engineering concerned with all methods of detecting and
evaluating flaws in materials. Flaws can affect the serviceability of the material
or structure, so NDT is important in guaranteeing safe operation as well as in
quality control and assessing plant life. The flaws may be cracks or inclusions in
welds and castings, or variations in structural properties which can lead to loss of
strength or failure in service.

e NDT is commonly used in forensic engineering, mechanical engineering,
petroleum engineering, electrical engineering, civil engineering, systems engi-
neering, aeronautical engineering, medicine, and art. Innovations in the field
of NDT have had a profound impact on medical imaging, including on
echocardiography, medical ultrasonography, and digital radiography.

e NDT is never 100% effective at detecting defects of concern. Like all mea-
surements, defect positioning and sizing measurements with NDT techniques
are subject to errors. As these techniques are often a combination of separate
measurements, these errors can be significant.

If done well, NDT can provide useful information to assist in the management
of plant safety. If inappropriate NDT is applied or NDT is not applied correctly, then
the results are likely to give a false impression of the integrity and safety of the plant.
In contrast to NDT, other tests are destructive in nature and hence they are applied to
a limited number of samples, rather than on the materials, components, or assemblies
actually being put into service. These destructive tests are often used to determine
the physical properties of materials such as impact resistance, ductility, yield and
ultimate tensile strength, fracture toughness, and fatigue strength, but discontinuities
and differences in material characteristics are more effectively found by NDT.
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NDT is a little-known, yet crucial industry. NDT quite simply is the backbone of
the industrial society. NDT keeps the technology running smoothly, and the transporta-
tion running safely. Today modern nondestructive tests are used in manufacturing,
fabrication and in-service inspections to ensure product integrity and reliability, to
control manufacturing processes, lower production costs, and to maintain a uniform
quality level. During construction, NDT is used to ensure the quality of materials
and joining processes during the fabrication and erection phases, and in-service NDT
inspections are used to ensure that the products in use continue to have the integrity
necessary to ensure their usefulness and the safety of the public. It is also used for
measurement of components and spacing and for the measurement of physical prop-
erties such as hardness and internal stress. The essential feature of NDT is that the test
process itself produces no deleterious effects on the material or structure under test.

Today the increased competition in industry and the expectation of shorter return-
of-invest periods for complex and expensive machinery, as well as occupational safety,
health and environmental requirements, presuppose a high availability of the produc-
tion machinery and a high and stable quality of the products. These goals are met
only if the machinery is kept in proper working condition by utilizing a functioning
maintenance philosophy and the right machine diagnostic methods for preventing
machinery breakdowns and loss of profit.

What is Nondestructive Evaluation (NDE)?

A wide variety of test schemes exist, some destructive and some nondestructive.
Strictly speaking NDT has no clearly defined boundaries. Usually, NDT is the devel-
opment and application of technical methods to examine material of components in
ways that do not impair future usefulness and serviceability in order to detect, locate,
measure and evaluate discontinuities, and other imperfections; to assess integrity,
properties, and composition; and to measure geometrical and physical characteristics.
The terms NDT and nondestructive inspection (NDI) are taken to be interchangeable.

Along with further development and sophistication of NDT methods together with
larger diversity of the techniques a rather new term came into use, the nondestructive
evaluation (NDE). NDE comprises many terms used to describe various activities
within the field. Some of these terms are NDT, NDI, and nondestructive examination
(which is often called NDE as well, but should probably be called NDEx). These
activities include testing, inspection, and examination, which are similar in that they
primarily involve looking at (or through) or measuring something about an object to
determine some characteristic of the object or to determine whether the object contains
irregularities, discontinuities, or flaws. Consequently, nondestructive evaluation is a
term that is often used interchangeably with NDT. However, technically, NDE is
used to describe measurements that are more quantitative in nature. For example, an
NDE method would not only locate a defect, but it would also be used to measure
something about that defect such as its size, shape, and orientation. NDE may be used
to determine material properties, such as fracture toughness, formability, and other
physical characteristics [1,2].
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The terms irregularity, discontinuity, and flaw can be used interchangeably to
mean something that is questionable in the part or assembly, but specifications, codes,
and local usage can result in different definitions for these terms. Because these terms
all describe what is being sought through testing, inspection, or examination, the term
NDE has come to include all the activities of NDT, NDI, and NDEx used to find, locate,
size, or determine something about the object or flaws and allow the investigator to
decide whether-or-not the object or flaws are acceptable. Thus, a flaw that has been
evaluated as rejectable is usually termed a defect.

InNDT, in flaw detection applications, the end-product is taken to be a description
of the flaws, which have been detected in terms of their nature, size, and location.
From this, either in conjunction with a standard for acceptable/rejectable flaws, or a
knowledge of, for example, fracture mechanics, a decision is made by the designer,
but in practice may be left to the NDT personnel, or the NDT inspector.

In NDE, it is assumed that this acceptance/rejection of flaws is part of the NDT
process. Thus, NDE includes much more than NDT. While during the NDT process
the defects/anomalies are detected and localized, the goal of the NDE process is the
defect identification, where shape and spatial extension of the defect are estimated.
The final step of the NDE process will be the reconstruction of whole defects. On the
other hand, these differences seem to be important only from a rather academic point
of view. Usually, under the harsh conditions in an industrial testing environment, it is
more-or-less impossible to realize this final step and determine the real size, shape,
extension, and depth of the defect.

Brief history of NDT

Although history does not provide a precise starting date for NDT, its use dates back
many years. It is said that flour and oil were used during Roman times to find cracks
in marble slabs. For centuries, blacksmiths used sonic NDT when listening to the ring
of different metals as they were being hammered into shape; a technique also used
by early bell makers.

Before a historical review of the NDT methods is considered, one has to remember
the definition of an NDT method, which is the utilization of a physical phenomenon
for the noninvasive testing of a product or a material.

With this rough definition of NDT in mind, the oldest NDT method by far is
visual testing (VT) which is as old as mankind starting most likely from the visual
checking of knives for cutting meat and spears for hunting [3].

Acoustics would be the second oldest method because it has been used for testing
since ancient times when man started to make the first pottery vessels. The earliest
known pottery vessels may be those made by the people in China about 20,000 years
ago [4] and acoustics was surely used much later on for the testing of glassware. The
same technique was used in the Middle Ages when testing for instance brass castings
such as a huge church bell. This was, however, testing with audible sound.

The third oldest classical method would be magnetic flux testing of gun barrels.
According to Aristotle magnetism was first discovered by Thales of Miletus and was
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utilized for compasses during the Middle Ages. One of the first recorded uses of NDT
was in 1868, when Englishman S.H. Saxby relied on the magnetic characteristics of
a compass to find cracks in gun barrels. Here he utilized the remanence of the steel
giving detectable leakage fields.

NDT/NDE has been practiced for decades. Over the years, technological
advances spurred rapid developments in techniques and instrumentation. It is impos-
sible to identify exactly when this science began; however, we know that it has been
evolving for centuries. For example, blacksmiths used a sonic technique (listening to
a ring of different metals) to shape them as desired.

The roots of modern NDT/NDE began prior to the 1920s, but awareness of
different methods truly came in the 1920s. During this time, there was an awareness
of some of the magnetic particle tests (MT) and radiography testing (RT), especially
in the medical field.

MT was patented in the United States in 1922 when W.E. Hooke, working with
precision gage blocks at the American Bureau of Standards, devised a method for
magnetizing an object producing a leakage field and using iron powder to delineate
cracks invisible to the naked eye. The real breakthrough for MT came, however, about
a decade later after F.B. Duane and A.V. de Forest had started a partnership in 1929
that later on in 1934 became the Magnaflux Corporation.

Before the breakthrough of MT, the first classical NDT method was RT. NDT,
as it is considered today, started with Professor Wilhelm Conrad Roentgen in 1896.
After his discovery of the X-rays, he took a radiograph of four soldered pieces of zinc
and one of his own hunting rifle. The radiograph of the rifle showed some cast defects
in the material and was thus the start of industrial radiography. Professor Roentgen
disguised the publicity around him and never made any attempts to claim a patent on
his discovery.

In the early days of railroad, a technique referred to as the “oil and whiting test”
was used and staged the ground for the present days penetrant test (PT). This was the
second method to be patented. F.B. Duane was awarded a patent for the fluorescent
penetrant method in 1948. PT was already used before MT. The method was used for
testing the heavy cast parts of huge locomotives in the beginning of the 20th century.
They applied used oil that had a dark pigment, i.e. contained dirt, and whiting was
simply a water-based chalk-slurry that dried out to white film and worked as the
developer [3].

The basis for ultrasonic testing (UT) was established in 1940 when F.A. Firestone
achieved a patent for his invention concerning a flaw detection device. Then, in 1942,
Firestone was the first to use his method for the sonar. In Germany, two physicists
and brothers Herbert and Josef Krautkrdmer, who had studied works by Firestone,
made a bet of being able to tell if a cannonball, too thick to be radiographed with
existing equipment, would have a casting flaw inside or not. They used ultrasound
transmission for the bet and finally won it. They founded a company that was to
become the biggest UT equipment manufacturer ever. These two German brothers
did a lot of research on the method and greatly contributed to the development of
the UT method [5]. Since their time the method has gone through several phases of
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development and made enormous achievements in many countries and still has great
potential for further applications.

The sixth classical method is eddy current testing (ECT). This method was being
developed primarily in the United States at the beginning of the 20th century [6].
There were some useful applications like the equipment for sorting materials, but a
working theory of the method was lacking. Then, it was the German F. Foerster who
in the 1950s clarified the theory for ECT and devised the necessary formulae [7,8].
Today production testing of austenitic tubes and in-service testing of heat-exchanger
tubes are well-known applications of ECT.

The breakthrough for the use of NDT methods took place during the Second
World War starting from the testing of submarines and airplanes. During the last 50
years, the use has then incorporated the inspection of nuclear power plant components,
pressure vessels, bridges, elevators, and car parts, which if measured in numbers are
the biggest user today.

Methods and techniques

NDT is usually classified into various methods, each based on a particular scientific
principle. These methods may be further subdivided into various techniques. The
various methods and techniques, due to their particular natures, may lend themselves
especially well to certain applications and be of less or no value at all in other appli-
cations. Therefore, choosing the right method and technique is an important part of
the performance of NDT [1,6,9]. Test method names often refer to the type of pene-
trating medium or the equipment used to perform that test. Current NDT methods are
acoustic emission testing, electromagnetic testing (ET), guided wave testing (GWT),
ground penetrating radar, laser testing methods, leak testing (LT), magnetic flux leak-
age (MFL), microwave testing, PT, MT, neutron radiographic testing, RT, infrared
testing, UT, vibration analysis, and VT. Figure 1.1 shows an overview of available
methods and their classification with respect to the corresponding frequency range
for appropriate applications.
The six most frequently used NDT methods are VT, MT, PT, RT, UT, and ECT:

VT: The most commonly applied NDT method is quite often enhanced by the use of
magnification, borescopes, cameras, or other optical arrangements for direct or
remote viewing.

MT: Another commonly used NDT method used particularly on ferrous materials
involves the application of fine iron particles (either suspended in liquid or dry
powder—fluorescent or colored) that are applied to a part while it is magnetized,
either continually or residually. The particles will be attracted to leakage fields of
magnetism on or in the test object, and form indications (particle collection) on
the objects surface, which are evaluated visually. This is a great technique for use
on welds, or other areas cracking may be of concern. MT uses high contrast paint,
in conjunction with magnetic particles in order to look for very fine cracking and
other defects.
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Figure 1.1 Overview of NDT methods

Penetrant testing is a technique to look for cracking and other surface defects.
Contrast and probability of detection for a visual examination by the unaided eye
is often enhanced by using liquids to penetrate the test article surface, allowing
for visualization of flaws or other surface conditions. This method (PT) involves
using dyes, fluorescent or colored (typically red), suspended in fluids and is used
for nonmagnetic materials, usually metals. Allowing dye to seep into cracks and
other surface breaking defects, and then washing and highlighting the area using
a separate paint, cracks and other defects will hold the dye in, allowing them to
be plainly seen. Ultraviolet dyes can be used as well for extra visibility.

UT: In the case of ultrasonic testing, another volumetric NDT method, sound waves

RT:

are utilized, where the mechanical signal (sound) being reflected by conditions
in the test article and evaluated for amplitude and distance from the search unit
(transducer). UT is a common technique employed, providing reliable infor-
mation, with great precision and accuracy. Ultrasound can be used to check the
thickness of an asset with ease, and giving remaining wall thickness. This is a very
common technique, often utilized because of its ability to determine corrosion
rates, provide accurate data and the speed of inspection.

The internal structure of a sample can be examined for a volumetric inspection
with penetrating radiation, such as X-rays, neutrons, or gamma radiation. Radio-
graphy is used in a wide range of applications including medicine, engineering,
forensics, security, etc. In NDT, radiography is one of the most important and
widely used methods. RT offers a number of advantages over other NDT meth-
ods. However, one of its major disadvantages is the health risk associated with the
radiation. In general, RT is method of inspecting materials for hidden flaws by
using the ability of short wavelength electromagnetic radiation to penetrate var-
ious materials. The intensity of the radiation that penetrates and passes through
the material is either captured by a radiation sensitive film or by a planer array
of radiation sensitive sensors. The film radiography is the oldest approach, and
it is still most widely used in NDT.

ECT: It is an electromagnetic technique that uses electromagnetic coils to generate

eddy currents and a secondary magnetic field within that asset. This allows
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subsurface inspection to take place. The eddy currents are interrupted by the
defects and cause permeability changes in the original coil. ECT is great for
welds, especially in lined tanks or pipelines, where direct access to the weld
is unavailable. Due to the ability to penetrate the material, inspection can be
performed through coatings and linings.

Applications

NDT is used in a variety of settings that covers a wide range of industrial activity, with
new NDT methods and applications, being continuously developed. NDT methods
are routinely applied in industries where a failure of a component would cause sig-
nificant hazard or economic loss, such as in transportation, pressure vessels, building
structures, piping, and hoisting equipment.

NDT methods rely upon use of electromagnetic radiation, sound and other signal
conversions to examine a wide variety of articles (metallic and nonmetallic, food prod-
uct, artifacts and antiquities, infrastructure) for integrity, composition, or condition
with no alteration of the article undergoing examination.

The introduction and application of NDT in industry is grossly misrepresented
and misunderstood. It is often said that introduction of this expensive technology
does not give any tangible returns or at least does not give returns proportional to the
investment made. The facts, however, are exactly opposite to this notion and think-
ing. When appropriately applied, NDT gives tremendous returns by way of savings
in scrap, by lowering the ultimate rates of rejection, saving valuable manufacturing
time, increasing the overall quality and reliability of manufactured goods, providing
an extension of plant life through preventive maintenance, saving unnecessary shut-
downs, particularly through in-service inspection, and enhancement of a particular
industry’s reputation and consequent increased sales and profits. Therefore, even from
a purely commercial viewpoint, NDT is of utmost importance for an industrial con-
cern. The additional considerations of NDTs role in safety, failure, and consequent
accident prevention leave no doubt at all about the value and need of NDT.

Summary

As new materials have been developed and products manufactured that demanded
higher quality levels, along with the imposition of stricter standards, the challenges
to NDT are great. The NDT equipment available today should send the message that
“we’ve come a long way”. Those involved with NDT today should appreciate the
significant improvements to this technology made possible through the innovative
equipment at our disposal. Compare today’s equipment with that of the early days and
you cannot help but realize how much better off we are today.

Those early practitioners had to deal with significant challenges, including a
general absence of standards, archaic equipment with limited reliability, little or
no formalized training programs, and an overall lack of acceptance of NDT as a
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technology. To many in those early days, NDT was considered a necessary evil.
While NDT has grown to become a recognized and sophisticated technology, some
concerns remain. NDT is still generally unknown or misunderstood by many. The
many different personnel qualification and certification programs can be confusing
and complicated. It will be interesting to see if the next period in the history of NDT
will be considered the dark ages or a period of enlightenment.

Today there can be found many new challenges in engineering to be overcome by
NDT/NDE. The development of new materials, such as fiber reinforced composites,
laminated structures, soft magnetic composites (SMC), meta-materials, or micro- and
nanostructures, cause a lot of problems concerning NDT. As a reasonable consequence
ofthis development, the established NDT methods and techniques have to be enhanced
and refined further. On the other hand, faced with the new materials there is also a
need to develop new NDT methods. This will lead to a large market where in particular
NDE strategies can play an important role, maybe much more important than today.

1.1 Electromagnetic testing

ET technologies involve test methods that use magnetism and electricity to detect or
measure fractures, faults, corrosion, or other damage in conductive materials. There
i1s a number of electrical methods, which can be used for NDT, such as resistance
measurement, electrical conductivity measurement, the use of triboelectric, thermo
electric, or exoelectron effects. Eddy current, penetrating radar, and other electro-
magnetic techniques are used to detect or measure flaws, bond or weld integrity,
thickness, electrical conductivity, detect the presence of rebar or metals, whereas the
major group is ECT.

All electrical methods are working indirectly, i.e. a material property is mea-
sured as an electrical property variation. The methods are applicable to all electrically
conducting materials. Furthermore, analyses of specific magnetic properties and com-
ponent geometries are used to identify the optimum ET method. Electromagnetic
effects resulting from the interaction of electricity and magnetism, form the basis of
a number of NDT methods, including ECT, magnetic particle inspection, magnetic
flux leakage testing, alternating current field measurement, or others.

Although there are numerous ET methods, most often used is the ECT. It is a no
contact method for the inspection of metallic parts. Eddy currents are the result of
alternating electromagnetic fields that are created when an alternating electric current
is passed through one or more coils in a probe assembly. When the probe is linked
with the part under inspection, the alternating magnetic field induces eddy currents
in the test part. Material defects cause interruptions in the flow of the eddy currents
which alert the inspector to the presence of a defect or other change in the material.
Discontinuities or property variations in the test part change the flow of the eddy
current and are detected by the probe.

Eddy currents do not depend on the frequency only, they are also affected by
the electrical conductivity and magnetic permeability of materials. Therefore, eddy
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current measurements can be used to sort materials and to tell if a material has
seen high temperatures or been heat treated, which changes the conductivity of some
materials. Thus, ECT allows material thickness measurements or searching for defects
such as cracks and corrosion.

Electromagnetic induction tests are applied to all stages of metal and alloy fab-
rication and processing. Over the years, probe technology and data processing have
advanced to the point where ECT is recognized as being fast, simple, and accurate.
The technology is now widely used in the aerospace, automotive, petrochemical, and
power generation industries for the detection of surface or near-surface defects in
materials such as aluminum, stainless steel, copper, titanium, brass, Inconel, and
even carbon steel (surface defects only).

1.1.1 Brief historical review

The term eddy current comes from analogous currents seen in water in fluid dynamics,
causing localized areas of turbulence known as eddies giving rise to persistent vortices.
In fluid dynamics, an eddy is the swirling of a fluid and the reverse current created
when the fluid is in a turbulent flow regime. Fluid behind an obstacle flows into the
void creating a swirl of fluid on each edge of the obstacle, followed by a short reverse
flow of fluid behind the obstacle flowing upstream, toward the back of the obstacle.

The first person to observe eddy currents was Francois Arago (1786—1853), a
French politician, who was also a mathematician, physicist, and astronomer. In 1824,
he observed what has been called rotatory magnetism, and that most conductive
bodies could be magnetized; these discoveries were later completed and explained by
Michael Faraday (1791-1867).

In 1834, Heinrich Lenz (1804—1865) formulated the principle that the properties
of the test object react on the test system. The Lenz law describes that the current flow
in the test object is directed in a way that the magnetic field caused by this current
is counteracting the primary magnetic field. Thus, eddy currents cause a secondary
magnetic flux in the test coil which is compensating that part of the flux in the coil
that is equivalent to magnitude and phase of the flux caused by the eddy currents.

French physicist Léon Foucault (1819-1868) is credited with having discovered
eddy currents, and for this reason eddy currents are sometimes called Foucault cur-
rents. In 1855, he discovered that the force required for the rotation of a copper disc
becomes greater when it is made to rotate with its rim between the poles of a mag-
net, the disc at the same time becoming heated by the eddy current induced in the
metal.

ECT technique has its origin with the English scientist Michael Faraday and his
discovery of electromagnetic induction in the beginning of 19th century. Faraday
was a chemist in England during the early 1800s and is credited with the discovery
of electromagnetic induction, electromagnetic rotations, the magneto-optical effect,
diamagnetism, and other phenomena.

Michael Faraday invented in 1831 that the penetration of a time-variant magnetic
field into a conductor as well as the movement of a conductor in a magnetic field cause
a current that is distributed over the entire conductor (electromagnetic induction law).
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This finding has been the prerequisite for the development of a today widespread ET
technique, the ECT. Faraday continued the work of Léon Foucault and found that due
to the relative movement of a conductor and a magnetic field, a voltage is induced in
the conductor, causing a current that nowadays is called “eddy current”. This means,
that exerting of an alternating magnetic field of a coil leads to an induced voltage in
a conducting specimen, driving a current flow in the test object.

Thus, the electromagnetic induction is the working principle of the ECT, which
can be applied to NDT of conducting materials only. Additionally, it has to be noticed
that the eddy currents have been invented once more but this time rather theoretically.
This is due to James Clerk Maxwell (1831-1879) who has formulated in 1864 the
equations defining the theory of electromagnetic fields.

In 1879, another breakthrough was reached when the English scientist, David
Hughes (1831-1900), demonstrated how the properties of a coil change when placed
in contact with metals of different conductivity and permeability. Thus, the first use
of eddy current for NDT has been done by David Hughes when he used the principles
to conduct metallurgical tests for ore sorting.

However, it was not until the Second World War that these developments in the
transmitting and receiving of electromagnetic waves were put to practical use for
materials testing.

The development of ECT was growing up significantly many decades later.
Beginning of 1933, the German physicist Friedrich Foerster (1908—1999) adapted
ECT to industrial use, developing instruments for measuring conductivity and for
sorting mixed-up ferrous components. In 1948, Foerster founded his own company
in Reutlingen, Germany, a business based on ECT that continues to this day. In
the late 1960s, after Dr. Friedrich Foerster has founded the Institute Dr. Foerster in
1948, he developed several ECT devices for industrial applications. The next impor-
tant milestone was the introduction of the multi-frequency technique by a French
manufacturer in 1974. Later several special techniques have been developed (e.g.
magnetic flux leakage, remote ECT, and modulation analysis inspection) leading to
a remarkable extension of the spectrum of practical applications. Other companies
soon followed, especially in the aircraft and nuclear industries.

1.1.2  Electromagnetic NDT methods

ET is a general test category that includes ECT, alternating current field measurement
(ACFM), and remote field testing. Although MT is also an electromagnetic testing
method but, due to its widespread use it is treated more as an independent test method
than as an ET technique. All these techniques use the induction of an electric current
or magnetic field into a conductive part, then the resulting effects are recorded and
evaluated. The group of ET methods included the following:

1.1.2.1 Eddy current testing

Eddy current is the most widely applied electromagnetic NDT technique. Eddy current
testing uses an electromagnet to induce an eddy current in a conductive sample. The
response of the material to the induced current is sensed. Discontinuities appear as



12 Motion-induced eddy current testing and evaluation

variations in the eddy currents produced, which are indicated by a signal in the testing
device.

The ECT method is frequently used to detect flaws in pipes and tubings by
inducing a strong external magnetic field around the subject material. ECT is further
beneficial in detecting discrepancies in nonferrous materials such as heat exchanger
tubes, condensers, boilers, and tubings. Since the probe does not have to contact the
work surface, ECT is useful on rough surfaces or surfaces with wet films or coatings.
The eddy current method is also useful in sorting alloys and verifying heat treatment.
It is used on tubing, wire, bearings, rails, nonmetallic coatings, aircraft components,
turbine blades and disks, automatic transmission shafts, and many others. Due to the
low penetration depths (typically <5 mm), only surface and slightly subsurface flaws
can be detected. Although it is a noncontacting technique, ECT requires customized
probes and closed proximity of probe and specimen.

1.1.2.2 Pulsed eddy current testing

As one kind of ECT technology, the pulsed eddy current testing (PECT) technology is
based on the principle of electromagnetic induction and is used to detect the defects in
conductive materials. The principle of PECT is basically the same as that of traditional
ECT, and the differences are the means of excitation and the signal analysis method.

Unlike ultrasonic thickness measurement it measures average wall loss over an
area (footprint). A transmitter coil produces a magnetic pulse which induces eddy
currents within the component wall. The eddy currents in turn produce a second
magnetic pulse, which is detected by the receiving coil. The system monitors the
rate of decay of the eddy current pulse within the steel wall. The average thickness is
derived from the comparison of the transient time of certain signal features with signals
from known calibration pieces. It is important that the operator is given information
regarding the component to allow the NDT equipment to be set up correctly and the
results to be accurately interpreted. This technique is quick to apply, can test through
nonconductive and nonmagnetic material (passive fire protection, concrete) up to
100 mm thick. It is only suitable for low alloy steels and is unable to differentiate
defects on the top and bottom surfaces. Thus, PECT is a technique preferable for
detecting corrosion and erosion and measuring average remaining wall.

1.1.2.3 Remote field eddy current testing

This technique provides an alternative to eddy current NDT for ferromagnetic tube
inspection due to the presence of a strong skin effect found in such tubes. The technique
monitors the magnetic field produced by induced eddy currents at some distance from
the exciting coil. Compared to standard eddy current techniques, remote field testing
provides better results throughout the thickness of the tube, having approximately
equal sensitivity at both the inside and outside surfaces of the tube. The system gives
poorer resolution and has a lower test speed than a high frequency eddy current test.
The technique is highly sensitive to gradual wall thinning but detection of localized
thinning requires special probes and electronic control. For nonferromagnetic tubes,
eddy current tends to provide more sensitivity.



Introduction 13

1.1.2.4 Magnetic particle testing

Defects on the inspection surface interrupt the lines of magnetic flux. Magnetic par-
ticles sprayed onto the surface are attracted to these defects identifying their position.
MT is used to discover surface and subsurface discontinuities, such as cracks and
seams in ferromagnetic materials, where the position, size, shape, and scope of imper-
fections is estimated. This method only detects abrupt changes in the magnetic field
and therefore only supplies capability for defects that break the inspection surface.
However, because the sensitivity of MT decreases significantly a short depth under the
surface being examined, it is principally used to catalogue surface discontinuities. A
magnetic field is induced into the examined component and iron particles are applied
to the surface as a dry powder or in medium such as water, solvent, or light oil. A
variety of particle colors are applied to get the best contrast with the material being
examined. Fluorescent magnetic inks are used to increase the contrast of indications
making them more visible to the operator and hence increasing the sensitivity of the
technique. Discrepancies are highlighted as the particles collect and form around the
magnetic flux leakage that surrounds such defects. Welds, castings, forgings, valves,
machined parts, pressure vessels, and structural steel are typical candidates for MT
inspection. Care needs to be taken to avoid false calls which may arise due to changes
in geometry or the presence of residual magnetic fields. Magnetic particle inspection
is generally the preferred NDT method for the detection of surface or slightly subsur-
face flaws in ferritic material. The detection of flaws is limited by the field strength
and the direction of the magnetization field with respect to the flaw extension. It
needs clean and relatively smooth surfaces and the depth of the flaws can usually not
be indicated. Furthermore, the test piece which can be difficult for some shapes and
magnetizations.

1.1.2.5 Liquid or dye penetrant testing

PT is used to detect discontinuities that are open to the surface in both ferrous and
nonferrous test materials. Dye is drawn into any surface breaking defects which
are then highlighted by the application of a developer which draws the dye back
out of the defect. This NDT method can only detect defects which are open to the
inspection surface. Dye penetrant is the preferred surface technique for nonmagnetic
materials. PT can distinguish surface discontinuities such as cracks, seams, laps,
cold shuts, laminations, and porosity. Dye penetrant is better suited to the detection
of volumetric defects like pits but is more susceptible to the surface condition than
magnetic particle inspection. Detection of tight cracks will require the dye to be left
on the surface for a long time. Red dyes visible in ordinary light and fluorescent
dyes visible under ultraviolet light are used along with a developer. The developer
is a thin powder coating, normally applied by an aerosol, which draws the penetrant
out of any discontinuities while providing a contrasting background to increase the
discernibility of discontinuities. The component surface needs to be cleaned prior
to the application of dye penetrant inspection. Mechanical cleaning methods can
lead to crack openings being closed, subsequently preventing detection. Fluorescent
dyes are used to increase the contrast of indications making them more visible to
the operator and hence increasing the sensitivity of the technique. Typical candidates
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for PT include welds and weld overlays, castings, forgings, valves, machined parts,
pressure vessels, vessel linings, and structural steel, but it can be applied to tubing,
brazing, billets, turbine blades and disks, gears, and in particular to aluminum parts
as well. It is often used on nonferromagnetic materials for which techniques, such
as magnetic particle inspection, are not appropriate. But it needs access to the test
surface, the defects must be surface breaking and decontamination or precleaning
of the test surface may be needed. Furthermore, PT requires nonporous material
surfaces and very tight and shallow defects are difficult to find, the flaw depth is
not indicated.

1.1.2.6 Magnetic flux leakage

This technique relies on the detection of the magnetic flux, which is “squeezed” out
of the metal wall under test by any decrease in the wall thickness. The amplitude of
the signal obtained from any wall loss is proportional to the volume that is missing
from the region interrogated. This means that the amplitude does not necessarily
correspond to the decrease in thickness of the wall. The technique is not able to
discriminate between material loss on the near surface and material loss on the far
surface. Surface roughness, surface corrosion, distortion, build-up of debris on the
magnets, and any physical disturbance of the scanning system as it moves across the
component will adversely affect the results. MFL is a qualitative technique and is
unable to give an accurate assessment of the remaining wall. It has found wide use
in the NDT of tank floors because it is quick to apply and can detect material loss
on both surfaces of the floor. The requirement for the sensor to be placed between
the poles of a magnet mean that the technique is unable to give 100% coverage of
a floor up to vertical obstructions and side walls. The wall thickness that can be
inspected by magnetic flux leakage is limited by the requirement to achieve magnetic
saturation. The high level of set-up effort makes the technique susceptible to human
error. Procedures need to be clear and sufficiently detailed and operators need to be
qualified and experienced in the application of the technique.

1.1.3 Capabilities of electromagnetic techniques

1.1.3.1 Thickness measurement

The commonest damage found on process plant is corrosion and so techniques which
allow remaining wall thickness to be measured are widely applied. Ultrasound (high-
frequency sound) provides an accurate point measurement of wall thickness. The
surface on which the transducer is placed needs to be clean and, as it provides a point
measurement, the measurement positions need to be selected with consideration of the
type of corrosion damage so that the minimum wall thickness can be detected. When
using a grid to survey a large surface area, the pitch of the grid needs to be selected
so that it will detect the damage of concern. Care needs to be taken when taking
measurements on plant which is painted or coated to ensure that the measurement
is just that of the remaining wall. Newer instruments have facilities to assist the
operator in this task but older equipment require more care on the part of the operator.
Other thickness techniques are radiography, MFL, or Pulsed eddy currents, some of
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them are discussed later. These techniques are more limited in their application by
material type, accuracy of measurement, wall thickness, or geometry than ultrasound
but offer other advantages such as speed of application or the ability to inspect under
insulation.

1.1.3.2 Defect detection
Defect detection techniques fall into two categories:

e Surface techniques — can only detect defects on or near to the surface of a
component;
e Volumetric techniques — can detect both surface and embedded/internal defects.

There are several electromagnetic surface techniques, such as PT, ECT, or MT,
which can be used to detect surface defects. But there is in fact no electromagnetic
volumetric technique available or even used in industrial applications. Such testing
can only be done if methods like radiography or ultrasound are applied. They enable
the fully investigation of the specimen’s volume in the testing procedure, i.e. even
defects in large depth can be detected.

On the other hand, several ET techniques are used in industry, which cannot
clearly be classified into one of these two categories. These methods are utilized at
the borderline between surface and volumetric studies, depending on the application
and current measurement conditions. Methods such as ACFM, PECT, remote field
eddy current testing (RFECT), or MFL, which are already well-established on the
market, can be counted to this group.

1.1.4 Present state of eddy current inspection

1.1.4.1 Perspectives of NDT

The NDT market is expected to be worth USD 12.06 billion by 2023, growing at
a compound annual growing rate (CAGR) of 7.83% between 2017 and 2023 [10].
NDT has its applications in various industries such as manufacturing, aerospace,
automotive, oil and gas, infrastructure, and power generation.

The UT segment is expected to hold the largest market share between 2017 and
2023. UT uses high-frequency sound waves to detect flaws or variations in properties
of the materials. The UT is used to determine the thickness and detect the depth of
internal flaws of metallic and nonmetallic materials. Ultrasonic rays have a high pene-
trating power, sensitivity, and accuracy; also, they are nonhazardous. Other techniques
such as terahertz imaging and near-infrared spectroscopy have niche applications, and
the market for the same is expected to grow at the highest CAGR between 2017 and
2023.

Inspection services accounted for the largest market share in 2016. The need
for regular inspection and maintenance of the equipment in the oil and gas industry
vertical leads to the growing demand for NDT inspection services. The booming auto-
motive and manufacturing verticals in the Asia-Pacific (APAC) region are the major
drivers for the growing NDT market. The market for training services is expected
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to grow at highest CAGR between 2017 and 2023. The lack of skilled and qualified
technicians and the need to upgrade the skills of existing technicians is one of the
drivers for the growth of the NDT market for training services.

The oil and gas vertical accounted for the largest market share in 2016. The
demand for testing in this sector is largely driven by the mandates pertaining to the
safety and environmental regulations by various governments to extend the asset’s life
and productivity, minimize repair cost, manage risks, and avoid catastrophic disasters,
and other accidents. The market for the manufacturing vertical is expected to grow at
the highest rate between 2017 and 2023. High investment in various projects, such as
“Make in India” by the Indian Government or the high-tech strategy of the German
Government Industries 4.0, is expected to uplift the manufacturing vertical during the
forecast period.

North America held the largest share of the NDT market in 2016, and it is expected
to grow at a moderate CAGR between 2017 and 2023. The market in the APAC region,
which includes India, China, Japan, and Korea, is estimated to grow at the highest
rate during the forecast period. The demand for NDT in the APAC region is expected
to be driven by increasing infrastructure projects and power plants.

There are few restraints for this market such as the high cost of automated NDT
equipment and the lack of skilled and qualified personnel. The setup cost is high
for automated equipment; as a result of which, many small-scale organizations use
simple inspection systems that might not be as reliable as the automated ones. The
lack of awareness about new technologies and less number of training centers are
hampering the NDT market.

1.1.4.2 Perspectives of ECT

According to the report released by MarketsandMarkets in August 2016 [11], the
global ECT market is expected to grow from 866 million USD (2015) to 1.68 billion
USD by 2022, ata CAGR 0f 9.82% between 2016 and 2022. The base year considered
for the study is 2015, and the forecast period is between 2016 and 2022.

The ECT report provides a detailed analysis of ECT market based on type, service,
vertical, and geography. This market report gives detailed information regarding the
market dynamics influencing the growth of the market. The market within this study
has been classified on the basis of ECT types into conventional eddy current, remote
field testing, eddy current array (ECA), alternating current field measurement, PECT,
near-field testing, near-field array, and partial saturation eddy current. The application
in the oil and gas vertical is expected to hold the largest market share between 2016 and
2022. The demand for testing in this sector is largely driven by various governments’
mandates for ensuring the safety of the environment by avoiding pipeline leakages, oil
spills, and other accidents. The demand for ECT is expected to be driven by increasing
number of power plants, since ECT is used to inspect heat exchangers, tanks, and
other equipment, which are key parts of power plants. The demand is increasing all
over the world due to government regulations for the overall safety of industrial assets,
workforce, and the surrounding environment.
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1.1.4.3 Summary

There have been many recent developments in ECT, leading to improved performance
and the development of new applications. ECT is now a widely used and well under-
stood inspection technique for flaw detection as well as for thickness and conductivity
measurements.

Eddy current inspection is used in a variety of industries to find defects. One of
the primary uses of ECT is for defect detection when the nature of the defect is well
understood. In general, the technique is used to inspect a relatively small area and the
probe design and test parameters must be established with a good understanding of
the flaw that is to be detected. Since eddy currents tend to concentrate at the surface
of a material, they can only be used to detect surface and near surface defects.

In thin materials such as tubings and sheet stocks, eddy currents can be used to
measure the thickness of the material. This makes ECT a useful tool for detecting cor-
rosion damage and other damage that causes a thinning of the material. The technique
is used to make corrosion thinning measurements on aircraft skins and in the walls of
tubing used in assemblies such as heat exchangers. ECT is also used to measure the
thickness of paints and other coatings.

Computer-based systems are also available that provide easy data processing
features for scientific purposes. Signal processing software has been developed for
trend removal, background subtraction, and noise reduction. Sometimes impedance
analyzers are used to allow improved quantitative eddy current measurements. Some
laboratories have multidimensional scanning capabilities that are used to produce
images of the scanned regions.

More details of these frequently applied techniques used since many years can
be found in textbooks, handbooks, or review papers like [3,6,7,12]. But there are only
very few references considering more recent developments [13,14] or presenting new
techniques applied to new fields of research [15,16]. Electromagnetic NDT technolo-
gies have developed rapidly in recent years, and there have been some new methods
or new applications. In recent years, the theories and applications of electromagnetic
ultrasonic guided wave testing (UGWT), RFECT, defect quantification in MFL, and
PECT have achieved rapid development, and these techniques are widely used in the
online defect detection of oil and gas pipeline, rail track, pressure vessel, etc.

The new book, published recently by Huang and Wang [15], introduces new
methods and technologies in the electromagnetic NDT field, as UGWT or metal
magnetic memory testing, as well as some new developments of PECT, low-frequency
eddy current testing (LFECT), RFECT, and MFL.

1.1.4.4 Electromagnetic UGWT

As an important branch of the NDT field, UT is widely used in the steel, electric power,
petroleum, transportation, medical, industry. In the process of UT, the ultrasonic trans-
ducer is the core component of excitation and reception of ultrasonic waves, mainly
including the piezoelectric ultrasonic transducer and the electromagnetic acoustic
transducer (EMAT). Compared with the piezoelectric ultrasonic transducer, EMAT
has many advantages, such as being contact free, without the need for the coupling
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medium, and easy to produce shear horizontal waves. Furthermore, it can be applied
in a high-temperature environment.

1.1.4.5 Metal magnetic memory testing

The mechanical stress is directly related to the spontaneous magnetization and the
residual magnetic field of the ferromagnetic material. Residual stresses and stress
concentration in the component of structures impinge on the mechanical properties,
erosion-resistance, dimensional precision, and cause fatigue failure. They also have
an impact on the magnetic characteristics of ferromagnetic materials.

1.2 Eddy current testing

1.2.1 Eddy current and ECT

1.2.1.1 Eddy currents

Eddy currents (also called Foucault currents) are loops of electrical current induced
within conductors by a changing magnetic field in the conductor, due to Faraday’s
law of induction. Eddy currents flow in closed loops within conductors, in planes
perpendicular to the magnetic field. They can be induced within nearby stationary
conductors by a time-varying magnetic field created by an AC electromagnet or
transformer, for example, or by relative motion between a magnet and a nearby
conductor.

The magnitude of the current in a given loop is proportional to the strength of
the magnetic field, the area of the loop, and the rate of change of flux, and inversely
proportional to the resistivity of the material. By Lenz’s law, an eddy current creates a
magnetic field that opposes the magnetic field that created it, and thus eddy currents
react back on the source of the magnetic field. For example, a nearby conductive
surface will exert a drag force on a moving magnet that opposes its motion, due
to eddy currents induced in the surface by the moving magnetic field. This effect
is employed in eddy current brakes, which are used to stop rotating power tools
quickly when they are turned off. The current flowing through the resistance of the
conductor also dissipates energy as heat in the material. Thus, eddy currents are a
source of energy loss in alternating current (AC) inductors, transformers, electric
motors and generators, and other AC machinery, requiring special construction such
as laminated magnetic cores to minimize them. Eddy currents are also used to heat
objects in induction heating furnaces and equipment, and to detect cracks and flaws
in metal parts using ECT instruments. The study of traditional ECT in materials with
no ferromagnetic properties, such as aluminum, provides the knowledge base needed
to implement the ECT method to ferromagnetic materials as well.

This chapter includes first an explanation of the characteristics, capabilities, and
drawbacks of the conventional ECT method. Then the different options for ECT
techniques are discussed, starting with the different strategies to implement such
techniques. In particular, an introduction to motion-induced eddy current testing
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(MIECT) is given, explaining the potential benefits of researching this topic to inspect
materials where motion is involved.

1.2.1.2 Eddy current testing

Traditional ECT is an NDT method that is used to inspect conductive materials to
detect and characterize defects caused by corrosion, impact or material fatigue. In the
traditional method, a time-varying magnetic field is applied to the conductive mate-
rial which induces eddy currents. These currents generate a secondary magnetic field
which opposes the excitation field. In the presence of a discontinuity in the conduc-
tivity of the sample material (such as a crack), the eddy currents are disturbed (from
the normal path without a crack) and in turn so is the opposing magnetic field. By
measuring the total magnetic flux (resulting from the excitation field plus secondary
field), the changes in the paths of the induced eddy currents can be detected, and
the presence of a defect is detected. A magnetic sensor can be used to measure the
total magnetic flux and detect the anomalies caused by defects. This method allows
the detection, location, and characterization of defects in metals without changing its
mechanical properties, and without requiring direct contact with the metal. It is also a
very sensitive method, allowing the detection of defects at a very early stage. The cur-
rent induction is affected by several factors that occur due to the physical nature of the
induction process. Such factors are the electromagnetic characteristics of the sample
material like conductivity, permittivity, and permeability (distance between the probe
and the surface of the material), and frequency of excitation. For instance, the mag-
netic permeability increases the skin-effect which restricts the defect detection capa-
bility to superficial defects. Also, the shape of the coil and the shape and orientation
of the defects directly affect the perturbation of the measured magnetic flux.

In short, one could claim that primarily the idea of using NDT methods is to find
discontinuities in the material, either originating from the manufacturing process or
from overstraining in use. The sought discontinuities are mostly cracks stemming
from false manufacturing techniques or from fatigue or thinning caused either by
corrosion or erosion. In other words, the discontinuities have to be located first.
Thereafter, the dimensions and directions of the discontinuities have to be evaluated
from the measurements, and then the flaws have to be categorized in terms of confor-
mance to stipulated acceptance criteria. These criteria evolve from fracture mechanical
calculations based on critical flaw size and the speed of the extension of the flaw.

1.2.2 ECT principles

ECT is an extensively used method for the inspection of electrically conducting
objects. The method allows the contactless detection of defects in ferromagnetic and
nonferromagnetic materials. The general principle of ECT is shown in Figure 1.2. Itis
based on the induction of eddy currents inside the object under test. This is achieved
by a coil, driven by an alternating current, which generates a time-dependent primary
magnetic field B®. Conductivity anomalies are revealed by measuring the variations
in the magnetic field resulting from a perturbed eddy current distribution J.
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i Specimen

Figure 1.2 Basic principle of ECT. An excitation coil, including a sensing unit, is
located at a lift-off distance h above the specimen. A defect of length
Xy, width Y,, and height Z, is located at a depth d

The origin of the method can be traced back to the work done by Dr Friedrich
Foerster in the 1960s, whereas early work on the analytical analysis of the field
problem in ECT has been done by Dodd and Deeds [17]. They evaluated the impedance
variations in secondary pick-up coils as a direct consequence of a perturbed eddy
current profile in case of defective conductors.

Typical areas of application include the evaluation of safety-sensitive parts in
nuclear power plants, aircraft structures [18,19] as well as in the petroleum or auto-
motive industry, respectively, or for the inspection of printed circuit boards [20].
Very recently, its application is extended to inspect carbon-fiber-reinforced poly-
mers [21,22], which shows that the continued development of eddy current techniques
is still of great interest. The challenging task in ECT is to detect deep-lying defects.
The measurement task lies in the detection of weak changes in the magnetic field in
close vicinity of the excitation coil. The induced eddy currents generate a secondary
magnetic field B(s) for itself. This counteracts the exciting primary field B(p). The
total magnetic field B = B® + B“ is expelled out of the conductor with electrical
conductivity o and magnetic permeability  in case of high frequencies w = 2nf.
Thus, the eddy currents are concentrated near the surface of the conductor. This
phenomenon is called skin-effect and can be approximated by the skin-depth §

§= [|—. (1.1)

It approximates the depth below the surface of the conductor at which the current
density is decreased to /e of its surface value. This definition is derived from the
case of a sinusoidal current in a homogeneous conducting half-space. It represents
a physical limit, which cannot be overcome. Therefore, in order to inspect deep-
lying defects, the excitation frequency has to be reduced. However, the detection
of subsurface defects requires sensors having a high sensitivity and low intrinsic
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magnetic noise to improve the signal-to-noise ratio. At the early stage of ECT, the
most common sensors were secondary pick-up coils. In that case, the defect signal
consists of the relative change in impedance with respect to the sensor position. When
decreasing the frequency, the rate of change of the magnetic flux density perturbation
due to impurities is reduced and pick-up coil-type sensors become ineffective. In
the following, some alternative magnetic field sensors, applied in the framework of
ECT, are presented. It is emphasized that those are not restricted to ECT and are also
applied to some extend in the framework of MIECT.

To overcome the disadvantages of pick-up coils, Hall probes [2] or fluxgate sen-
sors [23] are often used. However, the currently most prevalent magnetic field sensors
in ECT are highly sensitive giant-magnetoresistive (GMR) sensors [24]. Some disad-
vantages are lying in their hysteretic nature and the need to bias them with a distinct
external magnetic field in order to reach the linear operating point. A promising
alternative to the previously mentioned sensors are spin-dependent tunneling (SDT)
devices [25]. This type of sensor makes use of the principle of the electron spin-
dependent quantum mechanical tunneling through a thin insulating layer (e.g. 1-2 nm,
Al,0;) located in between two magnetic layers (e.g. FeCo/CrPtMn and NiFe). This
is in contrast to GMR sensors, which make use of a conducting layer. The relative
magnetization direction between the two magnetic layers determines the resistance of
the device, which is in turn proportional to the external magnetic field to be sensed.
Their application in the framework of ECT is reported by Wincheski ef al. [25]. They
showed that the use of SDT sensors allows the detection of defects in close vicinity
to ferromagnetic fasteners located in a depth of around 5 mm considering an excita-
tion frequency of 500 Hz. The application of superconducting quantum interference
devices (SQUIDs) seems inherent when it comes to most challenging measuring
tasks considering magnetic fields [26]. This technology offers an unrivaled sensi-
tivity which enables the detection of very deep faults. However, these systems are
disadvantageous in terms of increased cost and the requirement of cooling. Due to
the presence of the cooler, the lift-off distance between the sensor and the specimen
is considerably higher compared with room temperature systems. The increased dis-
tance between source and sensor influences the effective sensitivity. Typical lift-off
values of SQUID ECT systems are in the range of about 7-20 mm [27] compared
with 0.5-2 mm of traditional setups. Initial work on this topic can be dated back to
the late 1970s [28]. Following this, SQUID-based applications in NDT were pub-
lished in the early 1980s [26]. In general, there are two kinds of systems. These are
either shielded systems, which are based on standard SQUIDs or unshielded sys-
tems which make use of SQUID gradiometers. One challenge in such systems is
the cancellation of the excitation field at the location of the SQUID. This is done
either by a double D-shaped excitation coil [29] or by a circular primary coil in
combination with a local compensation coil [27]. It is reported that with the lat-
ter it was possible to achieve a considerably better compensation. In 1995, Tavrin
et al. demonstrated a gradiometric-based SQUID ECT system which worked in
a magnetically unshielded laboratory environment [30]. This study confirmed that
this kind of system could find practical application. The group around Tavrin mea-
sured very deep-lying slot like flaws covered by 34.5 mm of aluminum. An overview
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about potential applications and developed SQUID-based ECT systems is given in
[31,32].

Another rather new approach uses multi frequency excitation and the spectrogram
eddy current method, e.g. for the detection of surface cracks and dissections in clad
materials [33-35]. The system consists of small differential eddy current transducers
and subsystems for scanning, excitation, and data acquisition. The signal measured
during transducer movement can be presented in form of a spectrogram. Properties
of the spectrograms can be used for defect’s detection and identification.

Recently, the ECT method became greatly enhanced in terms of testing time by
the development of array-based systems (ECA testing). Studies by Mook et al. [36],
Postolache et al. [37], and Jun et al. [38] proposed arrays made of secondary coils,
GMRs, and Hall sensors, respectively. Industrial applications can be found preferably
in the oil and gas industry. Over the years, a variety of modifications of the ECT
method came into existence as for example PECT [39] or RFECT [40]. Further
readings about the ECT method, its extensions, and the application of different sensor
technologies can be found in [2,13,24,41].

The main disadvantage of ECT is the frequency-dependent field attenuation. In
order to provide an overview about the current detection limits in ECT, a summary
of selected publications distinguished by the applied sensor technology is given in
Table 1.1. It focuses on the detection of subsurface defects located deep inside the
specimen. The defect depth d is defined by the distance from the surface of the
specimen up to the upper surface of the defect such that it represents the amount of
flawless material covering the defect (see Figure 1.2). The size of the investigated
defect [ Xy, Y4, Z,] plays a major role during the investigations of the detection limit.
Most of the studies listed in Table 1.1 do assume slit-like cracks such that the length
of the defect is much larger than the characteristic diameter of the sensor system
itself. This considerably increases the depth limit compared with isolated inclusions
of finite size which are surrounded by conductive material. That circumstance has to be
considered when comparing the results of the studies to each other. The advancements
of the eddy current technique by applying alternative magnetic field sensors can
be seen clearly from Table 1.1. As expected, SQUID sensors outperform all other
sensors which operate at room temperature. However, the requirement of cooling and
eventually shielding leads to increased maintenance and cost.

1.2.2.1 Current-induced ECT

Eddy currents are defined in the general theory of electromagnetism and they can be
explained using Faraday’s law of induction. This law states that when a time-varying
magnetic field is applied to a conductor, an electromotive force (EMF) will be induced
init. This EMF creates currents that generate a magnetic field that opposes the initially
applied field. This law is represented in (1.2) in its integral form and states that the
line integral of the electric field around a closed loop L that bounds the surface S is
equal to the negative rate of change (along time) of the magnetic flux through the
same surface.

?gE-dl:—/fS%—?-ds. (1.2)
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Table 1.1 Overview of ECT studies using different magnetic field sensors to detect
deep-lying subsurface defects. The geometrical dimensions [ Xy, Y4, Z4]
and d are defined in Figure 1.2

Author Year Ref. Frequency X,(mm) Y,(mm) Z;(mm) d(mm)

Secondary pick-up coils

Mook et al. 2006 [42] 350Hz 3 100 3 8.5
100 Hz <0.1¢ >100” 25 225
50 Hz <0.1¢ >100° 25 28.8

Almeida ef al. 2013 [43] 100kHz 2-3¢ 2-3¢ 7 3

Carlstedt ef al. 2014 [44] 100Hz 12 2 2 6

Fluxgate sensors

Gasparics ef al. 1998 [45] 20kHz 10 <0.1¢ 1 4
Kreutzbruck et al. 2000 [23] 180Hz <0.1¢ 40 0.6 12.4
GMR sensors
Dogaru et al. 2001 [46] 1.5kHz 15 0.5 2 1.5
Sikora et al. 2003 [47] 20-120Hz 0.5 >50¢ 4 16
Tsukada et al. 2006 [48] 50Hz 1 25 1 6
Yamada et al. 2008 [49] 50Hz 1 25 1 8147
Wincheski et al. 2010 [19] 185Hz 0.13 14 1 9
Hamia et al. 2010 [50] 325Hz 0.5 50 2 8
Cacciola et al. 2010 [51] 60kHz 2 2 4 4
SQUID sensors
Tavrin et al. 1996 [30] 10Hz <0.1¢ 200 1.5 345
Krause et al. 2002 [26] 90Hz 0.15 40 1.2 12.7
Horng et al. 2002 [52] 400Hz 1 50 1.5 7.2
Jeng et al. 2002 [53] 2-20kHz 1 50 1.5 7.2
Allweins et al. 2003 [54] 15Hz 20 <0.1¢ 15 31
Fardmanesh eral. 2009 [55] 20Hz 0.05 >100° 5 24

“ The defect was represented by a thin cut whose explicit width is not provided.

b The defect is assumed as infinitely long and extends along the whole specimen; the explicit value is not
provided.

¢ Approximated; explicit value not provided.

4 Maximum detectable defect depth for solid and layered specimens, respectively.

This phenomenon is illustrated in Figure 1.3 where the coils, a conductive spec-
imen with a defect, the eddy currents and magnetic fields involved are present. The
excitation coil is carrying a sinusoidal current imposed by the current source. This
current generates the primary magnetic field B®), which is proportional to the intensity
of the excitation current at any moment in time. Therefore, the primary magnetic field
is also sinusoidal, and as it varies in time, EMF is induced in the conductive plate.
The EMF in turn induces eddy currents J® in the specimen. As the EMF is pro-
portional to the derivative of the magnetic flux, the induced currents are delayed (in
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Figure 1.3 Conventional eddy current induction method using an excitation coil
with sinusoidal current. (a) Far from the defect. (b) Close to the
defect

time) compared with the excitation current applied. The secondary magnetic field
B® produced by the eddy currents opposes the primary field and affects the resulting
magnetic flux.

The induced eddy current distribution and intensity depend on parameters, such
as the intensity and frequency of the primary field or the conductivity and magnetic
permeability of the sample material. An alternating current of a given frequency is
generated in the primary or exciting coil. An alternating magnetic flux is conse-
quently produced. This induces an alternating current of the same frequency in the
secondary coil. With the introduction of the specimen, the alternating flux of the
primary magnetic field induces in the specimen an eddy current flow which gives rise
to an alternating magnetic flux in the opposite direction. The current in the secondary
coil as well as resultant field, which will change the coil impedance, are consequently
reduced. For given conditions, the reduction in current should be equal for all identical
specimens placed in the same position relative to the coils. Any observed inequality
in the value of the reduced current could indicate the presence of a defect, a change in
dimensions, or a variation in the electrical conductivity or in the magnetic permeabil-
ity of the test specimen due to a change in its physical or chemical structure. Thus,
the change in the eddy current density can be detected and used to characterize the
discontinuity causing that change.

The coil impedance, which is usually measured in practice instead of the current
or flux, is a vector quantity having resistive and inductive components. These are phase
shifted by 90° to each other. The other quantity that may be measured in practice is
the voltage across the coil. The coil impedance as well as the voltage are related to
the effective permeability of the test specimen, the test frequency of the coil, the
limiting or boundary frequency of the test specimen, and the fill factor of the coil. By
varying the type of the coils, the test method can be applied to flat surfaces or tubular
products. This technique works best on smooth surfaces and has limited penetration,
usually less than 6-7 mm. The skin depth, which is a function of the permeability
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and conductivity of the material as well as the frequency, determines the depth of
penetration of the eddy currents. In ferromagnetic materials, the skin depth is very
small and the technique will only detect surface breaking defects. In nonmagnetic
material, it provides some subsurface capabilities and may give some indication of
the depth of a defect. Encircling coils are used to test tubular and bar-shaped products.
The tube or bar can be fed through the coil at a relatively high speed, allowing the
full cross-section of the test object to be interrogated. However, due to the direction
of the flux lines, circumferentially oriented discontinuities may not be detected with
this application. The inspection frequencies used in eddy current inspection range
from 200 Hz to about 6 MHz. The choice of the frequency depends on the thickness
of material, the desired depth of penetration, the degree of sensitivity or resolution,
and the purpose of inspection. Selection of inspection frequency is normally based
on a compromise between the depth of interest and sensitivity to flaws. Increasing
the frequency lowers the depth of penetration but increases the resolution and vice
versa. Normally the highest inspection frequency compatible with the penetration
depth required is selected. For surface flaws, frequencies up to several MHz may be
used. For the inspection of ferromagnetic materials, due to the limiting skin-effect,
relatively low frequencies are normally used. The inspection probe will give a certain
indication on the instrument when placed in air. This indication will begin to change as
the probe is brought close to the test piece and will continue to change until the probe
is directly on the piece. This change in indication with change in spacing between the
probe and the material to be tested is termed lift-off. The lift-off has a drawback as
well as an advantage. The drawback is that many indications resulting from conditions
of primary interest are masked by small changes in spacing. The advantage is that
by utilizing the lift-off effect, the ECT instrument can be employed much easier for
measuring nonconductive coating such as paint and anodized coating in metals. When
an eddy current inspection probe approaches the edge of a part, the eddy currents are
distorted because they are unable to flow beyond it. The indication obtained from it is
called edge-effect and is very dominant, thereby limiting inspection near edges. It is
not advisable to inspect any closer than about the penetration depth from the edge of
a part. The distribution of eddy currents in the part being inspected is densest at the
surface (due to skin-effect) closest to the probe and progressively become less dense
with increasing distance from the surface.

1.2.2.1.1 Equipment and measurements

The main component of eddy current equipment is the probe of which there are several
different types. The probe could be of encircling type, of internal type, or of external
type. The main coil arrangements which may be present in these probes can be divided
mainly into three categories depending upon the methods of measurement. In the
absolute method, the primary and secondary coils are matched so that in the absence
of any test specimen the voltages across them are equal and opposite. Introduction
of the test piece results in a change in impedance and a voltage change appears
which is measured. The comparison method consists of the use of two identical coil
assemblies. A standard defect-free specimen is placed in one coil and the test specimen
in the other. Changes arising from the differences in the two samples are measured.
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In the auto-comparison method, two different parts of the same sample are compared
with each other. Such equipment can be used for testing ferromagnetic as well as
nonferromagnetic materials, provided a DC magnetic saturation unit is used. There
is equipment available which is used for testing tubes, rods, and bars that are passed
through an encircling coil assembly.

The eddy current equipment for measuring conductivity of materials employs a
single probe coil acting simultaneously as an exciter and pick-up. The probe is moved
by hand over the surface of the test material. The impedance of the coil is initially
balanced with that of a similar coil inside the main body of the apparatus. Changes
in the impedances of the probe coil due to eddy currents in the material under test
give rise to an out-of-balance voltage which is indicated by a meter directly in units
of conductivity. The frequency chosen for operation depends on the range of values
of conductivity to be measured and the thickness of the material. If this frequency has
been chosen too high, the measurements are performed, due to the skin-effect, close to
the surface of the specimen. This procedure can cause problems for those cases where
avolumetric measurement is preferred. Applications of'this type of equipment include
sorting of mixed materials, hardness testing, control of homogeneity, measurement of
porosity, and investigating degrees of heat treatment for nonferromagnetic materials.

The thickness of nonconducting coatings on nonferromagnetic metal surfaces
with the help of eddy current equipment is determined by measuring the lift-off effect
for a probe coil. The probe coil is coupled by a transformer to a tuned circuit which
is connected to a highly sensitive and stable frequency oscillator. When the probe is
placed in contact with the surface of the coating, the oscillations decrease in amplitude
by an amount depending on the coating thickness.

Ferromagnetic materials can be tested by subjecting them to magnetic hysteresis.
The equipment for this includes two identical coil assemblies of either the encircling
or probe type which are located at right angles to one another in order that the flux
passing through one set of coils does not pass through the other.

The two signals are superimposed on one another, and in the absence of a test
sample, the phases cancel out, and a horizontal straight line is observed. When a test
specimen is introduced in one of the coils, the material undergoes magnetic hysteresis
the loop of which is modified by the action of induced eddy currents. The straight line
becomes disturbed and the trace assumes a shape that is characteristic of the electrical
conductivity, the magnetic permeability, and the dimensions of the material. On
applying an identical specimen to the second coil in exactly the same relative position,
the trace again becomes a straight line. If, however, the permeability, conductivity,
or dimensions of two specimens differ in any way, the trace assumes a shape which
is characteristic of this difference. The equipment can be used to test ferromagnetic
components of various shapes and sizes for such properties as hardening, the existence
of internal stresses, machinability, etc. Manufacturers usually supply along with the
equipment standard shapes of traces characteristic of some of these properties.

1.2.2.1.2 Limitations of ECT
ECT can be carried out on all materials which conduct electricity. Both ferromagnetic
and nonferromagnetic materials can be tested. The method has the advantage that
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contact with the test specimen is not necessary. No couplant is therefore needed. The
probe coils can be made with very small diameters and thus can detect the presence
of very small flaws.

The sensitivity of the coils can be increased by the insertion of high-permeability
cores such as ferrite rods which produce very sensitive focused coils. Long wires,
tubes, rods, etc. can be tested by feeding them through the coils at a constant speed.
The relative cost of inspection is therefore low. Under certain circumstances, the
indications produced are proportional to the actual size of the defect. Thus, the tests
can be useful for grading and classifying.

Due to the skin effect, the depth of penetration into the test specimen is limited
and therefore the application of the technique is limited to the detection of surface
and close-to-surface defects. Because of this phenomenon, the measurement of wall
thicknesses is limited to thin wall tubing and to smaller thicknesses of materials.
The lift-off effect is undesirable in most testing cases. The technique is limited to
inspecting materials that are good conductors of electricity. It presents some difficul-
ties considering absolute measurements. In the case of manual testing, it requires the
presence of properly trained, qualified, and experienced operators.

In contrast to classical ECT, alternative methods exist which make use of relative
motion instead of alternating currents to induce eddy currents in the object under test.
These methods are presented in the next sections since they obey decent advantageous
regarding the penetration of the electromagnetic fields when considering moderate
velocities in the range of a few m/s.

1.2.2.2 Motion-induced ECT

The induction of eddy currents in the object under test is not restricted to the use
of alternating magnetic field sources. If an electrical conductor and a magnetic field
source experience relative movement, eddy currents are induced inside the conductor.
Besides in the field of NDT, the calculation of the involved electromagnetic fields
and retarding forces is of great theoretical interest in electromagnetism. But it is a
difficult problem of evaluating motion-induced eddy currents. The results available
in the literature are restricted to a few canonical cases, like the movement (with
constant velocity) of a conducting loop in the field of a magnetic dipole [56] or
the constant movement of a nonmagnetic conducting sphere in the field of a static
magnetic dipole [57]. Only in such canonical problems closed form solutions for this
kind of “Foucault currents” can be found. But these solutions are valuable for a better
understanding of the physical phenomenon involved. Some years later, Saslow [58]
provided a comprehensive review about the theory of motion-induced eddy currents
and Maxwell’s receding image theory. In the past, this topic was of special practical
interest in the framework of magnetic levitation and transportation which was initially
proposed in 1912 by Bachelet [59]. However, as late as in the 1970s, this topic became
popular and Reitz [60,61], Richards [62], Borcherts and Davis [63-65], Lee and
Menendez [66], and many others [67—69] studied the behavior of the electromagnetic
fields in the vicinity of moving conductors extensively.

In recent years, an increase of a variety of methods can be observed which
make use of relative motion between a magnetic field source producing a stationary
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magnetic field and the object under test. Techniques based on this principle can be
classified as MIECT methods. A few examples of MIECT type methods, which were
developed in the recent years, are given in the following.

The group of Chady ef al. recently has been realized a prototype equipment con-
sisting of an eddy current transducer and rotating permanent magnets [70]. The eddy
current transducer is designated for testing of planar conducting plates. A rotating
head with permanent magnets is used to induce eddy currents in the specimen. The
two Hall-effect devices connected in a differential manner are utilized to measure an
eddy current reaction. This inspection system is effective especially in cases of thick
metallic elements, when it is necessary to utilize low excitation frequency or systems
without power supply. Thus, the system is suitable for applications where it is impor-
tant to achieve high penetration depth. Furthermore, advantages are the freedom of
designing the shape of the exciting magnetic field and the availability of measuring
two quantities at the same time. The changes of the magnetic field produced by dis-
turbed eddy currents, and the changes of the torques, caused by the different forces
between a rotating head with magnets and the sample in case of element with and
without flaws.

The general principle of the MIECT method is shown in Figure 1.4(a). The group
of Brauer et al. presented almost ten years ago a technique, which was called Lorentz
force eddy current testing (LET) because Lorentz forces have been measured [71,72],
whereas the group of Ribeiro and Ramos proposed in 2013 with velocity-induced eddy
current testing a slightly different approach, where the magnetic fields are measured.
Ramos et al. [24,73-75] investigated the applicability of moving stationary magnetic
field sources using DC coils in the framework of NDT. They measured the disturbances
of the magnetic field resulting from a defect directly by means of GMR sensors.
Following this approach, these studies are extended in [76,77] to the use of single or
differential pick-up coils, respectively. Moreover, they also exchanged the magnetic
field source with a permanent magnet in order to achieve higher flux densities and
an increased induced eddy current density inside the moving specimen. The sensor
orientation has to be chosen carefully when using GMR sensors in order to avoid
saturation effects. This can be overcome by applying differential coils as magnetic
field sensors as it is also done in the framework of ECT. In this way, only the temporal
change of the magnetic flux resulting from a passing defect is measured. Rocha et
al. extended the analysis to the application of Hall sensors instead of GMRs and
pick-up coils in [78]. They also investigated the defect response signals for different
permanent magnet configurations and proposed the use of sensor arrays to expedite
the assessment of larger areas. In a subsequent study, the application of GMRs,
differential coils, and Hall sensors is compared in the framework of MIECT [76]. As
a result, it turned out that GMRs were able to detect defects when crossing the edges
of the defect. In contrast, pick-up coils and Hall sensors also provided signals when
the probe passed the defect in its centerline (see Figure 1.4(a)).

In 2015, another MIECT technique is proposed by Tan et al. [79]. In contrast
to previous studies, which made use of translational motion, they proposed a system
using rotational motion of the magnetic field source to induce eddy currents inside
the object under test. The basic principle of the method is shown in Figure 1.4(b).
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Figure 1.4 Two different MIECT methods reported in the literature. (a) Linear
motion using a lying axially magnetized permanent magnet [77] and
(b) rotary motion of a diametral magnetized permanent magnet in close
vicinity of a defective conductor [79]
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Figure 1.5 Lorentz force eddy current testing for contactless evaluation of
electrically conducting material

A diametral magnetized, cylindrical permanent magnet rotates in close vicinity of
a conductive object and anomalies are analyzed by means of the variations in the
electromagnetic torque. The use of rotational motion provides the opportunity to
design portable MIECT systems according to ECT devices nowadays available.
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The presented studies are all limited to the analysis of surface touching defects
indicating the early state of MIECT systems. However, it is emphasized that MIECT
is not restricted to detect flaws on the surface. As Brauer and Ziolkowski [71] have
already shown in 2008, their MIECT system consisting of a permanent magnet
combined with a force sensor can be used to detect defects in conducting, non-
magnetic specimen. The principal setup is shown in Figure 1.5. Because there are
measured Lorentz forces, this method has been called Lorentz force eddy current
testing (LET) [80]. Further details will be discussed in the following chapters.

1.2.2.3 Other ECT techniques

1.2.2.3.1 Pulsed eddy current technique

In eddy current NDT, an AC-driven excitation coil induces eddy currents in the sample
through electromagnetic coupling. In turn, the circulation of the eddy currents induces
a secondary magnetic field B® as illustrated in Figure 1.6. This field will vary if
flaw that impedes the eddy currents is present or there is a change in the electrical
conductivity, magnetic permeability, or thickness of the sample. Any change in the
field will be picked up by a sensing device, which is typically either a coil or a magnetic
field sensor. In contrast to the conventional sinusoidal eddy current technique, where
the excitation is limited to one frequency component, PECT excites the induction coil
with a pulse waveform.

The first and main advantage is that, compared with single frequency ECT,
PECT inherently has a broadband of frequencies, which is advantageous for any
eddy-current-based NDT&E techniques due to the frequency-dependent skin effect.
Another benefit is that PEC signals are relatively easier to interpret, while it requires
a special skill of the operators for interpreting conventional ECT signals, which are
presented in the impedance plane trajectory.

Conventional ECT only applies a single frequency for excitation, which makes it
unable to detect both surface and sub surface defects reliably. The improved technique
is the multi frequency ECT, which applies different excitation frequencies, one after
another. Compared with multi frequency ECT, PECT can potentially be applied in

B(p)

Pick-up sensor

Excitation coil
B®)

Sample
™ Induced eddy
currents

Figure 1.6 Illustration of the working principle of PECT
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shorter time for inspection of different depths as PECT applies a wideband of fre-
quencies in a single pulse. This allows to reduce the measurement time depending on
the sample characteristics.

Similar to other ECT techniques, PECT, in general, requires no surface prepa-
ration, which leads to reduction of inspection time and costs efficiency is improved.
The inspection can also be done without interrupting the operation or service of the
structure being tested, unlike for example X-ray testing. In many applications where
the sample is coated, no removal of the coating is required when ECT is used. Any
eddy current systems are relatively cost-effective and reliable.

Thanks to its versatility, PECT has been used in numerous different NDT applica-
tions, both in material characterization and structural integrity inspection. In material
characterization, PECT has been suggested to be used for measurement of electrical
conductivity and magnetic permeability of materials. While in the structural integrity
testing, PECT has been applied for defect detection and characterization, evaluation
of corrosion, measurement of insulation thickness, plate thickness, and wall thick-
ness of pipes. This covers both insulated and noninsulated, coated and noncoated
materials. Furthermore, still within the area of integrity testing, detection of cracks
under fasteners and between fasteners in aircraft structures using PECT has also been
explored and implemented [14].

1.2.2.3.2 Remote field eddy current testing

RFECT is an electromagnetic method of NDT whose main application is finding
defects in ferromagnetic steel pipes and tubes since conventional eddy current tech-
niques have difficulty inspecting the full thickness of the tube wall due to the strong
skin effect in ferromagnetic materials.

Both ECT and RFECT, use the principles of electromagnetic induction to detect
defects in condenser and heat exchanger tubes. The basic RFECT probe consists of an
exciter coil (or sending coil) which sends a signal to the detector (or receive coil). The
exciter coil is feeded with an AC current and emits a magnetic field. The field travels
outwards from the exciter coil, through the pipe wall, and along the pipe. The detector
is placed inside the pipe, two to three pipe diameters away from the exciter and detects
the magnetic field that has traveled back in from the outside of the pipe wall (for a total
of two through-wall transits). In areas of metal loss, the field arrives at the detector
with a faster travel time (greater phase) and greater signal strength (amplitude) due
to the reduced path through the steel. Hence, the dominant mechanism of RFECT is
through transmission. The main difference between RFECT and conventional ECT is
in the coil-to-coil spacing. The RFECT probe has widely spaced coils to pick up the
through-transmission field, whereas the typical ECT probe has coils or coil sets that
create a field and measure the response within a small area, close to the object being
tested.

Although both eddy current and remote field techniques rely on electromagnetic
induction as a function of the inspection process, they are very different in operation
and application. ECT relies on direct coupling between the inspection coil and the
test material and works very well for nonferromagnetic materials. Magnetic materials



32 Motion-induced eddy current testing and evaluation

have a major impact on the penetration of the eddy current field. Also, the permeability
varies throughout the material and causes erratic signals and increased noise. RFECT
has been designed to overcome this permeability effects in ferromagnetic tubing such
as carbon steel and ferritic stainless steels. As the name implies, remote field testing
does not work in the direct coupled zone. The remote field zone is the region in which
direct coupling between the exciter coil and the receiver coil(s) is negligible. Coupling
takes place indirectly through the eddy currents and their resulting magnetic field. The
remote field zone starts to occur at approximately two tube diameters away from the
exciter coil. RFECT does theoretically work on nonpermeable materials but it is not
as accurate or effective as conventional ECT. Defects in the tube wall, such as pitting
or cracking, and changes in wall thickness will interrupt or alter the amplitude and
pattern of the eddy currents, changing its magnetic field. This change in the magnetic
field then affects the coil by varying its electrical impedance, which is monitored by
the test instrument.

Unfortunately, remote field testing does not easily lend itself to the variety of
frequencies and signal mixing that ECT does. Due to the characteristic low-frequency
operation, one or two test frequencies are typical for an RFECT inspection. Adding
too many low frequencies has an impact on production by reducing the sample rate
and in turn forces slower scanning speed.

The RFECT method has the advantage of allowing nearly equal sensitivities of
detection at both the inner and outer surfaces of a ferromagnetic tube. The method
is highly sensitive to variations in wall thickness and tends to be less sensitive to
fill-factor changes between the coil and tube. RFECT can be used to inspect any
conducting tubular product, but it is generally less sensitive than conventional eddy
current techniques when inspecting nonferromagnetic materials [81,82]. Although
RFECT works in nonferromagnetic materials such as copper and brass, ECT is
preferred for such cases.

1.2.2.3.3 Low frequency electromagnetic testing

The low frequency electromagnetic testing (LFET or LFECT) is a special kind of
conventional ECT technique and can be used to inspect, detect, and measure changes
in the structure of materials such as changes in thickness caused by corrosion or
others factors in storage tanks or other convex/concave ferrous surfaces, as well as
nonferrous metal tubing/piping surfaces. A low-frequency electromagnetic field is
induced into the plate, piping, or tubing to be inspected using a horseshoe-shaped
electromagnet. By using low frequencies, the penetration of the magnetic field is
more uniform throughout the plate wall thickness and defects on both the top and
bottom sides of the plate can readily be seen. Any flaw in the plate, piping, or tubing
will distort the returning field, which is picked up by a magnetic field sensor. The
sensor registers the changes in the electromagnetic field as the scanner pass a flaw in
the metal. The data are analyzed to determine the condition of the test material. The
waveform will show a signal increase from the material baseline to indicate, where
the wall loss has been detected by the sensor. Since the probe does not have to contact
the work surface, LFET is useful and reliable technique on rough surfaces or surfaces
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with wet films where coatings are on pipes or plates. Thus, LFET is widely used to
detect pits, holes, material loss caused by corrosion for storage tanks, tank shells,
pipes, heat exchangers, and many other equipment.

1.2.2.3.4 Alternating current field measurement

The ACFM technique or electromagnetic field imaging, is very similar to the LFET.
It is also a noncontact electromagnetic technique capable of both detecting and sizing
(length and depth) defects in metals. The basis of the technique is an alternating
current flow in a thin skin near the surface of any conductor. By introducing a remote
uniform current into an area of the component under test, when there are no defects
present, the electrical current will be undisturbed. If a crack is present, the current
flows around the ends and down the faces of the crack. The current flowing in the
surface has an associated magnetic field above the surface and this magnetic field
will be disturbed as well, if the current is disturbed by a defect. The ACFM method
involves the measurement of this magnetic field.

As the technique requires no electrical contact with the surface, it can be used
to inspect through paint and coatings. The technique is widely used for weld and
thread inspection and for subsea inspection of offshore platforms. It can also be
used on both magnetic and nonmagnetic components. This technology is ideal for
inspection applications in many industries, such as oil and gas, where the focus is
on the detection and measurement of pipeline defects, and stress corrosion crack-
ing. Thus, it is often applied to the petrochemical, power generation, aerospace,
infrastructure, and manufacturing industries [83,84]. Because electromagnetic field
shapes are created and measured, ACFM allows fast detection of surface break-
ing defects through dirt, paint, and nonconductive coatings, usually up to 15 mm
thick. High-resolution digital data can be obtained at inspection speeds of about
300 mm per second.

Array probes containing large numbers of sensors can be deployed typically in
situations where larger areas need to be inspected or where pick and place deployment
is preferable to probe scanning. Thus, ACFM array systems can be incorporated into
automated inspection systems to give simple PASS/FAIL reporting, avoiding the
need for skilled operators. The ACFM method should only be applied to surface-
breaking defects when used on carbon steels but is suitable for subsurface flaws in
some nonmagnetic materials.

1.2.2.3.5 Eddy current array (ECA) testing

Eddy current array (ECA) and conventional ECT share the same basic principle and
physics, the magnetic coupling of a probe sensor (coil) close to a test specimen
(conductive material, ferromagnetic, or nonferromagnetic), generating eddy cur-
rents inside the test specimen, and displaying signals on the instrument’s impedance
plane.

ECA technology uses several individual coils grouped together in one assem-
bly. An ECA, in its simplest form, is a series of single elements arranged in a row,
allowing users to cover a larger area in a single pass than conventional, single-
coil probes (i.e. pencil probes using ECT). However, this could lead to disturbed
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measurement signals. This is the reason why ECA probes use multiplexing. Multi-
plexing involves activating and deactivating coils in specific sequences to leverage
the probe’s width. Multiplexing also minimizes the interference between coils in close
proximity (mutual inductance) and maximizes the resolution of the probe. Thus, ECA
probes effectively eliminate the raster scanning necessary when using ECT pencil
probes.

Most conventional eddy current flaw detection techniques can be reproduced with
an ECA inspection. Compared with single-channel ECT, ECA technology provides
the following benefits:

Inspection of complex shapes using probes customized to the profile of the part

Reduction of the inspection time

Covers a large area in one single pass while maintaining a high resolution

Reduces the complexity of mechanical and robotic scanning systems

Automated ECA probes yield more consistent results compared with manual

raster scans

e Simple manual scan is often enough improving flaw detection and sizing with
C-scan imaging

e Easier analysis because of simpler scan patterns

e Probes can easily be designed to be flexible or shaped to specifications, making
hard-to-reach areas easier to inspect

e Improves reliability and probability of detection

This method is widely used for a number of industrial applications. It can be
used for both measuring the thickness of steels and detecting corrosion. ECA can be
used on materials as diverse as vessels, columns, storage tanks and spheres, piping
systems, and even structural applications.

1.2.3 Applications

Some of the applications of eddy current testing have already been mentioned while
describing the basic principles, equipments, and procedures in the previous sections.
In the following, a summary of these applications is being given.

All these techniques working on the same principle, where a coil driven by
an alternating current induce eddy currents in the conducting specimen, whose
distribution in the material enables some estimation of its properties. The frequency-
dependent penetration depth of the electromagnetic field in the conductor as well as
the low-spatial resolution for low frequencies are limiting, for example, the identifi-
cation of deep internal defects in the test object. Consequently, ECT is considered as a
surface-oriented method which enables preferably the detection of flaws at the surface
or close to the surface. Additionally, metallic alloys or wall and coating thicknesses
can be estimated with ECT as well.

Furthermore, it is remarkable that ECT was used rather lately in industrial prac-
tice. Whereas portable ultrasonic devices are available since about 1960, ECT devices
first came up in the 1980s. A reason for this is that the ECT theory was much better
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well-understood and introduced into professional training. Today, it is well-known that
ECT methods can be used to verify different material parameters, such as electrical
conductivity, magnetic permeability, detection of discontinuities, material thickness
or coating thickness of metallic objects, the effect of the distance between test coil
and test object (lift-off distance), or the distances of conductors in laminated materials
(e.g. composites). The result is a wide spectrum of applications for ECT methods,
from pipe inspection in power plants, in the chemical or petrochemical industry,
in nuclear submarines or air conditioning devices via the inspection in aircraft and
automotive industries through the manufacturing of pipes, wires, rods, and bars.

ECT is employed for the detection and measurement of defects such as cracks,
porosity, blowholes, inclusions, overlaps, shrinkages, and soft spots in a wide variety
of test specimens in solid cylindrical, hollow cylindrical, or other complex shapes.
Corrosion and cracking due to stress corrosion can also be detected. Changes in
electrical conductivity and permeability can be measured which in turn have a bearing
upon the material properties such as hardness, homogeneity, degree of heat treatment,
existence of internal stresses, decarburization, diffusion, alloy composition, presence
of impurities, etc. Thickness measurements can be made on metallic plates, foils,
sheets, strips, tubes, and cylinders. Typically, it is possible to determine the thickness
of nonmetallic coatings on metals such as for example the insulating layers on cables,
nonconducting paints on some aircraft castings and anodic coating on aluminum
alloy surfaces. Dimensions such as diameters of cylindrical specimens can also be
determined. The materials can be automatically sorted in a production process. Since
the method is adaptable to high-speed inspection, evaluation of small diameter tubes,
such as those used in steam generators or heat exchangers is possible. It is also
possible to inspect welded small-bore-piping. By using encircling type probes, large
diameter pipes can be inspected. Similarly, long bars and wires can be inspected in
short time. In tube testing, the eddy current method also allows high-speed detection
of inter-granular corrosion on the inside surface.

1.3 Motion-induced ECT

1.3.1 Introduction

Material moving in a magnetic field experiences an EMF acting in a direction per-
pendicular both to the motion and to the magnetic field. This discovery was one of the
foundations of electromagnetism. That it should occur even when the material was
fluid did not escape the attention of early investigators such as Faraday, who reported
to the Royal Society of London in 1832 how he had tried vainly to measure the voltage
induced across the river Thames by the motion of the water in the vertical component
of the earth’s magnetic field [85]. The measurement was made between large elec-
trodes, lowered into the river from Waterloo Bridge. Such signals were spurious one
due to electrochemical and thermoelectric effects, two factors which can still trouble
us when we try to apply the principle of electromagnetic induction to measuring a
fluid velocity or bulk flow rate. Faraday’s experiments failed chiefly because the river
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bed would short-circuit much of the genuine signal. However, he lived to hear of
Wollaston’s measurements of voltages induced tidally in the English channel in 1851.
Faraday’s method which consists of exposing a flow to a magnetic field and measuring
the induced voltage using two electrodes has evolved into a successful commercial
application known as the inductive flowmeter. The theory of such devices has been
developed and comprehensively summarized by [86]. While inductive flowmeters are
widely used for flow measurement in fluids at low temperatures such as beverages,
chemicals, and wastewater, they are not suited for flow measurement in metallurgy.
Since they require electrodes to be inserted into the fluid, their use is limited to appli-
cations at temperatures far below the melting points of practically relevant metals.
Consequently, there have been several attempts to develop flow measurement meth-
ods which do not require any mechanical contact with the fluid. Among them is the
eddy current flowmeter [87] which measures flow-induced changes in the electric
impedance of coils interacting with the flow. More recently, a noncontact method was
proposed [88] in which a magnetic field is applied to the flow and the velocity is
determined from measurements of flow-induced deformations of the applied field.
Today Faraday’s invention, the electromagnetic flowmeter, enjoys broad success in the
chemical and food industries. But it has fallen short of solving the grand challenge of
flow measurement in high temperature melts such as steel, aluminum, or glass. Thess
et al. [89,90] describe a technique which has been termed “Lorentz force velocime-
try” (LFV), based on measuring the drag force on magnetic field lines which cross
the melt flow. This noncontact technique is suited for high-temperature applications
as well because it is free from the unavoidable electrode corrosion problem that has
plagued Faraday’s classical method.

1.3.2 Lorentz force eddy current testing

LET belongs to the group of MIECT type methods. It is a technique for nondestructive
and contactless evaluation of electrically conducting specimens. The basic principle,
shown in Figure 1.7, is based on the interaction between a permanent magnet and
a moving specimen. As a consequence of this motion, eddy currents are induced
inside the object under test, which in turn react with the magnetic field, producing a
Lorentz force acting on both, the specimen and the permanent magnet. The novelty
of the method lies in the determination of the measurement signal. In contrast to
ECT and other MIECT techniques, the force acting on the magnet is measured using
force sensors. In the presence of a defect, the eddy current profile and hence the
resulting Lorentz force are perturbed. The physical principle of LET is an analogy
to LFV [89]. In LFV, the main goal is to determine the flow rate of a conducting
liquid by means of the Lorentz force which is proportional to the velocity of the
liquid [90].

LET was initially demonstrated as an alternative NDT method by Brauer et al.
[71]. Ziolkowski et al. [72] tackled the numerical analysis of the reported experi-
mental setup and proposed techniques to analyze the electromagnetic field problem
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Figure 1.7 General principle of Lorentz force eddy current testing for
contactless evaluation of electrically conducting material. The
specimens and the geometrical parameters of the LET problem under
investigation are shown in (a) for solids and (b) for layered
structures

with increased computational efficiency. The work on LET in an experimental and
numerical framework was continued by Uhlig [91] and Zec [92].

A very important study is related to the investigation of the effect of defect depth
on the Lorentz force signals exerting on the magnet. To study the impact of the defect
depth, a layered specimen containing a number of aluminum sheets of same thickness
(usually 2 mm) has been used. The defect depth can be changed easily, if the position
of the layer containing the defect is modified (Figure 1.7).

A conceptional model of LET is proposed and investigated in [93]. It consists of
a modification to the well-known creeping magnet experiment, where a permanent
magnet is slowly falling down a copper pipe [94]. The modification in this study
consists of adding defects into the pipe wall such that the eddy current distribution and
Lorentz force profile is disturbed. The LET method is extended to the determination
ofthe electrical conductivity of the specimen assuming that the object under test is free
of defects [95]. This technique is called Lorentz force sigmometry. It is shown that the
lift-to-drag ratio of the Lorentz force components is proportional to the conductivity
ofthe specimen such that o = «F, /F, with a calibration factor o, which is determined
experimentally (see Chapter 6.1). Besides the mentioned investigations, fundamental
studies exist on the influence of the Lorentz force on geometrical parameters such as
the lift-off distance, the size of the magnet, and the size and depth of the defect[96,97].
These studies are accomplished with the analysis how the velocity or conductivity
affects the resulting Lorentz force profile.

The state-of-the-art of LET has been summarized by Brauer ez al. [80]. It includes
a summary about the experimental setup, the numerical modeling techniques and
currently applied defect reconstruction methods. The investigations on the forward
models were supported by Petkovic ef al. [98], addressing the inverse problem, i.e.
the identification of the defect called Lorentz force evaluation (LFE). She proposed
reconstruction algorithms to determine the shape and the location of the defects solely
out of the Lorentz force profiles. There were following up several studies of the LFE
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problem, i.e. considering the defect identification as an extension and improvement
of this first approach [98—101].

1.3.3 Theory

NDT and NDE of electrically conductive objects require reliable methods to detect
material anomalies or deep lying defects. Besides of radiographic, ultrasonic, or
optical techniques, electromagnetic methods such as ECT find a wide range of appli-
cation due to low cost, easy to use equipment and low demands to the measurement
environment [6,12]. However, one of the most limiting factors in ECT is the frequency-
dependent skin depth [71]. This restricts the capability to detect deep lying defects.
With LET a novel electromagnetic NDT technique is presented [89,92,93,95]. The
aim is to overcome this limitation. Lorentz force eddy current testing is based on set-
ting an electrically conductive specimen into relative motion to a constant magnetic
field. Due to Ohm’s law for moving conductors, eddy currents are induced in the
conductor under test

0A
J=O<—¥—V¢+VXB>, (1.3)

where J denotes the induced current density, ¢ the scalar electric potential, A the
magnetic vector potential (B =V x A ,V - A = 0), v the conductor velocity, and
B the total magnetic flux density. B can be divided into a primary magnetic field
(caused by a permanent magnet) and a secondary magnetic field generated by the
eddy currents. The interaction of the constant magnetic field and the induced eddy
currents results in a Lorentz force F©) acting on the specimen. Due to Newton’s third
law, an equal force F™) exerts on the permanent magnet in the opposite direction

FP = —F® = /ff J x BdV (1.4)
Ve

with V. describing the volume of the specimen. If a defect is present in the con-
ductive material, perturbations in the measured Lorentz force occur. Based on these
perturbations the defect can be detected and reconstructed.

In contrast to LET, common eddy current testing uses a time changing current in a
primary coil which generates a time changing primary magnetic field B®. Usually, the
signal used to evaluate the material, is the change in impedance of the secondary coil.

Both principles are based on the induction of eddy currents, whereas major
differences arise in shape and magnitude of the induced current densities as well
as in the method of signal evaluation. Figure 1.8 shows the comparison of both
methods and illustrates the perturbation of eddy currents due to defects. In both
methods, a secondary magnetic field B is generated which interacts with the primary
magnetic field B?”). The total magnetic field is given by the sum of both fields B =
B® + B®. The formalism to describe the LET and ECT problem in theory is given
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Figure 1.8 Comparison of characteristic eddy current profiles observed in ECT
and LET. (a) In ECT, the eddy currents show a circular profile, which
are similar to an imprint of the primary excitation coil. (b) In LET, the
eddy currents follow a figure-of-eight and do cross below the magnet

by the magnetic convection diffusion equation [92,102], which can be written in its
potential form as

Vx(LVXA—M)=—a(%+V¢—VXVXA)+J(8), (1.5)
Ho ot
where a linear and nonferromagnetic material was assumed. In (1.5), M denotes the
magnetization vector, J© is the external current density, and v is velocity of the object
under test. The limiting factor of ECT is the skin depth § (1.1), which results in a fast
decay of the information signal for subsurface defects.

A similar factor, namely, the magnetic Reynolds number R,,, can be defined for
moving conductors. By transforming the magnetic convection diffusion equation into
its nondimensional form, it can be derived [93]:

R, = no|v|L. (1.6)

The parameter L is the typical length-scale of the problem. In general, for R,, < 1
diffusion of the magnetic field dominates and the resulting field is primarily deter-
mined by the boundary conditions and the primary magnetic field B®. For R,, > 1,
the magnetic field lines are deformed in the moving direction, which results in a
similar phenomenon as skin effect.

1.3.4 Experiments

Throughout this work, two different kinds of specimens are investigated. These are
either solid or layered specimen. Both types are shown in Figure 1.9 together with
the corresponding geometrical parameters given in Table 1.2. The conductivity of
solid specimen, shown in Figure 1.9(a), can be assumed as isotropic. Meanwhile, the
layered specimens are advantageous when varying the depth and size of defects which
is demanding and expensive in case of solid bars.
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Sketch of the perturbed eddy currents induced in a moving plate
located below a permanent magnet. Differences between (a) solid and
(b) layered specimen. The layered structure restricts the eddy currents
to flow in the respective sheet

Table 1.2  Parameters of the LET setup and characteristic values

Parameter Value Description

B, ~1T...14T Remanence of the magnet (NdFeB)

d ~lmm...10mm Depth of the defect

h I mm Lift-off distance

A% ~0.1m/s...2m/s Velocity of the specimen

Xy ~lmm...10mm Length of the defect

Yy ~lmm...10mm Width of the defect

Zy ~lmm...10mm Height of the defect

X, 250 mm Length of the specimen

Y, 50 mm Width of the specimen

Zg 50 mm Height of the specimen

oo (19.88+0.5) MS/m Electrical conductivity of solid specimen
ol (30.61£0.20) MS/m Electrical conductivity of layered specimen
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As a direct consequence, their conductivity profile has to be treated differently
compared with solid bodies. Due to their stratified structure, an oxidation layer on the
surface of each conducting sheet is present. This prevents the current to flow from one
layer to the next. As an admissible approximation, which was tested experimentally
in [80], the anisotropic conductivity profile is homogenized assuming a vanishing
vertical conductivity (0., = 0) throughout the whole conductor. The characteristic
eddy current profiles are illustrated in Figure 1.9 for both types of specimen. Thus,
in the following the defect is assumed to be nonconductive and nonmagnetic. The
eddy current profiles would considerably change when one of both assumptions is
violated. A permanent magnet, which is magnetized perpendicular to the surface of the
specimen, generates a characteristic eddy current profile in the xy-plane with a shape
of an eight. The induced eddy current density is highest right under the permanent
magnet. The conductivity anisotropy in the z-direction does not affect this general
behavior. In the case of a defect, the induced eddy currents circumvent the defect.
The major difference between both conductivity profiles is that in case of anisotropic
specimen, the induced eddy currents are restricted to flow in the respective sheet
omitting any z-component.

The laboratory LET setup, shown in Figure 1.10, has been developed by Uhlig
[91] and Carlstedt [103]. The 3D force sensor K3D40 [104] (ME-Messsysteme
GmbH) based on the strain gauge technology is used to determine the dynamic
forces acting on the permanent magnet. The data are acquired using the commer-
cial PXI system NI PXI-1036 (National Instruments Corporation) together with the
signal acquisition module NI PXI-4472. The output voltage of the force sensor
amplifier is sampled with a frequency of f; = 10kHz. The specimen is moved by
a customized linear belt-driven drive (Jenaer Antriebstechnik GmbH), which realizes
the required relative movement between magnet and specimen with a velocity of up to
3.75 m/s and a maximum acceleration of 20 m/s?. The permanent magnet provides the

3D force

sensor
Permanent

magnet

| Linear drive

Specimen

Figure 1.10 Laboratory LET setup developed by Uhlig [91] and Carlistedt [103]
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stationary primary magnetic field in the LET system. In this case, a cylindrical NdFeB
magnet is mounted on a 3D force sensor that is based on strain gauge technology. A
2D positioning stage enables the alignment of the permanent magnet in yz-plane. All
devices and the data acquisition of the force sensor are controlled by a PXI-system
by National Instruments. The specimen under test is a stack of 25 aluminum sheets
each250 mm x 50 mm x 2 mm, where well-defined defects at different positions and
depths can be realized easily. The LET system investigated numerically is strongly
related to the laboratory setup in order to compare the simulation results with exper-
imental data. The problem geometry utilized in the numerical analysis is shown in
Figure 1.9 and an overview of the involved parameters is given in Table 1.2. More
information about the experimental setup can be found in [91,103].

An example of 3D FEM simulations is shown in Figure 1.11. Using the A — ¢
potential formulation, the LET field problem can be described by (1.5), but without
the external current density on the right-hand side. This formulation separates the two
induction phenomena into the moving part v x B and the time changing part on the
right-hand side. Depending on the definition of the frame of reference, two equivalent
types of the general magnetic field induction equation can be distinguished [92,102].
In the so-called moving frame of reference, the global coordinate system is associated
with the moving permanent magnet, i.e. the conducting object moves in the direction
along the x-axis with velocity v. If the conducting object moves with a constant
velocity and has a constant cross-section normal to the direction of motion, e.g. the
object is free of defects, the time derivative A /9t vanishes and (1.5) is reduced to a
quasi-static approach.

In many experiments it has shown that the detection of subsurface defects in
stacked aluminum sheets is possible for both testing techniques using the described
experimental setup [105]. In the ECT method, the detection of a subsurface defect
is mainly limited by the frequency-dependent penetration depth, i.e. if deep inter-
nal defects should be detected the testing frequency has to be as low as possible.
On the other hand, if low frequencies are used, the performance of the electronic
amplifier becomes more important due to the weak signals. Furthermore, the testing
speed is strongly restricted depending on the properties of defects, e.g. characteris-
tic length and shape. In LET, a relative movement between the permanent magnet

Permanent magnet
g “-‘.‘_

Conducting object

Defect

Figure 1.11 3D FEM model used for LET simulations
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and the specimen is required to induce eddy currents. To create a sufficiently large
Lorentz force, the relative velocity has to be high enough to detect small perturbations
induced by subsurface defects. With increasing speed, the absolute force and the force
perturbations increase linearly at magnetic Reynolds number R,, < 1. Therefore, the
magnitude of the desired force signal is theoretically adjustable with the velocity for
optimal utilization of the applied force sensor. In practice, the force sensor is sensi-
tive to unwanted vibration of the environment and the system itself. To summarize,
both testing techniques are highly dependent on the used sensors and measurement
electronics as well as on the available testing speed. Consequently, many areas of
application of LET and ECT, respectively, will be different.

1.3.5 Comparison of ECT and LET

A comparison between the ECT technique and LET is reported in [44,105]. To
compare both methods from the numerical point of view, a detailed model of the
applied ECT sensor is necessary. For that reason, it turns out that it was necessary
to perform numerical simulations to get precise information of the internal probe
structures. There have been no data (internal geometrical and material properties)
available for the commercial ECT probe which should be used for the comparison
of ECT and LET. The probe under investigation was a differential type probe PKA-
48 (Rohmann GmbH), including secondary pick-up coils. It was used with the ECT
device Elotest N300 (Rohmann GmbH). X-ray images were taken in order to get infor-
mation about the internal structure of the probe. The result is given, together with
the corresponding finite-element model, in Figure 1.12. First this analysis enabled
the possibility to compare the defect response signals obtained experimentally with
numerical simulations [106].

The major differences between ECT and LET are given by the shape and the
magnitude of the induced eddy current profile as well as by the evaluated signal. The
impedance variations of the imaginary part AZ; and the back-induced voltage U, in
the secondary pickup coil from ECT have been compared with the force perturbations
in case of LET [44].

Case

Core
Secondary ~ Primary

coil coil Secondary coil

Primary coil
Shield

Defect -

(a) (b)

Figure 1.12  X-ray images and model of the ECT probe PKA-48 [106]. (a) X-ray
images. (b) Reverse engineering model
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The normalized force perturbations (LET) and impedance perturbations (ECT)
representing the normalized defect response signals one will get from both methods
are shown in Figure 1.13. The graph shows normalized signals of the drag-force
F, together with the imaginary part of the secondary coil impedance at comparable
source dimensions.

Usually, the ECT method is applied in stationary applications. However, when
the object under test is moving relative to the ECT probe, the induced voltage in the
pick-up coil is modulated in the defect region. This effect is shown in Figure 1.14. If
the velocity-to-frequency ratio v/f increases, the amount of sinusoidal periods in the
defect region decreases. It is shown in [44] that the use of the Hilbert transform of the
secondary induced voltage 77°[ U,(¢)] is suitable to post process the modulated defect
response signals to determine the envelope of the modulated signal. In practice, this
requires additional adjustments of currently available ECT devices. A direct compar-
ison between both methods in terms of defect depth and velocity showed that with
ECT it was possible to detect defects of size [ Xy, Y, Z;] =[12 mm, 2 mm, 2 mm] up to
a depth of 6 mm at a velocity of v =0.25 m/s considering a frequency of /' = 100 Hz.
In contrast, the LET method was able to resolve the defect up to a depth of 8 mm at
v=0.5m/s.

.- PM

| ECT-coil

| E— .
Defect Specimen

AZ(ECT), AF(LET)

40

x in (mm)

Figure 1.13  Normalized defect response signals in case of ECT and LET assuming
equivalent dimensions [105]
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Figure 1.14 Modulated secondary-induced voltage U,(t) in the pick-up coils in
case of moving objects under test (v = 0.25m/s, oo = 30.61 MS/m) [44]

It can be concluded that both methods obey individual advantages. The classical
ECT method is suitable to inspect stationary objects which is not possible with LET
or any other MIECT type method. However, if the object is in motion, the use of
alternating currents can be omitted. In this way, it is possible to apply permanent
magnets which produce considerably higher magnetic flux densities compared with
current carrying coils. Comparative studies [44,105] showed that LET is a promising
and competitive alternative to traditional ECT methods considering the contactless
evaluation of moving electrical conductors.
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Chapter 2
Forward simulation methods

Marek Ziolkowski,»-?> Mladen Zec! and Konstantin Weise!

This chapter presents methods for simulation of electromagnetic problems related to
MIECT. The main purpose of the presented methods is their application to develop-
ment of the general LET systems. Furthermore, the main objective is the calculation of
the Lorentz forces which result from the interaction between permanent magnets and
moving, nonmagnetic and electrically conductive objects. In general, numerical sim-
ulations of LET problems can be relatively time-consuming. Therefore, an additional
emphasis was put on the development of fast semi-analytical and simplified numerical
methods that allow solving general LET problems with satisfactory accuracy.

Initially, the electromagnetic equations which model general LET systems are
given in two equivalent frames of reference, namely, a stationary (laboratory) frame
and a frame moving at a constant speed (Section 2.1). This is followed by several
semi-analytical methods that can be applied for calculating Lorentz force and their
perturbations resulting from typical LET systems. Most of the presented methods
assume weak reaction of the secondary magnetic field which results from motion
induced eddy currents.

e Section 2.2.1 presents solutions for 2D LET models in which the system dimen-
sion perpendicular to the direction of motion is much larger than in the motion
direction. The systems discussed include models using equivalent simple and
modified magnetic linear dipoles as well as analytical formulas for the descrip-
tion of 2D permanent magnets (PMs). The methodology of determining forces
acting on a PM as well as reaction signals from one or more defects in a moving
2D object is also described in detail.

e Section 2.2.2 presents general semi-analytical solutions for calculating forces
acting on a simple three-dimensional PMs (rectangular, cylindrical) placed above
moving nonmagnetic and electrically conducting large plate without defects.

e Section 2.2.3 describes the general methodology for calculating Lorentz forces
and defect response signals (DRS) for LET systems with test objects containing
defects.

e Section 2.2.4 addresses the problems of oscillatory motion between the magnet
system and the object under test.

! Advanced Electromagnetics Group, Technische Universitit Imenau, Germany
2 Applied Informatics Group, West Pomeranian University of Technology, Poland
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e Section 2.2.5 presents the simplest method for calculating the force reaction
signals from defects of different shapes.

e Sections 2.2.6 and 2.2.7 give a description of the approach based on the so-called
extended defect area implemented for anisotropic and isotropic conductors.

e Section 2.3 describes the basics of the surface charge simulation method (SCSM)
adapted to LET problems with anisotropic and isotropic conductors. This section
also gives the practical method for determining the magnetic field and the scalar
electrical potential in the rectangular area using a 2D fast Fourier transform.

e Section 2.4 presents robust and accurate finite element methods (FEM) used to
analyze complex LET problems. The main emphasis is on techniques which sim-
plify the motion modeling between stationary and moving parts without reduction
of the calculation accuracy, namely, the moving magnet (MMA) and the moving
defect (MDA) approaches. Additional FEM based techniques, such as quasi-static
approach (QSA) and weak-reaction approach (WRA) which can considerably
reduce the simulation time are introduced as well.

2.1 Moving coordinate systems—transformations

The principal postulates of special theory of relativity are as follows [107]:

® postulate of relativity, the laws of physics are the same in all inertial systems,
e postulate of a universal light speed, the same speed of light is measured in all
inertial systems.

Two inertial systems are considered, namely, stationary system & (reference frame)
with coordinates (x,y, z, f) and the moving system &’ (moving frame) with coordi-
nates (x',)',z’,¢'). The system & moves with a constant velocity v relatively to &
(Figure 2.1).

According to the first postulate, for problems where the displacement current can
be omitted (dD/d¢ = 0), Maxwell’s equations take in both systems the following form:

Reference frame & Moving frame &
VxH=J VxH =T
VB:O V/~B,:O
V.J=0 vV.-J=0 (2.1)
B , , oB’
VXE=—— VXE =——
at at’
B = po(H+ M) B’ = j1o(H' + M)
where
a 0 0l 0 0 0
V=—1+—1,+—1,, V=—1,+—1,+—1,.
ax +8y“+82 ax’ +8y/y+82/

As a consequence of the second postulate, Lorentz transformation of time and space
coordinates can be formulated as:
vV-r
/=y (t _ ) ; (2.2)
C
r = y(r —vi). (2.3)
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Figure 2.1 Relative motion of two inertial systems

where

1 %
Y — B=-, (2.4)
NEyE c
and c is the speed of light in a vacuum.
Considering only the cases for which v < ¢, ie., 8 ~0, y ~ 1, Lorentz
transformation is reduced to Galilean transformation

' =t, (2.5)

r =r—vt (2.6)

To find the relationship between vectors describing the electromagnetic field in
both inertial systems (2.1), the basic operations on scalar and vector functions in these
systems will be defined using the Galilean transformation [108—110]. Considering

the scalar function f7(x’, 'z, ') defined in the system &, spatial partial derivatives
in the system & can be calculated as follows

of _af ox _of’
ox  ox dx  ox'
Using (2.7), the following relation between nabla operators is received

V(= Vf'. 2.8)

2.7)

The relation between time derivatives of f” in both system is calculated using a chain
rule as:

o _ A0 o ax oy oo
3t ar ot | ax ot ay ar | 9z dt
' of o af

— VT — VT — V),
ar  Toax Tay dz/

of" of'
=2 _yv.Vf=2L _v.vf 2.9
a7 Y f o Y f (2.9)
and finally
o of
W_V Ly v (2.10)

ar ot
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Similar expressions can be derived for vector functions. Let F(x',)’,z’,¢") be a
vector function in the &’ system. It is easy to show that

V.F=V.F (2.11)
and

V xF =VxF. (2.12)
Relationship between time derivatives of F’ is defined by the following expression:

8—F= a—F/+(V~V)F/. (2.13)

ot at
Using (2.11), (2.12), and the vector identity

VxAxB)=B-VV A-(A-V)B+A(V-B)—B(V:-A) (2.14)
Equation (2.13) can be rewritten as

a—F/za—F,—i—v(V-F/)—Vx(VXF/). (2.15)

ot ot

Finally, using (2.11), (2.12), and (2.14) in (2.1) for the moving frame &, the following
set of equations is received:

VxH =17,
V.B =0,
vV.-J =0,

oB’

Vx((E -vxB)= (2.16)

TR
Comparing (2.1) to (2.16), the following Galilean transformations of electromagnetic
field vectors can be found:

H = H,
B' = B, (2.17)
E =E+vxB.
The transformation for the magnetization density vector takes the form
M =M. (2.18)
The law of Ohm for moving conductors has to be written as
J =0o(E+v xB). (2.19)

It can be concluded that this law applies to any frame of reference that moves across
magnetic flux lines (or in which the body carrying the current J moves with respect
to the magnetic field source) [109].
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2.2 Semianalytical methods used in LET systems

The semianalytical methods presented in this section assume that the magnetic field
produced by the permanent magnet is not affected by the secondary magnetic field
from motion-induced eddy currents in the conducting object. This is further referenced
as the so-called weak reaction approach (WRA). The main purpose of these methods
is to quickly and accurately calculate profiles of Lorentz forces acting on permanent
magnet in the LET system. The first part presents methods that are used for 2D models
of LET systems. Next, the method of calculating Lorentz forces for configuration
3D permanent magnet over non-magnetic, conducting wide plate is described. The
last part describes semianalytical methods and conditions of their application for
calculating forces and DRSs in 3D LET systems.

2.2.1 Calculation of forces in 2D LET systems

In 2D LET models, it is assumed that the perpendicular dimension / of the LET system
is much larger than the lateral dimensions of the system. In this section 2D model of
the LET system is analyzed. A long permanent magnet (PM) of a rectangular cross-
section (w x h) is located at the lift-off distance /4 above the moving, nonmagnetic
(u = o), conducting plate with a L x D cross-section and homogeneous electrical
conductivity oy (Figure 2.2).

The permanent magnet is magnetized along 0Z-axis. The magnetization is
described using the magnetization vector M = M1,. In the plate, an artificial, ideal
defect (o, =0) with dimensions ¢, X ¢, is drilled at the depth d. The center of the
defect is located at xo = [x,,, —d — c./2]".

In LET measurement systems, the force Fp), exerted on the permanent magnet
resulting from relative movement of the magnet and conductor is measured by a
sensor directly attached to the magnet. However, in the calculations, this force is
determined indirectly using the third Newton’s axiom which says that the force exerted
on the permanent magnet is of the same magnitude as the Lorentz force acting on the
conductor F;r but with the opposite direction (Fpy; = — F;r). The reason is greater

z
Permanent

magnet \ F, Lifi force
~
Fp, Drag force
h >
Y
" Lo, Lift-off x
lei dT i
Ho F, C I]gi/ Defeat, 5, =0 v=1pl,
D =R
X
Conducting plate, o = o -F,
L

Figure 2.2 Permanent magnet above moving nonmagnetic conductive plate with
rectangular defect
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accuracy of Lorentz force calculations in the conductor than the accuracy of methods
which can be used for a direct estimation of the force exerted on permanent magnet,
e.g. based on Maxwell’s tensor or the virtual work principle. In 2D LET systems the
force exerted on permanent magnet has only two components Fpy, = [F, F.]".

The force exerted on permanent magnet can be described in two equivalent coordinate
systems:

1. Coordinate system fixed to the PM with the conducting object (CO) moving
2. Coordinate system fixed to the conductor with the PM moving.

In both coordinate systems, the component F, exerted on the permanent magnet
is always positive regardless of the direction of the velocity vector and it is called
the lift force (F). The sign of the F, component depends on the direction of the
velocity vector as well as on the used coordinate system. In the coordinate system
fixed to the permanent magnet (see 1 and 2 in Figure 2.3), the sign of F,, component
follows the direction of the vector v and, in this case, F} is called the drag force (Fp).
In the coordinate system fixed to the conductor (1’ and 2’ in Figure 2.3), the sign of
F, component is opposite to the direction of the vector v and the component is called
the brake force (£) in this case.

To calculate analytically the force exerted on the permanent magnet above the
moving conducting object with defect, some simplifications have to be introduced.
Firstly, it is assumed that the magnetic field produced by the permanent magnet is not
affected by induced eddy currents in the conducting object, i.e., so-called WRA can
be applied [102,111]. A necessary condition for the applicability of the WRA can be
formulated as R,, = vyoopa <K 1, where R,, is the magnetic Reynolds number, a is
the length parameter (specific for the analyzed problem), and vy, oy, i are the velocity,
the electrical conductivity, and the magnetic permeability of the conducting object,
respectively. Assuming that the coordinate system is assigned to a permanent magnet,

Moving conductive object (CO) Moving permanent magnet (PM)

z'A
c0| | @ [ co|

Figure 2.3 Force exerted on a permanent magnet in inertial systems
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use of WRA allows to calculate the induced eddy currents J in a conducting object
directly by Ohm’s law (2.19). For 2D problems, the equation (2.19) can be reduced to

J = O’o(E +v X Bo) = O’o(—V(ﬁ + v X Bo) = ooV X B() = —O’()V()BZ,()IZ, (220)

because of V¢ = 0. By denotes the magnetic flux density produced by the permanent
magnet.

The force F exerted on the 2D permanent magnet above the moving conductor
can be calculated as follows

F=-F = —l/ JxBydS =F 1,4+ F.1, = Fpl, + F1,
So

= logvy [( / B, dS) 1, — ( / B, B dS) 12} , (2.21)
So So

where Sy = L x D is the cross-section area of the conductor, and / is the length of the
system in the y-direction. It should be noted that directions of force components are
independent from the direction of the magnetization vector M. They depend only on
the direction of the velocity vector. For a conductor without defects, the second integral
in (2.21) disappears due to anti-symmetry of B, i.e. the lift force F, calculated by
the WRA always equals 0 if the permanent magnet is far away from the front/back
walls of the conductor.

Let F B") and denote profiles of forces exerted on the permanent magnet found
for the conductor moving between x; and x, with velocity v = vy1, for the defect-
free system and the system with a defect, respectively. The index n corresponds
to the actual position of the conductor center x, €< x1,x, >. The vector difference
AF®™ = F" — F\" describes the influence of the defect on Lorentz force component
profiles and is called the DRS. In 2D LET problems eddy currents induced in the
conductor have only y-component (see (2.20)). For a conductor of center located at
x, with an ideal defect (o, = 0) of a cross-section Sg), induced eddy currents J™ can
be described by the following superposition

3 =3 i

>

where J f)") denotes eddy currents density induced in the conductor without defect and
j(D") = J(()") | are eddy currents in the region of the defect filled with a material with
D

electrical conductivity oy.
Using above and (2.21), the DRS AF® = [AF"™, AF™]" can be calculated as

AF(n) _ F(n) . Ff)n) - /( )j(Dn) x Bgl) ds = ]/’1) J(()") X Bg’) ds

n (
Sp Sp

2
- zaovo{[— / . (ng’g) dS:| 1+ < / " BY) BY, dS) 12}. (2.22)
SD SD

In 2D LET problems, if the WRA can be applied, DRSs can be directly calculated
also for a conductor containing more than one defect because induced eddy currents
in the conductor flow only in the y-direction and are not disturbed by the defects.
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The resultant DRS for conductors containing more defects is a simple superposition
of single defect signals

K K
AF? =) AR =1)" f N 39 x By dS, (2.23)
k=1 =1 V5D,

where K is the number of defects and S,‘;jj denotes the region covering the kth defect

in the conductor with center located at x,,. The profile of the absolute force exerted
on the permanent magnet above the moving conductor with K ideal defects can be
obtained from

K

(n) (n)

F = F)"+ ) AF/
k=1

K
—1 / I < By dS+1) / I x BY dS. (2.24)
55" Pl

The simplest model of a long permanent magnet of a rectangular cross-section
w x h magnetized with the magnetization M = M1, consists of an equivalent 2D
magnetic line dipole (/-dipole) of the moment m; = m;1, = Mwh1, located at the
center of the magnet. The physical interpretation of the /-dipole is shown in Figure 2.4.
The /-dipole can be understood as two infinitely thin line currents flowing in opposite
y-directions located at a distance d from each other. The general formula for the
magnetic field produced by the /-dipole can be easily derived [112]. The formula
describing the magnetic flux density By from /-dipole has the following form

o m-r
By = 2—r — 2.25
° 2n(r/)2[ G m’}’ (2:29)

where r’ denotes position of the calculation point in relation to the /-dipole.

w
z z my=-I1,xd
M ! I
7] I, s = Mwhl, =ml,
h — & | >
d
Permanent Equivalent Magnetic
magnet 2D model I-dipole

Figure 2.4 Construction of an equivalent magnetic line dipole for a permanent
magnet of rectangular cross-section
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In the Cartesian system, the magnetic flux density Bg’) at any point r = [x,z]"
produced by the magnetic /-dipole m; = m;1, located at r, = [x,,z,]" is given by

Mo 2(x - x,,)(Z - Zn)
m;—

By =
27 [(x = xR + (2 = 2]

— 7 )? —
e (z—z) —(x—x) 1= B1, + BYL. (2.26)
"o [w—wy + -z ’ ’
The DRS AF®™ of a single defect located in a conducting plate moving with
the velocity v = vy1, along the x-axis below the magnetic /-dipole can be calculated

using (2.22) and the setup shown in Figure 2.5.
Substituting (2.26) to (2.22), the DRS takes the following form

) [—z) — @ —x)]
AR = IUOVO m,— { / /d e (x—xn)z—i-(z—zn)z]4 ezt

T - (_n)z_( _n)z
+2/?f“ﬁ_MW—%ﬁz S 4M¢L}Qm)

(X - xn)z + (Z - Zn)z]

Integrals in (2.27) can be calculated analytically and expressed by the following
functions

(x - xn)(z - Zn) 1
6[(x —x, 0 +(—z)?]  B&—x)z—2z)

n 1 ; z—2z, n 1 ¢ X — X, (2.28)
—arctan arctan .
8(x — x,)? X — Xy 8(z — z,)? zZ—2z,

ﬁf(X,stnszn) =
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Figure 2.5 Setup of 2D LET system used for calculation of DRSs
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and
i (Z - Zn)2 - (x - xn)z
2 -x)p+G-zr]

Using (2.28) and (2.29), the analytical forms of DRS components for the rectangular
defect {S,;: ¢, x c.} located at the depth d can be written as

S, 2,0, 2,) = (2.29)

AF;”) = logv (mlg—;)z X [ﬁ <02—X, —d,x,,,zn> —fx (%, —d — cz,x,,,z,,)
—f (—%,—d,x,,,z,,) + £ (—Cz—x,—d—cz,x,,,zn)] (2.30)

2
AFZ(n) = IO'()V() (m;ﬂ) X |:fz <&s _d:xnszn> _fz (ﬁ’ _d - CZ,Xn,Zn>
2w 2 2

—f (—%,—d,x,,,zn) f (—(;—x,—d—cz,xn,z,,)] 2.31)

The Lorentz force exerted on the /-dipole located at [x,, #y] above an infinitely
wide plate without defects moving with the velocity vy can be expressed as

Mo 2m 1 1
Fo =1 Lol W I 232
w0 = logvg (mIZn) g [h% (ho—i-D)z} (2.32)
Fo = 0. (2.33)

In order to verify the introduced approach, the test problem shown in Figure 2.6
is solved using the FEM [72,102]. The test model consists of a long cylindrical
permanent magnet located above a conducting plate moving with a constant velocity.
It is easy to show that the magnetic flux density for » > R produced by a uniformly,

Permanent
magnet

___ Equivalent
I-dipole

=
=)
v =

Ho

Defect V= vol\

Conducting plate, o,

L

Figure 2.6  Uniformly magnetized long cylindrical permanent magnet above a
conducting plate moving with the constant velocity v = vyl,. The plate
contains an ideal rectangular defect (o, = 0)
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diametric magnetized infinitely long cylindrical permanent magnet of radius R is
equal to the magnetic field (2.25) produced by the equivalent /-dipole of the mag-
netic moment m; = 7 R*M located at the center of the permanent magnet. Figure 2.7
shows results of the analytical and FEM simulations for the following LET config-
uration: (1) PM: R=2.5mm, M =931 A/mm, hy=11mm, (2) conducting plate:
L x D=250mm x 50 mm, op=230.61 Ms/m, vo=1cm/s, (3) rectangular defect:
¢y X ¢; = 12mm x 2 mm located at the depth d =2 mm.

To estimate the quality of /-dipole models quantitatively, a normalized root mean
square error (NRMSE) is defined as

NRMSE = /€2 + €2 (2.34)

with
N 2
1 (n) (n)
\/ N 2:1 |:er/lz - Sx’/lz,FEMiI
=

Ex /z )
max [SU)

100%,

: (n)
mlle I:Sx/z,FEM:I

n=1
where N is a number of test points in the force/DRS profile S, and the subscript FEM
denotes the reference solution calculated by the FEM.

Simulations show an excellent agreement between results received analytically
using /-dipole and calculated by the FEM. The NRMSEs are 0.82% and 0.25% for
Lorentz force and DRS profiles, respectively.

In the next example, an analysis of the model with a rectangular permanent
magnet (cf. Figure 2.5) is presented. The equivalent /-dipole is located at the center of
the long rectangular permanent magnet: w x A= 15mm x 25 mm, M =931 A/mm,

NRMSE(€ , € ) = 0.82(0.34,0.74)% NRMSE(€ , € ) =0.24(0.13, 0.20)%

FFEM
o— FFEW
e

F (mN/m)

F(-DIP)

AFFEM

a— AFFEM
AFPI)
A Fz(/—nu-')

~150-120 90 60 ~30 0 30 60 90 120 150 30 24 1§ -12 -6 0 6 12 18 24 30
(a) x (mm) (®) x (mm)

Figure 2.7 Long cylindrical permanent magnet—comparison of the equivalent
I-dipole model with FEM (defect: ¢y X ¢, =12mm x 2mm, d = 2mm).
(a) Lorentz force profiles. (b) Defect response signal profiles
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NRMSE(€ , € ) =22.31(22.10,3.02)% NRMSE(€ , € ) = 15.30(13.17, 7.80)%
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Figure 2.8 Long rectangular permanent magnet—Lorentz force and DRS profiles
calculated analytically using l-dipole and simulated by FEM (defect:
¢y X ¢; = 12mm x 2mm, d = 2mm). (a) Lorentz force profiles. (b) DRS

profiles
w Z my=Mwhl, z
h
M A
h > " 8 \
X 0 X
Rectangular PM I-dipole l,~dipole

Figure 2.9 Long rectangular permanent magnet—equivalent [-dipole models

ho=1mm. The other parameters of the LET system remain unchanged in relation
to the previously presented example. Results of analytical and FEM simulations are
presented in Figure 2.8. In contrast to the previous example, the use of /-dipole is
subject to large calculation errors compared to FEM, i.e., over 22% and 15% for
Lorentz force and DRS, respectively.

The errors can be reduced after modifying the /-dipole and replacing it with the
l,-dipole shown in Figure 2.9. In the /,-model, y-position of the equivalent dipole
depends on the parameter «. The value of parameter « €< 0,1 > can be determined
using a minimizing procedure that minimizes NRMSE between force profiles calcu-
lated by FEM and in a model using /,-dipole. The force profiles that are used in the
minimizing procedure are profiles determined for a conductive object without defects.
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o =0.433, NRMSE(€ , € ) = 1.33(0.41, 1.20)% o =0.433, NRMSE(€ , € ) = 2.40(1.49, 1.89)%

100 4

0 &

=100

F.(FEM) \E
F;(FEM) % ~200 |
F:(I{;DII") 5
o F(/'I*DII’)
z =300 4
400 | 8| o ARFEW
d AFTEN
500 | —o— AR | |
)
—150-120-90 —60 =30 0 30 60 90 120 150 -30 24 -18 -12 -6 0 6 12 18 24 30
x (mm) x (mm)
(a) (b)

Figure 2.10 Long rectangular permanent magnet—Lorentz force and DRS profiles
calculated using the equivalent l,-dipole model. (a) Lorentz force
profiles. (b) DRS profiles

Although the o parameter found is not optimal for calculations with a defective
conductor, the use of /,-dipole guarantees much better results than for the /-dipole.

Figure 2.10 presents profiles calculated using /,-dipole with o =0.433. The
corresponding NRMSE is reduced to 1.33% and 2.40% for Lorentz force and DRS
profiles, respectively.

The use of dipolar models (/-dipole, /,-dipole) in modeling 2D LET systems
enables to find analytical formulas for Lorentz force profiles exerted on the permanent
magnet above moving plate of finite width and depth with and without defects (see
(2.28) and (2.31)). In the further part of this section, a semianalytical method will
be presented that allows the calculation of Lorentz force profiles based on analytical
formulas of the magnetic field produced by a permanent magnet with a rectangular
cross-section.

Let the infinitely long, rectangular permanent magnet (w X &) be magnetized
with a constant magnetization density M =M1,. In this case, the magnetic field
produced by the rectangular permanent magnet can be calculated using an equivalent
2D current sheet model shown in Figure 2.11. The surface sheet current densities Jg
can be found from the cross product of M and the normal unit vector n emerging
from the side edges of the permanent magnet.

The magnetic flux density By = [B,, Bz,o]T at any point P outside the permanent
magnet can be calculated as a superposition of B; and B,, the magnetic flux densities
of the left and the right current sheet

M ("1, xr M2 1, xr
By =B, + B, = = (/ - ldz/—/ #dﬂ), (2.35)
21 —h/2 ri —h/2 ry
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Jy=Mxn=
AM
—w/2 wi2 x wi2 x
X
—h/2 —h/2
Permanent Equivalent 2D current
magnet sheet model

Figure 2.11 Long rectangular permanent magnet—equivalent current sheet model

where

rlz\/(x—i-g)Z-i-(z—z’)z, r2=\/( —%V)2+(Z—Z/')2~

The integrals in (2.35) can be calculated analytically and expressed as

B.(x,z) =

poM | [+ 54— 5P - 5+ E+3)
G EPHEH -+ ()

M z+1 z—1
B.(x,z) = Ho™ | arctan Z | — arctan Z
2 X+ 2 X+ 2
h h
z—3 z+ 5
+ arctan ( i) — arctan ( i ):| . (2.37)
x—7% x—7%
2 2

To calculate DRS and Lorentz force profiles, Eqs (2.36)—(2.37) are substituted
into (2.22)—(2.24). Unfortunately in this case, it is not possible to determine analyt-
ical formulas as it was in the case of dipolar models. To overcome this problem, a
concept of voxel grids is introduced (voxel = volume x element). It is assumed that
any conducting region may be replaced by a uniform grid of conducting volumet-
ric elements (voxels) AV = [AS = [AxAz of conductivity oy (/ is the length of the
system in the y-direction, and Ax, Az is the size of element in x- and z-direction,
respectively). In each voxel flow induced eddy currents of current density J,. If AS is
sufficiently small, continuous distribution of eddy currents induced in the i-th voxel
can be approximated by a constant current density vector Jg"i) located at the center of
voxel r;. The defect response profile AF™ can be calculated using setup shown in
Figure 2.12 and the equation (2.22) written as

} , (2.36)

i
AFwﬂzl/OJoxBodS:lASE:J$><B$::AﬁW (2.38)
Sq

i=1
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Figure 2.12  Setup for DRS calculations using 2D current sheet model of a long
rectangular permanent magnet together with a grid of voxels for a

defect modeling
and
NP )
AF = 1ASagve Y [— (B9) 1.+ Bi’f,?Bi?,-)lz} , (2.39)

i=l

where NP is the number of voxels in S, region, BZ’,-) = B(X; — Xp,Zi — Zp), BZ? =
B.(x; — xu,zi — z4), zy = ho + h/2, and B,, B, are defined by (2.36) and (2.37),
respectively. _

The total Lorentz force F* exerted on a rectangular permanent magnet located
above the moving conducting plate (L x D) with K ideal defects can be calculated as

No 2
F = 1ASyo000 Y [(Bgy) 1 — BL?QB§2)1Z]

i=1
K Ny 5
o 3 A5 [_ (52)'1, +B§Z?B§'fi’lz}, (2.40)
k=1 j=1

where Ny and AS, are the number of voxels and the element size in the conductor
without defects, and N, AS; are the number of voxels and the element size used for
the k-th defect.

Figure 2.13 shows results of simulations using the same 2D LET configuration
as in the previous example. In the calculation of force profiles, a voxel grid with
elements of size ASy= Axg x Azg=1mm x 1 mm for a conductor without a defect
was used. For calculating the DRS, the voxel grid size in the area of the defect was
AS; =Ax; X Az; =1mm x 1 mm.
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NRMSE(e , €) = 0.68(0.07, 0.67)% NRMSE(e , € ) = 0.16(0.06, 0.15)%
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Figure 2.13 Long rectangular permanent magnet—Lorentz force and DRS profiles
calculated with exact magnetic field formulas (2.30)—(2.30) and the
voxel grid density Ax x Az = 1mm x I mm. (a) Lorentz force profiles.
(b) DRS profiles

The results of semianalytic simulations have negligible errors compared to FEM,
i.e., 0.68% and 0.16% for Lorentz force and DRS profiles, respectively.

In this section, two analytical approaches of Lorentz force calculations in 2D LET
systems were described. In both approaches, the weak reaction formulation of the LET
problem is applied, i.e., the corresponding magnetic Reynolds number is much less
than 1. Both approaches are based on the principle of superposition to calculate the
DRSs. In the first approach, the permanent magnet is replaced by a single equiv-
alent magnetic /-dipole located inside the permanent magnet. This enables to find
analytical formulas of DRS for one or more rectangular defects as well as the global
Lorentz force profile exerted on the permanent magnet above the moving plate. The
optimal position of the /,-dipole can be found using procedure which minimizes
the NRMSE between the Lorentz force profile calculated based on the /,-model and
the reference solution. In the second approach, the exact analytical formulas describ-
ing the magnetic field generated by a rectangular permanent magnet were used. For
this case, it was not possible to find analytical expressions describing DRS. Therefore,
a semianalytical approach based on regular grids of voxels replacing the conductor as
well as defects was introduced. Sample profiles of DRS and Lorentz forces calculated
by both methods together with reference solutions obtained by FEM were also shown.

2.2.2 Lorentz forces acting on 3D permanent magnets above moving
conducting plate without defects

Analytical calculation of Lorentz force exerted on a permanent magnet located above
a conducting plate without any defects moving at a constant velocity v is only possible
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3D permanent magnet:
z cuboid: w.x w,=2a x 2b

)
W, cylinder: w,,= 2R
I
o A
Hoo T ¢ ® |h
m
ly=JyAz ! :
g, |
1o,0=0 hy - Thin current coil ¥

e v
D II1

Ho,00

“IV” luO o= 0

Figure 2.14 3D permanent magnet (cuboid/cylinder) above a moving
nonmagnetic, conducting wide plate

when it is assumed that the plate is infinitely wide. Additionally, it is assumed that the
plate is nonmagnetic (1 = o) and its electrical conductivity is constant and equals
0p. In the following, only cuboidal/cylindrical permanent magnets with constant mag-
netization vector M will be considered. In this case, the permanent magnet used in
the analysis can be replaced by an infinitely thin solenoid of height 4,, with a surface
current density Jy,, where Jy; = M (see Figure 2.14).

First, the Lorentz force exerted on the infinitely thin coil with current Iy = Jy, Az
located at z = z, above the moving conducting plate of thickness D is calculated.
Using approach presented in [61], the problem in the coordinate system fixed to the
coil can be described by the following set of equations:

VH = 0, Region: I, I, IV, (2.41)
) oH .
V‘H = ,uoaovoa—, Region: III, (2.42)
X
V-H=0, Region: all, (2.43)

where regions I-IV are defined in Figure 2.14.
For solving (2.41)—(2.43), 2D spatial Fourier transform is applied

F = Flk, k) = / / F(r)e /&b dx dy, (2.44)

where r = x1, + y1, 4 z1., and k,, k, are spatial frequencies. The inverse 2D spatial
Fourier transform is defined as

1 2 00 o ]
F(r) = (Z) / / F(k,, k) &0 dk, dk,. (2.45)
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For simplicity of notation, f(kx, ky) is replaced with the symbol F. After applying
(2.44) to (2.41)—(2.43), the following equations are obtained

T

—(k2+k2)ﬁ+d—H—0 Region: I, I1, I
- =0, gion: I, I, IV, (2.46)
V dZZ
. d’H -
—(k} + k)H + = JkepooovH, Region: T1I, (2.47)
_ . dH,
JkH, + jk,H, + e 0, Region: all. (2.48)

The solution of (2.46)—(2.48) can be written as:

H =H” + HY = H? + 3¢ *, Region: L, I, (2.49)
H, = be ™ +Ce™, Region: III, (2.50)
H; = de*, Region: IV, 2.51)

where o = juoogvoky + k%, k* = k? + k2, and @, b,¢, d are unknown complex con-

y o

stants defined as @ = [axnay:az]Tab = [bxa bya bz]T:Az r@,a,a]T, d= [dxa dyn dZ]Ts

respectively. ﬁi = [flx,i,Hy,i,flz,,-]T denotes the resultant magnetic field in the ith
region (i = 1,2,3) while H is the primary (incident) magnetic field produced by
the current coil in absence of the plate and H© is the magnetic field produced by
eddy currents induced in the moving conducting plate. R

The spatial Fourier transform of the primary magnetic field H? produced by a
thin coil located at z = z; and carrying the current /; can be derived in regions I and
IT as

R = =4 (10

Region 1 : ~ ~6 o (2.52)
i X i y i
Hz 1 ;Hx,l + EHy 1>
AL = 1 (1xT) e
Region II : e =~ (2.53)

oy - k.

() . . (i)
H,=—j ;Hx,Z _]%Hy,b
where H) = HO1, + I?y(’; 1,,n = 1,2 and J, is 2D Fourier transform of the coil with
current. To complete formulas (2.52) and (2.53), it is necessary to find the 2D Fourier
transform J.

At the beginning, it is analyzed an infinitely thin rectangular coil 2a x 2b with a
current given as

X X
— m (Z) 5(v+b) — II (Z) 5(v — b) | s

m (zy—b) S(x —a) — I (2y_b> 8(x +a)
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where [y = M Az, §( - ) is the Dirac function and IT( - ) is the rectangle function [113]
defined as

L kl<j
O =13 k=3 (2.55)
0, |x| > %
The 2D spatial Fourier transform J, of (2.54) can be expressed as
1
~ Jsx _x
J, = | __ | =/ 4lysin (k.a)sin (kb) | (2.56)
sy -

Y

Similarly, a current flowing in an infinitely thin loop of radius R can be defined as

—38(r — R)sing
J(x,y) =1y : (2.57)
8(r —R)cosg
The corresponding 2D spatial Fourier transform can be found as
- [T *
Jo=| . |=j2mRhGR) | (2.58)
sy _x
k

where 1> = x? +)?, sing = y/r, cosg = x/r, and J;( -) is the first order Bessel
function of the first kind [114]

he) =L / e o5 0d0. (2.59)
T Jo
Unknown constants @, 3, <, din (2.49)—(2.51) can be determined from the continuity
conditionsatz =0({ =2)andz = —D (i = 3)
H, = H, (2.60)
ﬁn,i = ﬁn,H—l' (261)

The indexes ¢ and n denote tangential and normal components of vectors H and B,
respectively. Additionally to (2.60)—(2.61), the condition V x B, = 0 in the region
IIT has to be taken into account because the induced eddy currents in the conducting
plate flow only in x-y—planes (J; = 0). After a few elementary transformations, the
constant @ can be found as

@, =T(k,p)HY = LTk, B) (1. x J,) e

P P P

a=| a4 = k_ax , (2.62)
~ k.
a, =j—a,
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where T'(k, 8) is given by the expression
(B* — 1) tanh BkD

2B + (1 + B?)tanh kD’

where B = a/k, k> =k? + kyz, and o? =juyoovok, + k*. The coefficient T(k, 8) can

be treated as a reflection coefficient of the incident magnetic field reflected from the

moving conducting plate [61,66,115]. Finally, using (2.53) and (2.62), the magnetic

field H® in regions | and II produced by eddy currents in the moving plate can be
obtained as

ae _ ao
H = T(k.p) )|

T(k,B) = (2.63)

e = 1Tk, B) (1. x J;) e ¥+, (2.64)

~ ks k>
H = —j3T(k,B) (;‘szekzo - %Axekz°) et (2.65)

The Lorentz force exerted on a thin coil above a moving conducting plate [66] can be
determined using the following formula

F = /00 /00 Ji(r) x H(E)(r)L:Z0 dx dy. (2.66)

According to Parseval’s theorem [113], equation (2.66) can be written as

=0 / / J*xH(")} dk, dk,. (2.67)

After substituting (2.64)—(2.65) into (2.67), the following expressions are given to the
Lorentz force components

Fo=—gn / / Tk, 5)< 7| - J*Jw) e~ %0dk, dk,,  (2.68)
By = (2.69)
=33 / / T(k, B) |Ax| + |7, )e*z"mdkx dk, . (2.70)

The side force F), equals 0 due to the x-symmetry of the coil. Using the symmetry of
J in the spatial Fourler domain [see (2.56) and (2.58)] defined as

Tulk) =Tk, Tulk) = —Ju(=k)),
sz(kx) = - sy(_kx): sz(ky) = sz(_ky)n
equations (2.68)—(2.70) can be simplified to the following form

=53 / / S[T(k, ﬂ)]( 2 — kst‘va) “20 dk, dk,,  (2.71)

Fo= 2 [T [RGB (TP + T e a 2.72)
T=Jo Jo

In order to calculate the Lorentz force F* acting on the infinitely thin solenoid
of the height 4, shown in Figure 2.14, and thus the permanent magnet, it is necessary
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first to integrate the incident magnetic field contributions at z = 0 from infinitely thin
coils evenly distributed along the solenoid. The resultant field H, after integration
takes the following form

H),| =1(1.x1J) e (1 — e *tim) (2.73)
||’2 2=0 - 2 z N > .

o~ ke =~ ky ~

HY) =—=HY —;jZHY . 2.74
z,2 220 ] k x,2 2=0 k »,2 2—0 ( )

Next, the magnetic field H© produced by induced eddy currents in the plate (2.64)—
(2.65) has to be integrated along the solenoid height [115]. Finally, the following
expressions for the Lorentz force exerted on a permanent magnet above moving
conducting plate can be obtained as

o= 2 [T [T st (eiTr - £3;0.)

1 — o—HHn)?
x %ez"ho dkdk, (2.75)
PM
FM =0 (2.76)
FIY = 2712/ / RIT(k, B)] (1ecl? + W)
1 — e~ ktn
X (k—z)ez"ho dk,dk, . (2.77)

Formulas (2.75) and (2.77) are verified using the FEM applied to similar configuration
setup as for the analytical method. Figure 2.15 shows normalized Lorentz forces
calculated using (2.75)—(2.77) and the FEM. The reference velocity v is the velocity
at which the lift force is equal to the drag force (F, = F,). The reference force F is
an asymptotic limit of (2.77) for oyvy — o0 equals

e—KHn 2
=32 / / (el + Ty |)( ) e M dk, dk,. (2.78)
T

It can be observed a very good agreement between forces calculated analytically
and obtained from FEM simulations. The normalized root mean deviation between
ANA and FEM is equal to 0.42% for both simulated cases. The presented approach
enables also to calculate induced eddy currents in the moving plate in easy way.
Using J=Vx H3, the 2D spatial Fourier transform of the eddy current density J
takes the form

o~ o~

-~ Jr 1 - 1-8 72'Bk(D+Z) er
I=|_|=a-p 5 . Pl (1 — e imy e | 1L (2.79)
Jy 1 —

15 —2BkD
(H—,ﬁ) e ¥

Applying symmetry properties of J, in the spatial Fourier domain, the eddy current
density J at any point r located in the plate can be determined from the inverse Fourier
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Figure 2.15 Normalized Lorentz force acting on a permanent magnet placed
hy = I mm above a moving conductive plate with a thickness of
D=100mm (oo =30.61 MS/m). (a) Cuboid.:
15mm x 15mm x 25mm, Fy=65.6N, vy = 9.48m/s. (b) Cylinder:
15mm x 25mm, Fo=51.1N, vo=10.37m/s. (ANA) analytical
solutions, (FEM) finite element method

transform as

Ji(r) = % /0 h /O h sin(k,y) {sin(k)R[T] + cos(kx)I[J,]} dk, dk,, (2.80)
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Figure 2.16 Eddy currents on the upper surface of a conductive plate moving at a

velocity vo = 10 m/s under a rectangular (a—b) or cylindrical (c—d)
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permanent magnet. Analytical solutions: (a)

2.81)

1} dk, dk,,

o~

sin(kex)3[J,] — cos(kex)R[J,

{

cos(k)

I

where r = x1, + y1, + z1..

1
BEZ

Jy(r)

Figure 2.16 shows sample stationary eddy current distributions on the surface

0 of the plate moving at a velocity vo = 10 m/s. The distributions are calculated

z
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using the same models as for the Lorentz force calculations. For comparison, results
of FEM simulations for equivalent models are also presented. A very good agreement
between both solutions can be observed.

2.2.3 Calculation of forces in 3D LET systems

In general, 3D LET system consists of a magnetic system (e.g. permanent magnet,
Halbach configuration), and a nonmagnetic, conducting object moving at a constant
velocity v. Figure 2.17 shows an example of a LET system with a cuboidal permanent
magnet placed above a moving, conductive block with a surface defect.

A conductive block can be a solid conductor with a constant, homogeneous elec-
trical conductivity oy or an assembly of N conducting sheets of thickness Ah=D/N.
The use of a package of sheets instead of a solid block decisively facilitates the
preparation of experiments involving studies on the same defects but located at
different depths [91,102]. If thickness A/ of sheets is small enough and sheets are
isolated from each other then an anisotropic model of electrical conductivity can be
applied. In this case an electrical conductivity of stacked sheets can be described
by a diagonal conductivity tensor [0 ] = diag(oyy, 0yy, 0::), Where oy, = 0, = 0 and
o, =0.

Forces F and F, exerted on the permanent magnet above moving conducting
object with and without a defect can be calculated as

F:—/ JxBdV and Foz—/JodeV, (2.82)
V—Vp v

Permanent , F.
magnet

Figure 2.17 An exemplary 3D LET configuration consisting of a cuboidal
permanent magnet placed above a moving nonmagnetic, conductive
block with a cuboidal surface defect (c; x ¢, x c;,d =0)
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where V' and Vp denote the volumes of the object and the defect, respectively. J
describes eddy currents induced in the defective object while J;, in the object without
the defect. DRSs are defined analogically to the 2D case as

AF =F —F,, AF =[AF,, AF,, AF.]". (2.83)

After substituting formulas (2.82) into equation (2.83) one obtains
AF:/JodeV—/ JxBdV
14 V=Vp

=/ (JO—J)deV—i—/ Jo x BdV
V—Vp

Vb

=/ jEdeV+f ijBdef(jE—i—jD)deV

V—Vp Vp 4

:/ijdV, (2.84)
Vv

where jz = Jy — J is the density of distortion currents caused by the defect flowing
outside the defect and j, = J, is the density of eddy currents without defect truncated
to the defect (so-called defect eddy currents). The sum j = jz + jp is called the total
defect distortion current. The analytical calculation of DRS (2.84) in the general case
is not possible. However, the problem can be significantly simplified if the magnetic
Reynolds number R, is much smaller than 1 and the approach of the weak reaction
of eddy currents can be applied. In this case, the DRSs from the defect located in the
conductive object can be determined as

AF=fjxBodV=f(jE+jD)xBodV, (2.85)
V 14

where By is the magnetic flux density produced by a permanent magnet.

Most of the magnetic configurations used in LET systems can be modeled using
the appropriate sets of magnetic dipoles [100]. If a permanent magnet is modeled
using Np magnetic dipoles with magnetic moments m; = [m,;, m,;, m.;]" located in
points r; = [x;,1;,2]", its magnetic field By, at any point ry = [x;,x,2;]" can be
determined as

Np
By = Zbkia (2.86)
i1
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and
x_,%,— b 3 Xk 3 MkiZki
RS_ R3_ RS_ R5_
ki ki 5 ki 1 ki
o XkiVki Vi YkiZki T
by = — 3= 2 —— 3 -m; , 2.87
Y7 an R;, R, R} s R;, l ( )
3 XkiZki 3 YkiZki Zii 1
R R, "R, R
ki ki ki ki
where

Xei = Xk — Xis Vi =Yk —Vi>  Zki = Zk — Zi,

RL=ri+z ri=xi+yi
Induced eddy currents J, in a moving conducting object (v =1v,1,) can be directly
calculated using Ohm’s law (2.19)

dp
ox

9
Jo = 0o(E + v x Bg) = 04(— Ve + v x By) = —5 % FvoBy |, (2.89)

a

8_(5 —wB)p
where ¢ is the electric scalar potential fulfilling Laplace equation V2¢ = 0 with appro-
priate boundary conditions regarding the behavior of eddy currents at the boundaries
of the object and defects.

In the case of a conductive block L x W x D whose L and W dimensions are
much larger than the magnets’ dimensions (infinitely wide plate model), the following
expressions describing induced eddy currents evoked by the magnetic dipole m; above
the moving plate [116] can be used for calculation of Jj

146GV Cigi + Cigs Cifi — Cifs Gg
Joxi = —3C1fi —Cifs —Cigi —Cgs Co—Gfs | -my, (2.89)
A 0 0 0

where

T
Joi = Jo,i(Xe, Vi, 2e) = [Jx0,i5 S5 Jz0,]

2 2 2 2
Xpi Xi: — Vi Xz — 3y7)
ﬁ = —l, ﬁ — Tk ki f — #’

2 >

Tki Tki Thi
Vi XiiVki yi(3xg — vi)
g =, & = 2 PR 8 = 3 5
ki Fii i
and
3}"2A 1 3Vk'|Zk‘| 31"2-
C e —kl - -, C = Sl n i : : i C == __kla
T T A T
. |zii| [ 31k 1 2 |Zil
C; = sign(zy) |:— —t+t—+t5|5 1)
’ CLRE \4RE ri \ Rig
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It should be noted that the component J;y disappears which means that the induced
eddy currents flow only in planes parallel to the surface of the plate.

For cuboidal permanent magnets, it is possible to find analytical expressions
which enable to determine the magnetic field at any point around the magnet.
According to [110], the formulas take the following form

., .
ZZ( DM In [F(x,,2)]
k=1 n=1
Bio 2 2
I’LOM k+m
Bo(x.2,2)= | Buo| =" — | XD (=D In [Hyu(x.7,2)] . (2.90)
T k=1 m=1
B.
ZZZ( D74 arctan [G(x, y,z)]
k=1 m=1 n=1
where
Ryi(x,y, A
Foyz) = ndB2,2) 4 An 2.91)
Ruk(x,y,2) + Ay,
AXy Ay
Gk (X,9,2) = ———, 2.92
02D = Ry 2) (2:92)
Ry (x,, A
Hy(oy.z) = Smkl2,2) + A (2.93)
Romi(x,y,2) + Axy
and

Rumx,3.2) = /A2 + Ay2 + A2,
Ax, = X — X,

Aym =)= Vm

Az, = z — z;.

The parameters x;, x;, 1, V2, and zj, z, are defined in Figure 2.18.

If a cuboidal permanent magnet is located above a large conducting plate moving
at a speed small enough to allow the use of WRA, it is possible to find the flow of
induced eddy currents analytically.

The electric scalar potential ¢ at any point r = [x, y,z]" in the moving plate can
be found as

2 2 2
M
olry.2) = S ZZZ (=1 Ax, I [Ryne (5,7,2) — Az]
k=1 m=1 n=1

Ax, Az

— e Az In[Ryu(x,, Ax, ]}, (2.94
S Eaty D) ze N [Roi (6, ,2) + Ax, ]}, (2.94)

+ Ay, arctan
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Figure 2.18 Cuboidal permanent magnet—parameter definitions according
to [110]

The eddy current density J, in the plate is calculated from:

dg
9
Jo( )= — ap (2.95)
olX, ¥,z (o)) _+VBz0 . .
ay ’
0

where B, is given by (2.90) and gradient components are as follows:

2
0 M Ry(x,v,z) — A
o _ oMV ZZ (—l)k+m In 2mk (X, Y, 2) Zk

ox iR Rimi(x,y,2) — Az
2
—1 k4+m+n A2 Az sz
+ Z (=1 |: 2ym k2 + n _ AZ;{H ’ (2.96)
n=1 ank(x’y’ Z) Axn + Aym ank(xaya Z) - AZk

2

2 2
MOMVO Z Z Z( 1)ftmtn {arctan Ax, Az

k=1 m=1 n=1 AymBRumi(x,,2)

Ay Ax, Az
R (x,9,2) |:R,,mk(x,y,z) — Az B Rui(x,y,2) + Ax,
 AxAz (Ax2+24)2 + Az,f):| } 297)
(Ax) +ay)) (Avp + 4z) ] '

It is also possible to determine analytical formulas for the calculation of the magnetic
field produced by a cylindrical permanent magnet [117]. Unfortunately, in this case, it
is not possible to provide analytical dependencies allowing the calculation of induced
currents in the moving conductive plate.
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2.2.4 Oscillatory motion of permanent magnets above a conducting
plate

2.2.4.1 Introduction and motivation

This chapter addresses the analysis of motion-induced eddy currents in the case
of harmonic motion of current carrying coils or permanent magnets in the vicin-
ity of electrical conductors. The survey in the framework of MIECT is motivated
by the observation of velocity oscillations of the specimen, resulting for exam-
ple from the control circuit of the linear drive. Three normalized velocity profiles,
which are obtained during operation, are shown in Figure 2.19. The velocities are
determined using the incremental position encoder TONiC T1000 (Renishaw plc,
www.renishaw.com). It has been observed that the relative oscillation amplitudes
reach up to 3% in the present case. The time-dependent velocity influences the
induced eddy current density together with the total magnetic field. In consequence,
the Lorentz force is influenced as well. The goal is to determine this electromagnetic
force FEM resulting from the observed oscillations. This quantity serves as an input
of the force sensing unit. An ideal sensor would convert this force into another phys-
ical quantity, which is proportional to the measured force without any alteration such
that FEM = FMEAS) However, in reality, every sensor obeys a distinct characteristic,
which can be described by its transfer function. As a result, the output of the sensor
differs with respect to its input. Despite of the academic nature of this problem and its
particular observation pursuant to MIECT, analogies can be found in many modern
engineering problems where oscillations occur and motion-induced eddy currents,
together with the associated forces, are utilized. A typical example are eddy current
brakes [118,119], magnetic levitation [59,120], electromagnetic damping [121-124],
electromagnetic coupling [125], electromagnetic vibration isolation systems or sus-
pension systems [126,127], or even very recently, energy harvesting [128]. Several
analytical approaches considering constant motion, especially in case of high speeds,

Velocity oscillations Electromagnetic model Mechanical model

L [—,=0.5m/s . . . .
—,=1.0m/s Problem definition Model identification
—V, = 2.0m/s

Electromagnetic field calculation Parameter estimation

4 4
(t) Determine electromagnetic force FEM) Determine measured force FMEAS)
» > —>

FEM K
&
R 7

Permanent magnet___ (1)
>
% 7

1AL = £0.7% ctor o
4 f=159Hz Cond

0.050.10.150.20.250.3 0.350.4
tin (s)

Figure 2.19 Problem under investigation. A permanent magnet moves with a
sinusoidal velocity profile relative to a conductive slab. (left)
Observed velocity oscillations in the experimental LET setup,
(middle) Electromagnetic model including time-dependent velocities;
(right) Mechanical model of the force sensor unit altering the
electromagnetic input force
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can be found in the literature [58,60,61,66,68,69,129-131]. Linear electromagnetic
transducers are either analyzed with simplified analytical approximations neglect-
ing the reactance of the conductor [132] or by means of time-consuming numerical
simulations [133]. Together with MIECT, all these applications have in common that
they involve mechanical systems which obey eigenfrequencies and the tendency to
oscillate, either intended or parasitic, in form of undesired vibrations of industrial
or laboratory setups. A typical example of the latter was also observed by Ramos
et al. [77] in the framework of NDT.

The time-dependent velocity accounts for a more intricate eddy current profile
inside the conductor. As a consequence, the problem cannot be treated as stationary
or quasi-static anymore. The resistive and inductive nature of the conductor implies
a complex interaction between the primary magnetic field generated by the magnetic
field source, which oscillates at a given frequency, and the temporally as well as
spatially pulsating secondary magnetic field generated by the induced eddy currents.
During analytical analysis of oscillating systems, the back reaction of the conduc-
tor was merely taken into account [134]. Admittedly, Amati et al. [135] addressed
the question of sinusoidal speed variations in torsional eddy current dampers but
neglected the inductive character of the conductor supported by the assumption of
small amplitude oscillations. Considerable studies from Ooi ef al.[136—140] tackled
the analysis of several transient problems using the concept of dynamic circuit theory.
The method is based on the evaluation of lumped parameter matrices which are deter-
mined by the stored magnetic energy. Besides the good agreement to experimental
results, the modeling of source- and induced-eddy currents as pure surface currents
can be disadvantageous. Recently, Weidermann et al. [141] addressed the problem of
time-dependent velocities and the associated Lorentz forces in the framework of LFV
in 2014. However, they assumed a homogeneous external magnetic field and simpli-
fied the problem to the 1D case. Besides the intelligible and descriptive nature of this
study, it is far from a realistic scenario. Its actuality indicates a lack of knowledge in
this field and confirms the need for more advanced solutions. In the following, an
analytical approach is presented to model this kind of electromagnetic field problems
bypassing the mentioned simplifications.

At first, the problem is formulated and the solution of the governing equations
is presented in Section 2.2.4.2. The obtained analytical expressions are verified by
comparing them to FEM simulations in Section 2.2.4.3. Subsequently, the influence
of oscillatory motion on the resulting Lorentz force is investigated in Section 2.2.4.4.
The chapter closes by drawing the conclusions in Section 2.2.4.4.

2.2.4.2 Mathematical formulation of the problem

2.2.4.2.1 The governing equations and its solutions

The investigated problem is sketched in Figure 2.20. The computational domain is
divided into four sub domains. Domains I, II, and IV are air domains and domain IIT
represents the conductor. The origin of the Cartesian coordinate system is defined at
the surface of the conductor. The conducting slab is infinitely extended in the xy-plane
but has a finite thickness d. The magnetic field source is modeled by an arrangement



Forward simulation methods 77

Source current

V(1)
................. 4_@4_,@)
p T Ja
11 z'
n
x L
y
11 o 1 d
Conductor

v

Figure 2.20 Cross-section of the problem under investigation. A configuration of
current carrying coils is moving over a conducting slab, infinitely
extended in the xy-plane but of finite thickness d [143]

of current carrying wires located at a height z’. It moves along the x-axis with a time-
dependent velocity v(¢) = vy + v| cos w,t. The problem is addressed in rest frame of
reference K’, considering that the magnetic field source moves and the conductor
is at rest. Hence, motion-induced eddy currents are induced in consequence of a
time-dependent magnetic field B(#). Displacement currents are neglected under the
assumption that the velocity is much smaller than the speed of light and that the oscil-
lation frequency is moderate such that we /o <« 1. If bodies are accelerated, stresses
can arise which could alter the material properties. However, the present analysis is
based on the hypothesis that the electrical properties in the instantaneous rest frame
K’ are unaffected by the acceleration [142]. The negligence of acceleration effects can
be motivated by an electron-theoretical viewpoint considering an example of rotary
motion. This particular effect was studied by Shiozawa [144]. It is stated that accel-
eration effects can be neglected if the angular frequency of the solid body w, is much
smaller than the angular frequency of the mass m, and the electron-nucleus spring wy,
which lies in the range of infrared and ultraviolet light. Because moderate velocities are
assumed in the present analysis, it is possible to continue with the phenomenological
viewpoint, where electromagnetic effects of matter are solely described by the material
properties o, i, and e, without taking into account its internal structure. In this sense,
the constitutive equations derived in Section 2.1 are still valid and hold [145,146].

In short, the governing equations are derived from Maxwell’s equations in the
rest frame K’, omitting primed quantities to simplify matters:

VxH=1J, (2.98a)

B
VXE = ——. (2.98b)

ot
The magnetic flux density B = wH is expressed by the magnetic vector potential
A (B=VxA, V:-A =0) under the assumption that the magnetic material is lin-
ear and obeys a constant relative permeability w,. In the present case, the induced

eddy currents are given by J = —o(V¢+ 90A/dt). Because the source currents are
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assumed to flow solely in the xy-plane, the scalar electric potential ¢ is constant
and can be omitted in further calculations. Additionally, 4, = 0 and the calculations
are simplified to the components 4, and 4,. As a result, (2.98a) and (2.98b) can be
written as:

azAx\y 04

024, 924, "

8x2|y + 3y2|y + 2 = uo le (2.99)
The variable separation method is applied by taking the Fourier transform of A with
respect to the spatial coordinates x and y as well as with respect to the time ¢ such that
A= FF,F{A}. In consequence, the problem is described in the aforementioned
dimensions by the spatial angular frequencies k, and k, and the temporal angular
frequency w. In the following, the x- and y-component of the magnetic vector potential
are termed as A,

The governing equations in the respective domains are then given by:

92 ALY 3
x|y 2 3LILIV
= Ay, (2.100a)
924 _
xly 251
- = VA, (2.100b)

with

k= Jk2+ k2, (2.101a)
y = ki t+kl+jopo. (2.101b)

The corresponding solutions of (2.100a) and (2.100b) are:

AN = e+ Dy e, (2.102a)
M =Cye” +Dye (2.102b)

. i ~ -1V ~ [-IV . .
This results in a total number of 16 constants C,;, and D, , which are determined
by means of the underlying boundary conditions.

The magnetic vector potential vanishes at infinity, such that:

A)Ic\y = 0|z%oo5 (2103&)
A, =0l . (2.103b)

Hence, Cily =0 and ]32; =0.

The normal component of the magnetic flux density B is continuous across the
interfaces such that B = Bi*!, where i = {I, II, II}. This condition is fulfilled by
ensuring the continuity of Iaxh; across the interfaces:

Ay, = Al (2.104a)
Ay, = A% |0 (2.104b)
Ay = A e (2.104¢)
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The remaining constants are determined by ensuring the continuity of the
tangential component of the magnetic field H across the interfaces, such that

i, =H"
94", aAily ;

9z - 9z = //L()Ix|y|2=2r, (21053)

oAy, 1 341
azly - E)zly = 0]._o, (2.105b)

3AIV 1 8AIH
B L (2.105¢)

dz W, 0z

The function jx‘y = F . FyF {1y} in (2.105a) is the Fourier transform of the x- and
y-component of the oscillating source current above the conductor.

Using the boundary conditions together with the ansatz from (2.102a) and
(2.102b), a system of equations (2.106) can be derived to determine the unknown
constants. The solutions are given in (2.107a)—(2.107f). The expressions for 4, and
1:1), are similar, with the only difference regarding the source current 7, and 7y.

e ek e g 0 0 Dy, 0
—kz' v —kz' ~II o 7
e e ek 0 0 0 oy BTy
0 1 1 -1 1 0 D, 0
e . (2.106)
0 k -k L z 0 Cy 0
Wr W x|y
0 0 0 e et e ||DY 0
0 0 0 Lewd —Lerd _jekd || E 0
N - Ysinh(kz')[kpu, + y tanh(yd)] + w, cosh(kz')[y + ku, tanh(yd
qu = gl (kz")[kp, + y tanh(yd)] + p (k2y + kn (y )], (2.107a)
d ’ (2 + k?p?) tanh(y d) + 2ky 1,
—k
~ 11 ~ €
Cuy = roley == (2.107b)
~ 11 K2u? —y? e
D /L() xly 2 E) 2k (2 107C)
(2 + k2u2) + 2ky i, tanh ™' (yd)
=111 = wr(y +kpy) i
C., = wolyy , 2.107d
TG S = (= ke @179
< 111 . wr(y — kisr) k!
D, = poly , 2.107¢
vy = Holxly (v + kw,2e2r — (y — ku, ) © ( )
(d—2Yk
e adas (2.107f)

wy = ol 2ky i, cosh(yd) + (2 + k2p2) sinh(yd)”
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2.2.4.2.2 Fourier transform of the source current

The Fourier transformation with respect to the spatial coordinates x and y as well as
the time ¢ of the x- and y-component of the source current is required to evaluate
the magnetic vector potential. It is assumed that the magnetic field source moves
along the negative x-direction with a periodically changing velocity v = —v(?)e,.
The velocity oscillates with a frequency of w, = 2nf, around a nominal value of v,
with an amplitude of v;:

v(t) = vy + vi cos w, 1. (2.108)

Hence, the time-dependent position of the magnetic field source is given by:

(1) = vot + L sinwyt. (2.109)
a)V

The ratio v, /w, can be interpreted as a displacement amplitude of the magnetic field

source.

In the present context, rectangular and circular coil shapes are considered. In the
further course of this work, the planar cases are extended to stacked configurations as
they are shown in Figure 2.21. This is equivalent to the current model of permanent
magnets [110]. Hence, cuboidal and cylindrical permanent magnets are included in
the present analysis.

Rectangular current sources: The x- and y-component of the source current of a
rectangular coil in the spatial domain are given by:

1) = [ [rect <x——$(t)> 1) (y + l—)> — rect (x — E(t)) s <y - é)] » (2.110a)
a 2 a 2

0 =, [rect (%) ) (x - ‘2—1 - E(t)) — rect (J]—;) ) (x + g - E(O)] , (2.110b)

where rect( - ) is the rectangular function, §( - ) is the Dirac delta distribution, and /; is
the current strength. In the case of permanent magnets, /; is the outer surface current
density in A/m determined by J;, = I;t = M x n, where M is the magnetization, and

J;=Mxn J;=Mxn
(@) (b)

Figure 2.21 Current models used to model permanent magnets [143].
(a) Cuboidal magnet. (b) Cylindrical magnet
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n and t are the unit normal and tangential vectors of the outer surface of the magnet,
respectively. Their spatial Fourier transforms with respect to the coordinates x and
y are:

4 b\ -
FFE) = Ik—J sin(kxg) sin(kyz) 70, 2.111a)
j(rect)
Z ey = 1Y sin(k ‘—’) sin( 6,27 (2.111b)
i *k, "2 ) ' '
I;rect)

The terms which solely depend on the spatial frequencies k, and k, are indicated by fx|y
in further calculations. The complex function f (?) includes the time-dependency of
the vibrating source current. Since the magnetic field source moves as a whole, it does
not depend on the explicit geometry of the current carrying wire and can be treated
independently. The calculation of the Fourier transform will be treated separately in
the further course.

Circular current sources: In case of circular coils, the x- and y-component of the
source current can be described by:

I)gcirc) — —ZIYX(S ( (X _ %—(t))Z +y2 — Z) s (21123)
a

2

Iy(circ) _ 21%5 ( x— €0 +)7 — E) ) (2.112b)

2
Their Fourier transforms with respect to x and y are:

. k _
FFNE) = janl, 21 (kg) 70, (2.113a)
—_————
i\gcirc)

. k a\ -

(circ)y __ . X

FAN) = —janl, 7] (kz)f(t), (2.113b)
—_—

7 (circ)
[y

where J;( - ) is the first order Bessel function of the first kind. The calculation of the
Fourier transform is explained in more detail in the following.

2D Fourier transform circulating currents: The time dependency of its position is
omitted in the first place, without loss of generality. The current loop in the spatial
domain, considering a Cartesian coordinate system, is described by:

[ = 2125 ( /¥y — ‘_’) , (2.114a)
: a

2

]}(ycirc) — 2]52—28( /x2 +y2 — g) (2114b)

2
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The parameter a denotes the diameter of the current loop. In analogy, the expressions
can be described in the cylindrical coordinate system:

€9 — _[ sings (, _ ‘E’) (2.115a)
1679 = [, cos o3 (r _ %) (2.115b)

The Fourier transform of a 2D function f(x, y) is given by:

F TN 7)) = / / Fap)e k) ddy, 2.116)

with the spatial frequencies &, and k,. This expression can be transformed into the
cylindrical coordinate system by considering the following identities:

ké? = k. +jk, — sinﬁ:%, cosﬁ:%, k= Jk2+ k2, (2.117)

e =x+jy — sin(pz);}, cos<p=§, r= /X242, (2.118)

xk, = krcos ffcos, (2.119)

vk, = krsin 8sin g, (2.120)

xky + yk, = kr(cos B cos¢ + sin B sin @), (2.121)
= krcos(p — B). (2.122)

Substituting (2.122) in (2.116) and performing the integration with respect to the
radial coordinate, », and the azimuthal angle, ¢, yields:

o) o) o0 2T
/ / £ (x,y)eHRR) dxdy = / / f(r,@)e M @=Py drdgp. (2.123)
—00 J —00 0 0

By substituting 6 = ¢ — § one gets:

00 2r—pB
/ f F(r,0 + B)e 7 rdrds. (2.124)
0 -B

Substituting the expressions of the current loop (2.115a) and (2.115b) in (2.124) for
the function f(r,0 + B) leads to:

00 2r—p —sm(@—i—ﬂ) a s
]s./o /_5 [COS(9+ﬁ) }‘S(”‘E)e HreCr drdd. (2.125)

The integral over the radial coordinate can be solved by using the sifting property of
the Dirac delta function at r = 7.

a [7F _Sln(9+ﬂ) —jk4 cos6
Iifﬂ [COS(9+/3) ]e §eost g, (2.126)
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By reformulating the expressions in brackets by means of the following trigonometric
identities:

1
sin(@ + B) =sinf cos B + cosfsin § = p (kx sin 6 + k, cos 9) , (2.127)

1
cos(f + B) =cosf cos B —sinfsin f = % (kx cosf — k, sin 9) , (2.128)

Eq. (2.126) can be written as:

a (" P[—k sind —k,cosd 2 a
— x ) —jk 4 cosf
. 2k /ﬂ [_ky sin @ + k, cos 9] e "2 de. (2.129)

In the following, only the first component is considered since the considerations do
also apply for the second one.

Splitting up the integral involving the sine and the cosine term, one can identify
the following relationship using Eulers identity:

2n—pB
/ sin Pe 75 <5 4g
-B

2r—pB a 2n—p a
= / sin 6 cos(k—= cos ) d6 —j/ sin @ sin(k = cos 6) d
s 2 s 2
sin(k¢ cos9) 1> # cos(k2 cosf) 1 *
_ _[ (ks )] _j[ (k5 cos6) )} _o. (2.130)
k5 s k5 i
=0 =0

As aconsequence, the integrals involving the sine terms vanish. Next, the cosine terms
are considered, taking into account the following identities of the Bessel functions of
the first kind [114]:

) = — / cos(n)e "< 2.131)
T Jo
To(ze™™) = ey (z) ZZEL §i(—z2) = —Iy(2). (2.132)
Substituting z = —k 5 and considering the symmetry of the function, one gets:
a 27 .
2T, (k§> = f cos B kS <ot (2.133)
0

Finally, by using this analogy in (2.129), the 2D Fourier transforms of both current
components are given by:

A k
F I = jan 21y (k‘zf) (2.134a)
. k a
(circ)y __ . X
F I = —jarl, ) (kz). (2.134b)

Mathematical modeling of oscillating current sources: The expressions in (2.111a)
and (2.111b) as well as in (2.113a) and (2.113b) have to be additionally transformed
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with respect to the time 7. The complex function /(¢) results from applying the law of
displacement to the x — £(¢) terms in (2.110a), (2.110b) and (2.112a), (2.112b), and
is given by:

f(t) = exp |:—jkx(vot + % sin wvt)] ) (2.135)

It is noted, that it contains a harmonic function in the exponent due to the periodically
changing velocity. This function bears analogies to phase modulated signals, which are
well known in communication engineering [147]. Its Fourier transform is obtained
by applying the Jacobi-Anger expansion [114] of the nested harmonics using the
following identities:

cos(asinB) = Jo(a) + 2 Z Jou(a) cos(2nB), (2.136a)
n=1
sin(asinB) = 2°) " Jp,_1(@) sin[(2n — DB], (2.136b)
n=1

where J, (- ) are the nth order Bessel functions. In this sense, f(¢) is decomposed to
an infinite sum of harmonics:

() = [cos(kevot) — j sin(kevot)] x {Jo (k —) +2 ZJ2}1 < Vi >

n=1 Wy

X coS(2nayt) — jJan1 <k%> sin[(2n — l)a)vt]} . (2.137)

v

In consequence, its Fourier transform can be represented by a sum of Dirac delta
distributions:

y,y(t)}—Jo<k—)a(w+kvo)+2( 1)J< >

n=1
x [8(w — nw, + kvy) + (—1)'8(w + nw, + kvo)]. (2.138)

A graphical representation of the signal in the frequency domain is shown in
Figure 2.22. The main component of the spectrum is determined by the nominal
velocity vy. However, the oscillatory motion introduces additional side components,
displaced by multiples of the oscillation frequency w,. Their magnitudes are deter-
mined by the corresponding n-th order Bessel functions of the first kind J,,( - ). The
higher order harmonics vanish if the magnetic field source moves at a constant velocity
vo with v = 0 since J,,(0) = 0 for n > 0 and J,(0) = 1.

2.2.4.2.3 Force calculation

As a result of the harmonic oscillation, the forces which act on the current carrying
wires are time-dependent. They can be determined directly in the Fourier domain by
applying the theorem of Parseval [148]:

FO) =3 / / / " x B e/ dwdk,dk,, (2.139)
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Figure 2.22  Harmonics of Fourier transformed oscillating magnetic field
sources [143]

where I is the Fourier transformed source current vector and the superscript * indicates
complex conjugation. The distorted magnetic flux B"® can be interpreted as the part
of the total magnetic field, B!, in the air domain I, which is affected by the magnetic
flux of the induced eddy currents and the magnetic properties of the conductor. The
drag force F) and the lift force F. are then:

l o0 o0 o0 - .
Ft) = — / / / I* B e dwdk,dk,, (2.140a)
8713 y z J
—0oQ —0o0 —0o0
1 ) o0 0, o )
F) = ¢ / / / (J;B;@ —I;B;W)) o dodk,dk, . (2.140b)
—0oQ —0o0 —0o0

The components of B'® can be determined by subtracting the primary field B'®,
generated by the magnetic field source, from the total field:

B@ _ B _ B — v x (AI A g:=01> (2.141)
For B\, one gets:
Bl — (13; _ MO;}%) ke k. (2.142)

. ~ 1 .- . . D
Since the constant D, contains /,, the following expressions can be simplified by

. ool 3 Al
using the identity D, = /,D :

B = 4], (15l — o ) e, (2.143)
2%
—— ——
G(w,k)e ™+
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with k = [k, k,]. The remaining components of the distorted magnetic field can be
determined in a similar way:

B = kI G(w, k)e HE+), (2.144a)
B = —kI,G(w, K)e ), (2.144b)
B = j(kI. — kI,)G(w, k)e ™ ). (2.144c¢)

The function G(w, k) contains properties of the conductor such as its thickness,
conductivity and relative permeability:

po(€*” — (ki — y?)
2k[(y + ke — (v — ku,)*1

The final expression for the drag- and lift force in case of a single winding can
be determined by combining the following expressions in (2.140a) and (2.140b):

G(w, k) = (2.145)

e The Fourier transformed source currents, i.e., the functions describing the spatial
transformation from (2.111a) and (2.111b) or (2.113a) and (2.113D).

e The transformed time-dependent part of the source currents from (2.138).

e The distorted magnetic field from (2.144a)—(2.144c) at the location z = z’ of the
current.

Additionally, an inverse Fourier transform from frequency to time domain is applied
in order to evaluate the waveforms of both force components. As a consequence of
the symmetry in the spatial Fourier domain, the integration limits can be changed to
0 and oo. Finally, F.(?) is then given by:

1 o0 o0 _
Fael) = — / / S (K)om0 (1) dh (2.146)
= Jo 0
with the auxiliary functions:
Ik) = I (kyix - kxiy) : (2.147)
2K = —k ([T +11), (2.148)
A% N v
AL, k) = Jo <kx—1) G(—kyvo, K)e 70"+ 3 " (1Y, (kx—l> (2.149)
W, @y

n=1

x [G(—kevo + now,, k)e 7ok—nent
+ (_ 1 )nG(_kaO — Wy, k)eij(Vka+nwt’)t]’
Fu(k) = e (2.150)
The functions .#, (k) and .Z, (k) include information about the shape of the source
current in the xy-plane and have to be used depending on the force component to
be calculated. They can be determined using (2.111a) and (2.111b) for rectangular
current sources or (2.113a) and (2.113b) for circular current sources, respectively.

The function ¢(¢, k) includes the time-dependence of the magnetic field, originating
from the oscillating current source. The infinite bandwidth of the function leads
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to a sum of harmonics with their amplitudes determined by the velocity oscillation
amplitude v; and the frequencies w, and k,. In numerical calculations, the sum in
(2.150) is truncated after N terms. Finally, the function ., ,,(k) includes the height
information of the magnetic field source. The index w and m distinguishes between
the single wire with ¢ = 0 or a magnet of height ¢ > 0, respectively.

The solution of a single wire can be extended to permanent magnets by means
of the surface current model shown in Figure 2.21. It is assumed that the permanent
magnets have a height of ¢ and their lower surface is located at a lift-off distance 4
above the plate. The total force is determined by integrating the force on each wire
over the z-coordinate, resulting from the superposition of the total distorted magnetic
flux density generated from all wires. Hence, (2.146) becomes:

1 00 oo h+c h+c ,
Fo.(t) = — f f ALK (1) fh /h e M) dzd2’ dk,dk,.  (2.151)

72

(k)
Carrying out the integration over z and z’ yields the expression of the function .7, (k)
valid as long as ¢ > 0:

(k) = %(e_k}’ - e—“hﬂ‘))z. (2.152)

By inserting (2.152) in (2.146), one gets the final expression for the drag- and lift
force for permanent magnets. In order to evaluate (2.146) at a certain point in time, an
adaptive 2D numerical integration technique based on a weighted quadrature approach
is applied [149,150].

2.2.4.3 Comparison to numerical simulations

The analytical solution is compared to numerical simulations obtained using the FEM.
The numerical simulation of the complete time-dependent 3D problem is not trivial.
Difficulties are arising in the case of high velocities, when the skin-effect becomes
dominant. Hence, the element size has to be reduced, which results in large system
matrices. Moreover, the time-step has to be chosen appropriately, depending on the
oscillation frequency w,, and the conducting slab has to be truncated at a sufficient
distance to avoid edge effects. In view of those circumstances, the decision was
taken to perform the verification in a simplified 2D model, which can be solved
numerically with a high accuracy and within reasonable time. At first, the numerical
model is described, which is followed by the derivation of the analytical solution
in 2D. It is noted that the basic concept of the analytical approach is unaltered by the
dimensional reduction and that the solutions of the 2D and 3D case are similar.

2.2.4.3.1 The 2D numerical model

The FEM model is set up using the software environment Comsol Multiphysics [151].
The problem is defined in the same way as in the 3D case from Figure 2.20, on the
assumption that the setup has an infinite extend along the y-axis. The geometrical
parameters of the model are given in Table 2.1. The problem can be completely
described by the y-component of the magnetic vector potential 4,. Efficient numer-
ical modeling is realized by changing the frame of reference from the conductor to
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Table 2.1 Parameters of the exemplary problem used in the analysis of harmonic
motion [143]

Parameter Value Description

a 15 mm Length of the magnet

b 15 mm Width of the magnet

c 25 mm Height of the magnet

d 50 mm Thickness of the plate

h 1 mm Lift-off distance

B, 1.17T Remanence of the magnet (NdFeB-N35)
o4l 30.66 MSm ™! Electrical conductivity of aluminum

Hr 1 Relative permeability

the magnet. In this way, the time-dependent velocity is modeled by the v x B term
rather than the dB/d¢ term used in the analytical approach. In this way, it is possible
to use a stationary mesh, avoiding the time consuming re-meshing procedure after
every time-step. The governing equation for 4, in the whole computational domain,
including the conductor, the magnet, and the surrounding air region, is given by:

04, n 04, n 0 (104, n 0 (1094, 0 (2.153)
o|l— +vi— — | —— —|——]=0. .
at T oox dx \ i ox 0z \ u 0z

Equation (2.153) is solved by the FEM in the time-domain using a fifth order backward
differentiation formula. The time-step is chosen such that every oscillation period
contains 100 steps At = 1/(100f,).

2.2.4.3.2 The 2D analytical model
The evaluation of the 2D analytical solution follows the same procedure as in the
former case. The geometry of the problem is unaltered and already given in Fig-
ure 2.20. The governing equation (2.99) is simplified to determine 4, since 4, =0.
As a consequence of the infinite extend in the y-direction, the spatial frequency £k,
vanishes, which simplifies the expressions for £ and y from (2.101a) and (2.101b),
respectively. Applying the boundary conditions (2.103a)—(2.105c) results in the same
coefficients C '~ and D" from (2.107a)—~(2.107f) as in the 3-D case.

The major difference between the 2D and 3D solution arises considering the
source current above the conducting slab, which is now described by:

180 = 1[5 (x n ‘2—1 — s(r)> ) (x — ‘2—’ - s(z)) 1 (2.154)
Its Fourier transform with respect to x is:
@D\ AT o ay -
FAICDY =2, sm(kxz) 7). (2.155)
—_—
jy(zl))

The expressions for the magnetic field can be readily derived from the 3D case
considering /, = 0 and &, = 0 in (2.144a)—(2.144c). The forces are calculated by
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integrating (2.146), but now only with respect to the spatial frequency £,. It is noted
that the pre-factor of 1/72 becomes 1/7 by omitting the integration with respect to
k,. This confirms the analogy between the 2D and 3D solution necessary to perform
a meaningful verification.

2.2.4.3.3 Comparison of analytical and numerical results

The verification problem is defined using the parameters from Table 2.1. The rectilin-
ear part of the velocity is vg‘“"‘” = 14.5 m/s. The velocity is chosen such that the system
operates at the point of maximal drag force, i.e. in the nonlinear regime. This char-
acteristic velocity will be addressed and explained in more detail in Section 2.2.4.4
for the 3D case. The velocity oscillates at a frequency of £, = 100 Hz considering a
rather high oscillation amplitude of v; = 0.5v,. The direction of motion is chosen
such that the drag force is positive (see Figure 2.20). The parameters of the verifi-
cation are defined to correspond to a numerically challenging benchmark problem.
The relative difference between analytical (ANA) and numerical (FEM) results are
quantified using the NRMSD over one oscillation period 7"

100%
max (FFEM(#)) — min (FFEM(2))

x|z x|z

NRMSD,. =

1 T
7 /O (FEM() — FENA ) dr. (2.156)

The results obtained by both approaches are shown in Figure 2.23. They show
an almost perfect agreement with an NRMSD of only 0.051% and 0.049% for the
drag force F) and lift force F., respectively. It can be clearly seen that both force

1,408

—__ANAQZD) /7
e FEM(Q-D)

—— ANAQG-D)ab=15/150

1,238 | —— ANAG3-D)a/b=15/75

ANA(3-D)a/b=15/50

v (m/s)

898

729 AN 73 698 AN 73
0 0.002  0.004 0006 0008 0.0l 0 0.002  0.004 0006 0008 0.0l

(a) t(s) (b) 1(s)

Figure 2.23  Comparison of the time-dependent drag- and lifi-force density (N/m)
acting on a moving rectangular magnet evaluated by the analytical
and numerical approaches. The dashed line indicates the underlying
velocity profile considering a rectilinear velocity, superimposed by an
oscillation with a frequency of f, = 100 Hz, and an amplitude of
vi = 0.5vy. The different 3D analytical solutions are normalized with
respect to the individual y-extensions of the magnet b [143]. (a) Drag
force F,. (b) Lift force F,
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Figure 2.24  Induced-eddy current density J, and streamlines of the total magnetic
Sflux density B for three different instances, namely at (a) the minimal
velocity, (b) the mean velocity, and (c) the maximal velocity [143]

components are delayed and do not follow the underlying velocity profile. Especially
the drag force is heavily distorted, illustrating the presence of higher order harmonics.
A more comprehensive analysis on the amplitude and phase-shift of the Lorentz force
will be given in Section 2.2.4.4 for the 3D case.

If the y-extension of the magnet is sufficiently large compared to the other dimen-
sions, the 3D problem can be approximated by the 2D model. Hence, in order to
compare the results of the 3D analytical solution, the force profiles are evaluated
for different y-extensions b of the magnet. By normalizing the forces with respect to
the individual b values, it is possible to determine the equivalent force densities. The
expected convergence towards the 2D case can be clearly seen in Figure 2.23, which
proves the validity of the 3D solution.

In order to illustrate the impact of skin-effect and the influence of time-dependent
velocity profiles, the induced eddy current density is shown in Figure 2.24 together
with the streamlines of the magnetic flux density. The first illustration in Fig-
ure 2.24(a) exemplifies the situation when the velocity reaches its minimum value
of v(t) =7.5m/s at t = 5 ms (see Figure 2.23). At this stage, field suppression can be
already observed. With progression in time, the velocity is rising and the induced eddy
current density increases. As a consequence, the secondary magnetic field increases
and further expels the primary field out of the conductor. This procedure is har-
monically repeating. The time-dependent current density fluctuations generate an
also time-dependent magnetic flux density. This in turn leads to the induction of
(secondary) induced eddy currents, which counteract the periodic oscillation. This
particular effect explains the inductive character of the conductor and the observed
phase-shift between the force and the velocity oscillation.

2.2.4.4 Results and discussion

As mentioned previously, the parameters influencing the time-dependent force
profiles are vy, vy, and £, . In this section, the underlying effects are described, differen-
tiating between three different kinds of motion: (i) Constant rectilinear motion without
oscillation (vo # 0, v = 0) similar to those already reported in the literature [61,66],
(i1) pure harmonic motion (vo = 0, v; # 0) such that the magnet is vibrating over
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the conductive slab and (iii), the most complicated case, a mixture of both (vy # 0,

Vi # 0).

2.2.4.4.1 Constant rectilinear motion

At first, the case of constant rectilinear motion is considered, such that the oscillation
amplitude of the velocity is zero (v; = 0). This case is in analogy to electromagnetic
damping or magnetic levitation where the speed is assumed to be constant or slowly
varying. The results are obtained considering an axially magnetized cylindrical perma-
nent magnet with a diameter of 15 mm and a height of 25 mm and a cuboidal permanent
magnet of size [a, b, c] =[15 mm, 15 mm, 25 mm]. The remaining parameters of the
magnet and the conducting slab are the same used during the verification and are
given in Table 2.1.

The drag- and lift-force as a function of the nominal velocity v, is shown in Fig-
ure 2.25. As expected from Lenz’s law, the drag-component acts against the direction
of motion and the lift-component intends to push the magnet away from the conductor.
It can be observed that the cuboidal magnet generates higher Lorentz forces than the
cylindrical one. On the one hand, this originates from the difference in magnet vol-
ume. On the other hand, it results from the difference in area of the magnet surface
close to the specimen. Both are higher in case of the cuboidal magnet. In general,
three characteristic velocity regions indicated by (D) — (3) can be identified.

Region (D corresponds to the low velocity regime which extends in this partic-
ular example up to Sm/s. In this regime, diffusion effects dominate over advection
phenomena and the resistive nature of the conductor is prevalent. The secondary mag-
netic field from the induced eddy currents is much weaker than the primary magnetic
field from the source (B « B?). Numerical methods dealing with computational
expensive problems benefit from this circumstance by simplifying the numerical
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Figure 2.25 Stationary drag- (F\) and lifi-force (F,) acting on a moving cuboidal
or cylindrical permanent magnet as a function of constant velocity vy
for three characteristic regions without oscillations (vi = 0) [143]
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model (see the e/dWRA in Section 2.4). Typical examples can be found in magneto-
hydro dynamics [90]. As already observed by Reitz [60] and others, the drag- and
lift force show a linear and quadratic proportionality with respect to the v product.
It can be stated that the reaction from the conductor is low compared to the primary
field of the magnetic field source.

In region (), advection phenomena become more important and inductive effects
can be observed. For example, the drag force generated by the cylindrical perma-
nent magnet reaches its maximum at a velocity of v{"™’ = 29.8 m/s, which is higher
compared to the 2D case, where the maximum was already reached at 14.5 m/s (see
Section 2.2.4.3). This can be explained by emerging edge effects originating from the
finite y-extension of the magnet. In contrast to the drag force, the lift force behaves
differently and starts to saturate.

Finally, regime Q) is characterized by the precedence of advection phenomena.
The secondary magnetic field, generated by the induced eddy currents, is as strong
as the primary field inside the conductor. Hence, the effect of field suppression is
distinctive and cannot be neglected. As a consequence, Joule losses, which are directly
proportional to the drag force, decrease while the lift force continues to saturate.

2.2.4.4.2 Harmonic motion
In the following, the force on a periodically oscillating cylindrical permanent mag-
net is investigated. This case corresponds to the damping mode in electromagnetic
damping. The same geometrical parameters as in the previous section are used for the
calculations. It is assumed that the magnet moves with a nominal velocity of vo = 0
but oscillates with a frequency of f, = 100 Hz. The oscillation amplitude is varied
between v; = 0.1-0.5 m/s, which is typical for a shock absorber [152].

The drag- and lift-force over one period are shown in Figure 2.26(a) and (b),
respectively. The dashed line indicates the normalized velocity profile for the purpose

0.5
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R \ , on| 3
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N ’ — 0.4
\ ! — 0.5
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Figure 2.26 Time-dependent drag- and lifi-force acting on a cylindrical permanent
magnet purely harmonically oscillating (vo = 0) with a frequency of
v = 100 Hz for different oscillation amplitudes v,. The dashed line
indicates the normalized velocity profile [143]. (a) Drag force F,.

(b) Lift force F,
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ofillustration. As expected, it can be observed that the drag force changes the direction
with respect to the underlying velocity. In contrast, the lift force stays positive over
the whole period, resulting in a doubled frequency. When the oscillation amplitude v,
increases, the lift force does not become zero at the reversal point. However, if only
the maxima are considered, the linear and quadratic behavior of both components
can still be observed in this velocity regime. A clear phase shift between the velocity
profile and the forces is visible, resulting from the inductive nature of the conductor,
which nicely illustrates Lenz’s law of induction. It is observed that the lift force is
influenced slightly more by this effect than the drag force.

Representing the force profiles as a function of velocity nicely illustrates the fun-
damental differences compared to constant rectilinear motion. The results for both the
drag- and the lift-force are shown in Figure 2.27 considering three different oscillation
frequencies. The dashed line shows the force profile in case of constant rectilinear
motion to pin down the differences more easily. In case of harmonic motion, the drag
force in Figure 2.27(a) shows a hysteretic behavior. With increasing frequency, the
hysteresis is getting wider and the force reaches its zero-point when the velocities
is close to its peak. Interestingly, in the transition between f, = 1 Hz and f, = 100 Hz
(here f, = 10 Hz, cf. red curve), the drag force may exceed the maximum observed in
the rectilinear case (4= 38 mN) and reaches values of up to £47 mN. The corresponding
lift force profile is shown in Figure 2.27(b). Since the lift force is always positive, its
profile has a similar shape to a butterfly. With increasing frequency, to e.g. f, = 10 Hz,
the lift force is not reaching the zero-point anymore, i.e. its mean increases. However,
increasing the frequency further, to e.g. f, = 100 Hz, considerably changes the whole
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Figure 2.27 Dependency between drag force, lift force and velocity acting on a
cylindrical permanent magnet purely harmonically oscillating
(vo = 0) for three different frequencies considering an oscillation
amplitude of vi = 10m/s. The dashed lines indicate the force profile
for constant rectilinear motion. (a) Drag force F,. (b) Lift force F,
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profile and even flips the wings downward. Induction effects due to the harmonic part
of the motion are thus dominating.

2.2.4.4.3 Constant rectilinear motion superimposed by harmonic
oscillations

The present study is extended to the case of mixed motion. In analogy to electromag-
netic damping, this corresponds to the coupler operation. In this sense, the cylindrical
permanent magnet moves rectilinear with a constant velocity vy superimposed by an
oscillation of v; cos w,t. The forces are calculated as a function of the oscillation
frequency f, and the nominal velocity v,. The oscillation amplitude v, is chosen to
be 3% of vy such that v; /vy = 0.03. In this regard, it corresponds to the observations
from the laboratory LET setup shown in Figure 2.19.

At very low frequencies, i.e. f, <10 Hz, it is observed that a high approximation
order of around N =200 in (2.150) is needed in order to evaluate a converged solution
of (2.146). Lower approximation orders lead to noisy signals in the frequency domain
which complicated the numerical integration. In order to provide compact information
about the magnitude of the time-dependent forces, the relative oscillation amplitude
AF" with respect to the stationary force F’ 9 without any oscillation (v; =0), is

x|z x|z

calculated as:
max (Fxlz(t)) - l’l’lil’l (F'xlz(t))
F(O)

x|z

AP,(rel) —

x|z

100%. (2.157)

It provides a relative measure of the force perturbation at a given working point. The
corresponding results for the cylindrical permanent magnet, analyzed in the previ-
ous section, are shown in Figure 2.28(a) and (b) for the drag- and lift-component
of the Lorentz force, respectively. It can be observed that both components show
diverse characteristics. The highest relative oscillation amplitude of the drag force
can be observed at low frequencies and when the system operates at low velocities,
i.e., in the linear regime (see (D in Figure 2.28(a)). As expected from the linear rela-
tionship between the velocity and the drag force, slow velocity oscillations are directly
projected onto the drag force, i.e., oscillations of about v; /vy = 0.03 result in relative
force perturbations of AF") x 6%. The force oscillations are damped by the sec-
ondary magnetic field of the induced eddy currents when the frequency of the velocity
oscillation increases. In this sense, the conductor acts like a nonlinear inductance and
similarities to a low pass filter can be observed. In consequence, high-frequency
oscillations are weakly projected onto the Lorentz force. On the other hand, the rela-
tive oscillation amplitudes of both forces also decrease, when increasing the nominal
velocity vy. A local minimum can be observed in region (@) in Figure 2.28(a), where the
drag force reaches its maximum at vf)max) =29.8 m/s [see Q) in Figure 2.28(a)]. Reason
for this effect is the small gradient of the drag force with respect to the velocity in this
region. However, with increasing frequency, the oscillation amplitude increases before
high-frequency damping effects become inherent. This can be explained by the time-
dependent secondary induced eddy currents, emerging from the oscillating velocity.

The relative oscillation amplitude of the lift force is shown in Figure 2.28(b).
Compared to the drag force, similar characteristics regarding the oscillation frequency
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Figure 2.28 Relative force perturbations defined by (2.157) as a function of the
oscillation frequency f, and the nominal velocity vy. The plots on the
left correspond to the forces for constant rectilinear motion in
logarithmic scale (see Figure 2.25). All calculations are performed
with a cylindrical magnet considering a velocity oscillation amplitude
of vi /vy = 0.03. The markers indicate the parameters used in the
calculations shown in Figure 2.29 [143]. (a) Relative force
perturbation of the drag force AF"*). (b) Relative force perturbation
of the lift force AF®)
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/. can be observed. However, its quadratic behavior at low velocities leads to relative
force oscillation amplitudes of AF™ > 11%. In contrast to the drag force, no local
minimum can be observed at v(()max) =29.8 m/s, resulting from its overall monotonic
increasing nature.

The above observations are further illustrated by showing the waveforms of the
forces for distinct parameter combinations, which are marked by crosses in Fig-
ure 2.28. The chosen nominal velocities are vy = {0.5 m/s, 29.8 m/s, 100 m/s}, which
correspond to the three velocity regions (D—Q@) described previously. The results are
presented considering velocity oscillation frequencies of f, = {10 Hz, 100 Hz}. The
forces are calculated over one period, and are shown in Figure 2.29.

The force profiles of vy =0.5m/s and f, = 10 Hz are shown in Figure 2.29(a).
Both force components are oscillating almost in phase with respect to the velocity.
Due to the low oscillation amplitude of v; /vy = 0.03, the quadratic behavior of the
stationary lift force in this regime is weakly projected to the oscillating case.

In Figure 2.29(b), the velocity is increased up to the turning point of the drag force

v™ =29 8 m/s). The perturbed waveform indicates the superposition of multiple
harmonics. As shown before, the oscillation amplitude of the drag force is very small
in this region. Finally, the case of vy = 100 m/s is shown in Figure 2.29(c). It can be
observed that the waveform of the drag force is inverted with respect to the velocity
as a result of its degressive proportionality and the regressive characteristic in this
regime (see (3 in Figure 2.28(a)).

The bottom row of Figure 2.29 shows both forces considering a velocity fre-
quency of f, = 100 Hz. At higher frequencies, inductive effects become prevalent and
the phase shift between the forces and the velocity increases. Concomitant with the
observations from Figure 2.26, it can be seen that the drag- and lift-forces do not
obey the same delay. The effect of magnetic inertia is well exemplified by comparing
the drag forces between Figure 2.29(b) and (e¢). In a figurative sense, the drag force
is not able to follow the nonlinear profile anymore. Hence, higher order harmonics
are damped and the number of effective harmonics is reduced. Formally, this can be
explained by the fact that w, is in the denominator of the argument of the higher order
Bessel functions in (2.150). As a consequence, the nonlinearities are linearized and
(2.150) can be truncated after a few terms, e.g. N = 10. Considering the lift force at
f», =100 Hz for different values of vy, it can be seen that the phase delay decreases
when the nominal velocity v, increases.

The behavior of the time-dependent drag force in the nonlinear region ) around
the point of maximal drag force is further illustrated in Figure 2.30. The results
correspond to the highlighted intervals in Figure 2.28(a). The abscissae in Figure 2.30
are normalized with respect to f, to compare the different waveforms to each other.
It can be seen that the explicit waveform strongly depends on the velocity oscillation
frequency f,. Figure 2.30(a) illustrates the non-harmonic character of the drag force in
the low frequency regime. The time-dependent results are compared to the stationary
case obtained by sampling the force-velocity-curve from Figure 2.25 according to the
harmonic oscillation. The stationary maximum F*) is indicated by the horizontal solid
line. It can be observed that the amplitude of the drag force increases with increasing
frequency and even exceeds the maximum from the stationary study in the second
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1, = 100 Hz. The results correspond to the working points marked with crosses in Figure 2.28. The blue and red lines
correspond to the drag-force and lift-force, respectively. The dotted line indicates the principal velocity profile of the

permanent magnet for visual orientation [143]



stationary 9.2 : —— | kHz
9.071 F« —— 1 Hz P
\ — 2.5 Hz ’ @
9.07 \\ 5 Hz / 7
v | ——10Hz X )

9.069 V) —— 15 H2 / /

9.068 ) 20 Hz , ] )
~ 0 /
Z ooe7bk e AL
9 A / /

9.066 /’

9.065 J :

9.064 / S ]

7
9.063 Senut
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
i

(a) v (b) (©

Figure 2.30 Time-dependent drag force at the nominal velocity of vf)max) = 29.8m/s for different velocity oscillation frequencies f,,

considering an oscillation amplitude of vi /vy = 0.03. The dashed line indicates the underlying velocity profile of the
cylindrical permanent magnet; (a)—(c) correspond to the highlighted regions in Figure 2.28 [143]. (a) Low f,. (b)
Medium f,. (c) High f,



Forward simulation methods 99

half of the period. Figure 2.30(b) shows the drag force for frequencies up to 1 kHz.
It can be seen, that the force perturbation amplitude continuously increases together
with the phase-shift. At f, = 1 kHz, the time-dependent drag force has its maximum
and exceeds F”) by up to 1.3%. The waveforms for frequencies up to 10kHz are
shown in Figure 2.30(c). It can be observed that the low-pass character of the con-
ductor becomes predominant and the amplitudes decrease, while the phase-shift still
increases.

The former observations can be further illustrated by the corresponding force—
velocity curves shown exemplary in Figure 2.31 for the drag and lift forces. The
permanent magnet was oscillating with a frequency of f, = 10 Hz at an amplitude
of vi =2 m/s while he was moving with different velocities vy. The drag force in
Figure 2.31(a) shows characteristic sub-hystereses depending on the rectilinear part
of the velocity vy. The case of vy =2 m/s (c.f. red curve) is a special case, because
the magnet passes with its velocity different regimes of the magnetic Reynolds num-
ber R,. In the transition between low and medium R,,, the drag force overshoots
the maximum force, which can be reached in case of purely rectilinear motion
(dotted curve). Similar observations were also made for higher velocities, i.e. at
vo = 6 m/s (c.f. blue curve). Similar observations can be also made for the lift force in
Figure 2.31(b).

In summary, the present study demonstrates the complexity of the problem and
underlines the necessity to consider the reactance of the conductor in the case of time-
dependent velocity profiles during the development of new measurement systems or
devices making use of oscillating magnetic field sources.

. 100 :
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Figure 2.31 Dependency between drag force, lift force and velocity acting on a
cylindrical permanent magnet harmonically oscillating at three
different offset velocities vy at a frequency of f, = 10 Hz considering
an oscillation amplitude of vi = 2m/s. The dashed lines indicate the

force profile for constant rectilinear motion. (a) Drag force F,. (b) Lift
force F,
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2.2.4.4.4 Conclusions

Vibrations play a major role in industrial and laboratory MIECT setups. The present
study shows that the force profiles strongly depend on the operating point of the system
under investigation, which is determined by the level of constant motion together with
the oscillation amplitude and frequency. The complex interaction between induced
eddy currents, resulting from the constant part and the time-dependent part of the
velocity is exemplified. The back reaction of the conductor and its reactance cause
phase shifts and lower damping forces. This should be taken into account when eval-
uating the dynamic characteristics of oscillating systems in the future. Due to the
nonlinear characteristic of the drag force as a function of velocity vy, higher order
harmonics are emerging in the oscillatory case.

In contrast, the gradual nature of the lift force mitigates this effect. It seems
inherent that these effects should be considered in future developments of new sys-
tems involving time-dependent motion in order to provide more accurate predictions.
Current research for example is devoted to apply ball screw mechanisms to energy
harvesters which can significantly magnify the vibrational motion [126] and in turn
increase the performance of such devices.

The analytical integral expressions can be easily modified according to differ-
ent coil geometries by replacing the corresponding Fourier transforms of the source
current in (2.147) and (2.148), respectively. Note that the presented approach could
also be adopted to other application scenarios as for example to analyze the dynamics
of linear or rotating eddy current couplers [153] or MAGLEV systems. Moreover,
the presented approach can be used as a reference during the development of more
advanced numerical models.

The phase and amplitude of the drag- and lift force provide information about the
material properties of the conductor. Oscillating magnet systems could be applied
in the future within the context of MIECT as an alternative to systems which
are based on constant rectilinear motion. By this analysis, it is possible to provide the
required electromagnetic force FM), acting on a mechanical system to determine the
measured force FME49) (see Figure 2.19).

Subsequently, several semianalytical methods for calculating DRSs for 3D LET
systems will be discussed.

2.2.5 The simplest approach to calculate DRS

The simplest way to calculate DRSs is to omit distortion current jz in equation (2.85).
In this case, the determination of DRS reduces to the calculation of the following
integral

AF:/ i x By dV=/ Jo x By dV, (2.158)
Vp Vp

where By is the primary field produced by a magnet and J, are induced eddy cur-
rents in the conductor without any defect. This approach was used for the first time
in [98]. Assuming a weak reaction of eddy currents, it uses a superposition of eddy
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currents induced in a block without a defect with eddy currents occurring in the
virtual area covering the defect. The permanent magnet is replaced by a single mag-
netic dipole. In addition, it is assumed that the dimensions of the block are much
larger than the permanent magnet and the block itself is represented by a package of
thin conducting sheets isolated from each other. The paper [98] describes a defect
reconstruction procedure using normalized DRS. The main advantage of this method
is the speed of calculation. However, a direct comparison of the non-normalized
DRS with the signals calculated by FEM shows that the approximate signals dif-
fer significantly from the reference signals. Figure 2.32 shows an example of DRS
profiles near the defect calculated according to the procedure described in [98] for
y = 0. The following system LET configuration was used in the calculations. The
cuboidal permanent magnet with dimensions w? x A= 15mm x 15 mm x 25 mm,
magnetization M = M1,, M =931 A/mm is located at a lift-off ;=1 mm above
the conductive block with a thickness of D =100 mm. The block moves with the
velocity v=1cm/s along the x-axis. Since in experiments a set of insulated thin
plates instead of solid material was used, the electrical conductivity of the block
is described by a diagonal tensor with parameters o,, = 0,, = 09 =30.61 MS/m,
o0.. = 0. The rectangular defect ¢, x ¢, x c; =12mm x 2mm x 2mm is at depth
d =4 mm. The permanent magnet is modeled by a single equivalent magnetic m,-
dipole with a magnetic moment m,, = m, 1. = Mw?h1. placed inside the permanent
magnet at r,, = [0.5w, 0.5w, ah]", where oo = 0.418. The parameter « was determined
in a similar way to the procedure from Section 2.2.1.

NRMSE(e , € ) = 36.50(29.89, 20.95)%

=500 - o AFTEM
—600 | AF;(FEM)

o AFOIP)
~700 —a— AE®D

30 24 —18 -12 6 0 6 12 18 24 30
x (mm)

Figure 2.32 DRS profiles calculated using the method presented in [98] (DIP)
together with the reference signals (FEM)
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The calculated NRMSE (see (2.34)) for the above setup is equal to 36.5%.
Although the use of more accurate permanent magnet modeling improves the
approximated DRS, the improvement is relatively small and NRMSE remains at
around 30% [112].

To explain the reason of large errors in the calculation of DRS, eddy currents
near the defect are determined. Figure 2.33 shows the distribution of eddy currents in
the x-y—plane crossing the defect. The distributions are plotted for the moment when
the permanent magnet is just above the center of the defect. J, denotes the density of
eddy currents induced in a moving block without a defect. jp is the current density
vector describing induced eddy currents in the defect filled with a material with
electrical conductivity 0. According to [98], eddy currents flowing around the defect
are described by the superposition of the J, and jp vectors as J = Jy — jp. As can
be seen from Figure 2.33c, the obtained distribution of eddy currents J is not correct
because the continuity of currents on the defect boundary is not satisfied. The correct
eddy current distribution can be calculated by FEM and it is shown in Figure 2.34.

In conclusion, the correct description of eddy currents in 3D LET systems
requires in the superposition process to take into account not only the area of the

(b)

Figure 2.33  Eddy currents in the x-y—plane crossing the defect for the moment
when the permanent magnet is above the defect center (according
to [98]). (a) Jo—without defect. (b) jp—in defect region. (c) Jo—ijp

Figure 2.34  Distribution of eddy currents near a defect calculated by FEM
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defect itself, as was the case in 2D systems, but also the area outside the defect. This
also explains the large errors in the calculation of DRS using the approach given
in [98].

In the following sections, several methods will be presented that will enable more
accurate calculation of DRSs.

2.2.6 A hole in a thin, large, conductive sheet

Before presenting the next method of calculating the DRS, the distribution of currents
around the circular hole in a thin conductive plate will be analyzed. The uniform
electric current with density J, flows in a thin conductive plate with an homogeneous
electrical conductivity oy. A hole with a radius R is drilled in the plate (Figure 2.35).
The purpose of the analysis is to find a distribution of currents around the hollow hole.

Far away from the origin, the current density is uniform with J = Jy = —Jo1,.
Due to the presence of the hole, the current distribution is disturbed. Introducing the
electric scalar potential ¢ defined as E = —V ¢, the problem can be described using
Laplace equation in a cylindrical coordinate system (r, ¥/, z)

_ e ldg  1d%

Vvip=2%_ 2 - =0, 2.159
¢ or:  ror oy’ ( )
together with the boundary conditions
ad
r=R: J,=0, 2L _o, (2.160)
or
1
r—o0: J=-Jl,, V=—Jrsiny. (2.161)
0y

The solution of equation (2.159) can be obtained as

Jo R\| .
o=@+ —r|l+|— sin Y/, (2.162)
(o)) r

where ¢, = const is a potential with any fixed value.

Jo=—Jl,

WP

Figure 2.35  Setup to solve the problem of electric current flowing in a thin
conducting sheet with a circular hollow hole



104  Motion-induced eddy current testing and evaluation

v v
v

Sssannanaazd

»»»»»

Figure 2.36  Current density distribution in the vicinity of a circular hole

The current density J can be calculated following from
d 10 0
0y, Lo ﬁL)

e oy (2.163)

J = O'()E = —O'()V(p = —O0y <

and finally takes the form

R 2 R 2
J=—J [1 - <7) } sin g1, — J [1 + <;> } cos Y1y (2.164)

An exemplary current distribution around a circular hole is shown in Figure 2.36.
The current density J can be replaced by the superposition of two terms, namely
the primary input current density J, and the distortion current density j evoked by
the hole

J=Jy—j, (2.165)
with j given by

R\2
i= (7) (=Josinyr1, +Jycosyly). (2.166)

Using the vector identity

J()'l'

Jo=—Jp sin wlr —Jocos wl,/, = r+ (J() . 1¢)11/,

,,.2
the distortion current density j (2.166) at any point r outside the hole can be
expressed as

2
j= (5) <2J0;rr - JO) : (2.167)
r s

A current dipole with a dipole moment py, placed in a large thin conducting plate
of thickness 8z, produces at any point r of the plate a 2D flow of electric current
described by

o1 Po-r
b = 5z (25T m). (.168)



Forward simulation methods 105

........
........
.......

........

(@) (b)

Figure 2.37 Distortion current near a hollow hole in a large thin conducting plate.
(a) Distortion current j. (b) Current generated by an equivalent
current dipole 2py

By introducing an equivalent current dipole with a dipole moment py = Vy Jy =
TR*8z Jy, equation (2.167) can be replaced by

. 1 Po-r .
1= 22nr282 (2 2 T Po) = 2y, (2.169)

where V) is the volume of the hole. Thus, it can be seen that a distortion current caused
by a circular hole in a large thin conducting plate in which a uniform flow of electric
current was forced, can be replaced by the current produced by a single current dipole
located at the center of the hole. Figure 2.37 shows the distortion current around a cir-
cular hollow hole and the current produced by the dipole 2p, clipped through the hole.

2.2.7 An extended area approach in the calculation of DRS

Inspired by the results presented in the previous section, a semianalytical approach,
called an extended area approach (EAA) [112], for calculating the flow of distortion
currents around a hollow hole in a thin conductive plate has been developed.

It is considered a plate moving with a velocity v = vg1,. The plate with the
thickness Az is parallel to the X0Y plane. The hole region and the region around
is replaced by a regular mesh of volumetric elements (voxels) with a volume V) =
AxAyAz, where Ax and Ay are grid densities in x- and y-directions, respectively.
In the center r; of each voxel located inside the hole a source current dipole with a
dipole moment p; = V; jp, is placed, where jp; = Jo; is the density of induced eddy
currents in the plate without any defect truncated to the defect region.

The distortion current density jr at any point r outside the hole can be
approximated by

NP,
Vo |: ipi-(r—rpy)

. _ Yo ’
je(r) = Xxpcr . Z T

i=1

(r—rp,) — —I2 } . (2.170)

|1'—1'D,i|2
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NRMSE(€ , € ) = 2.47(1.95, 1.52)% NRMSE(e , € ) = 1.98(1.57, 1.21)% NRMSE(e , € ) = 1.98(1.21, 1.57)%

Figure 2.38 Distortion currents around hollow holes in a thin conducting plate
together with Jy currents in the hole area

where NP is the number of voxels inside the hole region, rp; is the center of the i-th
voxel, and ypcr denotes a dipolar correction factor (DCF).

The dipolar correction factor xpcr for a hole defined by parameters c,, c,, e.g. a
circular, elliptical or rectangular defect, is generally defined as

P 2.171)
G
Although the dipolar correction factor is only an indicative factor it enables to model
the distortion field around holes of various shapes with a sufficient accuracy.
In order to calculate DRS profiles, a rectangular extended region defined as
€ext X €ext X Az around the hollow hole ¢, x ¢, x Az is introduced. The size ey of
the extended region is defined as

eext = (Sext + 1) max (cy, c), (2.172)

where se is an arbitrary chosen scaling factor greater or equal 0. If se, = 0 then the
extended region does not exist and the model is reduced to the simplest approach
presented in Section 2.2.5.

Figure 2.38 shows sample distributions of distortion currents evoked by holes of
various shapes located in a thin conductive plate in which flows homogeneous current
Jo = —Jol,. The NRMSEs of the EAA in Figure 2.38 were calculated in the reference
to analytical solutions.

The method EAA can be directly used to calculate DRS from a defect (c,, ¢, c.)
located in a conductive block of L x W x D dimensions much larger than the dimen-
sions of the magnet and anisotropic conductivity of [o'] = diag(oy, 09, 0) (J; = 0). In
this case, the extended area consists of N, x-y—layers Az thick (Az = ¢,/N;) in which
regular voxel grids have been defined, each with a volume of Vy = Ax x Ay x Az
(Figure 2.39).

Finally, the DRS formula (2.85) takes the following discrete form

Np
AF® = 1, Z ZJl(n) y Bl(n) + Zjl(n) % Bl(n) ’ (2.173)
Jj=
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Conducting block (anisotropic)
[0] = diag (3. 5. 0)

Extended region

Y

Layers with defeat Cx

Figure 2.39 Extended region for s.., = 1 around a sample cylindrical defect
located in an anisotropic conducting block

where the distortion current Jfg(f) is expressed by (2.170). The defect current ji’)(;) =

Jf)“;.") can be calculated according to (2.89) when a multi-dipole permanent magnet
model is used or (2.95) for rectangular permanent magnets. Respectively, the primary
magnetic flux density Bf)(,:’ ) can be calculated using (2.87) or (2.90).

Figure 2.40 shows DRS profiles for y = 0 determined according to (2.173)
for an artificial cuboidal defect ¢, x ¢, x c.=12mm x 2mm x 2mm placed at
a depth d =4mm in a conductive plate with a thickness D =50 mm moving at
a velocity vop=1cm/s under a rectangular permanent magnet with dimensions
of wxwxh=15mm x I5Smm X 25mm and magnetization M =931 A/mm sus-
pended at a lift-off 4o =1 mm above the plate. The anisotropic conductivity [o] =
diag(oy, 09, 0) is equal to [o] = diag (30.61 MS/m, 30.61 MS/m,0). The voxel size
used for construction of various extended areas is defined as follows: Ax =1mm,
Ay =1mm, and Az =2 mm. The profiles were calculated using in (2.173) the ana-
lytical formulas (2.95) and (2.90) for the description of J, and By, respectively. For
comparison, the profiles calculated with the simplest approach from Section 2.2.5
(sext = 0) and using the extended region with s, = 4 are presented.

Assuming a weak reaction of eddy currents, the EAA method can also be used
to calculate DRS from defects located near the surface of the thick solid plate with a
uniform electrical conductivity oy. In this case, the extended region around the defect
(¢x, ¢y, c.) is defined as a cuboid with dimensions of ey X eext X (€ext/2 + ¢, + d),
where e is given by (2.172) and d is the defect depth. For the defined extended
region, formula (2.173) can be used to calculate the DRS.

As in the case of an anisotropic plate, eddy currents J, induced in an isotropic
plate can be determined using equation (2.89) when the magnet is modeled using
magnetic dipoles or analytical formulas (2.95) in the case of a rectangular magnet.
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NRMSE(e ,, € ) =29.84(22.79, 19.26)% NRMSE(e , € ) =5.26(5.09, 1.33)%
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Figure 2.40 Anisotropic conductor—DRS profiles obtained for a defect ¢, x ¢, X
c;=12mm x 2mm x 2mm located at a depth d =4 mm in a
conductive plate with a thickness D = 50 mm moving at a velocity
vo =1 cm/s. (ANA) (2.173) with analytical formulas (2.95), (2.170)
and (2.90), (FEM) finite element method. (@) Sex; =0. (D) Sexy =4

Aswell, the primary field B produced by a permanent magnet is calculated according
to (2.87) or (2.90).

Calculation of the distortion current Jg”}c at point r; in an isotropic environment
requires a different formula than (2.170), namely

.(n) Ve i Jg), (ry — rp;) ng); 2174
i = xoer ; e ) T e | @174)
where N7 is the number of voxels inside the defect region, rp; is the center of the
i-th voxel, and xpcr is a dipolar correction factor. It should be noted that the estima-
tion (2.171) cannot be further used for defects in isotropic conductors. For regular
defects, such as a sphere or a cube, the xpcr can be determined analytically as
xpcr = 3/2 [154]. To find the DCF for an defect defined by the outline ¢, x ¢, x ¢,
distortion currents around the idealized cavity in a form of oblate/prolate spheroid
have been analyzed [154]. The cavity is located in a conductor in which homoge-
neous flow of electric current is forced. The distribution of distortion currents can be
found analytically using a separation of variables method for solving Laplace equation
V29 =0 in the appropriate coordinate system (oblate/prolate spheroidal coordinate
system) [155]. The performed analysis allows to formulate the following approximate
formula for the dipolar correction factor

1 (e ¢
XDCF = 1+— — 4+ —. (2175)
4\e, ¢
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Coxt/ 2FC.td

Extended region

Figure 2.41 Extended region around a cuboidal defect in a solid isotropic
conductive plate together with mirrored defect currents

However, a simple application of (2.174) in the calculation of DRSs is not correct
because the conditions j, = 0], and j, = 0|,—_p at the upper and bottom surfaces
of the plate will be not satisfied. If the thickness of the plate is much greater than the
depth and size of the defect, then the condition j, = 0 can be ensured by introducing
additional source currents j,; = mirror(jp) obtained as a result of the mirror reflection
of jp currents relative to the upper surface of the plate (see Figure 2.41).

Finally, the corrected distortion currents Jj_:’;( can be obtained as

% NPT ) (t — Tpy) (n)
i = xper— Z 3J—D’i L (ry —rp;) — Db
Ek — i

An — Ity —rp,l° Ity —rp,l?

[y — I [re — )3

NPT ) ()
ips - (tp — 1) Ip;i
+ [3”’—|5(rk — i) — #] . (2.176)
i=1

where rp; = [xp,,Vp.,zp.]" is the center of the i-th voxel and vy, ; = [xp, Vpi» —2p.]"
and jg’)i = Jg? are eddy currents induced in the plate without defects truncated to the
defect region.

Figure 2.42 shows DRS profiles for y = 0 determined according to (2.173) for
an artificial cuboidal defect ¢, x ¢, x c; =6 mm x 6 mm x 6 mm placed at a depth

d =4mm in an isotropic conductive plate with a thickness D =100 mm moving
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Figure 2.42  Isotropic conductor—DRS profiles obtained for a defect ¢, x ¢, x c. =
6mm x 6mm x 6 mm located at a depth d =4 mm in a conductive
plate of a thickness D = 100 mm moving at a velocity vy = 1 cm/s.
(ANA) (2.173) with analytical formulas (2.95), (2.176) and (2.90),
(FEM) finite element method. (@) Sex; =0. (b) Sexy = 5

at a velocity vp =1 cm/s under a rectangular permanent magnet with dimensions
of wxwxh=15mm x 15mm x 25mm and magnetization M =931 A/mm sus-
pended at a lift-off 4y = 1 mm above the plate with a homogeneous conductivity oy =
30.61 MS/m. The voxel size used for construction of extended regions is defined
as: Ax=1mm, Ay =1mm, and Az=1mm. The profiles were calculated using in
(2.173) formulas (2.95), (2.176), and (2.90). For comparison, the profiles calculated
using only jp current (sex = 0) and the extended region with se =5 together with
the reference solution obtained from the FEM are presented. As a result of the EAA
method, a significant reduction in normalized mean square errors (NRSMEs) can be
observed.

2.3 Surface charge simulation method

In experiments using the LET method, multiple scans of lines or surfaces are made
that determine the profiles of forces acting on the magnetic system [80]. Force profiles
are then used to identify and reconstruct defects in the tested objects. In identification
procedures (inverse problems), multiple simulations are carried out on LET models
requiring fast and efficient computational methods [156]. Several such semianalytical
methods have been presented in previous sections. Recent optimization studies [157]
showed that rather complicated magnet systems, which include highly saturating
ferromagnetic materials such as iron-cobalt alloys, may be advantageous compared
to standard magnet geometries. However, the implementation of nonlinear magnetic
material significantly increases the computational effort needed to determine the force
profiles numerically.



Forward simulation methods 111

In this section, a numerical approach based on principles of the surface charge
simulation method (SCSM) [158] is presented. Not like in the charge simulation
method (CSM) [159-161] where electric charges are placed near the surface of the
analyzed objects, electric charges used in SCSM are located directly on the boundaries
of the object. SCSM proves its popularity in electrostatics because of its simplicity,
accuracy and computational efficiency [162], but its application to the problems of
electrodynamics associated with moving conductive media was only rarely analyzed
[163-165].

The analysis of the LET system shown in Figure 2.17 is performed in the coor-
dinate system attached to the permanent magnet system. The state of the system is
defined by vector fields B and E under assumption that the speed of the moving con-
ducting object is small enough such that the approach with WRA can be applied [111].
This assumption is valid, for example, for conductive objects made of aluminum and
moving with a speed of less than 0.5 m/s [166]. In this case, eddy currents J induced
in a moving conductor can be directly determined from Ohm’s law

J=[0](E+V xBy) =[0](—Ve + Vv x By), (2.177)

where [o] is a diagonal tensor of electrical conductivity [o] = diag(oy, 0yy, 02:), @ is
scalar electric potential, and By is the primary magnetic field produced by the magnet
system. The SCSM method is used to determine the ¢ potential.

For solid conductors with a homogeneous conductivity oy, the potential ¢ at any
pointx = x1, + y1, + z1_ in the conductor can be determined according to the SCSM
proposed in [164] as

o(x) = — / &) s, (2.178)
S

T dmey Js Ix — x|

where «(x') is the unknown surface density of the electric charge distributed on the
surface S = S, U S,, and S, S, are the conductor and the defect boundary surfaces,
respectively. An example of SCSM mesh § is shown in Figure 2.43.

In order to find the surface charge density «(x") as well as eddy currents (2.177),
the condition n - J|s = 0 must be applied [164]. It enables to formulate the following
set of equations

Nap
1

in/ wdSiZ—nj~(VXBOJ), J=1,.. N,  (2.179)
dmeg i as X —xj|

where N,p is the number of SCSM elements, S= vazzf AS; is a mesh of rectangular
elements covering the surface S, k; = const. on AS;, and By; = By(x;).

For conductors with an anisotropic conductivity [o] = diag(oy, 0y, 0), the
potential ¢ is given by

1 1
/ (r',z;) In ds + @o(r,zp), (2.180)
2meo Jr, r —r'|

(p(l’, Zk) =

where r = x1, + y1,, 7(r’, z) is the unknown electric charge density on the edge line
't =Tcx Uy, The line 'y is formed by intersecting the surface S = S, U S; with
the plane z = z; (Figure 2.44). In the simplest case, z; corresponds to the z-coordinate
of the defect center.
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Solid conducting block

Figure 2.43  An exemplary boundary mesh of rectangular elements for the solid
conductor with a single cuboidal defect [165]

Anisotropic conducting block
(stack of conducting sheets)

[U'] = dlag (U'Oa 09, 0)

Ly =Tep© Tl
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. X z
n’A/TT- =const .

i
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Figure 2.44 An exemplary mesh of edge elements for the anisotropic conductor
with a single cuboidal defect [165]

The ¢, potential in (2.180) is the potential determined for an infinitely wide
moving plate without defect. It can be found by solving V¢, = 0 with the following
boundary conditions

o0
0z

where D is the thickness of the plate.

d
=voBy; [.=0 and % =voBo: |.=—p , (2.181)
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After applying the n - J|r, = 0 condition, the following equations are obtained

Nip

1 n - (r; —r;
> r,-/ LZ) ds; =, - (Vgo; — v x By) (2.182)
i=1 As; |rj_ri|

2mey

with j = 1,...,Nip, 1; = const. on As;, B; = Bo(r;,2x), Voo, = Veo(r;, zi), and
I = Uf:f As; a mesh of 1D line elements covering the edge line I';.

With the calculated electric charge density distributions (« or 7), the density of
the induced eddy currents J in the moving conductor can be determined (see (2.178)).
Forces F and F acting on a magnetic system in the presence of a moving conductor
with defects and no defects, and DRSs AF can be obtained from

F:—f J x By dV, Foz—fJoxBodV, AF =F — F,. (2.183)
V—Vp v

For LET systems using single permanent magnets, it is possible to use models
with multiple magnetic dipoles (2.86)—(2.87) or, in special cases, analytical formulas
[e.g. (2.90)], to calculate the By field. However, recent optimization studies showed
that rather complicated magnet systems, which include highly saturating ferromag-
netic materials such as iron-cobalt alloys, may be advantageous compared to standard
magnet geometries [157]. The use of ferromagnetic material in the magnetic sys-
tems used in LET makes it impossible to apply the above methods to determine the
field By. For such cases, the determination of field By must be carried out using
numerical methods (e.g. FEM). In the following, a method will be described that
allows determining the field By in the area of the non-magnetic conductor based on
B, defined only on two planes parallel to the surface of the conductor. Magnetic flux
density B, on the planes must be determined only once using any method, which
significantly reduces the calculation time and reduces the amount of data necessary
to process.

It is assumed that the primary field By is given only on regular grids of points
truncated by the rectangular window W = {(x,y) : w, x w,} and located on the planes
z = 0 and z = —D corresponding to the upper and lower surfaces of the object under
test.

The magnetic flux density By, as well as the electric potential ¢y, can be
determined at any point P in the region Q2 = {(x,,z) : Wx < —D, 0 >} by solving

VB, = 0, (2.184)
Vipy = 0 (2.185)
with the boundary conditions defined as
3
Bol.o = B{ = By(x,,0), o = 0B, (2.186)
9
Bol.—p = Bf = Bi(x, D). == =B, (2.187)

The set of boundary conditions for the time and spatial domains is schematically
shown in Figure 2.45.
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Time domain Magnet system Spatial domain
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0| = u
0z L'*O UuBm

Figure 2.45 Boundary conditions in calculating the primary field By and the
electric potential ¢, in the region between the planes z = —D and
z=0 [165]

In order to obtain solutions of (2.184) and (2.185), 2D spatial Fourier transform
is applied

By = Bo(k.2) = Z.7,(Bo), (2.188)
By = Bo(k,2) = F.F(90), (2.189)

where k* = k} + k7, and k,, k, are spatial frequencies in the x and y direction,
respectively. The corresponding solutions are given by the following formulas

vy By, cosh k(D + z) — Bf cosh kz

o = 2.1
O(ka Z) k Sil’lh kD ’ ( 90)
. B! sinh k(D + z) — B¢ sinh kz

Bo(k,z) = — D 0 . (2.191)

The primary magnetic flux density B as well as the electric potential ¢, at any plane
z €< —D, 0 > can be determined using the inverse spatial Fourier transform

By(r,z) = Z. 7, (By), (2.192)
po(r,z) = F, F, (D). (2.193)

In practice, the presented method can be easily implemented in the MATLAB®
environment by using the ££t2/1f£ft2 functions that return forward and inverse
discrete, 2D Fourier transforms calculated using the Fast Fourier Transform algorithm.

Figure 2.46 shows the results of exemplary simulations performed under SCSM
for an aluminum block (an isotropic case) and a set of aluminum sheets (anisotropic
case) both moving at vy = 0.2 m/s velocity under the cylindrical Halbach structure
defined in [157]. The lift-off of the magnetic system was equal to 4y = 1 mm and the
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NRMSE(e , €) = 0.86(0.74, 0.44)% NRMSE(e , € ) = 1.56(1.11, 1.09)%
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(a) Isotropic conductor (2.179). (b) Anisotropic conductor (2.182).

Figure 2.46 Simulated DRSs calculated by FEM and SCSM. The 13 mm x 2 mm X
4 mm defect was located at a depth of d = 2 mm in a solid aluminum
block of 250 mm x 50 mm x 50 mm (a), and a stack of 25 aluminum
sheets of 250 mm x 50 mm x 2mm (b)

electrical conductivity op =21 MS/m. The figure presents the DRSs for y =0 from
the cuboidal defect 13 mm x 12 mm x 4 mm located at a depth d =2 mm calculated
by means of SCSM and FEM. The normalized root mean square errors of the SCSM
method in relation to FEM are small for both the isotropic and anisotropic conductor
(less than 0.9% and 1.6%, respectively).

It is interesting to notice that the DRSs, i.e. AF, and AF, evoked by the defect
localized in the stack of sheets (anisotropic model) are more than twice the DRS from
the defect in the solid conductor with isotropic conductivity. This phenomenon can be
explained by analyzing the flow of distorted currents around the defect. In the case of
an anisotropic conductor, distorted currents occur only in the layer that coincides with
the defect, therefore their deformation is stronger than for the conductor with isotropic
conductivity, where the deformation occurs in the entire volume of the conductor.

Considering the time of simulations carried out using FEM and SCSM, it should
be stated that the calculation time of DR Ss for the isotropic block for both methods was
comparable (about 4 min per DRS point). In the case of a defect in the anisotropic
block, DRS calculations using the SCSM were over 60 times faster compared to
the FEM (4.4 s and 5 min per DRS point, respectively). Such a large reduction in
the calculation time for SCSM results from the fact that in the SCSM formulation
for anisotropic conductors, meshes of linear elements located only in the layer that
coincides with the defect are used. Consequently, the number of SCSM elements and
hence the size of the resultant system of algebraic equations is considerably reduced.

In summary, SCSM can only be used to simulate LET problems when the velocity
of a moving non-magnetic conductive object is small enough to apply a weak reaction
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of induced eddy currents. The use of SCSM for conductors with isotropic electrical
conductivity is time-consuming and relatively complicated because it requires a suit-
able mesh of boundary elements to describe a conductor with defects. To generate such
amesh, it is necessary for the user to create appropriate procedures adapted to the spe-
cific LET problem. As a result, SCSM does not compete for FEM, where it is relatively
easy to adapt any commercial system to LET simulation. The simulation time for both
methods is comparable and relatively long. The SCSM evaluation changes for LET
problems when the object under test is a conductor with anisotropic conductivity. In
this case, SCSM is an interesting alternative to FEM because, first, the generation of
meshes with linear edge elements even for objects with complex shapes is relatively
easy to implement, and second, simulations are much faster than in the FEM.

2.4 Numerical simulations with FEM

2.4.1 Introduction and motivation

The intrinsic phenomena associated with electric and magnetic fields affect almost all
aspects of our everyday life. This is followed by continuous development and design
of more sophisticated electro-mechanical devices which result in better functionality,
higher efficiency, and increased safety. Depending on the particular application, this
task strongly relays on the accurate modeling of the electromagnetic fields within the
device, i.e. it requires solution of the governing equations described by Maxwell under
well-defined conditions. Whenever it is possible, the analytical solution of the result-
ing system of partial differential equations (PDEs) is most wanted [142,167-171].
Apart from providing exact and fast solutions, the obtained closed-form analytical
expression also helps in better understanding of the underlying physical phenom-
ena associated with the problem under investigation. Unfortunately, these solutions
are not always available and they can be obtained only for some simplified device
and field configurations. Thus, in NDT and NDE applications the development
and optimization of various testing techniques is performed using the numerical
methods [168].

Due to its ability to handle complex geometries, anisotropic and inhomogeneous
material properties, widely used numerical method in NDT and NDE applications is
the FEM [170]. FEM is a numerical technique which gives approximate solutions to
partial differential equations which are commonly used to describe the physical behav-
ior of a system in engineering applications [168,172]. Unlike some other numerical
techniques, e.g. finite difference method, the FEM is used to approximate the solution
rather than to directly approximate the partial derivatives appearing in the governing
equations. Its fundamental idea is to divide the region under investigation into small
well-described elementary domains called the finite elements. In 2D investigations
they represent simple geometrical forms such as triangles and quadrilaterals, whereas
in 3D these domains are typically in form of tetrahedra and hexahedra. The assembly
of all elements is called the finite element mesh [172].

Within each finite element the unknown solution, i.e. the unknown scalar or vector
potentials, ¢ or A, are usually approximated with low-order polynomial functions,
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which are in FEM applications widely known as shape functions. They can be defined
as scalar or vector quantities. The scalar shape functions are associated with nodes
of a finite element and they can be used to approximate both, scalar and vector
potentials. The vector shape functions are associated with the corresponding edges of
an element and they can only be used to approximate vector potentials. The resulting
unknowns are also referred to as degrees of freedom (DoFs). In order to reduce the
computational time it is of most interest to reduce the resulting number DoFs for the
specific problem of interest. The total number of DoFs is influenced by the governing
differential equation, the technique used to incorporate time-dependent effects in the
model and the size of the computational domain. Further reading regarding FEM can
be found in [172-176].

In general, analysis of LET systems requires accurate and time-efficient numeri-
cal approaches to allow either extensive scans of an object under test or parametric and
optimization studies. For the implementation of the proposed approaches the commer-
cial software package Comsol Multiphysics v4.4 [151] (COMSOL, Inc., Burlington,
MA, USA, www.comsol.com) is used in this framework.

2.4.2 Computation of eddy current distributions including
moving parts

The Lorentz force eddy current testing belongs to a special class of electromagnetic
field phenomena in which various effects caused by parts set in relative motion occur.
These effects, also referred to as motional effects, represent the basic operating princi-
ple over a wide range of electro-mechanical devices in different application areas such
as electrical machines, magnetic levitation systems, inductive heating, eddy current
brakes, NDT, NDE, etc. Due to its tremendous industrial relevance the application of
FEM to this particular type of field problems, also known as the moving eddy current
problems has undergone an extensive research over the past decades [177]. As a result
many different techniques used for modeling of the relative motion using FEM, mostly
referring to rotational electrical machines, have been developed [177—-180]. However,
either due to their high computational requirements or difficulties in their implemen-
tation only a few techniques are nowadays commonly used in general-purpose com-
mercial FEM codes. The main aim here is to give brief overview of these techniques,
whereas a more comprehensive study due to a large number of existing publications
would be far beyond the scope of this work. Additional information concerning the
particular technique can be found in the extensive reference list presented.

In principle, independent on the actual type of motion (translation or rotation)
all existing techniques for simulation of general moving eddy current problems can
be classified into (i) fixed grid methods and (ii) moving or time changing grid
methods [178].

The fixed grid methods are usually applied to 2D/3D static or time-harmonic
eddy current problems involving uniformly moving conducting parts having invari-
ant cross-section in the motion direction [72,177,178,181-185]. The field problem is
formulated in the moving frame of reference (see section 2.1) where the additional
velocity term (v x V x A) is used to describe the contribution of the induced eddy
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currents within the moving electrically conducting part. This approach, also referred
to as the QSA [72], is very efficient in terms of computational time since only one sta-
tionary analysis needs to be performed to obtain an accurate steady state solution. For
some simple device configurations several authors combine FEM with analytical solu-
tions as well [185,186]. Considerably reduction of the simulation time and increased
accuracy has been reported. However, apart from simple geometries the analysis is
restricted to stationary and time-harmonic problems. The convection of the magnetic
field lines introduced in the fixed grid methods can cause spurious numerical oscil-
lations when the resulting Péclet number (P, = pnovAx) is large [187—189]. This can
be avoided by performing the mesh refinement within the conductor region or by the
technique known as the upwinding [190,191]. The logical expression approach (LEA)
presented later in this work, extends the applicability of the fixed grid methods to
2D/3D transient eddy current investigations having non-uniform parts set in relative
motion.

The moving grid methods are more general and they can be applied to simulate
wide variety of electromechanical devices involving linear or rotational movement.
In principle, from the model topology point of view all available techniques are quite
similar. The main idea is to decompose the whole computational domain into two parts
associating them with the moving or with the fixed part of the assembly [177,178,192].
Within each part the governing equations are solved in their own frame of references,
whereas the relative displacement and the field coupling is provided on the introduced
interface [180,193]. Depending on the actual interface, which can have constant or
variable lift-off distance, to achieve the coupling many different techniques have been
applied, each of them having certain advantages and disadvantages.

One of the earliest techniques to model relative displacement of 2D induction
machines is based on mesh deformation [194]. During the movement this technique
can produce elements with large aspectratios leading to the loss of accuracy [180,195].
Thus, its application is usually restricted for modeling 2D electromagnetic devices
requiring small relative displacements [196,197].

In order to provide arbitrary large displacements techniques based on the con-
tinuous remeshing of the computational domain have been reported [198]. When
re-meshing is performed only in the small air-gap region of the device, these tech-
niques are referred to as the step-by-step finite elements or the moving band techniques
[193,198-202]. Due to time changing grids the obtained solution can be numerically
noisy. Additionally, for 3D complex geometries the re-meshing procedure can also
be very time-demanding. This is why these techniques are mostly applied to 2D eddy
current problems. In order to avoid tedious re-meshing of the model several authors
combine the advantages of the FEM and analytical expressions which provide the
field coupling without meshing the air-gap of the machine. The resulting technique
is often referred to as the air-gap element or macro element method [195,203-206].
Whenever they can be obtained, the analytical expressions are simply coupled with
the FEM formulation providing high accuracy compared to all other methods avail-
able [177]. However, as reported in [206] the coupling procedure can reduce the
sparsity of the resulting stiffness matrix increasing the computational costs. Further-
more, due to difficulties in obtaining the analytical expressions, the analysis is usually
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restricted to 2D field problems [207]. On the same note, to avoid the re-meshing of the
computational domain, hybrid methods based on the coupling of boundary element
method (BEM) and FEM have been introduced. The BEM provides all the advan-
tages to model linear unbounded air regions in which the conducting objects are free
to move [189,208-211]. The conducting regions, which in general can be non-linear
and inhomogeneous, are effectively modeled by means of FEM. Similarly as before,
coupled BEM-FEM technique can produce partially dense matrices. To reduce the
computational costs several authors propose parallelization techniques based on a
domain decomposition to BEM and FEM part [212,213].

One of the widely applied moving grid methods to model relative displacements
in general eddy current problems is the so-called sliding mesh technique (SMT) [214].
Similarly to all other methods, SMT also referred to as the moving mesh method [177]
or slip surface method [215], requires two independent meshes to be defined. To
provide the relative displacement, the meshes are simply slid relative to each other
eliminating any need to alter their structure. The governing equations are solved
independently in the fixed reference frame of each moving part, thereby avoiding
the convection (velocity) terms. Depending on the mesh distribution along the intro-
duced interface, which can be conforming or non-conforming, the field continuity
can be preserved using several coupling techniques. In case of conforming meshes,
the unknown potentials on each side of the sliding interface are made equal in the
same way as Dirichlet boundary conditions are imposed [177,215-219]. However,
the displacement is strictly controlled by the size of the finite elements in the motion
direction and the time-step size of the transient solver. To overcome this limitation
non-conforming meshes along with Lagrange multipliers have been introduced [182].
The Lagrange multiplier approach introduces an additional set of variables on the slid-
ing interface which ensures the continuity of the field in a weak sense [220-223].
Unfortunately, the existence of additional variables considerably deteriorates the con-
ditioning of the stiffness matrix [223-225]. Furthermore, the matrix contains zeros
on the main diagonal, which means that some standard iterative solvers, such as
incomplete Cholesky conjugate gradient (ICCG) or conjugate gradient (CQG), either
have slow convergence or fail completely [223,225]. All these issues led to develop-
ment of other coupling techniques for non-conformal meshes, such as interpolation
method [198,223] and the mortar element method [214,224,226-228]. Using the
interpolation methods the field continuity is only globally conserved across the inter-
face. Additionally the coupling increases the bandwidth of the resulting matrix system
increasing the computational costs for the same number of unknowns [223,229,230].
The mortar element method results in a positive definite stiffness matrix, which makes
it well suited for 3D moving eddy current problems. However, up to now this method
has been only applied to solve 2D moving eddy current problems. Additional issues
such as complex implementation and increase of non-zero elements in the resulting
matrix system have also been reported as well [177,225].

In order to solve electromagnetic field problems with parts in arbitrary motion
(variable air-gap sizes) the so-called overlapping or composite grid methods have
been developed [177,231-234]. The method applies an iterative algorithm to couple
two sets of overlapped grids. The grid of the moving part is discretized with a fine
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grid, whereas the fixed part is discretized with coarser grids. Due to longer simulation
time and increased number of unknowns [233] the method is usually applied to 2D
field problems [177]. However, some 3D implementations using nodal finite elements
have been reported [233,235].

2.4.3 Numerical modeling of conductivity anomalies

The main aim of this section is to introduce new FEM-based methodology, which
can be used to analyse and develop future LET systems. The particular emphasis is
placed on the reduction of the overall computational requirements while maintain-
ing the accuracy of the solution. Additional goals include development of simplified
numerical models which enable fast 2D and 3D LET analysis in conjunction with
the verification of assumed simplifications. The problem is simplified step-by-step,
starting from time-dependent approaches, applying quasi-static approximations, and
assuming a weak reaction from the conductor. For comparison and verifications of dif-
ferent approaches a benchmark problem which represents a typical LET configuration
has been considered.

2.4.3.1 Benchmark problem definition

In this section a typical LET benchmark problem representing a generic conductor
with pre-defined artificial defects, moving across the static magnetic field is described
(Figure 2.47).

The conductor under test is considered to be non-magnetic with the electrical con-
ductivity denoted by o and magnetic permeability equal to the permeability of vacuum
= po. It has a rectangular cross-section determined by its width W, and height H,,
whereas its length is denoted by L.. A cylindrical permanent magnet described by
magnetization M is used as a source of the static (primary) magnetic field. The diam-
eter and the height of the magnet are denoted by D,, and H,,, respectively. The magnet
is placed centrally above the conductor under test (6y =0) at a lift-off distance §z.

Defects:

wide “-" cross “+”

Figure 2.47 Definition of the LET benchmark problem. The conductor contains
three types of defects: long (| "), wide (“— ") and cross (“+”)
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For the analysis, three different types of artificial defects, namely long (“|””), wide
(“="") and cross (“+”) have been considered. Defects are placed centrally within the
conductor at depth d below its surface. They are characterised by their width w, height
h, and length /. The conductivity of the defect is denoted by o,.

In order to reduce the number of dependent variables, the magnetic Reynolds
number (R,,) has been used for the analysis (1.6). It involves the characteristic
length-scale parameter L whose definition depends on the particular problem at hand
and characterizes the conductor in motion. For the given benchmark problem (Fig-
ure 2.47), there are several possibilities to define L. In fluid dynamics, in order to
measure the efficiency of different channel flows, all channel configurations are usu-
ally approximated with an equivalent circular pipe having the equivalent diameter D,
defined as

“|”

D — 24 2W.-H,
‘P W.+H
where A is the cross-section area of the conductor, and P is its perimeter [236]. Fol-
lowing the same principle and choosing the radius of an equivalent cylinder (D, /2)
as the characteristic length-scale for the given LET benchmark problem, the value of

R,, has been defined as follows
Wc : Hc
W.+H,

(2.194)

R, = woo|v| (2.195)

2.4.3.2 Logical expression approaches

In this section the main idea of the logical expression approaches (LEAs) that allows
fast computations of 2D/3D eddy current problems including parts in relative motion
is presented [92]. Using the proposed methodology, the spatial coordinates of moving
parts, either conducting or non-conducting, are modeled on a fixed computational
grid using logical expressions (LEs). By applying the principles of Boolean algebra
directly in finite element analysis (FEA) the shape of moving parts is determined on
the fly by calculating the constraints given by LE and filtering the finite elements in
those domains where LEs are introduced. Figure 2.48 shows three basic geometrical
primitives, i.e. box, cylinder, and sphere which are modeled using LE.

&
-
R -

4

S T
R

(2) (®) (©)

Figure 2.48 Basic geometric primitives defined by logical expressions: (a) box,
(b) cylinder, and (c) sphere
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Table 2.2 Logical expressions for basic geometric primitives

Shape Logical expression (LE)

Box (B) [/Ysz‘art"_Vt =x f)(start+LB+Vt]?1 00
Cylinder (C) [ G+ Xgan +V0)> +3? <RZ]21: 0
Sphere (S) [ O+ Xoare +v0)> +37 +22 <R3]1?21: 0

x,,z: Cartesian coordinate system; X, : starting position of the moving part; v: prescribed velocity of
the displacement; #: actual simulation time.

Independent to the type of reference frame used in LET analysis, modeling
of moving parts using LE requires the existence of a homogeneous zone in which
these expressions are applied. This zone is referred to as the moving domain and
it is determined by the shape of the moving part and its relative displacement L
(Figure 2.48). In order to introduce the motion and determine the shape of moving
parts, the constraints given by LE are defined as time dependent. This step represents
the basic idea of the logical expression approach [92]. Table 2.2 presents some sample
logical expressions for basic primitive shapes moving with velocity v along the model
x-axis (Figure 2.48). Logical constructions “[condition]?1 : 0” in Table 2.2 should be
interpreted as: if the condition in square brackets is valid then take 1. Otherwise if
the condition is false take 0.

The implementation of LEA in the existing finite element codes can be performed
easily by multiplying material properties assigned to the moving domain with the
appropriate LE. This modification does not require any major changes in the FEM
code and it can be applied in any commercially available FEM software. To assign
material properties to the moving domain not occupied by the moving part, a term
multiplying these properties with the negation of the pre-defined LE, i.e. by 1 — LE
should be added as well.

As a summary, any implementation of LEA requires the following modeling
steps:

(i) creation of the moving domain
(il)  definition of the corresponding LE
(iii) modification of material properties of the moving domain by combining the
properties of the part under motion and the remaining region with appropriate
LEs. This, the corresponding material properties have to be multiplied by LE;
or | — LE;, respectively.

During the discretization of the moving domain, the element size in the moving
direction Ax has to satisfy the following constraint:

NAx = vAt, (2.196)

where At represents the size of the time step used during the solution process, and
N is any integer number greater than zero. Then the outer surface of the moving part
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is forced to stay unchanged during its motion. Otherwise, its volume can fluctuate in
subsequent time steps introducing additional errors that are observed as non-physical
Lorentz force oscillations.

One of the obvious disadvantages of the proposed LEA is its limitation to the
relatively simple shapes of the moving objects (Figure 2.48). More complex shaped
moving parts can be modeled by combining several moving domains and repeating
the steps from (i) to (iii). Additionally, to model curved geometries using LEA the
finite element mesh in the moving region should be relatively fine.

In order to test the proposed LEA approach the LET benchmark problem has
been considered (cf. Figure 2.47). Depending on the definition of the global frame of
reference, the LET analysis has been performed using two different implementations
of LEA, (i) in case of fixed frame of reference, the LEs are used to model the motion
of the permanent magnet, (ii) in case of moving frame reference, the LEs are used to
model the relative motion of the defect. These two specific LEA implementations are
referred to as the moving magnet approach (MMA) and the moving defect approach
(MDA), respectively.

2.4.3.2.1 Moving magnet approach

In the implementation of the MMA, the global coordinate system is associated with
the conducting object (fixed frame of reference) and the LEs are used to describe
motion of the used cylindrical permanent magnet (Figure 2.49). The magnet is moving
with constant velocity v along the model x-axis in close vicinity of the conductor
containing an artificial defect below its surface. Using steps (i)—(iii) which describe
the implementation of the LEA, the moving domain is defined in the surrounding air
region (Figure 2.49). The cross section of the moving domain is determined by the
height H,, and the diameter D,, of the magnet, while its length depends on the starting
position X, and its relative displacement L (Figure 2.49). In general, the starting
position Xy, is the distance of the moving object to the origin of the coordinate
system at t = 0. It has to be large enough to avoid any influence of the used initial
conditions on the resulting Lorentz force perturbations.

Figure 2.49 Implementation of the MMA. The moving domain is defined in the air
region
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To model the motion of the magnet in the moving domain, the magnetisation M
assigned to the moving domain has been modified as M = MLE, where LE( is the
LE for a cylinder (Table 2.2). When defining the particular LE, it is important to keep
the equivalent volume of the cylinder V£, obtained by LE and the volume of the real
cylinder given by V,,; = 7(D,,/2)*H,, the same (V.. = V). This can be achieved,
e.g. by changing the diameter of the magnet D,,. In the given LET configuration, the
relative velocity between the magnet and the conductor under test is constant. Thus,
the size of the finite element mesh in the moving direction Ax is uniform (2.196).

Applying the optimal A* formulation, the governing system of equations in MMA
is given by:

( 1 . ) dA*

Vx| —VXxA"-M| = —[0o] , (2.197)

Ho ot

\% 0AT) _ 0 2.198
(-1’ ) =0 (2.198)

This requires both nodal and edge finite element formulations in single computa-
tional domain. Due to the fact that (2.197) and (2.198) do not introduce the additional
velocity term the resulting system of equations remains symmetric. Another important
feature of MMA is that the stiffness matrix has to be assembled only once during the
entire motion of the magnet which additionally reduces the total computational time.
This is because the motion is provided by simple modification of the magnetization
vector M which appears as a source term in the resulting FEM formulation.

2.4.3.2.2 Moving defect approach
Inthe MDA the global coordinate system is assigned to the permanent magnet (moving
frame of reference). In this reference frame the magnet is stationary and the conductor
is moving in opposite direction with velocity —v along the x-axis (Figure 2.50).

For the given LET problem, the use of LE to describe the motion of the
whole conducting domain would be computationally very expensive. However, the
implementation of LEA in the moving reference frame can be considerably simplified

Figure 2.50 Implementation of the MDA. The moving domain is defined inside the
conductor
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if only perturbations of Lorentz force caused by defects are required, which is in fact a
typical LET problem. Thus, it is sufficient to model only the movement of the defect
relatively to the magnet, instead of modeling the motion of the whole conductor
(Figure 2.50).

In MDA the moving domain is defined entirely inside the conductor where LEs
are used to model the motion of the particular defect [92]. The shape and position of
the moving domain is defined by the cross-section of the defect w x A, its relative
displacement L, and depth d (Figure 2.50). In order to simulate the defect motion,
the electrical conductivity assigned to the moving domain is modified as 6 = o (1 —
LEg) + 0,LEg, where LEp is the logical expression given in Table 2.2, and o, is the
electrical conductivity of the defect. Due to the constant velocity, the size of the finite
element mesh in the moving direction Ax is uniform (2.196).

Similarly, to the previous MMA applying the optimal A* formulation in MDA
results in the system of governing equations given by:

1 IA*
Vx(—VxA*—M):[a](— +VXVXA*>,(2.199)
Ho ot

IA*
\ |:[a] (— ” +VvxVx A*)} = 0. (2.200)
This requires both nodal and edge finite element formulations to be applied in the
computational domain. In contrast to MMA the formulation used in MDA involves
the additional velocity term which makes the resulting system of equations non-
symmetric. Additionally, the modification of the electrical conductivity by time
dependent LE, introduced by MDA, modifies the resulting stiffness matrix as well.
Therefore, the stiffness matrix has to be re-assembled at every time step which
increases the computational time compared to MMA.

2.4.3.3 Quasi-static approach

The MMA and the MDA assume no simplifications for the given LET analysis. They
offer accurate results for any relative testing velocity v between the magnet system
and the conductor, and for any material and geometry parameters involved. Thus,
they are valid for finite values of the magnetic Reynolds number (2.195), whether the
conductor contains material defects or not.

If LET configuration under investigation is time independent, i.e. it involves
uniformly moving conductors with a constant cross-section normal to the direction of
motion (conductors free of defects) the analysis can be considerably simplified [142].
In principle, only one stationary analysis can be performed to obtain an accurate
steady state solution, e.g. the Lorentz force acting on the magnet system. This
assumption requires the moving frame of reference, where the additional velocity term
(v x V x A) is used as a source of the induced eddy currents inside the conductor in
uniform motion

VX(LVXA—M>=[U](—V¢+VXVXA), (2.201)
Mo

V- -[[e](=Ve+vxV xA)] =0. (2.202)
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The second equation results from the current conservation law V - J = 0 and it
is an additional equation for the electric scalar potential ¢. This system of equations
takes the deformation of the magnetic field lines correctly into account making it
valid for any value of the R,,.

Although (2.201) and (2.202) provide fully correct solutions only for conductors
without any material defects, their use can be still extended to NDT applications.
In [72], it has been shown that for LET systems resulting in small R, they can be
used for fast Lorentz force calculations on the moving magnet even for conductors
with defects. Here, this method is referred to as a quasi-static approach (QSA). As
a direct consequence of low magnetic Reynolds numbers (R, < 1), the diffusion
time of the magnetic field into the conducting object, estimated as T ~ R,, - L/v,
where L is the characteristic length-scale of the conductor (2.194), is small as well
[237,238]. This basically justifies the instantaneous field reaction (0B/d¢t — 0) to
any perturbation of induced currents, which is assumed in QSA. Nevertheless, if this
is not the case, the full transient form of (2.201) and (2.202) has to be considered,
which in fact represents the governing equation of already presented MDA.

In the implementation of QSA, only the change in relative position between the
magnet and the defect must be provided. This is done either by moving the magnet
system relative to the defect, or vice versa [72]. In any case, this requires a time
consuming re-meshing procedure of the entire model geometry for each new config-
uration. The re-meshing of the geometry can be avoided if the basic principle of the
logical expression approach (LEA) is combined with the QSA given by (2.201) and
(2.202). In this LEA implementation the time variable used in different LE is just a
parameter which needs to be changed from one stationary solution to another provid-
ing the displacement of the moving part (magnet or defect). Basically, this means that
the same geometry, used for the implementation of the LEA, i.e. MMA and MDA
(Figures 2.48 and 2.49), can be used for implementation of QSA as well. The only
difference introduced by QSA is in the governing equation in the conducting region,
which is now in its stationary form and contains an additional scalar potential ¢. In
regions free of eddy currents (surrounding air region and permanent magnet), the
magnetic scalar potential formulation v is used.

2.4.3.4 Weak reaction approaches

The induction problem at hand can be further simplified in the case of low magnetic
Reynolds numbers (R,, < 1). In this case, the induced eddy current density is so small
that its magnetic field B® is vanishingly small compared to the primary magnetic field
B® of the magnet system. By setting B®) = 0, the magnetic and electric fields are
decoupled, and therefore, can be treated independently. Hereinafter, this effect will be
referred to as a weak reaction by the conductor to the magnetic field. Special attention
must be paid to the emerging Lorentz forces when using WRAs. By neglecting the
secondary magnetic field, the spatial symmetry of the electric and magnetic field
is enforced. As a consequence, the lift component of the Lorentz force vanishes if
the conductor is free of defects and if the magnet is far from any outer edge of the
conductor, such that F(” = 0. However, in the presence of defects, the symmetry
of the fields no longer holds and the DRS AF can be determined. In the following
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section, two approaches are presented to illustrate the weak reaction principle, because
the procedures have major advantages in terms of computational cost.

2.4.3.4.1 Extended weak reaction approach

The basic principle of the extended weak reaction approach (eWRA) is shown in
Figure 2.51. The electromagnetic fields are determined in the laboratory frame of
reference such that the conductor moves with a velocity v with respect to the magnet
system. The eWRA is based on a two-step procedure. In the first step, the primary
magnetic field B?) is determined using the (primary) scalar magnetic potential ¥ ®,
including (possibly present) ferromagnetic material and neglecting any conductor in
motion:

V- (=Vy? +M) =0. (2.203)

In the second step, only the moving conductor is considered. The primary mag-
netic field, BY) = —uo V@, is imported from the first step and mapped onto the
nodes of the finite elements inside the conductor. The induced eddy currents are cal-
culated using the scalar electric potential ¢. Using Ohm’s law for moving conductors,
the induced eddy current density is given by:

J=[0][-Ve — nev x Vy?]. (2.204)
Applying the law of current conservation V - J = 0 yields:
V- ([0]Ve) = —puoV - ([o]v x Vy@) . (2.205)

The right-hand side of (2.205) can be simplified because the velocity v and the
primary magnetic field Vi) are curl-free inside the conductor, such that:

V- (vx VY?) = —v- (Vx Vy?) +VyP . (V x v) = 0. (2.206)
0
=0 =l

Thus, the governing equation for ¢ is given by the following elliptic differential
equation of second order with piecewise homogeneous material properties:

V- ([6]Ve) = 0. (2.207)

Step 1: Magnetic field calculation Step 2: Electric field calculation

Magnet system \ Magnet system
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j 18]
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Figure 2.51 General principle of the eWRA
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Defining the boundary conditions n-J = 0 at the boundaries of the conducting
domain allows the computation of ¢:

Vo-n=— (/,LOV X Vl/f(p)) - . (2.208)

In this way, the current density is forced to flow inside the conducting domain.

Despite using a two-step procedure, eWRA has a higher computational efficiency
than QSA, because only scalar potentials are involved, which leads to a decrease in the
number of DoFs. The eWRA provides efficient numerical analysis, which is needed,
for example, in an optimization framework.

2.4.3.4.2 Direct weak reaction approach

The direct weak reaction approach (AWRA) is similar to eWRA described in the previ-
ous section. However, in dWRA, the primary magnetic field is analytically calculated.
Thus, the numerical procedure is reduced to the calculation of the electric scalar poten-
tial ¢. The general principle of the approach is shown in Figure 2.52. The governing
equation and the boundary conditions are given in (2.207) and (2.208), respectively.
The dWRA has an even higher computational efficiency than eWRA. However, the
analytical treatment of B?) permits the analysis of simple magnet geometries and
prohibits the presence of ferromagnetic material in Qp,.

Analytical expressions for the magnetic flux density for spherical magnets are
obtained by using a single magnetic dipole with a magnetic moment of m = %nR3M
[107]. Closed-form analytical expressions for parallelepipedal or cuboidal magnets
are given in [110]. However, the magnetic flux density of cylindrical magnets involves
elliptic integrals, which cannot be expressed in terms of elementary functions [117].
An implementation in the framework of LET is presented by the author in [238]. The
elliptic integrals are approximated using the mid-point rule [239] and the iterative
arithmetic geometric mean (AGM) method [240]. AGM proves suitable because it
provides fast convergence, which is needed to evaluate the force density in every
node within the conductor so as to determine the total force using (1.4).

The magnetic flux density of more complex magnet geometries can be approxi-
mated by employing the principle of superposition of the field generated by multiple
magnetic dipoles. This modeling approach is addressed by Mengelkamp ef al. [100]

Magnet
Xy o X, = 0F X, X, AT
H————————+{ 4 i pm:M
ty - [P S
t=1
T, Tn B?)  (analytic) sl x 0
) pp—moomroos g B=B®
Oy -
- Defects Conductor

Figure 2.52  General principle of the dWRA
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in a framework of Lorentz force evaluation. More information regarding dWRA can
be found in [238] and [241].

2.4.3.5 Summary and overview

An overview of the presented methods is given in Table 2.3. The methods can be
classified as time-dependent, quasi-stationary, or weak-reaction with decreasing
computational complexity, as indicated by the governing equations. Additionally,
the table provides the unknown quantities (DoFs) to be determined in the respective
domains and the driving term of the induced eddy currents (J-term). The relation
between the secondary magnetic field and the range of validity with respect to R, can
be readily identified. In the following section, the methods are compared for a typical
LET problem so as to provide more information regarding the actual applicability for
different magnetic Reynolds numbers R,,.

2.4.4 Comparison of numerical approaches

The approaches differ in their treatment of the secondary magnetic field B®. Hence,
it is necessary to investigate their applicability in terms of magnetic Reynolds num-
ber R,,. The ratio between primary and secondary magnetic fields depends on the
underlying geometry of the problem, as indicated by the characteristic length L in R,
in (1.6). To conduct an expressive comparison, an exemplary LET problem that corre-
sponds to the dimensions of the available laboratory setup is defined. In this numerical
experiment, a cuboidal permanent magnet, which is magnetized in the z direction, acts
as the magnetic field source. Because of the simple geometry of the magnet, dWRA
is used in the present analysis. Because eWRA uses the same treatment of secondary
magnetic fields, the analysis is limited to dWRA (it will be simply referred to WRA in
the following discussion). The direction of motion is defined such that the conductor
moves with a positive velocity v, along the x axis in MDA, QSA, and WRA; in the
case of MMA, the magnet moves with a negative velocity —v, with respect to
the conductor. The magnet and the defect are located symmetrically with respect
to the specimen at y = 0 such that the object is analyzed on its centerline. Therefore,
the side component of the Lorentz force F, vanishes. The geometrical and mate-
rial parameters of the exemplary problem are summarized in Table 2.4. Because the
exemplary problem is strongly related to the experimental setup, all calculations are
performed for isotropic specimens where oy, = 0,, = 0., (€.g. solids) and anisotropic
specimens where o, = 0, # 0 and 0., = 0 (e.g. composites or stacked sheets).

The absolute defect response signal (ADRS) AF is defined as the force per-
turbation resulting from a defect. Because Lorentz forces are also present in the
unperturbed case, the ADRS can be mathematically defined by the difference between
the perturbed force profile F and unperturbed force profile F©:

AF =F — FO, (2.209)

The ADRS:s are calculated for different magnetic Reynolds numbers R,, by varying
the velocity. The force profiles in the case of isotropic and anisotropic specimens are
shown in Figures 2.53 and 2.54, respectively. The ADRS is plotted over the spatial
coordinate x. Positive x values are sampled first (in time), based on the direction



Table 2.3  Overview of numerical approaches to modeling the electromagnetic field problem in LET

dB®
Approach | Governing equation Eq. Qe Qm J—term B® 5 R,
b MDA VX(tVXA*—M)z[a](—% +vaxA*) (2199) | A* A" |vxVxA*— 2 | yes | yes | high
= *
2 v. [[a] (—% +VXV X A*)] =0 (2.200)
é MMA |V x (tv x A* — M) =[] 2.197) | A* A —aar yes | yes | high
= V. (—[a]agj) —0 (2.198)
. %‘ QSA |V x (thA—M) —[6](=Vo+vxVxA) |@20) |Ag ¥ VXV xA yes | no | med.
§ g V- [[6](~Ve+VvxVxA)]=0 (2.202)
& g
.g eWRA V. (—Vl//(”) + M) =0 2203) | ¢ y® — v x Vy® no no low
5 V- ([0]Ve) =0 (2.207)
g dWRA | B® (analytic) - % - v x B® no | no | low
§ V. ([6]Ve) =0 (2.207)
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Table 2.4  Parameters of the exemplary LET problem used for comparisons among
different model approaches

Parameter Value Description

B, 1.17T Remanence

X 10 mm Length of the magnet

Yo 10 mm Width of the magnet

Zn 10 mm Height of the magnet

h I mm Lift-off distance

Xy 12 mm Length of the defect

Y, 2 mm Width of the defect

Zy 2 mm Height of the defect

d 2 mm Defect depth

X 250 mm Length of the specimen

Y 50 mm Width of the specimen

Zs 50 mm Height of the specimen

o4l 30.61 MS/m Electrical conductivity of aluminum
ocu 59.8 MS/m Electrical conductivity of copper

of motion defined above. Thus, the curves must be read from the right to left when
considering the signal over time and not over space.

The first row shows the drag and lift components of the ADRS for low values
of R,,. In this case, the secondary magnetic field is considerably smaller than the pri-
mary field from the magnet (B“) « B?)). The induced eddy current distribution and
the total magnetic field are nearly symmetric, which results in a symmetric force pro-
file when the magnet passes the defect. No significant differences can be identified
between time-dependent approaches and WRA, which indicates that time-dependent
effects are negligible. When increasing R,,, secondary fields and time-dependent
effects become prevalent, resulting in non-symmetric field and force profiles. The
ADRS obtained using WRA retains its symmetry because the secondary fields are
neglected. As a consequence, WRA overestimates the ADRS amplitude by more
than 100% compared to time-dependent approaches in the case of high R,, (see Fig-
ures 2.53(e) and (f) and 2.54(e) and (f)). The ADRS obtained using QSA is closer
to ADRS values obtained using MDA and MMA, because it includes the stationary
part of the secondary magnetic field (B® = 0). Specifically, in the case of high R,,,
the time-dependent part of the secondary magnetic field 9B®/3¢ has an increasing
influence on the ADRS. By comparing the curve of QSA to those of MDA and MMA
in Figure 2.53(e) and (f), it can be seen that this results in a delayed and damped force
response. As expected, the solutions from MMA and MDA are equivalent and yield
very similar force profiles, because they only differ in the definition of the frame of
reference.

The described effects pertain to both isotropic and anisotropic specimens. How-
ever, the ADRS has higher amplitudes in the case of anisotropic specimens than in
the case of isotropic specimens. This phenomenon can be explained based on the
imposed condition that J, = 0 because o,, = 0. As a consequence, the current flows
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Figure 2.53 Comparison of the ADRSs of the drag force AF, (left) and lift force
AF; (right) determined using different model approaches in the case
of isotropic specimens. The magnetic Reynolds number R,, and the
corresponding velocities in the case of specimens made of aluminum
(o4 = 30.61 MS/m) or copper (o¢c, = 59.8 MS/m) are provided. (a)
and (b) low R, (c) and (d) medium R, (e) and (f) high R,
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Figure 2.54 Comparison of the ADRSs of the drag force AF, (left) and lift force
AF, (right) determined using different model approaches in the case
of anisotropic specimens. The magnetic Reynolds number R,, and the
corresponding velocities in the case of specimens made of aluminum
(041 = 30.61 MS/m) or copper (o¢, = 59.8 MS/m) are provided. (a)
and (b) low R,,, (c) and (d) medium R,,, (e) and (f) high R,,
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around the defect only in the xy-plane (i.e., not vertically). This phenomenon posi-
tively influences the resulting Lorentz force in terms of the ADRS amplitude. The
shape of the ADRS is weakly influenced by this condition because in the unperturbed
case, the induced eddy currents already flow solely in the xy-plane. However, some
differences between the two cases can be identified; their anisotropic profiles show
slightly sharper ADRSs, producing higher gradients. We conclude that the present
anisotropy condition influences the profile but does not significantly change it, as is,
for example, intended in the case of transformer sheets to prevent eddy current losses.
This result confirms the applicability of layered specimens for the investigation of
deep-lying defects.

To quantify the differences between the individual approaches depending on R,,,,
the normalized root mean square deviation (NRMSD) is calculated for the solutions
obtained using MDA. The NRMSD is defined as:

100%

max (AF S‘\:DA))

1 N
_ (MDA)
NRMSD,C‘Z = F(MDA)) X N E (AFVX‘ZJ — AFxlz,i )2.
x|z i=1

— min (A

(2.210)

The force components AF,.; are compared at discrete points separated by Ax =1 mm
indexed by i over the plotted range, as shown in Figures 2.53 and 2.54. The defined
error allows us to quantify the derivation of the shape and the amplitude between
the different methods with respect to MDA. The NRMSDs are shown with double
logarithmic scale in Figure 2.55. The abscissa is shown in two different velocity ranges
considering specimens made of copper and aluminum to better illustrate the process in
terms of potential NDT applications. During the analysis, the applied discretization
(a finite element mesh) is defined such that it is as similar as possible among the
individual approaches.

The error in the drag force is shown in Figure 2.55(a). WRA and QSA are at nearly
the same level, up to moderate values of R,,. However, the error in WRA increases
to 100% when R,, reaches values of roughly 10, which corresponds to velocities of
roughly 6 m/s or 10 m/s for specimens made of copper or aluminum, respectively.
The error in the lift force perturbation is shown in Figure 2.55(b). The NRMSD is
significantly larger in the case of WRA, relative to QSA. This limits the applicability
of WRA to the low R, regime. For both force components, the error in MMA is
at a nearly constant level, resulting from numerical inaccuracies. The conductivity
anisotropy has a minor effect on the relative error in the case of the drag force. Slightly
larger errors can be observed for the lift force of the isotropic specimen when applying
WRA (see the dotted blue line in Figure 2.55(b)).

In addition to the drag force perturbation AF, the methods differ in the estimation
of the unperturbed drag force F(¥. Because the Lorentz forces are measured in an
absolute sense, a correct estimation of F”) is necessary when designing new systems.
The absolute value of the relative difference (RD) of the unperturbed drag force is
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Figure 2.55 NRMSD of the DRSs of (a) the drag force AF, and (b) the lift force
AF, for different model approaches in the case of isotropic and
anisotropic conductivity profiles. Additional abscissae are provided
for velocities of specimens made of copper (o¢c, = 59.8 MS/m) and
aluminum (o4 = 30.61 MS/m)

evaluated with respect to the reference solution obtained using MDA. The RD is
defined by:

F(?) _ (?,MDA)
RD,;. = G | 100%. (2:211)
x|z

Similar to the NRMSD, the individual force components indexed by ¢ are indepen-
dently compared to each other. The relative errors are shown in Figure 2.56. Regarding
WRA, similar behavior can be observed concerning the drag force when increasing
the magnetic Reynolds number R,,. However, the error in QSA remains at a constant
level (as does that of MMA). This result is expected, because QSA yields exact results
as long as the stationarity of the process is ensured (which is the case if the material
is free of defects).

One major drawback of WRA is the absence of the unperturbed lift force F(?),
which is an immediate result of the decoupling of electric and magnetic fields. The
imposed symmetry in B®), and therefore also in J, eliminates the lift force after the
volume integration:

F = — / (J:BY —J,BY) dQ = 0. (2.212)

As a consequence, the relative difference of F¥ is 100% in Figure 2.56(b).
Apart from testing the applicability of different numerical approaches for LET
problems, the present study also provides an introduction to the underlying physics of
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Figure 2.56 Relative difference of (a) the unperturbed drag force F) and (b) the
unperturbed lift force F for different model approaches in the case
of isotropic and anisotropic conductivity profiles. Additional
abscissae are provided for velocities of specimens made of copper
(ocu = 59.8 MS/m) and aluminum (o4 = 30.61 MS/m)

motion-induced eddy currents. The derived errors indicate the limits of applicability
with respect to the magnetic Reynolds number R,,. The derived errors may slightly
change when altering the geometrical parameters of the problem, for example, the
size or location of the magnet or the defect. However, the present analysis provides
valuable insight regarding how time-dependent effects are projected onto the Lorentz
force profile in the case of moving conductors.
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3.1 Force measurement systems

This section aims to give an overview of the wide range of techniques available to
measure forces. The most common measurement principles of force transducers are
introduced with special focus on strain gauge load cells and piezoelectric crystal
force transducers. Furthermore, the characteristics of force measurement systems are
discussed, as well as the importance of calibration.

The force is a vectorial physical quantity that acts on a single point. In order to
measure this vector, it has to be translated into a scalar quantity. Since real materials
have limited permissible stress, a force cannot be transferred via a single point but
always by a finite surface. So strictly speaking, not the force itself is measured, but
the stress tensor field which is caused by the force.

A real force measurement system is therefore composed of a force transducer
and the associated instrumentation, as well as perhaps mechanical installation aids.
A force transducer is a device which converts the applied force into a measurable
scalar quantity, e.g. change of electric resistance, through a known physical relation-
ship. The instrumentation associated with a force transducer is used to generate an
analogue or digital electrical output to represent the indicated value. Depending of
the requirements of the measurement application the instrumentation may contain a
number of separate elements for signal conditioning, indication, analogue-to-digital
conversation, and data collection.

3.1.1 Principles of force transducers

Various measurement principles are used in force measurements today. The two prin-
ciples of force transducers most widely used in industrial and laboratory environments
are piezoelectric transducers and elastic devices such as strain gauge load cells. In
addition, other important measurement principles are applied such as electromagnetic
force compensation, mechanical resonant circuits, and inverse magnetostrictive effect.

! Advanced Electromagnetics Group, Technische Universitit Ilmenau, Germany
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3.1.1.1 Elastic deformation with resistance measurement

The measurement principles of most widely used force transducers are based on some
kind of elastic element or a combination of such elements. When a force acts on the
elastic element, it causes the deformation of that element. If the deformation is small,
strictly speaking for small displacement gradients, it scales linearly with respect to the
applied force as described by Hooke’s law. This deformation is sensed by a secondary
transducer for measuring the longitudinal and lateral strain or the displacement of a
reference surface. These transducers are called elastic devices and come in different
forms such as loading columns, toroidal ring, compression cylinder, shear beam,
proving rings, and much more.

The materials used for the elastic element have ideally a linear relationship
between stress and strain, low hysteresis, low creep, and fast creep recovery. There-
fore, usually tool steel and stainless steel, aluminum or beryllium copper, are used
and a special heat treatment is applied.

The most common type of force transducers that is an example of an elastic device
is the strain gauge load cell, of which three types are industrially relevant today: foil
strain gauge, fine wire strain gauge, and thin-film strain gauges.

The foil strain gauge is the most widely used type which is used in the majority
of precision load cells. It consists of a metal foil pattern (< 5 wm) mounted on an
insulating carrier foil (10-50um) and is produced by photo-etching processes like
printed circuit boards. Thus, they can be produced in high numbers with diminishing
costs per unit. Another kinds of foil strain gauges are semiconductor or piezoresis-
tive strain gauges, which have greater sensitivity compared with a metallic strain
gauge. However, both show nonlinear dependency to strain, an increased temperature
dependence, and are relative fragility.

Fine wire strain gauges were the first type of bonded strain gauges. While today
widely replaced by cheaper foil or thin film types, fine wire strain gauges are still used
for high-temperature transducers, and are available in a wide range of materials such
as nickel-chrome, copper—nickel alloys as constantan, or platinum. Common appli-
cations are strain measurement in airbreathing jet engines at very high temperatures
and even measurements in cryogenic fluids near absolute zero.

Thin-film strain gauges are made by sputtering or evaporating thin films of met-
als or alloys directly onto the elastic element or on a small metallic carriers. They
show long-term stability and higher temperature capability than other strain gauge
technologies and are even more suited for use in large-volume products. Modern
high-temperature thin-film strain gauges provide minimally intrusive surface strain
measurements up to 1100°C directly applied onto the elastic element.

3.1.1.2 Elastic deformation with displacement measurement

Another way to utilize elastic elements is by measuring the displacement of a reference
surface. The most basic type of these transducers is a spring scale, known as spring
balances used to weigh heavy loads in road transportations and storages. Significantly
more often in use are noncontact electronic proximity sensors like inductive proximity
sensors, capacitive displacement sensor, photoelectric like through-beam sensors, and
ultrasonic proximity sensors.



Sensors for MIECT 139

Further relevant ways to measure the displacement of the elastic element are
optical interference force sensors which are based on laser interferometers, atomic
Jforce microscopes, where forces between the tip of a cantilever and a sample lead
to a deflection of the cantilever, and waveguide force microscopes for measuring the
cell adhesion forces in biological systems. In the latter case, the elastic element is
substituted by the waveguide.

3.1.1.3 Inverse magnetostrictive effect

The inverse magnetostrictive effect also known as magnetoelastic effect or Villari
effect refers to the interaction between the mechanical stresses, on the one hand
and the magnetic quantities induction and magnetic field strength in ferromagnetic
materials, including iron, nickel, and cobalt, on the other hand. In the solid state,
these materials form magnetic domains, in which the magnetic moment of the atoms
is rectified. Usually, these districts are differently oriented, so that macroscopically
no magnetization of the material can be observed. An external magnetic field or
mechanical stress influences the magnetic domains in magnitude and direction, so
that a macroscopic magnetization arises.

With magnetoelastic load cells one differentiates between the intensity trans-
ducers and the anisotropy transducers. For intensity transducers, the magnetic field
is guided because of the geometric conditions of the transducer. Consequently, the
changes in permeability are dominant compared with the changes in the direction of
the magnetic field. For anisotropy transducers, the magnetic field is not significantly
guided and so it changes both in amount and direction when a mechanical load is
applied. The change in the magnetic field can be detected inductively or transfor-
matively. In practice, the inductive detection is insignificantly small. Thus, only the
transforming anisotropy converters have gained importance.

A typical design of a transforming anisotropy converter consists of stacked
ferromagnetic sheets that are electrically insulated from each other, and a pair of
orthogonally orientated coils that are arranged at 45° with respect to the sheets. The
two coils build a transforming converter. The first coil is the excitation coil which
induces no voltage in the second coil while no mechanical load is applied. If a force
is applied, the arising mechanical stress changes the magnetic field and voltage is
induced in the secondary coil which is proportional to the force.

Magnetoelastic force transducers are relatively cost-effective compared with
other measurement principles and are characterized by low creep and high creep
recovery, determined only by the ferromagnetic material.

3.1.1.4 Piezoelectric effect

The piezoelectric effect is described by the change of electric charge, and therefore
the generation of voltage, at the surface of some solid materials due to an internal
mechanical stress caused by an applied load. Piezoelectric transducers use this effect
to measure various process quantities such as pressure, force, mechanical stress,
or acceleration. They are sensing elements, so no power supply is needed in order
to generate an electric signal. In fact, when a force is applied to the transducer, the
piezoelectric crystals generate an electrostatic charge proportional to the acting force.
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This output is collected on electrodes placed between the crystals and is then amplified
by a charge amplifier or converted into a low impedance voltage signal close to the
transducer.

Two types of materials are used: piezoelectric ceramics and single crystal materi-
als. Both material groups differ in sensitivity and in long-term stability. Single crystal
materials, e.g. gallium orthophosphate, tourmaline, or quartz show significantly bet-
ter long-term stability but are two orders of magnitude less sensitive as piezoelectric
ceramics, which are manufactured in a sintering process.

Depending on the orientation of the cutting plane relative to the main axis of
the piezoelectric material, four operational modes can be distinguished: longitudinal,
transverse, shear, and volume (hydrostatic effect). With a longitudinal cut the applied
force and the displaced charge share the same axis. The amount of displaced charge
is directly proportional to the applied force and independent of size and shape of
the piezoelectric element. In order to increase the transducer sensitivity, multiple of
these elements can be put mechanically in series, while electrically in parallel. With a
transverse cut the axis of the displaced charge and the applied load are perpendicular
to each other. The amount of displaced charge is also directly proportional to the
applied force but also on size and shape of the piezoelectric element. A shear cut
results in a displaced charge which is directly proportional to the shear stress implied
by the applied force. Like longitudinal cuts produce shear cuts charge outputs which
are independent of shape and size of the piezoelectric element. At last, a polystable cut
is beneficial in applications where the direction of propagation is not known like for
shock wave sensors (volume effect). The charge is generated at the same two opposite
surfaces dependent only on the average hydrostatic pressure.

The possible applications of piezoelectric force transducers are different from
strain gauge-based sensors. While the latter show almost no drift, they are well suited
for long-term monitoring tasks. For piezoelectric force transducers, small leakage
of charge is inherent in the charge amplifier, which causes the force signal to drift
significantly in the order of magnitude of about 1 Nmin~'. Because this amount of
drift is independent of the applied force, the relative measurement error is dominant
when measuring particularly small forces. The greatest benefits can be achieved when
using piezoelectric force transducers for dynamic force measurements. Most piezo-
electric sensors show very high stiffness which results in a high resonance frequency.
Combined with generally large applicable forces, the dynamic capabilities are often
mainly limited by the bandwidth of the used instrumentation like charge amplifiers.
Furthermore, piezoelectric force sensors are more compact when compared with other
measurement principles which supports integration for many application.

3.1.1.5 Electromagnetic force compensation

Force transducers based on the principle of electromagnetic force compensation are
similar to a moving coil loudspeakers and are primarily used in modern high-precision
weighing cells. There the applied force is compensated by the electromagnetic force
between a permanent magnet (PM) and a closed loop controlled voice coil which
operates in the flux gap of the PM. The position of the movable coil is measured via
a noncontact displacement sensor whose signal is used as the reference signal (input)
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for the closed loop control. The current through a coil is proportional to the generated
force and therefore also proportional to the force to be measured in the balanced state.

Electromagnetic force transducers are in general suited for high-resolution mea-
surements. Furthermore, they benefit also from tunable stiffness by variation of the
control parameters and are therefore able to measure also dynamic forces. In order
to optimally run these measurement systems care must be taken to avoid temperature
changes or exposure to external magnetic forces.

3.1.2 Differential Lorentz force eddy current testing sensor

Based on the LET analysis presented previously, it might be necessary to perform the
testing with high velocity and thus using PM configurations that are better adapted
to the current measurement task. Apart from increasing the force perturbations this
would increase the absolute values of the Lorentz force, due to Faraday’s law of
induction. This can be even few orders of magnitudes larger than the perturbations
caused by defects.

Unfortunately, precise measurements of small force variations in relatively large
range of applied forces is very difficult [91]. Thus, there is a strong demand for
the usage of differential force measurements in the LET system. Similar tendency
is observed in traditional ECT systems as well. In ECT, various differential pick-up
probe configurations offering higher testing sensitivity have already been designed
and successfully implemented [36,242].

Currently there are several possibilities to obtain the differential force signals
resulting from LET systems. However, the application of commercially available
differential force sensors would lead to higher spatial integration requirements and
considerably higher costs. This would be even more important when designing
sensor arrays for LET which could simplify and advance the defect detection and
reconstruction, respectively.

The main aim in this section is to propose the simple and low-cost modification of
LET setup which could be used for measurements of differential Lorentz force signals
caused by material defects. The proposed modification affects the used magnet where
three independent and passive pick-up coils have been winded on its surface (see
Figure 3.1). The principal idea is to use voltages induced in the additional coil system
and correlate the voltage signals with the corresponding differential Lorentz force
signals exerted on the magnet. In fact, the resulting magnet system can be applied

Figure 3.1 Scheme of possible differential Lorentz force sensor for DiLET
applications
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directly to the existing LET experimental setup, i.e. it can be used as a complete
differential Lorentz force sensor. Since, this specific modification of LET system
allows differential Lorentz force measurements, the proposed technique has been
termed as differential Lorentz force eddy current testing (DiLET).

The concept of the corresponding sensor is based on [91,102,243], where a set
of passive coils fixed to a PM is proposed to allow the detection of perturbations in
the eddy current distribution caused by defect inside the specimen. In this case, the
primary magnetic field B®) produced by a PM is constant in time, while the secondary
magnetic field B®), connected with the eddy current distribution inside the specimen,
is time dependent when a defect is present. Thus, the induced voltage V;(i € {x,y,z})
in a coil fixed to the PM is proportional to perturbations of the secondary magnetic
field B and therefore sensitive to disturbances caused by the defect. As shown
in [102], the induced voltage V; is proportional to the time derivative of the force
component parallel to the respective coil axis.

The main idea of using simple coil system to obtain the differential Lorentz force
signals can be traced back to the following force relation [24,244].

F=/ (M~V)Bd§2=—f j x BdQ. (3.1
Qu Qc

Assuming a cubic PM uniformly magnetized along the z-axis (M = Me,) the Lorentz
force acting on the permanent magnet can be described as

Wm Im i
/ / M dxdydz (3.2)

where w,,, [,,, and A, represents the width, length, and height of the magnet, respec-
tively (see Figure 3.1). Differentiating (3.2) with respect to time and by considering
all three force components separately the differential force signals can be described as
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If dimensions of the magnet are small enough the following approximation applies

9B, _ Bil._, — Bilmo

3.6
. I ; (3.6)



Sensors for MIECT 143

where i € {x,yz}. By using (3.6) directly in (3.3)—(3.5) the differential Lorentz force

acting on the magnet can be well approximated as
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Inthe DIiLET system, the pick-up coils are moving together with the primary magnetic

field B®, i.e.
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From (3.12) to (3.14) it can be observed that to obtain the differential Lorentz force
signals it is sufficient to measure the time variation of the magnetic flux density
(0B;/0t at z = 0), i.e. at the bottom surface of the magnet. As it will be shown, this
can be accomplished by a simple pick-up coil system presented in Figure 3.1. Voltages

induced in each of the coils can be calculated as follows
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where V&) V() and V(%) are the voltages induced in the coils assigned to the x-, y-,
and z-axis, respectively. The total number of windings of each coil is denoted by N,
N,, and N, respectively. By direct comparison of (3.15)—~3.17) with (3.12)—(3.14)
the differential Lorentz force acting on the magnet, which is caused by the presence
of material defects can be well approximated as

dF, h

~ o, 3.18
ot N, ( )
oF, '
v _Ympen (3.19)
dt N,
oF; L
~ 2y, (3.20)
at N,

In order to test the proposed DiLET methodology, the LET benchmark problem
presented in Figure 2.49 has been solved using the moving defect approach (see
page 139). Instead of the cylindrical PM, a cubic magnet with the edge length equal
to a=1cm placed at a lift-off distance §z=1mm is used. All other geometrical
and material parameters are given in Table 2.4. The DiLET sensor consists of three
mutually perpendicular coils wound on a cubic PM (cf. Figure 3.1), each with a
number of windings equal to N = 300.

Figure 3.2(a) and (c) shows the differential Lorentz force signals calculated
directly by time differentiation of (3.1), whereas Figure 3.2(b) and (d) shows the
corresponding voltages induced in coils oriented along x-axis and z-axis calculated
according to (3.15) and (3.17). From the obtained results, a very good correlation
between the differential Lorentz force signals and the corresponding voltages can
be observed. The analysis confirms the validity of simplifications assumed in order
to derive (3.18)—(3.20). Nevertheless, to determine differential force signals directly
from voltages induced in the corresponding coils an additional calibration of the
proposed differential force sensor has to be performed. The peak-to-peak pertur-
bations of the obtained differential force signals have been compared directly with
the corresponding perturbations of the induced voltages (cf. [102]). Furthermore,
from (3.18)—(3.20) follows that this dependency is linear. Moreover, due to the cubic
shape of the magnet and coils with the same number of windings, the calibration
curves for both force components are almost identical [102]. Numerical simulations
have shown that the correlation coefficient between the differential Lorentz force and
voltage induced in corresponding coils was more than 0.99 for magnetic Reynolds
numbers less than 5.

So far only one PM was included in the analysis. However, it was evident from the
parametric studies that to increase the testing capabilities of LET systems, strongly
focused magnetic flux densities are required. Therefore, future work should involve
the investigation of complex magnet systems including optimized magnet/coil arrays,
perhaps including ferromagnetic shields or even superconductors. Most industrial
applications employ ferromagnetic materials and therefore, there is a strong need
to extend LET for testing such materials as well. However, such an endeavor creates
additional challenges due to the nonlinearity in magnetic permeability. The extremely
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high-attraction forces between the specimen and the strong PM make the application
of'the actual Lorentz force measurement system very difficult or even impossible. This
problem can be tackled by the DiLET methodology. However, this requires further
numerical and experimental investigation.

3.1.3 Characteristics and calibration of force measurement
systems

The force measurement systems described earlier are based on different physical
principles but can be described by a number of common characteristics. The behavior
of all these systems can be expressed by plotting the response curve which repre-
sents the indicated output value against the applied force. An ideal response curve
is a straight line from zero to the rated capacity of the force measurement sys-
tem and then back again to zero. Real measurement systems differ from this ideal
curve in multiple ways. These are commonly categorized by their systematic devia-
tion with respect to the least-squares optimal line through the origin for increasing
outputs.

The output at zero force is known as offset and is often caused by an imperfect
initial state of the measurement system. A common way to encounter this error is
to add the negative value to the output at the beginning of the measurement. The
deviation of output from the fitted line for increasing loads is defined as non linearity
and the largest and in some cases also the average deviation is given in the data sheet
of the system. Hysteresis is the dependence of the state of a measurement system
on its loading history. It is described by the difference in output between increasing
and decreasing load. For systems with strictly progressive or degressive behavior,
the largest value of hysteresis is usually at mid-range. In some cases, it is useful to
describe hysteresis and nonlinearity as combined error. This can be done by providing
two additional lines which are parallel to the least-squares optimal line and do enclose
the increasing and decreasing output curves. Generally, the above-mentioned errors
can result in an underestimation of the actual error of measurement.

Another important concept in measurement systems is known as repeatability
which is described by the agreement of the outputs for repeated applications of the
same load. In practice, the repeatability of transducers is also provided by many
manufacturers; however, this value can only be a reference for optimal conditions
during the testing procedure. In operation, it is generally an overestimation of the
performance of the force measurement system due to limitations of the actual electrical
measurement equipment, present temperature gradients from first to last application,
and other environmental influence quantities.

Further characteristics of force measurement systems can be summarized by the
imperfections of applying the force to be measured to the loading surface of the
transducer. One of the most important specifications is thereby the sensitivity to off-
axis forces which result in parasitic torque. Also for single-component transducers,
it is important to consider the sensitivity to orthogonal forces which is equivalent to
misalignment of the transducers principal axis to the force to be measured.
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3.2 Optimization of PM systems

3.2.1 Introduction and motivation

Comparative studies between LET and ECT indicated the potential and competitive-
ness of LET [44,105]. However, the performance of an LET system can be enhanced
further by applying optimization schemes to determine advanced magnet systems
with improved characteristics. This involves an appropriate problem definition and
associated criteria.

The optimization goal in LET is to maximize the response resulting from an
inclusion surrounded by conductive material, thereby increasing the signal-to-noise
ratio and, hence, improving the detection rate. However, due to the high variety of
NDT problems, it is self-evident that the final details of an optimized setup strongly
depend on the detection goal and external testing conditions for the particular appli-
cation. The proposed methodology is developed as generally as possible, to describe
and address the problem specificity. However, when considering PM systems, gener-
ality is limited by practicability, and so the geometry and associated design variables
are chosen such that practical feasibility is assured. The optimization process is per-
formed with nondimensional parameters. This provides the opportunity to determine
scale-independent and generalized optimization results while decreasing the number
of independent parameters. This approach can then be applied to different applications
to determine optimal magnet designs for specific cases.

At first, the required parameters and the optimization problem are described in
Sections 3.2.2.1 to 3.2.2.4. It is followed by the definition of the objective function
and the corresponding constraints in Sections 3.2.2.5 and 3.2.2.6, respectively. The
developed optimization strategies are presented in Section 3.2.2.7 and the applied
optimization algorithm, sequential quadratic programming (SQP), is briefly described
in Section 3.2.2.8. The numerical procedure to evaluate the objective function and the
constraints is described in Section 3.2.2.9. In Section 3.2.3, the numerical optimization
results are presented and discussed. The design process of prototypes of optimized
magnet designs is described in Section 3.2.4. It is followed by a study regarding
the current detection limit of deep-lying defects in Section 3.2.5. The chapter is
summarized and conclusions are drawn in Section 3.2.6.

3.2.2 Methods

3.2.2.1 Problem definition

The optimal magnet design presented here is focused on nonmagnetic, electrically
conducting specimens. However, it is also applicable to ferromagnetic specimen tak-
ing into account adaptions in the objective function evaluation. The optimization is
performed under the assumptions of a smooth specimen surface and that the defect
is located far from any lateral boundary, to neglect parasitic edge effects. Since the
resulting Lorentz force profile depends on the shape and the depth of the inclusion,
an equivalent defect of cuboidal shape is defined to represent a general flaw. The
assumptions can be modified to any particular case of interest, since this would



148 Motion-induced eddy current testing and evaluation

] R2
i >
Magnet system ﬁ,'
<« T M| — Absolute defect response amplitude (ADRA)
-« ? — H, F. fr———=cgzoo-
H, =
. A _ @ 0
IZ S AF, =max|F, —F, |
&

>
X

s

dl :

v

g DIa Defect
a

Conductor [o]

|

=

Figure 3.3  Geometrical parameters of the LET setup, design variables of the
magnet system and illustration of the ADRA used as objective
function [245]

involve only the geometry of the specimens defined in the forward solution, which
are described in one of the following sections. The optimization is performed with
respect to the drag-force F, and the associated absolute defect response amplitude
(ADRA) AF,, resulting from the difference between the unperturbed drag-force F(
and the perturbed drag-force F\):

AF, = max |F¥ — FO)|. (3.21)

As it has been shown in the previous chapters, the force profile is symmetric, if
the interaction between the primary magnetic field B?, generated by the PM, and the
secondary magnetic field B®) from the induced eddy currents is negligible.

In Figure 3.3, the geometrical parameters of the problem are shown together with
the ADRA. The specimen is modeled as a pseudoinfinite half-space including a defect
with edge length a, located at a depth d. The magnet system is located at a lift-off
distance / above the specimen.

The optimization scheme presented here covers, but is not limited to, purely
isotropic specimens (o, = 0y, = 0.;) and laminated structures (0, = 0,y # 0, 0., =
0), as they are shown in Figure 1.7.

3.2.2.2 Magnet system and design variables

Three related magnet geometries with increasing manufacturing complexity are
investigated, originating from empirical preinvestigations. These are:

e Standard cylindrical PMs (C)

e (Cylindrical Halbach-structures (HC)
Cylindrical Halbach-structures supported by highly saturated soft magnetic
material, such as iron—cobalt alloys (HCp)
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In the general case, the nondimensional design variables x, shown in Figure 3.3, are
defined as:

H, R, H,
x= |22 4o (3.22)
R,’ R, H,

where H, and R, are the height and radius of the outer cylinder, respectively; R; is
the inner radius of the Halbach-structure; and H, is the height of the ferromagnetic
material. The inner cylinder is axially magnetized, whereas the surrounding cylinder
is magnetized in the radial direction.

For C- and HC-systems, particular design variables become constant and the
number of free variables is reduced such that for C-systems, R, /R, = 1 and H,/H, =
0, and for HC-systems H,/H, = 0. Thus, the configurations are subproblems of each
other; i.e. C-magnets are included in HC-configurations, which in turn are included
in HCp-systems. As a consequence, by applying the presented optimization scheme
considering all three design variables as free variables, a wide variety of different
designs is included in the optimization. An optimal magnet system can be determined
for a standard cylinder or a Halbach-structure with or without ferromagnetic material.

The construction of interchanging magnetization direction corresponds to the
concept of Mallinson [246] and Halbach [247]. Changing the magnetization direc-
tion of adjacent parts of the magnet forms a semiopen magnetic circuit. Hence, the
magnetic flux density is increased on one side of the magnet system and decreased
on the opposite side. In the ideal case, it is possible to eliminate the magnetic flux
on one side completely by employing dual magnetizations determined by means of
the Hilbert transformation [246]. Practical feasibility of this form of magnetization is
still a challenge. Nevertheless, geometrical approximations in the form of segments
can be employed instead. These structures are typically termed as Halbach-arrays
and find application in particle accelerators [247], high-speed motors/generators and
servomotors [248], loudspeakers [249], magnetic bearings [250,251], and nuclear
magnetic resonance spectroscopy [252]. In the framework of Lorentz force velocime-
try of electrically weak conducting liquids, commonly applied linear Halbach-arrays
are already used to increase the drag-force signal [253]. These systems are not opti-
mized in terms of the defective specimen, which further motivates to investigate the
optimization problem in LET.

A radially magnetized Halbach-cylinder of infinite height produces no magnetic
field in the inner or outer air domain surrounding the cylindrical magnet [254]. How-
ever, in case of finite heights, this effect vanishes and strong-directed fields are present
at the terminations. In this work, the concept of Halbach-arrays is extended to a novel
rotationally symmetric structure including an axially magnetized cylinder, which is
supported by ferromagnetic material to intensify the magnetic flux density close to
the object under test.

In this work, a part of the PM is replaced by ferromagnetic material with
high-saturation magnetization and hence a stronger residual field [255]. In general,
ferromagnetic material can be used to focus and concentrate the flux, known as flux
compression. Thus, the magnetic flux density is amplified when the ferromagnetic
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part is exposed to the external magnetic field of the permanent magnets. Conse-
quently, the resulting Lorentz force is potentially increased. The choice of suitable
materials is decisive for a successful optimization. An overview of soft and hard
magnetic materials is given in Figure 3.4.

In the present study, the hard magnetic material VACODYM® 745HR [257,258]
with a nominal magnetic remanence of B, =1.44T is used together with the soft
magnetic iron—cobalt alloy VACOFLUX® 50 [256] with a saturation polarization of
2.3T. The B(H) curves of both materials are shown in Figure 3.5, illustrating the
principle to increase the magnetic flux density. A similar approach is proposed during
the design process of focus lenses for linear collider accelerators [259,260], as well
as for superconducting cyclotron magnets [255]. The chosen materials represent the
current state of the art in magnetism and are thus most suitable for an optimal LET
Sensor.

3.2.2.3 Scaling parameters

To reduce the number of parameters, it is advisable to exploit a priori known depen-
dencies between certain input parameters and the drag-component of the Lorentz
force. A scaling factor S can be defined to scale the forces accordingly. If the ADRA,
which will be used later as the objective function, can be simply scaled, the global
optimum of the design variables X is scale invariant with respect to the reduced
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Figure 3.5 B(H) curve of the iron—cobalt-alloy VACOFLUX® 50 used as
ferromagnetic material in HCp-magnet systems in FEM simulations
and a part of the hysteresis of the hard magnetic PM material NdFeB of
type VACODYM® 745HR (B, = 1.44 T) at room temperature [245]

parameters. This reduces the need to rerun numerically expensive simulations and
provides the desired generality. The scaling quantities are summarized in the vector
of scaling parameters:

s=[o,v, B, h]. (3.23)

The scaling properties of individual quantities can be determined considering the
following estimate, which is valid provided secondary magnetic fields generated by
the induced eddy currents are negligible [89]:

F, ~ovm*h™3, (3.24)

where m is the equivalent magnetic dipole moment of the magnet system, which can
be expressed in terms of remanence and magnet volume V;, such that m ~ B, V,,. For
geometric scaling, it is assumed that the whole geometry of the problem scales with
the lift-off distance /4 so that V,, ~ h*, without loss of generality. Thus, (3.24) can be
expressed as:

F,~ ovB2l. (3.25)

Note that the drag-force F, depends linearly on the velocity v and the electrical
conductivity o. This property can be extended to the case of possibly anisotropic
specimens by defining the conductivity tensor [o] in terms of a scalar conductivity
o, which defines the magnitude of the conductivity and the anisotropy vector a, :

[0] = odiag(a)). (3.26)
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In the isotropic case, the anisotropy vector is given by a, = [1, 1, 1]T. If the specimen
is made from metal sheets, as in the case of the laboratory setup (see Figure 1.7), the
anisotropy vector is a, = [1, 1, 0]T. The prescribed scaling property of the electrical
conductivity addresses the scalar conductivity o, and, thus, holds for both isotropic
and anisotropic specimens.

Closer inspection of (3.25) shows that the Lorentz force increases with the square
of the remanence B,. However, this scaling property can be applied if and only if
nonlinear ferromagnetic material is omitted or considered as linear in the whole
domain. Since the nonlinearity between H and B is accounted for, this factor can only
be modified for C- and HC-systems, and must be fixed at a predefined remanence in
the case of HCp-systems. The magnetic remanence can be used as a scaling factor if
the whole magnet system is made from the same magnetic material. If this is not the
case, the remanence of each compartment has to be scaled in the same way.

The system parameters, described later in detail, define the geometrical relation-
ships of the problem. However, it is of interest how F© and AF, scale with respect
to the geometrical size of the problem. Reformulating (3.24) to (3.25) provides the
scaling property of the drag-force directly as a cubical relationship with respect to #,
serving as the characteristic length and thus defining the geometrical size of the prob-
lem. In this sense, % is eliminated from the set of independent parameters and only the
geometrical ratios with respect to 4 define the problem. According to the chosen 4,
the actual geometry can be stretched or clinched to any scale of interest.

Finally, by combining the individual scaling parameters into one, the scalar
scaling factor S contains linear, quadratic, and cubic terms:

g_ ov B, 2rnN? 397
(2 G) ) 327

As reference values for the simulations, the velocity is set to vy = 1 m/s, the conduc-
tivity is og = 1 MS/m, the magnetic remanence is B,y = 1 T, and the lift-off distance
is hp=1mm. Consequently, the scaling factor can be used to convert the forces
FO9) = SFO and AF®) = SAFE,, according to the previously mentioned conditions.
Thus the total number of independent parameters is reduced by the number of scaling
parameters.

3.2.2.4 System parameters

Given the design variables x of the magnet system and the scaling parameters s, the
LET setup is defined by the set of system parameters:

p= { Vwda . B, B(H)} (3.28)
R
where V,, = mR3H, is the total volume of the magnet system and V; = a® is the
volume of the equivalent cuboidal defect. The magnet to defect volume ratio V,,/V,
defines the weight of the magnet system at constant defect volumes. The depth-to-lift-
off ratio d/h defines the defect depth measured from the surface of the conductor to
the upper surface of the defect. The system is geometrically completely described by
the third ratio a/h between the edge length of the defect a and the lift-off distance of
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the magnet 4. Since the material anisotropy of the specimen affects the eddy current
distribution, the anisotropy vector a, is included in the set of system parameters. The
remanence B, only appears as a system parameter if nonlinear ferromagnetic material
is included in the magnet design. Otherwise, B, is a scaling parameter. Finally, B(H)
is the initial magnetization curve of the ferromagnetic material.

3.2.2.5 Objective function

The optimization goal is to maximize the ADRA Aﬁx(x, p). The scaling factor S
from (3.27) allows generalizing the calculated ADRA independently for conductiv-
ity, velocity, and geometric scale (and in the linear case also for magnetic remanence).
Given the defined set of system parameters p, the optimal design variables X of the
magnet system can be determined by applying distinct optimization schemes. Subse-
quently, the optimal ADRA AF,(X, p), together with its corresponding unperturbed
drag-force FO(X, p) is provided and the limits of the system are determined. To this
end, the objective function f(x, p) to be minimized is defined by the negative ADRA
from (3.21):

mig\f(x,p) = —AF,(X,p). (3.29)

Xe
The objective function is nonlinear and depends on both the design variables and the
system parameters. Thus, the optimal solutions X(p) depend on the predefined system
parameters p, which can be understood as a mathematical description of problem
specificity with respect to external conditions. However, the optimal design variables
have to be part of the feasible set of solutions .%. The feasibility of a solution is
defined by constraints, which are described next.

3.2.2.6 Definition of constraints

The feasible set of solutions .7 is defined by two types of constraints. The first are
linear inequality constraints, also known as bound constraints, resulting from the
limits of the design variables x, defined by the geometry of the magnet system. They
are covered by the linear inequality constraints ¢;, which must not be violated:

ax,p) <0 (3.30)
a(x,p) = [Ancp] X" — bucp. (3.31)

The linear inequality constraint matrix [Apcp] and constraint vector byc, are
determined considering the limits: H,/R, >0, 0 <R/R, <1, and 0 < H,/
H, <1 (Figure 3.3):

1 0 0
1 0
0 (3.32)

0
[AHCp] = 0 P bHCp =

0

0

—_0 = O M

1
0 -1
0 1

with ¢ — 0 to ensure magnet volumes greater than zero (H,/R, > 0).
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The second type of constraint is a nonlinear inequality c,. This constraint is
defined by the maximum force F(™*) measurable by the applied force sensor, which
corresponds to the maximum drag-force in the unperturbed case F(*:

ca(x,p, F9) <0, (3.33)
where
(X, p, FY) = FO(x,p) — F, (3.34)
with
F(max) Br 2
FO =2 ) (3.35)
’ S BrO

By this definition, optimization is performed in the reference space, such that the
forces are determined by the defined reference values vy, oy, and /. However, the
maximum drag-force F{™) is defined in the unscaled space and has to be scaled
accordingly using the scaling factor S (B,/B,) 2. If nonlinear magnetic material is
omitted in the magnet design, F'© is simplified and the ratio (B, /B,o) 2 may be
excluded from (3.35). Depending on external conditions, S can be calculated by
(3.27) and acts as a weighting factor in the nonlinear constraint function cy. The
normalized maximum drag-force F'© from (3.35), directly affects the feasible set of
solutions and plays a central role in the optimization. By scaling the constraint, it is
possible to identify similarities between different LET setups. For example, consider
two configurations with the same system parameters p. The first system which obeys
a scaling factor S; = 10, resulting from a velocity v; = 0.5 m/s together with a maxi-
mum drag-force of F{™>) = 3 N is equivalent to the second with S, = 20, v, = 1 m/s,
and F(™™) = 6 N. In the same way, similarities between the optimal designs can be
identified considering the geometric scale of the whole problem defined by 4. A more
detailed and vivid explanation is given in the results part in Section 3.2.3. The nonlin-
ear constraint is optional, since it strongly depends on the system parameters and the
force sensor technology employed. As already mentioned, a force sensor based on the
strain gauge technology is used in the experimental setup at hand. Linear behavior of
this sensor type is guaranteed until a nominal force F{™*) is reached. Plastic deforma-
tion of the deflection body will occur if the applied force exceeds the safe load, which
is approximately in the range of 2F(™™) [104]. Consequently, an optimized mag-
net system which operates at the global optimum probably could not be applied and
must be replaced by a system which considers the drag-force limit. The constrained
optimization problem can now be classified as a parametric multivariate nonlinear
optimization problem with linear and nonlinear inequality constraints [261].

3.2.2.7 Optimization strategies

To address this problem, two different approaches are presented. Depending on
the needs and external conditions, one or the other approach can be applied.
A combination of both principles is also possible to improve the performance of
the magnet system further.
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3.2.2.7.1 Volume and force constraint optimization

The volume and force constraint optimization (VcFc) approach is based on the defini-
tion of a fixed magnet volume as well as a maximum drag-force given by the applied
force sensor. Thus, the V,,/V, ratio is fixed besides all other system parameters, and
the constraints are satisfied by adjusting the design variables x in an optimal way.
Depending on previously defined external conditions, it is possible that the nonlin-
ear constraint is active and the constrained solution X.(p) is located at the constraint
boundary. Consequently, the nonlinear constrained optimum differs from the uncon-
strained solution (X.(p) # X(p)). Thus, the feasible set for the case of a HCp-magnet
system is:

F={xeR |axp) <0, cu(x,p,F9) < 0}. (3.36)

3.2.2.7.2 Volume adaptive force constraint optimization

In general, the system parameters are defined by the given detection goal and the par-
ticular application of interest. However, the volume ratio V,,/V; can be used as a free
parameter by the system designer. The volume adaptive force constraint optimiza-
tion (VaFc) approach is motivated by considerations related to mechanical dynamics.
To improve the dynamic range of the sensor system, it is desirable to increase its
eigenfrequency. This offers the possibility to perform measurements at higher testing
velocities and can be achieved by reducing the mass of the magnet system as much
as possible, while retaining the maximum ADRA as the primary optimization goal.
The VaFc approach is proposed to determine a magnet system with a V,,/V, ratio,
which operates at the transition before the nonlinear constraint becomes active. The
role of the V,,/V, ratio is changed from fixed to a variable system parameter, while
all other system parameters are kept constant. The corresponding optimal solution
is then X(p.), and the general procedure is illustrated in Figure 3.6. The procedure
starts by defining the maximum drag-force F(™®) and the fixed system parameters
d/h, a/h, and a,. The starting point x©' and the initial volume ratio (V,,/V,)© are
defined to initialize the VaFc procedure. The method iterates by determining the
unconstrained optimal design X(p“’) by a distinct optimization method, where the
superscript (n) is an iteration counter. The SQP algorithm is used, as described in
the following section. After determining the optimal design by neglecting the nonlin-
ear inequality constraint, the associated drag-force Fy(X(p™), p™) can be calculated.
The relative difference to the defined maximal drag-force is evaluated and compared
with the predefined relative tolerance ex. If the criterion is fulfilled, the algorithm
stops and provides the optimal design variables together with the corresponding
volume ratio (V,,/V;)™. If not, the volume ratio is updated in a correction step.
During the first iteration, the next volume is approximated proportional to the force
ratio:

F(max) Vil V. (0)
V) V)V = B O/ Va) (3.37)
SF(X(p?), p )
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Figure 3.6 Optimization procedure of the VaFc approach to determine the optimal
design variables X(p,) of a magnet system operating at the
unconstrained global optimum, while retaining the nonlinear constraint
given by the limiting drag-force F\™™) [245]

For all following iterations (n > 1), a more robust Newton—Raphson step is used,
which considers the gradient information of F” with respect to V,,/Vy:

SE(X(p™),p") — F(mao)
SIF(X(p"™), p™) )0V / V)

A backward approximation is applied to determine the partial derivative of the drag-
force. After determining (V,,/Vy)"*D, the system parameters p"+! are updated.
Before starting a new iteration, the starting point of the design variables is set to
the optimal solution of the previous optimization step x¥ = X(p), since the optimal
design between two iterations may be assumed to be similar. Thus, the process is
accelerated. The proposed approach can be used to determine the critical V,,,/V, ratio
when the optimal magnet system still operates at the unconstrained global optimum
while still considering the previously defined constraint of maximum drag-force.

AW/ V)" = —

(3.38)
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3.2.2.8 SQP algorithm

To solve the optimization problem, the SQP algorithm is used. This method is
an extension of the Broyden—Fletcher—Goldfarb—Shanno—Quasi—Newton method by
introducing Lagrangian multipliers. The first quasi-Newton-based method was intro-
duced by Davidon [262]. The advantage of Newton-type methods is in the use of the
gradient and curvature information provided by the Jacobian and Hessian matrix of the
objective function. Quasi-Newton methods avoid the computationally intensive eval-
uation of the Hessian, which is beneficial when comparatively expensive numerical
solvers are involved to evaluate the objective function. The Hessian is approximated
during the iterative process successively.

Early work on SQP was done by Biggs [263], Han [264], and Powell [265].
However, the method has been continuously improved. The method is also referred to
as a quadratic programming-based projected Lagrangian method [261]. SQP is one of
the most powerful methods in the framework of nonlinear constrained optimization.
In the following, the mathematical basics of the optimization problem and the SQP
algorithm are described to provide a general overview about the applied methodology
in the present context.

In general, a parametric multivariate nonlinear optimization problem with
nonlinear constraints is mathematically described by:

min f(x, p)
xeR”
such that h(x,p) =0 (3.39)
c(x,p) < 0.

In the present case, the objective function f(x, p) is given by (3.29) and the constrained
function vector ¢(x, p) of length m contains the inequality constraints ¢;(x) from (3.31)
and ¢ (x) from (3.34). To provide a general overview about the method, the (possibly
nonlinear) equality constraints, concentrated in the vector h(x, p) of length w, are
included in the description.

In constrained optimization, the Lagrangian .# plays a central role. It combines
the objective function with the given constraints by means of Lagrangian multipliers
summarized in the vectors u and v:

Z(x,p,u,v) =f(x,p) + u'h(x, p) + v'e(x, p). (3.40)

For every constraint, there exists one Lagrangian multiplier. It can be proven that the
local optimum X of the objective function with respect to the given constraints is a
stationary point of the Lagrangian with the corresponding optimal multipliers u and v,
such that the gradient of the objective function is a linear combination of the gradients
of the constraints [261]. The name of the SQP algorithm originates from the approach
to solve the nonlinear problem from (3.39). This is done sequentially by approximating
the Lagrangian using a quadratic function around the point x*), where the superscript
(k) is the iteration counter. The constraint functions are linearized so that the quadratic
subproblem of (3.39) is given by a Taylor expansion of the Lagrangian from (3.40).
The problem is reformulated to determine the optimal search direction d® from the
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point x®, such that the constraints are fulfilled. The vector Vf is the Jacobian, i.e.
the gradient of the objective function with respect to x. In the SQP algorithm, the
quadratic subproblem of (3.40) is solved iteratively. In every iteration, two additional
subproblems have to be solved. First, the search direction d® and the Lagrangian
multipliers u**? and v+ are evaluated. Then, the step size « is determined to
provide a certain decrease in the objective function while still satisfying the given
constraints. The next iteration is performed at the updated point x*+D = x® 4 ¢d®,
In order to determine the first step, the following linear system of equations is solved
for d®, u*+D and v*+D:

[L(")] Vh® vk d® v/ f(/f)
Vh®T 0 0 =1 —h® |, (3.41)
ve®T 0 0 v+ —c®

The symmetric matrix [L®] = V2. is an approximation of the second-order par-
tial derivatives of the Lagrangian from (3.40), which is also called the Hessian of
the Lagrangian. Since the Hessian is not given analytically, the matrix [L*] is suc-
cessively approximated rather than explicitly calculated. In the present case, a very
robust and efficient approximation, the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
update formula, derived by Broyden [266,267], Fletcher [268], Goldfarb [269], and
Shanno [270], is used. The first row of the system matrix in (3.41) corresponds to the
partial derivative of the quadratic approximation of the Lagrangian from (3.40) with
respect to d®. The remaining rows correspond to the linearly approximated constraint
functions.

The step size « is determined by means of a merit function. This function is
incorporated into an SQP algorithm for the purpose of robustness. In constrained opti-
mization, a merit function balances the drive to decrease the objective function while
satisfying the defined constraints, and measures the progress of convergence toward X
as a function of @. The solution of the quadratic subproblem has a unit step size @ = 1.
If the constraints are not violated, this step size is taken and a new iteration is started.
However, if the constraints are violated, the step-length is reduced to the nearest con-
straint. For the proposed approach, the merit function developed by Han [264] and
Powell [265] is employed. The procedure is repeated until the Karush—Kuhn—Tucker
conditions [271] are satisfied up to a certain limit of defined tolerances. The SQP con-
verges to a local optimum and returns the corresponding solution. Further literature
about nonlinear constrained optimization can be found in, for example, [261,272,273].
SQP theory is covered in detail by Han [264,274] and Powell [265,275,276], to note
some of the first but still frequently applied concepts of this method. A more general
overview about SQP is given by Boggs and Tolle [277] and by Gill and Wong [278].

The performance of the proposed approach strongly depends on the implemen-
tation due to nontrivial technical and algorithmic issues. For that reason, it is highly
recommended to use professional and well-tested software. Some of the first success-
ful implementations are reported by Schittkowski [279-281]. These references also
cover the proof of convergence of the SQP. More advanced but commercial code is
available, for example by the MATLAB® function finincon [282] or FORTR AN-based
routines NPSOL [283] and SNOPT [284,285] from Gill et al. Partially free soft-
ware with the restriction to apply the routines in an academic framework is available
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(NLPQLP) [286]. This software has been tested on 306 optimization problems with a
reported success rate of better than 90%, which underlines the efforts for implemen-
tation of SQP-based algorithms [286]. In this work, the MATLAB® implementation
fimincon is used to couple the FEM Solver of COMSOL Multiphysics® and the SQP
algorithm by means of the MATLAB Livelink™ [151]. The implementation includes
the BFGS-update formula as well as an adaptive step size using the merit function dis-
cussed earlier. In the subsequent sections, the methodology to evaluate the objective
and nonlinear constraint function with low computational cost is described.

3.2.2.9 Objective and constraint function evaluation

To apply the SQP algorithm, a time-efficient approach is essential to evaluate both the
objective function f(x, p) and the nonlinear constraint function ¢, (X, p). The govern-
ing equations are simplified such that secondary magnetic fields are neglected. Hence,
it is possible to analyze the problem in the stationary case, which takes into account
the symmetry of the field and force profiles. This significantly reduces the compu-
tational cost and offers the possibility for efficient numerical analysis. The FEM in
combination with eWRA, described in Section 2.4.3.4, is applied as the numerical
method. The nonlinearity of the ferromagnetic material significantly influences the
profile and magnitude of the magnetic field. Consequently, the resulting Lorentz
force is also affected. This necessitates the use of nonlinear models. Linear models
are too inaccurate and falsify the optimization results, especially if the drag-force
must not exceed F{™™). In the case of HCp-magnet systems, the iron—cobalt alloy
VACOFLUX® 50, together with the corresponding B(H) curve from Figure 3.5, is
used. To minimize computational cost, the field problem is subdivided into three
successive steps, illustrated in Figure 3.7.

3.2.2.9.1 Step 1: Primary magnetic flux density (2D)

In the first step, the primary magnetic flux density B?) of the PM is calculated with
a scalar magnetic potential formulation ¥, neglecting any moving conductor. Thus,
the primary magnetic field is given by (2.203). Given the axisymmetry of the magnet
geometry, the magnetic field is determined in 2D employing a cylindrical coordinate
system, which significantly accelerates the solving process of the nonlinear problem.

3.2.2.9.2 Step 2: Induced eddy currents in the conductor free of

defects (3D)

In the second step, only the conductor in motion is considered. It is modeled as a
large cylindrical domain with finite radius 10R, proportional to the outer radius of the
magnet system, assuming that the edges are far enough away to prevent any parasitic
disturbance of the induced eddy currents. The height H of the moving conductor is
defined according to the following conditional relation:

| 10m,, if 10R, > 2d +a

— . (3.42)
10R; +2d +a, if10R, < 2d + a.

This implies that the size of the conducting domain is adjusted according to the
magnet system, while ensuring geometrical models with defects deeper than 10R,.
Thus, ensuring that the conducting domain is sufficiently large for all sets of p and x.
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Figure 3.7 Procedure to compute the nonlinear objective and constraint
function [245]

The primary magnetic field BY is imported from the first step and transformed
from cylindrical coordinates into the three-dimensional Cartesian coordinate system.
The induced eddy currents inside the conductor in motion are calculated by (2.207)
and (2.208) using a scalar electric potential formulation ¢. The 3D model contains
symmetry with respect to the xz- and yz-plane, when secondary magnetic fields are
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neglected. This reduces the modeled geometry of the specimen to only one quarter.
On the xz-plane, the tangential components of the current density vanish:

Ji=Ixn=[0](-Ve+vxB?”) xn=0. (3.43)

As a result of the axisymmetry of the magnet system, the magnetic field is
zero in the direction of the boundary normal at this plane (B;!’) = 0). Consider-
ing the linear motion of the conductor in the x-direction v = [v,,0,0]" leads to
v x B? = —y,BP)e,. Substituting this into (3.43) shows that 3£ =0 and % =0,
which can be achieved by defining the Dirichlet boundary condition ¢ = const. at
the xz-plane.

In contrast, the normal component of the induced current density J, vanishes at
the yz-plane, such that:

Jo=J3-n=[0](-Vo+vxB?).n=0. (3.44)
On this plane, the magnetic field is zero in the x-direction B¥) = 0, so:
v x B” = —v,Be, + v, Be.. (3.45)

Since this expression has no component normal to the boundary, a Neumann bound-
ary condition for the electric scalar potential d¢/dx = 0 must be defined. All other
boundaries of the moving conductor share the boundary conditionJ - n = 0 to prevent
any current leaving the conducting domain.

3.2.2.9.3 Step 3: Induced eddy currents in the conductor with defect (3D)
To determine the ADRA, a third simulation is performed. The primary magnetic field
B from the first step is incorporated in the same way as in the previous step. However,
in this step, the conductor contains an equivalent cuboidal defect with volume V,
located at a depth d. The governing equations from the previous step remain valid
and in consequence, the boundary condition J - n = 0 now also applies for the defect
boundaries, preventing any current flow into the defect region. To further decrease
the computational cost, the same 3D FEM mesh can be used in Steps 2 and 3. As a
result, the 3D mesh needs only to be built once and then transferred between Steps 2
and 3 as necessary. As a positive side effect, using the same mesh decreases numerical
noise when computing the ADRA. Finally, the resulting Lorentz force is calculated
by spatial integration over the conductor:

FO = —4 / JO x B® dQ
Q;

—4 / [[6]1(—Ve? +v x B?)] x B dQ, (3.46)
Q;

where the superscript i € {0,d} indicates the quantities obtained in the defect-free
and defective case, respectively.

The computation of one objective function evaluation takes 20-25s on a com-
mon desktop PC (i7-3770, 4 GHz). This includes building the geometry, meshing,
assembling the systems of equations, solving, and postprocessing of all three steps.
The memory consumption is moderate and does not exceed 1 GB since geometrical
symmetry is taken into account in all individual steps.
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3.2.3 Optimization results and discussion

The optimization results of an HCp-system are presented using VACODYM® 745HR
[257] as PM material and the iron—cobalt alloy VACOFLUX® 50 [256] as ferro-
magnetic material. The scaling factor S is chosen such that it corresponds to the
currently available laboratory setup. The specimen is constructed from stacked alu-
minum sheets (a, = [1, 1, 0]") with electrical conductivity o = 30.66 MS/m, moving
with velocity v = 0.5 m/s. The lift-off distance of # = 1 mm is assumed, together with
a magnetic remanence B, = 1.44T (VACODYM® 745HR). This results in a scaling
factor S0 = 31.79. In the experimental setup, a force sensor K3D40 [104] based on
the strain gauge technology is employed. According to the manufacturer, the applied
load is limited to F{™*) =3 N.

Two particular setups of system parameters are investigated. The first represented
the case of medium-sized defects located deep inside the specimen. The correspond-
ing system parameters are V,,/V, = 56, d/h = 10, and a/h = 5. The optimization
results are shown in Figure 3.8. The insets in the upper left corner of each figure
show cross sections of the optimal magnet systems colored according to Figure 3.3.
The ADRA is shown in Figure 3.8(a) over the space of design variables H,/R, =
©...25], Ri/R, =(0 ... 1], and H;/H, = [0 ... 1]. The planes intersect in the
global unconstrained optimum at X = [H,/R,, R, /R,, H,/H,] = [0.5,0.6,0], with a
denormalized ADRA of AF(® =21.9mN. The continuous objective function does
not contain local optima.

The unperturbed drag-force is shown in Figure 3.8(b). The ADRA-optimal mag-
net generates an unperturbed drag-force of F(** =5 2 N, which is too high for the
experimental force sensor. To fulfill the constraint, the VcFc approach is applied.
To illustrate the impact of nonlinear constraints, Figure 3.8(c) and (d) shows the
equi-force surfaces for different values of F(™) over the same space of design
variables. Figure 3.8(c) shows the surface for F(max) — 1) — 3N, This plane is
colored according to the value of the objective functlon (ADRA) The points inside
the equi-force surface correspond to solutions which violate the predefined nonlinear
constraint (¢, > 0) and hence do not belong to the feasible set of solutions. Since
the global optimum is not part of the feasible set, the constrained optimum is located
at the constraint boundary. The SQP algorithm converged to the constrained optimal
solution, which describes the magnet system as a standard cylinder X, = [1.6, 1, 0].
The solution is located at the boundary of the design space and the linear inequal-
ity constraints (bounds) are active (H;/H,; = 0). Thus, the number of free design
variables is reduced from three to two at the optimal solution. Compared with the
unconstrained optimum, the ADRA decreased to AF(® = 15.6 mN. Considering the
ADRA projected on the constraint hyperplane, the proposed problem is nonconvex.
Consequently, if initial values x© are chosen such that 4, /R, < 0.5andR;/R, < 0.4,
the derivative-based SQP algorithm converges to a local optimum located in the region
of H,/R, ~ 0.2 and R, /R, ~ 0.1. To avoid local convergence, the use of a multistart
approach using three to five different starting points is recommended. In the multi-
start approach, the first starting point is defined by the user, whereas the following
are chosen randomly.
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Figure 3.8 HCp-magnet system made of VACODYM® 745HR and VACOFLUX® 50 for the case of system parameters V,,/Vy = 56,
d/h=10, and a/h =5 (anisotropic specimen a, = [1,1,0]7). The scaling factor of the laboratory setup is S = 31.79.
Crosses and circles indicate the unconstrained and constrained optima, X, and X, respectively. The insets are sketches of
the individual optimized magnet systems. The data are shown as a function of the design variables x = [H,/R,,R;/R>,
H,;/H,]. (a) Cutplanes of the denormalized ADRA AF . (x, p) intersecting at the unconstrained global optimum x = [0.5,
0.6, 0]. (b) Cutplanes of the corresponding denormalized unperturbed drag-force F*)(x,p). (c) and (d) Semitransparent
isosurfaces of maximum drag-forces F\™™) = {3 N, 4 N} colored by the according ADRA. The solid lines indicate the
optimization paths for the initial starting point, ¥ = [1.6, 0.3, 0.8] (red star) [245]
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The constraint hyperplane for F{™*) = 4 N is shown in Figure 3.8(d). As expected,
the enclosed domain shrinks and the feasible set increases. The constrained optimal
solution changes to %, = [1,0.8,0] and the ADRA increases to AF1%® = 18.8 mN.
The optimization path of the initial starting point is shown in Figures 3.8(c) and
(d) with a solid line. Each dot corresponds to one iteration taken by the SQP
algorithm.

In a second example, the system parameters are changed to V,/V; = 875,
d/h =2, and a/h = 2, which corresponds to the case of small defects located close
to the surface of the specimen. The associated results are presented in a similar way as
in the former case in Figure 3.9. The unconstrained optimum, shown in Figure 3.9(a),
is relocated compared with the previous case because of the variation in the system
parameters. A Halbach-structure emerges, which includes ferromagnetic material
(X =[0.8,0.2,0.5]). Considering the behavior of the ADRA and the unperturbed drag-
force in Figure 3.9(a) and (b), the maxima do not correlate. Thus, magnet systems,
which generate high unperturbed drag-forces, do not inherently produce high defect
responses. This particular magnet system generates an ADRA of AFS"‘I’) =36mN,
while generating an unperturbed drag-force of £ =36 N. Since the constraint
of maximum drag-force is again not fulfilled, the VcFc approach must be applied.
The constraint hyperplane of F{™*) =3 N is shown in Figure 3.9(c). The constraint
optimumis X, = [1.1,0.2,0.6] and is located close to the unconstrained solution. The
modified magnet has an ADRA of AF(2 =34.5 mN and satisfies the 3 N constraint.
Assuming a maximum drag-force F(™*) =4 N, the unconstrained global optimum is
located in the feasible set of solutions. Consequently, the nonlinear constraint is inac-
tive and the SQP algorithm converges to the global optimum as shown in Figure 3.9(d).

Both examples show that if F(©) from (3.35) changes by modifying F(™®) or the
scaling factor S, the constraint hyperplane defined by ¢, from (3.36) grows or shrinks
accordingly. In a similar sense, the constraint function is influenced by the system
parameters p. As a consequence of scaling, the unconstrained optimization results
can be adopted to setups with a different scaling parameter, provided they share the
same system parameters. However, the constrained optimization results are generally
valid as long as the different setups share the same normalized maximum drag-force
from (3.35).

The influence of the V,,/V, ratio on the ADRA and the optimal magnet design
is investigated further. The study is performed assuming the same two sets of system
parameters defined previously. To compare the individual magnet systems with each
other, the investigation is performed for HCp-, HC-, and C-magnets separately. Since
the HCp-configuration covers HC- and C-magnet systems, the corresponding ADRA
must be equal or larger than the other cases, which are geometrically restricted before-
hand. The optimizations are performed as a function of V,,/V; in the unconstrained
case as well the VaFc and VcFc approaches.

The results for deep defects (d/h = 10, a/h = 5) are shown in Figure 3.10(a).
Each point on the curves represents an optimal magnet system. The dashed lines
indicate the ADRA of the unconstrained optimal solutions (uc). In this parameter
range, the ADRA increases almost linearly as a function of the V,,/V; ratio. The
critical V,,/V, ratios are determined for C-, HC-, and HCp-magnet systems using
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Figure 3.9 HCp-magnet system made of VACODYM® 745HR and VACOFLUX® 50 for the case of system parameters V,, |V, =875,
d/h=2, and a/h =2 (anisotropic specimen a, = [1,1,0]"). The scaling factor of the laboratory setup is S" = 31.79.
Crosses and circles indicate the unconstrained and constrained optima, X, and X, respectively. The insets are sketches of
the individual optimized magnet systems. The data are shown as a function of the design variables x = [H,/R,,R;/R>,
H,/H,]. (a) Cutplanes of the denormalized ADRA AF,(x, p) intersecting at the unconstrained global optimum x = [0.8,
0.2, 0.5]. (b) Cutplanes of the corresponding denormalized unperturbed drag-force F"(x,p). (c) and (d) Semitransparent
isosurfaces of maximum drag-forces F\"™ = {3 N, 4 N} colored by the according ADRA. The solid lines indicate the
optimization paths for the initial starting point x© = [0.9, 1, 0.2] (ved star) [245] [(m) = (max ), (]) = (lab)]
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Figure 3.10 Comparison of the denormalized ADRA between C-, HC- and
HCp-magnet systems as a function of the system parameter V,,/V, in
the case of anisotropic specimens, a, = [1,1,0]", for two different sets
of system parameters. The optimizations are performed in the
unconstrained case (dashed lines) as well using the VaFc (single
marker) and VcFc (solid lines) approaches. A maximum drag-force of
F(ma) = 3 N is considered. The numbers in brackets correspond to the
optimal design variables X. = [H>/R>, R;/R>, H;/H,] [245]. (a)
Medium-sized deep defects (d/h= 10, a/h=15). (b) Small subsurface
defects (d/h=2,a/h=2)
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the VaFc approach, and are shown with a single marker each. The magnet system is
defined by the unconstrained global optimum but still satisfies the constraint. The
magnet designs which obey these parameters are lying on the constraint hyperplane
¢ intersecting with the global optimum X. Hence, the critical V,,/V; ratio is where
the constraint becomes active and the curve of the constrained solution diverges from
unconstrained solution. However, magnet systems with higher V,,/V, ratios have to
be restricted by applying the VcFc approach such that all presented configurations
indicated with solid lines fulfill the defined force constraint F{™™*) = 3 N. The insets
show cross sections of particular magnet systems together with the corresponding
optimal design variables. As expected, optimal magnet systems do not include fer-
romagnetic material (H,/H, = 0) if the defect is located deep within the specimen,
which was also shown in Figure 3.8. Thus, the curves of HCp- and HC-magnet sys-
tems are the same. The critical volume ratio obtained by the VaFc approach is 33.7
and 48.5 for HC- and C-magnets, respectively. Hence, VaFc-optimal HC-magnets are
smaller but have a lower ADRA with 11.9 mN compared with 14.8 mN for cylindrical
magnets. Increasing the V,,/V, ratio beyond the critical point and applying the VcFc,
saturates the ADRA while keeping the maximum drag-force at the defined limit. The
further gain in ADRA results in consequential increased magnet volume and weight.
For this set of system parameters, that the optimal design variables of the HC-magnet
system converge to a C-magnet, which was observed in context of Figure 3.8(c).
Hence, a further increase in the magnet volume ratio beyond V,,/V,; > 56 leads to an
overlap of the VcFc-optimal ADRA curves (see solid lines in Figure 3.10(a)). Mean-
while, the optimal H,/R; ratio increases with V,,/V, in a specific way such that the
magnet gets higher to fulfill the given constraint. Considering the present case for
practical reasons, it can be concluded that an increase beyond V,,/V; ~ 55...60
does not lead to further significant gain in ADRA. Regular cylinders are favor-
able in the case of deep defects if the unperturbed drag-force is limited. However,
Halbach-structures generate higher ADRAs compared to standard cylinders when
comparing both at a given V,,/V; ratio omitting any constraint (see dashed lines in
Figure 3.10(a)).

Figure 3.10(b) shows the second set of system parameters which covers the case
of small defects located close to the surface of the specimen (d/h =2, a/h = 2).
The optimal magnet designs are presented in a similar way as in the former case.
There are distinct performance differences between C-, HC-, and HCp-magnet sys-
tems. Cylindrical magnets show a critical volume ratio of 1033 together with an
ADRA of 11.5 mN. In contrast, HC- and HCp-configurations are approximately 30%
smaller and generate defect responses of 28.1 and 32.4 mN which correspond to a
gain of approximately 140% and 180%, respectively. Considering the VcFc solu-
tions, the ADRA increases slightly further by increasing the V,,/V, ratio beyond the
critical point. However, this effect is comparatively smaller than in the case of deep
defects (see Figure 3.10(a)). Comparing HC- and HCp-systems, the presence of fer-
romagnetic material increases the ADRA by about 15%. Regarding the unconstrained
solutions, the ADRA is saturating slowly when increasing the V,,/V; ratio. This has
also been observed but not explicitly shown here for high V,,/V, ratios of the case
from Figure 3.10(a).
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In the following, two distinct magnet systems of both scenarios are compared
considering the same magnet volume V,,. For medium-sized deep defects (green
marker in Figure 3.10(a)), the optimal C-magnet with a volume ratio of V,,,/V; = 56
is chosen. The corresponding HCp-magnet system optimized for small subsurface
defects (green marker in Figure 3.10(b)) has a volume ratio V,,/V,; = 875. The geo-
metrical parameters are obtained by denormalizing both systems assuming a lift-off
distance and hence geometric scale of # = 1 mm. The spatial distributions of the mag-
nitude of the magnetic flux density B and the induced eddy current density J are
shown in Figure 3.11. The eddy currents for regular C-magnets (Figure 3.11(a)) are
less concentrated than HCp-systems (Figure 3.11(b)). The Halbach-structure leads to
a considerably more focused magnetic flux and eddy current distribution under the
inner part of the magnet system. The flux density is increased to 1.6 T on the surface
of the specimen, which is significantly larger than standard magnet systems.

All investigations are also performed assuming a specimen with an isotropic
conductivity profile (a, = [1, 1, 1]7). In the range of system parameters considered,
the optimal design variables differed only by approximately +5% compared with the
anisotropic cases. For deep defects, the ADRA decreased by 23% compared with the
anisotropic case. However, for d/h < 2, the ADRA only decreased by approximately
15%, which can be described by the circumstance that the isotropic profile becomes
gradually anisotropic from the top side if the defect gets closer to the surface of the
specimen. The nonlinear constraint function is not affected when comparing the two
cases ofa, =[1,1,1]" and a, = [1, 1, 0]". This is due to the unperturbed drag-force
F© being the same for both conductivity profiles, since the unperturbed eddy currents
only flow in the xy-plane. Hence, anisotropy in the z-direction does not influence F(,
and so the nonlinear constraint function c,; is unaltered.

3.2.4 Prototypes of optimized LET magnet systems

Prototypes of the proposed optimized magnet systems from Figure 3.11 are designed
and manufactured. The optimal C-magnet is a custom design ordered from the
company HKCM engineering e. K. (www.hkcm.de). As assumed during the optimiza-
tion, it is made of NdFeB with a material grade of N52 with a nominal remanence of
1.43 T. The diameter D and height H are [D, H] =[22.5 mm, 17.6 mm].

The realization of the HCp-magnet system is more intricate. The radially mag-
netized outer part of the magnet system is constructed by diametrically magnetized
segments. The influence of the segmented structure on the ADRA, compared with
the ideal case with a continuous radial magnetization, is shown in Figure 3.12.
As expected, the ADRA converges with an increasing number of segments. For
the prototype of the HCp-magnet system, a structure made of 12 segments is
chosen, which results in an ADRA of 98% compared with the ideal case. The
final geometry and the manufactured prototype are shown in Figure 3.13. It is
made of the hard magnetic material VACODYM® 745HR and the iron-cobalt alloy
VACOFLUX® 50 as it is assumed during the optimization. The prototype is manu-
factured in collaboration with the company Vacuumschmelze Hanau GmbH & Co.
KG (www.vacuumschmelze.de). An experimental validation of the proposed magnet
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(b)  Subsurface defect: V,,/V,; =875, d/h=2, a/h=2.

Figure 3.11 Magnitude of the magnetic flux density B and induced eddy current
density J of VcFc optimized magnet systems for the case of anisotropic
specimens. The magnet systems are denormalized assuming a lift-off
distance of h = 1 mm. Both generate an unperturbed drag-force of
FUa) = 3 N considering a scaling factor of S**” = 31.79. Cross
section of (a) a cylindrical magnet with X, = [1.56,1,0] and (b) a
Halbach-cylinder with iron-cobalt X, = [1.17, 0.22, 0.54] [245]

systems considering the investigated defect scenarios is presented in [ 103]. Moreover,
both the optimized C- and HCp-magnet are used to detect defects in glass laminate
aluminum reinforced epoxy [156]. The presented results demonstrate the expected
performance of the proposed designs. In the next section, the depth-optimized
C-magnet is used for the detection of deep-lying slits to point out the current state of
the art and further perspectives in LET.



100 T T T T T T T T

98 A

96 |- .vv

94|

90

88 |

Relative defect response (%)

86 |

84}

1
i
1
1
!
1
|
|
1
1
1

i i i i i
8 10 12 14 16 18
Number of segments

A D

Figure 3.12  Relative defect response of the optimized segmented HCp-magnet. The
ADRA is calculated with respect to an ideal HCp-magnet assuming a
continuous radial magnetization

A-A Vacodym745HR

7
T
Vacoflux50 |N S \\1\ S N
N

+ 0,00
05,49 0,05

14,54

7,91 £ 0,05

024,76
(b) Side view

(a) Top view

J‘||||||||r"p!T|'|||'|||'|‘|||nninn|nmmum
0 1 2 3 4

(c) Prototype
Figure 3.13  Geometry of the HCp-prototype manufactured by the company

Vacuumschmelze Hanau GmbH & Co. KG (www.vacuumschmelze.de).
(a) Top view. (b) Side view. (c) Prototype



Sensors for MIECT 171

3.2.5 Defect depth study

Previous ECT studies often assumed quasi-infinite cracks to evaluate the detection
limit (see Table 1.1). In this case, the defect is a slit obeying a pronounced length
compared with the sensor system. In order to provide comparability to the results
reported in the literature, the following benchmark problem is defined [287]. The
problem geometry is inspired by the study from Mook et al. [42] and is shown in
Figure 3.14. The specimen consists of a solid block of size [250 mm, 50 mm, 24 mm]
made of aluminum, which contains a slit of size [X,, Yy, Z;,]=[75 mm, 1.5mm,
24 mm]. The artificial crack is oriented in parallel to the direction of motion. On
top of this structure, a variable number of aluminum sheets is situated. Each sheet has
a thickness of 2 mm. The defect depth d is varied from 0 to 36 mm using 18 sheets.
The sheets which are not on top of the specimen are situated on the bottom in order to
ensure a constant height of the total assembly and to not alter the outer dimensions of
the problem. By doing so, the magnetic Reynolds number is also kept constant. The
overall dimensions of the specimen are then [Xj, Y;, Z;] = [250 mm, 50 mm, 60 mm)].
During the measurements, the magnet is located on the centerline with respect to
the y-axis in a height of 2= 1 mm. All measurements are performed at a velocity of
v=0.5m/s. The picture from Figure 1.7 shows the particular laboratory setup with
18 aluminum sheets on top of the slotted bar.

The measurement data are postprocessed with a 10th order Butterworth low-pass
filter having a cutoff frequency of 100 Hz. The force profiles are normalized with
respect to the stationary values which occur far away from the defect. The results of the
normalized drag- and lift-force over the whole specimen are shown in Figure 3.15(a)
and (b), respectively. The area, where the slit is located, is shown on the right-hand

F,
F\' T

\ Permanent
\ magnet

Figure 3.14 Geometry of the experimental setup to detect a deep-lying slit defect
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Figure 3.15 Measured profiles of the drag- and lift-force during the investigation
on the maximum defect depth. The specimen contains a slit of size
[(Xa, Yy, Zs) = [75 mm, 1.5 mm, 24 mm], which is located at different
depths d. (a) Normalized drag-force. (b) Normalized lift-force

side in enlarged form. Based on the definition of the velocity of the specimen, the
data are recorded over time from the right to left such that positive x-positions are
sampled first in time. When the specimen comes close to the magnet, the drag-force
ramps up and the lift-force shows a characteristic peak before both components reach
their steady state (F” and F?). In the defect region, it can be observed that the
perturbations of the Lorentz force can be distinguished up to a depth of d = 12 mm
for the drag-force. In contrast, when considering the lift-force, the slit can be clearly
observed up to a depth of 24 mm.

It can be seen that the lift-component is superimposed by parasitic oscillations.
These are systematic nature and do partially result from the measurement frame of
the system, where the magnet and the force sensor are mounted. A more detailed
explanation and analysis of this phenomenon can be found in [103]. The presented
results chart out the possibility to increase the reported depth limit in the future when
the disturbances in both force components can be reduced. An exclusive construction
of an optimized magnet system for this particular defect scenario is not necessary
since it has less practical relevance.
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By means of this analysis, it is possible to classify LET in the framework of
electromagnetic eddy current methods in a qualitative sense. Considering the values
obtained by Mook et al. [42] from Table 1.1, it can be stated that the LET method
within its present realization is highly comparable in terms of defect depth. It is worth
to mention that depth-optimized ECT probes were employed in the comparative study
from Mook et al. (Leotest MDF 1701 and MDF 3301, Leotest-Medium Center).
However, it is emphasized that in LET the object is tested when it is in motion and
within fractions of a second while avoiding any contact to its surface, which is the
decisive difference to traditional ECT methods.

3.2.6 Conclusions

For the first time, the optimal magnet design in the LET framework is addressed.
Parameters were classified as design, system, and scaling parameters, and the num-
ber of free variables was reduced, which simplified the optimization procedure. It
was possible to clearly define the optimization problem while preserving universal
applicability, motivated by the high specificity of NDT problems. The definition of a
scaling factor offers the possibility to identify and convert similarities between differ-
ent setups. The proposed methodology considers the strong interrelation to the applied
force sensor. Therefore, three different optimization approaches were presented, the
unconstrained optimization scheme (uc), the VaFc, and the VcFc approach. The VaFc
approach can be employed to determine the critical V,,/V, ratio. Then, the ADRA can
be further increased while still satisfying the given force limit by applying the VcFc
approach.

Unconstrained optimization schemes are applicable for force sensors with high
force limits, e.g. piezoelectric sensors [288]. On the other hand, the VaFc approach in
combination with the VcFc approach is especially suited for systems with a limited
force range, e.g. strain gauge sensors. The different locations of the unconstrained
global optima demonstrate that the detection goal, expressed in form of the system
parameters, strongly influences the optimal magnet design. In the case of constrained
optimization for subsurface defects, a Halbach-structure in combination with soft
magnetic material clearly outperforms cylindrical magnets of the same geometrical
dimension. In contrast, for deep defects, the optimal magnet design converged to a
regular cylindrical magnet when force constraints have to be considered.

The proposed optimization strategy is highly flexible, i.e., the magnet system
can be replaced by a different system in the first evaluation step of the forward
solver. Moreover, the model of the specimen and/or the defect in the second and
third evaluation step can be adjusted to particular scenarios of interest. The latter
has been applied during the optimization of magnet systems, which are used for
the inspection of small metal injection molding specimens [289]. In this study, the
proposed procedure is extended to cuboidal specimens of finite size and defects of
different edge lengths.

When considering high-speed applications, secondary magnetic fields become
prevalent and cannot be neglected as it is shown in Section 2.4.4. In this case, the
magnetic field formulation used in the forward solver can be adjusted, e.g. to an
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A, ¢ — ¢ formulation, as it is described in Section 2.4, albeit at the expense of
computational cost.

In ECT, there exists a trade-off between penetration depth and resolution, which
can be controlled by means of the diameter of the exciting coil [42]. This fact can be
also observed in LET and is inherently a limiting factor of both methods. Our results
(particularly Figures 3.9 and 3.10(b)) demonstrate the advantage of combining active
and passive magnetic materials in form of a Halbach-structure in an LET sensor for
selected applications. The results of the unconstrained optimization demonstrate that
the use of those structures is counteracting the trade-off between penetration depth
and resolution, revealing additional potential of future sensor systems.

In the present case, the optimization procedure is applied considering two differ-
ent defect scenarios taking into account a force constraint of F¥' = 3 N. The associated
optimal magnet designs are manufactured and made available for experimental studies
presented in [103,156].

A defect depth study, adopting the concept of a quasi-infinite crack, revealed a
current detection limit of 24 mm when considering the lift-component of the Lorentz
force.



Chapter 4
Experiments and LET measurements
Matthias Carlstedt’ and Konstantin Weise!

This chapter describes experimental investigations, which are the basis for the
advancement of the LET method. Furthermore, the experiments provide objective
data for the validation of numerical approaches used for theoretical determination of
the exerted Lorentz force.

At first, the measurement procedure of LET is described. The underlying mea-
surement principle is analyzed, and all operations to perform a LET measurement are
explained in the measurement method. Secondly, the final state of the experimental
setup that was used for laboratory experiments is described. The main components
of the setup and their functional relationship are explained and selected elements
are described in detail. The digital signal processing (DSP) developed for LET is
explained afterwards. DSP is the final step of the description of the measurement
method and allows to determine the value of the measurand by means of the arithmetic
mean and the experimental standard deviation.

In the next section, a representative overview of the measurement performance
of the described experimental setup is given. One application is presented with an
artificial defect in stacked aluminum sheets.

4.1 Measurement procedure

According to the international vocabulary of metrology (VIM) [290], a measurement
procedure is defined as a detailed description of a measurement according to the mea-
surement principles and the given measurement method. The measurement method
is the description of the logical organization of operations used in a measurement.
It is based on a measurement model and includes any calculation to obtain a mea-
surement result. The measurement result is a set of quantity values being attributed
to a measurand and is expressed as a measured quantity value and a measurement
uncertainty.

According to these definitions, the measurement procedure for LET is described
in the following sections.

! Advanced Electromagnetics Group, Technische Universitit lmenau, Germany
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4.1.1 Measurement principle

The measurand in LET is the Lorentz force F(¢) acting on the PM during an LET
experiment. The basic measurement principle of LET is based on the electromagnetic
interaction of the PM and the unit under test (UUT). For a better understanding, the
interaction can be decomposed into two causally connected physical phenomena: (i)
the electromagnetic induction of eddy currents (ECs) inside the UUT and (ii) the
Lorentz force acting on the UUT and the PM.

The decomposition into a causal sequence, in terms of cause and effect, fur-
ther simplifies the understanding of the LET measurement principle (cf. Figure 4.1).
The initial cause in LET is the relative motion of the PM and the UUT that leads
to electromagnetic induction of ECs inside the UUT. This effect causes the gen-
eration of the Lorentz force due to the interaction of the induced ECs with the
magnetic field of the PM. The second causal relationship can also be triggered
by other current flows, which are independent of a relative motion. In general, no
other current flows are present inside the UUT; therefore, they are neglected in the
following.

To measure the Lorentz force, one or more measurement principles are necessary
to convert the force into an electrical signal. These force measurement principles
complete the overall measurement principle of LET. The selected force measurement
principles have a significant influence on the result of the measurement, but they do
not alter the physical phenomena of interest.

4.1.2 Measurement method

The measurement method describes the logical organization of all operations used
to measure the Lorentz force. It involves all information necessary to describe an
experiment and to ensure its repeatability. In other words, the description should allow

Cause — Effect — Relationship I

Initial Cause Effect

Relative motion of PM and UUT » Electromagnetic induction of EC

Cause — Effect — Relationship 11

Cause Effect

Electromagnetic induction of EC —#| Lorentz force acting on UUT and PM

Figure 4.1 Causal sequence of the basic measurement principle in LET
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a well-trained person to perform an experiment and to do all calculations necessary
to obtain a complete measurement result.

Since the basic measurement principle of LET neither defines the type of rel-
ative motion, nor the concrete realization of the force measurement, the following
description can only cover a particular realization of the method. The realization dis-
cussed next assumes the rectilinear motion of the UUT relative to the stationary PM
and describes the attached sensor system. Figure 4.2 shows the schematic view of the
experimental setup. In addition to the UUT (1) and the PM (2), four main components
are necessary: the linear drive (3), the 2D-positioning stage (4), the multicomponent
force sensor (5), and the measurement frame (6).
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Figure 4.2 Schematic view of experimental setup for LET measurements. The UUT
(1) moves along the linear guide of a linear drive (3) relative to a
stationary PM (2). The PM is mounted on the multicomponent force
sensor (5). The force sensor is attached to the 2D-positioning stage (4),
which is mounted on the measurement frame (6). (a) Side view.

(b) Front view
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The UUT is mounted on the slide of a linear drive that provides the controlled
motion and guidance of the UUT. The linear drive is fixed on a heavy load bench,
which is assumed to be mechanically insulated from ground vibrations. The PM is
indirectly attached to a 2D-positioning stage via a multicomponent force sensor. The
2D-positioning stage provides the positioning of the PM relative to the linear guide
of the linear drive. The 2D-positioning stage is fixed on a measurement frame (6),
which is assumed to be mechanically insulated from ground vibrations. Due to the
placement of the multicomponent force sensor, all forces occurring between the PM
and the 2D-positioning stage can be measured in the experiment.

All additional components such as power supply, hardware controller, and data
acquisition (DAQ) are assumed to be mechanically decoupled from the measurement
apparatus, so that they do not influence the measurement process.

The logical operations needed to perform an experiment are equal for all
experimental studies presented in this book. They are explained in the following.

The first step in all experiments is to define the design of experiment (DOE),
including the purpose of the investigation. The parameters to be defined in the DOE
are the position of the PM during operation (y- and z-position), the desired velocity
of the UUT (v), and the number of repetitions of the respective experiment. The
DOE also has to include the assignment and ordering of the successive experiments
in order to allow further statistical evaluation, e.g. correlation analysis or hypothesis
testing.

The next step is the preparation of the UUT according to the DOE and the subse-
quent fixation on the slide of the linear drive. The positioning of the UUT relative to
the slide is part of the definition of the laboratory frame of reference and is crucial for
the repeatability of the experimental study. After the fixation of the UUT, the sensor
system including PM and force sensor is mounted on the measurement frame and has
to be aligned according to the surface of the UUT and the guide of the linear drive. This
step completes the definition of the laboratory frame of reference. In the particular
realization of the method, the procedure of alignment can be supported by measuring
the contact forces between UUT and PM in order to enhance the repeatability and
precision. This method is referred to as force feedback [291].

After the functional check of the sensor system and DAQ, the subsequent oper-
ations of the measurement process are sequentially motions performed by the linear
drive and the 2D-positioning stage. These operations need to be monitored and con-
trolled by separate devices (actuator control) and can therefore be fully automated.
Such a process ensures a high level of repeatability and reproducibility.

The measurement process is defined as a sequence of single experiments accord-
ing to the DOE. For each experiment, the UUT moves rectilinearly relative to the PM
along the linear guide. During the controlled motion, all sensor data are sampled and
temporally stored by the DAQ. At the end of the test track, the slide stops and the
recorded data are stored permanently on the hard disc for later processing. Depending
on the intended purpose of the investigation, the next experiment can be started from
this position or the slide is moved back to the desired starting position.

The stored data are referred to as sensor data. Each sensor delivers an electrical
signal that needs to be multiplied by the specific calibration factor in order to calculate
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the corresponding physical quantity which is part of the DSP and is discussed in a
separate section (cf. Section 4.2.1).

4.1.3 Experimental setup

The particular realization of the laboratory setup for LET measurements, shown in
Figure 4.3, consists of six main components as shown in Section 4.1.2. Both UUT
and PM are regarded as problem-specific components; thus, they will be described
in Section 4.2.4 for the respective investigations.

2D-positioning stage

(2)

Clamping
mechanism

(b)

Figure 4.3 Experimental setup for LET measurements: (a) Overview shows the
measurement frame and the 2D-positioning stage separated from
positioning unit which is mounted on a heavy granite bench. (b) Detail
view of the positioning unit for motion of the UUT. (c) View of the
sensor system including a PM mounted on the force sensor and
separate acceleration sensor



180 Motion-induced eddy current testing and evaluation

4.1.3.1 Linear drive

The positioning unit consists of a belt driven linear drive designed by Jenaer Antrieb-
stechnik GmbH mounted on a linear guide by Bahr Modultechnik GmbH. A planetary
gear of gear ratio / = 3 transmits the torque from the servomotor (type 110B) to
the pulley of the belt drive. The belt is directly connected to the slide of the linear
guide, which realizes the translational motion of the UUT. In the framework of design
improvements, the original tooth belt drive was replaced by poly-v belt drive to elim-
inate a source of noise emission, which was introduced by tooth meshing [91]. The
maximum velocity of the slide is about v =2 m/s using a third-order motion profile
for reduced jerk, with quadratic ramping and deramping phases in the velocity. If the
jerk is not considered, a maximum velocity of about v =3.75 m/s is possible but leads
to increased structural damage (fatigue) of the linear drive.

The positioning deviations as well as pitch and yaw angles of the linear guide are
qualified using a long-range multibeam interferometer by SIOS MefStechnik GmbH.
As shown in Figure 4.4, a measurement reflector based on three individual prismatic
reflectors is placed on the slide while the multi beam interferometer is fixed at the end
of the linear guide. The experiments are performed for static slide positions as well as
for dynamic measurements of up to v =10.3 m/s. It was observed that the positioning
deviation along the full travel range of /; =2 misabout Ax = £0.5 mm and the lateral
displacement of the slide is smaller than Ay = +25 um and Az = £15 um [292].

The velocity deviation of the slide does affect the velocity of the UUT and has a
direct impact on the induced EC distribution (cf. Figure 4.2). In the specified velocity
range of up to v =4 m/s, the manufacturer guarantees a deviation less than 5% of the

Figure 4.4  Experimental setup for experimental characterization of the linear
guide using a long-range multibeam interferometer by SIOS
Meftechnik GmbH. The measurement reflector is placed on the slide
for static and dynamic measurements of positioning deviation, pitch
and yaw angle [292]
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predetermined velocity for the predefined control parameters [91]. In the framework
of an uncertainty analysis [293], this statement is verified by means of an incremental
position encoder TONiC T1000 (Renishaw plc) implemented into the experimental
setup (cf. Section 4.1.3.3).

4.1.3.2 2D-positioning stage

The 2D-positioning stage is used for the positioning of the sensor system relative to
the linear guide of the linear drive. It is an assembly of two orthogonally oriented
precision linear stages of the NLS4 series [294] by Newmark Systems Inc. The travel
range in y- and z-direction is 300 and 100 mm, respectively.

The design of this series of linear stages is improved for high stiffness and repeata-
bility. Prestressed linear guide bearings and an internally lubricated plastic drive nut
provide zero backlash operation and enable a specified accuracy of 0.6 pm/mm. The
used lead screw has a pitch of 1.58 mm/rev (1/16"/rev) and the stepper motor encoder
allows 4000 counts/rev, which results in a resolution of the drive nut position of about
0.4 um, on each axis.

The orientation of the assembly enables a maximum load of the sensor system and
fixture devices up to 6.0 kg (max. lifting capacity). The applied static load is given by
the weight of the attached cantilever and mounted sensor system. The assembly has
an estimated mass of about 1.4 kg, and the estimate absolute value of the maximum
forces is up to 3 N. Due to these facts, a disturbing influence of the process forces on
the specified precision during operation is not expected.

The motion controller used in this setup is an NSC-G3-E series controller [295]
with up to three individual axes with encoder feedback for stepper motors by Newmark
Systems Inc. The configured communication between the sensor system and the host
computer uses an Ethernet interface.

4.1.3.3 Sensor system

The sensor system contains all transducers used to observe an experiment (Figure 4.5).
It consists of four components: (1) the multicomponent force sensor, (2) an additional
acceleration sensor, (3) a coil with multiple turns (to measure induced voltage), and
(4) an incremental position encoder (not shown). The PM is intentionally excluded
from the description since it does not provide additional information during an
experiment.

As a consequence of the definition of reference frames S’ and S, the recorded
signals of force F(¢) and acceleration A(¢) are each equal in direction and magnitude
for both frames of reference. However, the relative position of both coordinate systems
to each other is measured with different signs in the respective coordinate system.
Thus, they have to be distinguished carefully. In fact, the position of the slide of the
linear drive measured by the incremental position encoder is recorded in the frame
of reference S, whereas the lateral position of the PM )’ given by the position of the
2D-positioning stage is only defined in the frames of reference S’. To reduce possible
confusion with the use of two coordinate systems, in the following the relative position
of UUT and PM is always given in frame of reference S’ of the UUT, but without the
primed notation.



182  Motion-induced eddy current testing and evaluation
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Figure 4.5 Technical drawing of the assembled sensor system of the experimental
setup: (1) multicomponent force sensor, (2) acceleration sensor, and (3)
coil with multiple turns. (a) Bottom view. (b) Side view.

4.1.3.3.1 3-Axes force sensor

The essential element of the sensor system is the custom build 3-axes force sensor
K3D40 [104] by ME-Messsysteme GmbH for nominal loads of 3Nx3 Nx 10N in the
x-, y-, and z-direction, respectively. According to the data sheet, the sensor accuracy
class is 0.5 % resulting in a nominal measurement error of about 15 mN x 15mN x
50 mN for the respective measurement axes.

The measurement principle of the sensor is based on strain measurements on the
surface of a compliant mechanical structure which is deflected due to the force of
interest. The compliant structure is made of a single aluminum part designed as a series
connection of three orthogonal-oriented single-axis flexure hinges. Each single-axis
mechanism is equipped with four strain gauges in a balanced Wheatstone bridge.
The underlying measurement principle is the piezoresistive effect. Due to the limited
bandwidth of the deflection body, this sensor concept is primarily designed for static
force measurements.

Since the force sensor has already been used in previous work [91], its reliability
was tested multiple times in between experimental studies. Due to the limited dynamic
information about the sensor provided by the manufacturer, a comprehensive analysis
has also been carried out to determine the dynamic sensor characteristics [296].

The sensor is connected to the analogue measurement amplifier is a GSV-1A4
[297] by ME-Messsysteme GmbH. According to the data sheet, the measurement
amplifier provides a bridge supply voltage of Vs = 5V and an output voltage of
Va = £ 10V. During operation and an examination of the amplifier’s characteristics,
both malfunctions and contradictory measurement results were observed. Thus, an
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overhaul of the device was carried out. The disassembly of the measurement amplifier
revealed significant differences of the used hardware components in comparison to the
data sheet. Actually, the amplifier consists of four individual strain gage measurement
amplifiers of type GSV-1M [298] by ME-Messsysteme GmbH. A characterization of
the four amplifiers, analogously to [296], showed a gain of gp =2 x 103 with fixed
input sensitivity of sy = 1.0 x 1073 V/V. Multiple contact faults have been rectified
and the postrepair tests confirmed a fully functional device.

The sensor and the amplifier are connected via 37-pin Sub-D socket and have
been together calibrated by the manufacturer. According to the calibration certificate,
nominal output voltages at nominal loads are 3.1969V x 4.8835V x 7.8030V in the
x-, y-, and z-direction, respectively. Regarding the identified amplifier parameters,
this corresponds to nominal sensor sensitivities for the corresponding channels are
given by:

4

spe = 1.0656 x 10_4%’ 4.1
4V

sry = 1.6278 x 1077 (4.2)
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sr: = 7.8030 x 107 7~ (4.3)

4.1.3.3.2 3-Axes acceleration sensor
The second component of the sensor system is the 3-axes accelerometer ASC 5511LN
[299] by Advanced Sensors Calibration — ASC GmbH. The measurement principle of
the accelerometer is based on a capacitive microelectromechanical system (MEMS),
which is specially designed for low-frequency responses from constant value up to
5kHz in a range of 42 g!. The sensitivity of the accelerometer is specified to be
invariant to the supply voltage in the range of Vs = +8V--- +30V.

The sensor has been calibrated by the manufacturer for all three axes separately.
According to the calibration certificate, the nominal accelerometer sensitivities are:

Vi 2

Suc = 98.848 x 1070 — (4.4)
m
Vi 2

Sy = 98.535 x 1073 — (4.5)
m
V 2

4 = 98.955 x 10732, (4.6)
m

at a nominal acceleration of 5 m/s? for an excitation frequency of 16 Hz.

In the experimental setup, the 3-axes accelerometer is mounted on the same plate
as the 3-axes force sensor (cf. Figure 4.5). This allows to observe the translational
components of the motion of the sensor system during an experiment and to estimate
the effects of inertial forces on the PM.

!In the context of accelerometers, the term g-force refers to the acceleration relative to free-fall. It is
described by the standard acceleration due to gravity g, which is defined to 9.80665 m/s?.
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4.1.3.3.3 1-Axis DILET sensor

The third component of the sensor system is a differential Lorentz force eddy current
testing (DILET) sensor. This 1-axis sensor [243], which is a passive pick-up coil with
multiple turns winded coaxially on the outer surface of the PM (cf. Figure 4.5). It
is designed as an optional upgrade to measure additionally the time variations of the
secondary magnetic flux density (0B,/d¢) at the bottom surface of the PM.

The concept of this sensor is based on [91,102], where a set of passive coils fixed
to a PM is proposed to allow the detection of perturbations in the EC distribution
caused by defect inside the UUT. It is based on the fact that the primary magnetic
field B® produced by a PM is constant in time, while the secondary magnetic field
B®, connected with the EC distribution inside the UUT, is time dependent when a
defect is present. Thus, the induced voltage V; (i € {x,y,z}) in a coil fixed to the PM
is only proportional to perturbations of the secondary magnetic field BES) and by that
sensitive to disturbances caused by defects.

As shown by [102], the induced voltage V; is proportional to the first time deriva-
tive of the force component parallel to the respective coil axis. Therefore, the proposed
technique has been termed DiLET.

In this chapter, measurement results of the induced voltage V,(¢) are shown using
one particular 1-axis DiLET sensor mounted on a PM. It is mentioned that index z
denotes the orientation of the coil axis, not a component of a vector. The custom-built
DILET sensors are equal with respect to the number of turns V, but of different size
due to the different outer diameters of the PMs.

Because the different 1-axis DiLET sensors are not calibrated, the respective
nominal output voltage V, and the sensor sensitivity sy, of the respective sensors are
unknown. However, it is possible to provide an estimate of both factors for an effective
variation of the magnetic flux density dB.g.(¢)/9¢ by the following approximations.
Assuming that the coil is substituted by a single circle at the bottom of the PM, then
the time variation of the magnetic flux density dB,/d¢ can be given by

a a a
—&. (1) = — [ B.()dS =~ —B-(1) S, 4.7
00 = 5 [ B0~ LB @)

with &, () the magnetic flux through the enclosed surface S of the coil. For a circular
coil with diameter D¢, which can be approximated by the mean of inner and outer
diameter of the real coil, (4.7) becomes
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with the number of turns of the coil N, and the sensor sensitivity sy.. For the two used
1-axis DIiLET sensors, one with D = 27 mm and the other with D = 30 mm, and
both N, = 5000 turns the sensor sensitivities are estimated by:
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Figure 4.6  Incremental position encoder T1000-504

The induced voltage V.(¢) is amplified by a self made analogue measurement
amplifier. It is based on a precision instrumentation amplifier AD624 [300] by Analog
Devices Inc. and provides a configurable gain gpr =[1, 5, 10, 50, 100, 200, 500, 1000]
of'the DIiLET signal. A response test confirmed the measurement amplifier to be fully
operational.

The amplified output voltage of the analogue measurement amplifier at a nominal
variation of the magnetic flux density dB..(#)/9¢ is calculated by

0B eff,z (t )

Vz(t) = gDF Syz at . (41 1)

4.1.3.3.4 Incremental position encoder

The incremental position encoder system TONiC by Renishaw plc. serves as an exter-
nal position measurement system of the UUT in the x-direction (Figure 4.6). It is
composed of three components: (i) T1000-50A read head [301], (ii)) RGSZ20-S gold
plated steel scale [302], and (iii) encoder interface TO100 A40A [303].

This encoder system measures the position of the read head relative to reference
marks at both ends of the linear scale. The read head is mounted on the side of the
slide of the linear drive. The linear scale, of 1 m length, is fixed on the heavy granite
bench below the PM. The combination of optical detector (read head), linear scale
(scale pitch 20 wm), and encoder interface results in a specified resolution of 50 nm
(interpolated) up to a maximum velocity of 5.4 m/s.

In the framework of the analysis of the linear drive, the incremental position
encoder was used to validate the controller estimated slide velocity. The inves-
tigation resulted in a correction of the specified pinion diameter and adjusted
controller parameters for improved velocity constancy at the velocity operating point
of v=0.5m/s.

4.1.3.4 DAQ and measurement control system

The DAQ device is used for signal conditioning and digitization of incoming ana-
logue signals from the sensor system. The analog-to-digital converter (ADC) is
the main component of the DAQ. In this particular realization of the experimental
setup, the NI PX1-4472 [304] by National Instruments (NI) is used. It provides eight
simultaneously sampled analogue inputs at a sampling rate of up to 102.4 kHz each.
The resolution of the ADC is specified with 24-bit per channel and a dynamic range
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of 110 dB. The ADC is connected to the Host-PC via the PCI eXtensions for Instru-
mentation (PXI) computer bus. A six-slot chassis NI PXI-1036 [305] by NI serves as
a Host-PC. All results presented in this chapter were sampled at f; = 10 kHz at full
input range of Vjy =+10V.

The measurement control system (MCS) is used to monitor and to control the
experimental setup and its main devices. It provides a graphical user interface that
allows the operator to monitor current system states and sensor inputs. Further-
more, the MCS allows to perform single experiments and to control the initialization
sequence for the definition of the laboratory frame of reference. The most impor-
tant task of the MCS is the batch processing of DOE without manual intervention
of the operator. This enables comprehensive experimental studies including multiple
repetitions without disturbing influences of the operator, while ensuring a high level
of repeatability and reproducibility. The MCS has access to an specially established
external database for storage of the acquired raw data at the local computing center
for improved data security and accessibility. The programming language of the MCS
is C++.

4.2 Validation procedure

4.2.1 DSP and basic statistics

The basic idea of DSP for LET is to provide an estimate of the expected value of
the measurand F(¢) and the corresponding experimental standard deviation oz (¢) for
a specific experiment. The statistical analysis is necessary because even if the ideal
measurement principle of LET (cf. Figure 4.1) can be considered as deterministic,
where no randomness is involved, then at least the realization in a real laboratory
setup introduces a vast amount of process noise and measurement errors. Thus, each
physical quantity x obtained in the measurement process is considered as a random
variable.

4.2.1.1 Concepts of signal ensembles

To provide statistical information about the measurement process, it is necessary to
introduce the concepts of the system ensemble and signal ensemble. In the following,
the theoretical concept of the ideal signal ensemble is presented as well as the deduced
concept of an artificial signal ensemble.

4.2.1.1.1 Ideal signal ensemble

A system ensemble describes a set of H equally realizations of the measurement
process (cf. Figure 4.7). Each member of that system ensemble is referred to as
system realization or just member of the system ensemble. In theory, each of these H
realizations generates simultaneously H individual signals x;,(¢) of the measurand x(z).
The set of H signals builds the ideal signal ensemble {x,(#)}.

The signal ensemble is evaluated for each time of observation 7., along the
ensemble plane (cf. Figure 4.7). Every continuous signal ensemble {x,(¢)} is rep-
resented by an infinite number of random variables x;,(¢,ps), which are described by
their statistical properties. The presumed sampling process leads to a finite number of
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Figure 4.7 Concept of the ideal signal ensemble: a system ensemble of H equally
realizations of the measurement process produces H individual signals
Xn(t) of the measurand x(t). This set builds the ideal signal ensemble
{x(t)} that allows to estimate the statistical properties of x(t) in the
ensemble plane

observations {x,[n]} at isochronal times t = nT, with sampling period 7Ty = 1/f;. The
sampling process is assumed to be ideal, i.e. the acquired samples x,[n] are equivalent
to the instantaneous value x,(nT;) of the continuous signal x;(¢) at the desired point
in time ¢t = nT.

In the special case where all statistical properties of the signal ensemble are inde-
pendent of time (constant), the signal ensemble, is called stationary. For a stationary
signal ensemble, the result of the statistical evaluation along the ensemble plane is
identically to the result of each individual signal. Thus, a single signal x,(¢) can be
used to describe the complete signal ensemble.

For experimental studies in LET, it has to be assumed that due to the finite size
of the UUT or the presence of defects the statistical properties, e.g. mean value of the
force, will vary over time. Because of that, it is evident that a single signal x,(#) of
any component of the Lorentz force cannot provide a complete measurement result,
i.e. expected value of the measurand F(¢) and corresponding experimental standard
deviation o (7).

4.2.1.1.2 Artificial signal ensemble

In practical applications, it is not economically reasonable to build multiple realiza-
tions of the same measurement process. Nevertheless, to be able to obtain a good
estimate of the statistical properties of the nonstationary signal ensemble, a series of
multiple experiments is executed to build an artificial signal ensemble.

Figure 4.8 illustrates the concept of building an artificial signal ensemble. In
contrast to the ideal signal ensemble {x,(#)}, aset of K > H experiments is performed
on a single realization of the experimental setup. Afterward, the individual signals
x () have to be aligned according to a virtual trigger time f,, which is a representative
point in time for the nonstationary signal ensemble {x;(#)}. The resulting set of serially
recorded signals x;(#;) is merged to an artificial signal ensemble {x;(#)} on which all
statistical evaluations can be carried out. Additionally to the ideal signal ensemble
{x,(1)}, one important requirement has to be fulfilled to obtain representative statistical
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Figure 4.8 Concept of the artificial signal ensemble: a single system realization of
the measurement process produces K > H serially recorded signals
X (t). The artificial signal ensemble {x; (t)} is created by aligning the
individual signals x; (t;) according to a trigger time t,., which allows to
estimate the statistical properties of x(t) in the artificial ensemble plane

information from the artificial signal ensemble {x;(¢)}. The boundary conditions for
each signal x;(¢;) need to be equal, i.e. all influence parameters for the random
process need to be statistically independent. Especially, it is important that every
single experiment is not influenced by any previously performed experiment.

The task of DSP for LET is to create such an artificial signal ensemble and to
provide an estimate of statistical properties of nonstationary signals. The assumption
of statistically independence can only be a hypothesis.

4.2.1.2 Basics of signal alignment

For the alignment of recorded signals x;(#;), a trigger time #, corresponding to a
relative position of UUT and PM has to be defined. The reliability of trigger time deter-
mination is crucial for signal alignment since it has direct impact on the expectation
value and other statistical properties of the ensemble.

4.2.1.2.1 Signal alignment based on external trigger signals

One way to define a trigger time is to detect the presence of the UUT by means of an
proximity sensor. This sensor would preferably be based on a measurement principle
which is invariant to the investigated electromagnetic properties of the UUT.

In the experimental setup described earlier, the incremental position encoder
could provide 