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Preface

Nondestructive testing (NDT) of materials and products is of great interest in a variety
of modern engineering applications. Nowadays, the expectancy in performance of new
devices is increasing. NDT in general enables the initial inspection of test samples
to confirm the structural integrity of safety-relevant components without causing
damage. In this sense, it provides quality control while being cost effective in the
same way. The presence of NDT is hard to perceive in everyday life. However, NDT
provides ground to identify and prevent failure of socially relevant parts of our life
such as airplanes, railroads, and power plants. It is therefore essential to maintain a
uniform quality level to avoid accidents and to ensure safety of human life. Besides
that, it allows in service monitoring of test pieces before assembling. It also plays a
major role in the framework of process control to prevent undesirable and dangerous
operation of systems. Combining all this, manufacturers and other users are interested
to apply methods, which are reliable and accurate while being cost effective.

The present book focuses on electromagnetic NDT methods and more specifically
on motion-induced eddy current testing and evaluation (MIECTE). Traditional eddy
current testing (ECT) methods make use of time-dependent magnetic fields to induce
eddy currents in the object under test. Those are altered in the presence of physical
irregularities such as flaws, cracks, or inclusions. In ECT, the variations are detected
by measuring the magnetic flux through a pickup coil produced by the disturbed eddy
currents in the specimen. In contrast to traditional eddy current methods, MIECTE
makes use of relative motion between the object under test and a permanent magnet to
induce eddy currents. The induced eddy currents interact with the applied magnetic
field and result in a Lorentz force. Considering Newton’s third law, this force acts on
both, the specimen and the magnet itself, where it is measured. This quantity is used
to evaluate the integrity of the structure under test.

It is the intent of this book to introduce the technology of MIECTE to those
who are interested in this rather new approach of the conventionally applied ECT
methods. There are several excellent reference books on various methods that can
provide additionally more in-depth information, if desired. Thus, MIECTE differs
from traditional ECT methods in the way how the eddy currents are induced and how
signals are evaluated.

One may wonder why the title of this book contains (additionally) the word
“evaluation”. There can be found several definitions in the literature but most of
them do not really apply. “Evaluate”, has a definition that seems to be more fitting
for the intent of this book: in our opinion, “evaluation” is indicating much more
than “testing” because the aim is not only the detection of a defect or a conductivity



xiv Motion-induced eddy current testing and evaluation

anomaly. Finally, the goal is the identification of the defect/anomaly including the
position and the depth, the shape, its characteristics, and perhaps the reconstruction
of the defect from the measured signals. Thus, it seems to be reasonable why this
book has been entitled with “MIECTE”.

Beside the increasing use of plastics, most of materials being used in modern
lightweight constructions are electrically conductive. Whether carbon-fiber rein-
forced structural components or fiber-metal laminates, like in modern aircrafts, these
materials are often investigated using electromagnetic testing methods. In many appli-
cations, manufacturing errors and material aging occur at the surface of components
which are important for operation. Therefore, the use of surface testing methods,
such as conventional ECT, is an indispensable tool for the evaluation of structural
integrity. However, in many cases, the volumetric examination is indispensable to
identify material failure, often derived from an existing defect, at an early stage.

The Lorentz force eddy current testing (LET) method, a rather new MIECTE
method, was invented to complement established methods by overcoming the well-
known detection limitations for subsurface defects. In fact, the MIECTE method
was originally proposed by Hartmut Brauer and Marek Ziolkowski in 2008. Decent
advantages are lying in the application of stationary magnetic fields, which poten-
tially allow the detection of defects lying deep inside the object under test. The
working principle of LET permits the inspection of moving parts as it can fre-
quently be found in industrial settings. The fabrication process of aluminium for
example takes place at velocities of up to 20–30 m/s. Even higher velocities can be
observed in wire drawing processes where speeds in the range of 40–60 m/s are appli-
cable. This necessitates a NDT method like LET which is capable to test moving
objects.

In the past more than 10–12 years, the authors have been conducting basic
research, by means of a considerable funding from the German Research Foundation.
This support ensures the continuous improvement of the related technologies in the-
ory and academic practice, i.e. it allowed to perform basic research and experimental
studies in university labs only. Consequently, much of the content of this book comes
from the doctoral and master’s theses guided by the authors. These former doctoral
students include Robert P. Uhlig, Mladen Zec, Bojana Petkovic, Matthias Carlstedt,
Konstantin Weise, Judith Mengelkamp, Jan Marc Otterbach, Reinhard Schmidt, and
others. The authors thank all those people sincerely.

Furthermore, the authors particularly acknowledge for the support by the Ger-
man Research Foundation (DFG) with grants in the Research Training Group GRK
1567 “Lorentz Force,” by the Federal Ministry of Economics (BMWi) of Ger-
many with grant ZIM 16KN020332 “FiVe-Net - LETRA,” and by the German
Federal Ministry of Education and Research (BMBF) with grant VIP 03V0590
“LOFOTEST”.

This book also relates the research results to the relevant counterparts in the field
of ECT. With the growing demands for NDT, research in electromagnetic NDT is
drawing again more attention to both theoretical aspects and industrial applications
more intensively. The few practical applications, presented and briefly illustrated in
Chapter 6, should indicate that there is a high potential for industrial applications.
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The authors hope that this book will not only provide references for the research
and development staff or for students and teachers at universities, but can also be of
interest for engineers or technicians, which would like to solve problems of NDT and
evaluation in industrial environment. We highly appreciate your feedback.

Hartmut Brauer
Ilmenau, February 2018
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Chapter 1

Introduction
Hartmut Brauer1

What is Nondestructive Testing (NDT)?

NDT is a wide group of analysis techniques used in science and industry to evaluate
the properties of a material, component or system without causing damage. Because
NDT does not permanently alter the article being inspected, it is a highly valuable
technique that can save both money and time in product evaluation, troubleshooting,
and research.

The field of NDT is a very broad, interdisciplinary field that plays a critical role
in assuring that structural components and systems perform their function in a reliable
and cost-effective fashion. NDT technicians and engineers define and implement tests
that locate and characterize material conditions and flaws that might otherwise cause
planes to crash, reactors to fail, trains to derail, pipelines to burst, and a variety of less
visible, but equally troubling events. These tests are performed in a manner that does
not affect the future usefulness of the object or material. In other words, NDT allows
parts and material to be inspected and measured without damaging them. Because
it allows inspection without interfering with a product’s final use, NDT provides an
excellent balance between quality control and cost-effectiveness. In general, NDT
includes their application to the industrial inspection. The technologies that are used
in NDT, are very similar to those used in the medical industry, but nonliving objects
are the subjects of the inspections.

NDT methods are all those evaluation methods by which the integrity of different
components or assembled pieces of equipment is being examined nondestructively.
The examination can be performed directly after manufacturing, during acceptance
testing or on-line as a tool for preventive maintenance as well as for the location of
damages, the analysis and the aftercare of damages. The diagnostic methods utilize
physical phenomena to monitor the health of materials or devices and to make prog-
nosis of the future use. This is more-and-more often done online without interrupting
the industrial process.

The subject of NDT has no clearly defined boundaries; it ranges from simple
techniques such as visual inspection of surfaces, through the well-established methods

1 Advanced Electromagnetics Group,Technische Universität Ilmenau, Germany
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of radiography, ultrasonic testing (UT), magnetic particle crack detection, to new
and very specialized methods such as the measurement of Barkhausen noise. NDT
methods can be adapted to automated production processes as well as to the inspection
of localized problem areas.

● NDT is the process of inspecting, testing, or evaluating materials; components or
assemblies for discontinuities; or differences in characteristics without destroying
the serviceability of the part or system. In other words, when the inspection or
test is completed the part can still be used.

● NDT is the application of measurement techniques in order to identify damage
and irregularities in materials. NDT often provides the only method of obtaining
information about the current “health” of the examined object.

● NDT is a measurement of a physical property or effect from which the presence
of damage or irregularity can be inferred. It is not a measurement of an absolute
parameter such as temperature or pressure. The distinction between what would
be considered changes in material properties and what would be considered a
defect is not distinct. This can lead to NDT missing defects and also producing
false calls, i.e. a defect is reported when in fact the signal is not produced by a
defect. Also, NDT is applied to a greater or lesser extent by human operators who
introduce human error and subjectivity into the process.

● NDT is the branch of engineering concerned with all methods of detecting and
evaluating flaws in materials. Flaws can affect the serviceability of the material
or structure, so NDT is important in guaranteeing safe operation as well as in
quality control and assessing plant life. The flaws may be cracks or inclusions in
welds and castings, or variations in structural properties which can lead to loss of
strength or failure in service.

● NDT is commonly used in forensic engineering, mechanical engineering,
petroleum engineering, electrical engineering, civil engineering, systems engi-
neering, aeronautical engineering, medicine, and art. Innovations in the field
of NDT have had a profound impact on medical imaging, including on
echocardiography, medical ultrasonography, and digital radiography.

● NDT is never 100% effective at detecting defects of concern. Like all mea-
surements, defect positioning and sizing measurements with NDT techniques
are subject to errors. As these techniques are often a combination of separate
measurements, these errors can be significant.

If done well, NDT can provide useful information to assist in the management
of plant safety. If inappropriate NDT is applied or NDT is not applied correctly, then
the results are likely to give a false impression of the integrity and safety of the plant.
In contrast to NDT, other tests are destructive in nature and hence they are applied to
a limited number of samples, rather than on the materials, components, or assemblies
actually being put into service. These destructive tests are often used to determine
the physical properties of materials such as impact resistance, ductility, yield and
ultimate tensile strength, fracture toughness, and fatigue strength, but discontinuities
and differences in material characteristics are more effectively found by NDT.
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NDT is a little-known, yet crucial industry. NDT quite simply is the backbone of
the industrial society. NDT keeps the technology running smoothly, and the transporta-
tion running safely. Today modern nondestructive tests are used in manufacturing,
fabrication and in-service inspections to ensure product integrity and reliability, to
control manufacturing processes, lower production costs, and to maintain a uniform
quality level. During construction, NDT is used to ensure the quality of materials
and joining processes during the fabrication and erection phases, and in-service NDT
inspections are used to ensure that the products in use continue to have the integrity
necessary to ensure their usefulness and the safety of the public. It is also used for
measurement of components and spacing and for the measurement of physical prop-
erties such as hardness and internal stress. The essential feature of NDT is that the test
process itself produces no deleterious effects on the material or structure under test.

Today the increased competition in industry and the expectation of shorter return-
of-invest periods for complex and expensive machinery, as well as occupational safety,
health and environmental requirements, presuppose a high availability of the produc-
tion machinery and a high and stable quality of the products. These goals are met
only if the machinery is kept in proper working condition by utilizing a functioning
maintenance philosophy and the right machine diagnostic methods for preventing
machinery breakdowns and loss of profit.

What is Nondestructive Evaluation (NDE)?

A wide variety of test schemes exist, some destructive and some nondestructive.
Strictly speaking NDT has no clearly defined boundaries. Usually, NDT is the devel-
opment and application of technical methods to examine material of components in
ways that do not impair future usefulness and serviceability in order to detect, locate,
measure and evaluate discontinuities, and other imperfections; to assess integrity,
properties, and composition; and to measure geometrical and physical characteristics.
The terms NDT and nondestructive inspection (NDI) are taken to be interchangeable.

Along with further development and sophistication of NDT methods together with
larger diversity of the techniques a rather new term came into use, the nondestructive
evaluation (NDE). NDE comprises many terms used to describe various activities
within the field. Some of these terms are NDT, NDI, and nondestructive examination
(which is often called NDE as well, but should probably be called NDEx). These
activities include testing, inspection, and examination, which are similar in that they
primarily involve looking at (or through) or measuring something about an object to
determine some characteristic of the object or to determine whether the object contains
irregularities, discontinuities, or flaws. Consequently, nondestructive evaluation is a
term that is often used interchangeably with NDT. However, technically, NDE is
used to describe measurements that are more quantitative in nature. For example, an
NDE method would not only locate a defect, but it would also be used to measure
something about that defect such as its size, shape, and orientation. NDE may be used
to determine material properties, such as fracture toughness, formability, and other
physical characteristics [1,2].
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The terms irregularity, discontinuity, and flaw can be used interchangeably to
mean something that is questionable in the part or assembly, but specifications, codes,
and local usage can result in different definitions for these terms. Because these terms
all describe what is being sought through testing, inspection, or examination, the term
NDE has come to include all the activities of NDT, NDI, and NDEx used to find, locate,
size, or determine something about the object or flaws and allow the investigator to
decide whether-or-not the object or flaws are acceptable. Thus, a flaw that has been
evaluated as rejectable is usually termed a defect.

In NDT, in flaw detection applications, the end-product is taken to be a description
of the flaws, which have been detected in terms of their nature, size, and location.
From this, either in conjunction with a standard for acceptable/rejectable flaws, or a
knowledge of, for example, fracture mechanics, a decision is made by the designer,
but in practice may be left to the NDT personnel, or the NDT inspector.

In NDE, it is assumed that this acceptance/rejection of flaws is part of the NDT
process. Thus, NDE includes much more than NDT. While during the NDT process
the defects/anomalies are detected and localized, the goal of the NDE process is the
defect identification, where shape and spatial extension of the defect are estimated.
The final step of the NDE process will be the reconstruction of whole defects. On the
other hand, these differences seem to be important only from a rather academic point
of view. Usually, under the harsh conditions in an industrial testing environment, it is
more-or-less impossible to realize this final step and determine the real size, shape,
extension, and depth of the defect.

Brief history of NDT

Although history does not provide a precise starting date for NDT, its use dates back
many years. It is said that flour and oil were used during Roman times to find cracks
in marble slabs. For centuries, blacksmiths used sonic NDT when listening to the ring
of different metals as they were being hammered into shape; a technique also used
by early bell makers.

Before a historical review of the NDT methods is considered, one has to remember
the definition of an NDT method, which is the utilization of a physical phenomenon
for the noninvasive testing of a product or a material.

With this rough definition of NDT in mind, the oldest NDT method by far is
visual testing (VT) which is as old as mankind starting most likely from the visual
checking of knives for cutting meat and spears for hunting [3].

Acoustics would be the second oldest method because it has been used for testing
since ancient times when man started to make the first pottery vessels. The earliest
known pottery vessels may be those made by the people in China about 20,000 years
ago [4] and acoustics was surely used much later on for the testing of glassware. The
same technique was used in the Middle Ages when testing for instance brass castings
such as a huge church bell. This was, however, testing with audible sound.

The third oldest classical method would be magnetic flux testing of gun barrels.
According to Aristotle magnetism was first discovered by Thales of Miletus and was



Introduction 5

utilized for compasses during the Middle Ages. One of the first recorded uses of NDT
was in 1868, when Englishman S.H. Saxby relied on the magnetic characteristics of
a compass to find cracks in gun barrels. Here he utilized the remanence of the steel
giving detectable leakage fields.

NDT/NDE has been practiced for decades. Over the years, technological
advances spurred rapid developments in techniques and instrumentation. It is impos-
sible to identify exactly when this science began; however, we know that it has been
evolving for centuries. For example, blacksmiths used a sonic technique (listening to
a ring of different metals) to shape them as desired.

The roots of modern NDT/NDE began prior to the 1920s, but awareness of
different methods truly came in the 1920s. During this time, there was an awareness
of some of the magnetic particle tests (MT) and radiography testing (RT), especially
in the medical field.

MT was patented in the United States in 1922 when W.E. Hooke, working with
precision gage blocks at the American Bureau of Standards, devised a method for
magnetizing an object producing a leakage field and using iron powder to delineate
cracks invisible to the naked eye. The real breakthrough for MT came, however, about
a decade later after F.B. Duane and A.V. de Forest had started a partnership in 1929
that later on in 1934 became the Magnaflux Corporation.

Before the breakthrough of MT, the first classical NDT method was RT. NDT,
as it is considered today, started with Professor Wilhelm Conrad Roentgen in 1896.
After his discovery of the X-rays, he took a radiograph of four soldered pieces of zinc
and one of his own hunting rifle. The radiograph of the rifle showed some cast defects
in the material and was thus the start of industrial radiography. Professor Roentgen
disguised the publicity around him and never made any attempts to claim a patent on
his discovery.

In the early days of railroad, a technique referred to as the “oil and whiting test”
was used and staged the ground for the present days penetrant test (PT). This was the
second method to be patented. F.B. Duane was awarded a patent for the fluorescent
penetrant method in 1948. PT was already used before MT. The method was used for
testing the heavy cast parts of huge locomotives in the beginning of the 20th century.
They applied used oil that had a dark pigment, i.e. contained dirt, and whiting was
simply a water-based chalk-slurry that dried out to white film and worked as the
developer [3].

The basis for ultrasonic testing (UT) was established in 1940 when F.A. Firestone
achieved a patent for his invention concerning a flaw detection device. Then, in 1942,
Firestone was the first to use his method for the sonar. In Germany, two physicists
and brothers Herbert and Josef Krautkrämer, who had studied works by Firestone,
made a bet of being able to tell if a cannonball, too thick to be radiographed with
existing equipment, would have a casting flaw inside or not. They used ultrasound
transmission for the bet and finally won it. They founded a company that was to
become the biggest UT equipment manufacturer ever. These two German brothers
did a lot of research on the method and greatly contributed to the development of
the UT method [5]. Since their time the method has gone through several phases of
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development and made enormous achievements in many countries and still has great
potential for further applications.

The sixth classical method is eddy current testing (ECT). This method was being
developed primarily in the United States at the beginning of the 20th century [6].
There were some useful applications like the equipment for sorting materials, but a
working theory of the method was lacking. Then, it was the German F. Foerster who
in the 1950s clarified the theory for ECT and devised the necessary formulae [7,8].
Today production testing of austenitic tubes and in-service testing of heat-exchanger
tubes are well-known applications of ECT.

The breakthrough for the use of NDT methods took place during the Second
World War starting from the testing of submarines and airplanes. During the last 50
years, the use has then incorporated the inspection of nuclear power plant components,
pressure vessels, bridges, elevators, and car parts, which if measured in numbers are
the biggest user today.

Methods and techniques

NDT is usually classified into various methods, each based on a particular scientific
principle. These methods may be further subdivided into various techniques. The
various methods and techniques, due to their particular natures, may lend themselves
especially well to certain applications and be of less or no value at all in other appli-
cations. Therefore, choosing the right method and technique is an important part of
the performance of NDT [1,6,9]. Test method names often refer to the type of pene-
trating medium or the equipment used to perform that test. Current NDT methods are
acoustic emission testing, electromagnetic testing (ET), guided wave testing (GWT),
ground penetrating radar, laser testing methods, leak testing (LT), magnetic flux leak-
age (MFL), microwave testing, PT, MT, neutron radiographic testing, RT, infrared
testing, UT, vibration analysis, and VT. Figure 1.1 shows an overview of available
methods and their classification with respect to the corresponding frequency range
for appropriate applications.

The six most frequently used NDT methods are VT, MT, PT, RT, UT, and ECT:

VT: The most commonly applied NDT method is quite often enhanced by the use of
magnification, borescopes, cameras, or other optical arrangements for direct or
remote viewing.

MT: Another commonly used NDT method used particularly on ferrous materials
involves the application of fine iron particles (either suspended in liquid or dry
powder–fluorescent or colored) that are applied to a part while it is magnetized,
either continually or residually. The particles will be attracted to leakage fields of
magnetism on or in the test object, and form indications (particle collection) on
the objects surface, which are evaluated visually. This is a great technique for use
on welds, or other areas cracking may be of concern. MT uses high contrast paint,
in conjunction with magnetic particles in order to look for very fine cracking and
other defects.
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Figure 1.1 Overview of NDT methods

PT: Penetrant testing is a technique to look for cracking and other surface defects.
Contrast and probability of detection for a visual examination by the unaided eye
is often enhanced by using liquids to penetrate the test article surface, allowing
for visualization of flaws or other surface conditions. This method (PT) involves
using dyes, fluorescent or colored (typically red), suspended in fluids and is used
for nonmagnetic materials, usually metals. Allowing dye to seep into cracks and
other surface breaking defects, and then washing and highlighting the area using
a separate paint, cracks and other defects will hold the dye in, allowing them to
be plainly seen. Ultraviolet dyes can be used as well for extra visibility.

UT: In the case of ultrasonic testing, another volumetric NDT method, sound waves
are utilized, where the mechanical signal (sound) being reflected by conditions
in the test article and evaluated for amplitude and distance from the search unit
(transducer). UT is a common technique employed, providing reliable infor-
mation, with great precision and accuracy. Ultrasound can be used to check the
thickness of an asset with ease, and giving remaining wall thickness. This is a very
common technique, often utilized because of its ability to determine corrosion
rates, provide accurate data and the speed of inspection.

RT: The internal structure of a sample can be examined for a volumetric inspection
with penetrating radiation, such as X-rays, neutrons, or gamma radiation. Radio-
graphy is used in a wide range of applications including medicine, engineering,
forensics, security, etc. In NDT, radiography is one of the most important and
widely used methods. RT offers a number of advantages over other NDT meth-
ods. However, one of its major disadvantages is the health risk associated with the
radiation. In general, RT is method of inspecting materials for hidden flaws by
using the ability of short wavelength electromagnetic radiation to penetrate var-
ious materials. The intensity of the radiation that penetrates and passes through
the material is either captured by a radiation sensitive film or by a planer array
of radiation sensitive sensors. The film radiography is the oldest approach, and
it is still most widely used in NDT.

ECT: It is an electromagnetic technique that uses electromagnetic coils to generate
eddy currents and a secondary magnetic field within that asset. This allows
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subsurface inspection to take place. The eddy currents are interrupted by the
defects and cause permeability changes in the original coil. ECT is great for
welds, especially in lined tanks or pipelines, where direct access to the weld
is unavailable. Due to the ability to penetrate the material, inspection can be
performed through coatings and linings.

Applications

NDT is used in a variety of settings that covers a wide range of industrial activity, with
new NDT methods and applications, being continuously developed. NDT methods
are routinely applied in industries where a failure of a component would cause sig-
nificant hazard or economic loss, such as in transportation, pressure vessels, building
structures, piping, and hoisting equipment.

NDT methods rely upon use of electromagnetic radiation, sound and other signal
conversions to examine a wide variety of articles (metallic and nonmetallic, food prod-
uct, artifacts and antiquities, infrastructure) for integrity, composition, or condition
with no alteration of the article undergoing examination.

The introduction and application of NDT in industry is grossly misrepresented
and misunderstood. It is often said that introduction of this expensive technology
does not give any tangible returns or at least does not give returns proportional to the
investment made. The facts, however, are exactly opposite to this notion and think-
ing. When appropriately applied, NDT gives tremendous returns by way of savings
in scrap, by lowering the ultimate rates of rejection, saving valuable manufacturing
time, increasing the overall quality and reliability of manufactured goods, providing
an extension of plant life through preventive maintenance, saving unnecessary shut-
downs, particularly through in-service inspection, and enhancement of a particular
industry’s reputation and consequent increased sales and profits. Therefore, even from
a purely commercial viewpoint, NDT is of utmost importance for an industrial con-
cern. The additional considerations of NDTs role in safety, failure, and consequent
accident prevention leave no doubt at all about the value and need of NDT.

Summary

As new materials have been developed and products manufactured that demanded
higher quality levels, along with the imposition of stricter standards, the challenges
to NDT are great. The NDT equipment available today should send the message that
“we’ve come a long way”. Those involved with NDT today should appreciate the
significant improvements to this technology made possible through the innovative
equipment at our disposal. Compare today’s equipment with that of the early days and
you cannot help but realize how much better off we are today.

Those early practitioners had to deal with significant challenges, including a
general absence of standards, archaic equipment with limited reliability, little or
no formalized training programs, and an overall lack of acceptance of NDT as a
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technology. To many in those early days, NDT was considered a necessary evil.
While NDT has grown to become a recognized and sophisticated technology, some
concerns remain. NDT is still generally unknown or misunderstood by many. The
many different personnel qualification and certification programs can be confusing
and complicated. It will be interesting to see if the next period in the history of NDT
will be considered the dark ages or a period of enlightenment.

Today there can be found many new challenges in engineering to be overcome by
NDT/NDE. The development of new materials, such as fiber reinforced composites,
laminated structures, soft magnetic composites (SMC), meta-materials, or micro- and
nanostructures, cause a lot of problems concerning NDT.As a reasonable consequence
of this development, the established NDT methods and techniques have to be enhanced
and refined further. On the other hand, faced with the new materials there is also a
need to develop new NDT methods. This will lead to a large market where in particular
NDE strategies can play an important role, maybe much more important than today.

1.1 Electromagnetic testing

ET technologies involve test methods that use magnetism and electricity to detect or
measure fractures, faults, corrosion, or other damage in conductive materials. There
is a number of electrical methods, which can be used for NDT, such as resistance
measurement, electrical conductivity measurement, the use of triboelectric, thermo
electric, or exoelectron effects. Eddy current, penetrating radar, and other electro-
magnetic techniques are used to detect or measure flaws, bond or weld integrity,
thickness, electrical conductivity, detect the presence of rebar or metals, whereas the
major group is ECT.

All electrical methods are working indirectly, i.e. a material property is mea-
sured as an electrical property variation. The methods are applicable to all electrically
conducting materials. Furthermore, analyses of specific magnetic properties and com-
ponent geometries are used to identify the optimum ET method. Electromagnetic
effects resulting from the interaction of electricity and magnetism, form the basis of
a number of NDT methods, including ECT, magnetic particle inspection, magnetic
flux leakage testing, alternating current field measurement, or others.

Although there are numerous ET methods, most often used is the ECT. It is a no
contact method for the inspection of metallic parts. Eddy currents are the result of
alternating electromagnetic fields that are created when an alternating electric current
is passed through one or more coils in a probe assembly. When the probe is linked
with the part under inspection, the alternating magnetic field induces eddy currents
in the test part. Material defects cause interruptions in the flow of the eddy currents
which alert the inspector to the presence of a defect or other change in the material.
Discontinuities or property variations in the test part change the flow of the eddy
current and are detected by the probe.

Eddy currents do not depend on the frequency only, they are also affected by
the electrical conductivity and magnetic permeability of materials. Therefore, eddy
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current measurements can be used to sort materials and to tell if a material has
seen high temperatures or been heat treated, which changes the conductivity of some
materials. Thus, ECT allows material thickness measurements or searching for defects
such as cracks and corrosion.

Electromagnetic induction tests are applied to all stages of metal and alloy fab-
rication and processing. Over the years, probe technology and data processing have
advanced to the point where ECT is recognized as being fast, simple, and accurate.
The technology is now widely used in the aerospace, automotive, petrochemical, and
power generation industries for the detection of surface or near-surface defects in
materials such as aluminum, stainless steel, copper, titanium, brass, Inconel, and
even carbon steel (surface defects only).

1.1.1 Brief historical review

The term eddy current comes from analogous currents seen in water in fluid dynamics,
causing localized areas of turbulence known as eddies giving rise to persistent vortices.
In fluid dynamics, an eddy is the swirling of a fluid and the reverse current created
when the fluid is in a turbulent flow regime. Fluid behind an obstacle flows into the
void creating a swirl of fluid on each edge of the obstacle, followed by a short reverse
flow of fluid behind the obstacle flowing upstream, toward the back of the obstacle.

The first person to observe eddy currents was Francois Arago (1786–1853), a
French politician, who was also a mathematician, physicist, and astronomer. In 1824,
he observed what has been called rotatory magnetism, and that most conductive
bodies could be magnetized; these discoveries were later completed and explained by
Michael Faraday (1791–1867).

In 1834, Heinrich Lenz (1804–1865) formulated the principle that the properties
of the test object react on the test system. The Lenz law describes that the current flow
in the test object is directed in a way that the magnetic field caused by this current
is counteracting the primary magnetic field. Thus, eddy currents cause a secondary
magnetic flux in the test coil which is compensating that part of the flux in the coil
that is equivalent to magnitude and phase of the flux caused by the eddy currents.

French physicist Léon Foucault (1819–1868) is credited with having discovered
eddy currents, and for this reason eddy currents are sometimes called Foucault cur-
rents. In 1855, he discovered that the force required for the rotation of a copper disc
becomes greater when it is made to rotate with its rim between the poles of a mag-
net, the disc at the same time becoming heated by the eddy current induced in the
metal.

ECT technique has its origin with the English scientist Michael Faraday and his
discovery of electromagnetic induction in the beginning of 19th century. Faraday
was a chemist in England during the early 1800s and is credited with the discovery
of electromagnetic induction, electromagnetic rotations, the magneto-optical effect,
diamagnetism, and other phenomena.

Michael Faraday invented in 1831 that the penetration of a time-variant magnetic
field into a conductor as well as the movement of a conductor in a magnetic field cause
a current that is distributed over the entire conductor (electromagnetic induction law).
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This finding has been the prerequisite for the development of a today widespread ET
technique, the ECT. Faraday continued the work of Léon Foucault and found that due
to the relative movement of a conductor and a magnetic field, a voltage is induced in
the conductor, causing a current that nowadays is called “eddy current”. This means,
that exerting of an alternating magnetic field of a coil leads to an induced voltage in
a conducting specimen, driving a current flow in the test object.

Thus, the electromagnetic induction is the working principle of the ECT, which
can be applied to NDT of conducting materials only. Additionally, it has to be noticed
that the eddy currents have been invented once more but this time rather theoretically.
This is due to James Clerk Maxwell (1831–1879) who has formulated in 1864 the
equations defining the theory of electromagnetic fields.

In 1879, another breakthrough was reached when the English scientist, David
Hughes (1831–1900), demonstrated how the properties of a coil change when placed
in contact with metals of different conductivity and permeability. Thus, the first use
of eddy current for NDT has been done by David Hughes when he used the principles
to conduct metallurgical tests for ore sorting.

However, it was not until the Second World War that these developments in the
transmitting and receiving of electromagnetic waves were put to practical use for
materials testing.

The development of ECT was growing up significantly many decades later.
Beginning of 1933, the German physicist Friedrich Foerster (1908–1999) adapted
ECT to industrial use, developing instruments for measuring conductivity and for
sorting mixed-up ferrous components. In 1948, Foerster founded his own company
in Reutlingen, Germany, a business based on ECT that continues to this day. In
the late 1960s, after Dr. Friedrich Foerster has founded the Institute Dr. Foerster in
1948, he developed several ECT devices for industrial applications. The next impor-
tant milestone was the introduction of the multi-frequency technique by a French
manufacturer in 1974. Later several special techniques have been developed (e.g.
magnetic flux leakage, remote ECT, and modulation analysis inspection) leading to
a remarkable extension of the spectrum of practical applications. Other companies
soon followed, especially in the aircraft and nuclear industries.

1.1.2 Electromagnetic NDT methods

ET is a general test category that includes ECT, alternating current field measurement
(ACFM), and remote field testing. Although MT is also an electromagnetic testing
method but, due to its widespread use it is treated more as an independent test method
than as an ET technique. All these techniques use the induction of an electric current
or magnetic field into a conductive part, then the resulting effects are recorded and
evaluated. The group of ET methods included the following:

1.1.2.1 Eddy current testing
Eddy current is the most widely applied electromagnetic NDT technique. Eddy current
testing uses an electromagnet to induce an eddy current in a conductive sample. The
response of the material to the induced current is sensed. Discontinuities appear as
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variations in the eddy currents produced, which are indicated by a signal in the testing
device.

The ECT method is frequently used to detect flaws in pipes and tubings by
inducing a strong external magnetic field around the subject material. ECT is further
beneficial in detecting discrepancies in nonferrous materials such as heat exchanger
tubes, condensers, boilers, and tubings. Since the probe does not have to contact the
work surface, ECT is useful on rough surfaces or surfaces with wet films or coatings.
The eddy current method is also useful in sorting alloys and verifying heat treatment.
It is used on tubing, wire, bearings, rails, nonmetallic coatings, aircraft components,
turbine blades and disks, automatic transmission shafts, and many others. Due to the
low penetration depths (typically<5 mm), only surface and slightly subsurface flaws
can be detected. Although it is a noncontacting technique, ECT requires customized
probes and closed proximity of probe and specimen.

1.1.2.2 Pulsed eddy current testing
As one kind of ECT technology, the pulsed eddy current testing (PECT) technology is
based on the principle of electromagnetic induction and is used to detect the defects in
conductive materials. The principle of PECT is basically the same as that of traditional
ECT, and the differences are the means of excitation and the signal analysis method.

Unlike ultrasonic thickness measurement it measures average wall loss over an
area (footprint). A transmitter coil produces a magnetic pulse which induces eddy
currents within the component wall. The eddy currents in turn produce a second
magnetic pulse, which is detected by the receiving coil. The system monitors the
rate of decay of the eddy current pulse within the steel wall. The average thickness is
derived from the comparison of the transient time of certain signal features with signals
from known calibration pieces. It is important that the operator is given information
regarding the component to allow the NDT equipment to be set up correctly and the
results to be accurately interpreted. This technique is quick to apply, can test through
nonconductive and nonmagnetic material (passive fire protection, concrete) up to
100 mm thick. It is only suitable for low alloy steels and is unable to differentiate
defects on the top and bottom surfaces. Thus, PECT is a technique preferable for
detecting corrosion and erosion and measuring average remaining wall.

1.1.2.3 Remote field eddy current testing
This technique provides an alternative to eddy current NDT for ferromagnetic tube
inspection due to the presence of a strong skin effect found in such tubes. The technique
monitors the magnetic field produced by induced eddy currents at some distance from
the exciting coil. Compared to standard eddy current techniques, remote field testing
provides better results throughout the thickness of the tube, having approximately
equal sensitivity at both the inside and outside surfaces of the tube. The system gives
poorer resolution and has a lower test speed than a high frequency eddy current test.
The technique is highly sensitive to gradual wall thinning but detection of localized
thinning requires special probes and electronic control. For nonferromagnetic tubes,
eddy current tends to provide more sensitivity.
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1.1.2.4 Magnetic particle testing
Defects on the inspection surface interrupt the lines of magnetic flux. Magnetic par-
ticles sprayed onto the surface are attracted to these defects identifying their position.
MT is used to discover surface and subsurface discontinuities, such as cracks and
seams in ferromagnetic materials, where the position, size, shape, and scope of imper-
fections is estimated. This method only detects abrupt changes in the magnetic field
and therefore only supplies capability for defects that break the inspection surface.
However, because the sensitivity of MT decreases significantly a short depth under the
surface being examined, it is principally used to catalogue surface discontinuities. A
magnetic field is induced into the examined component and iron particles are applied
to the surface as a dry powder or in medium such as water, solvent, or light oil. A
variety of particle colors are applied to get the best contrast with the material being
examined. Fluorescent magnetic inks are used to increase the contrast of indications
making them more visible to the operator and hence increasing the sensitivity of the
technique. Discrepancies are highlighted as the particles collect and form around the
magnetic flux leakage that surrounds such defects. Welds, castings, forgings, valves,
machined parts, pressure vessels, and structural steel are typical candidates for MT
inspection. Care needs to be taken to avoid false calls which may arise due to changes
in geometry or the presence of residual magnetic fields. Magnetic particle inspection
is generally the preferred NDT method for the detection of surface or slightly subsur-
face flaws in ferritic material. The detection of flaws is limited by the field strength
and the direction of the magnetization field with respect to the flaw extension. It
needs clean and relatively smooth surfaces and the depth of the flaws can usually not
be indicated. Furthermore, the test piece which can be difficult for some shapes and
magnetizations.

1.1.2.5 Liquid or dye penetrant testing
PT is used to detect discontinuities that are open to the surface in both ferrous and
nonferrous test materials. Dye is drawn into any surface breaking defects which
are then highlighted by the application of a developer which draws the dye back
out of the defect. This NDT method can only detect defects which are open to the
inspection surface. Dye penetrant is the preferred surface technique for nonmagnetic
materials. PT can distinguish surface discontinuities such as cracks, seams, laps,
cold shuts, laminations, and porosity. Dye penetrant is better suited to the detection
of volumetric defects like pits but is more susceptible to the surface condition than
magnetic particle inspection. Detection of tight cracks will require the dye to be left
on the surface for a long time. Red dyes visible in ordinary light and fluorescent
dyes visible under ultraviolet light are used along with a developer. The developer
is a thin powder coating, normally applied by an aerosol, which draws the penetrant
out of any discontinuities while providing a contrasting background to increase the
discernibility of discontinuities. The component surface needs to be cleaned prior
to the application of dye penetrant inspection. Mechanical cleaning methods can
lead to crack openings being closed, subsequently preventing detection. Fluorescent
dyes are used to increase the contrast of indications making them more visible to
the operator and hence increasing the sensitivity of the technique. Typical candidates
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for PT include welds and weld overlays, castings, forgings, valves, machined parts,
pressure vessels, vessel linings, and structural steel, but it can be applied to tubing,
brazing, billets, turbine blades and disks, gears, and in particular to aluminum parts
as well. It is often used on nonferromagnetic materials for which techniques, such
as magnetic particle inspection, are not appropriate. But it needs access to the test
surface, the defects must be surface breaking and decontamination or precleaning
of the test surface may be needed. Furthermore, PT requires nonporous material
surfaces and very tight and shallow defects are difficult to find, the flaw depth is
not indicated.

1.1.2.6 Magnetic flux leakage
This technique relies on the detection of the magnetic flux, which is “squeezed” out
of the metal wall under test by any decrease in the wall thickness. The amplitude of
the signal obtained from any wall loss is proportional to the volume that is missing
from the region interrogated. This means that the amplitude does not necessarily
correspond to the decrease in thickness of the wall. The technique is not able to
discriminate between material loss on the near surface and material loss on the far
surface. Surface roughness, surface corrosion, distortion, build-up of debris on the
magnets, and any physical disturbance of the scanning system as it moves across the
component will adversely affect the results. MFL is a qualitative technique and is
unable to give an accurate assessment of the remaining wall. It has found wide use
in the NDT of tank floors because it is quick to apply and can detect material loss
on both surfaces of the floor. The requirement for the sensor to be placed between
the poles of a magnet mean that the technique is unable to give 100% coverage of
a floor up to vertical obstructions and side walls. The wall thickness that can be
inspected by magnetic flux leakage is limited by the requirement to achieve magnetic
saturation. The high level of set-up effort makes the technique susceptible to human
error. Procedures need to be clear and sufficiently detailed and operators need to be
qualified and experienced in the application of the technique.

1.1.3 Capabilities of electromagnetic techniques

1.1.3.1 Thickness measurement
The commonest damage found on process plant is corrosion and so techniques which
allow remaining wall thickness to be measured are widely applied. Ultrasound (high-
frequency sound) provides an accurate point measurement of wall thickness. The
surface on which the transducer is placed needs to be clean and, as it provides a point
measurement, the measurement positions need to be selected with consideration of the
type of corrosion damage so that the minimum wall thickness can be detected. When
using a grid to survey a large surface area, the pitch of the grid needs to be selected
so that it will detect the damage of concern. Care needs to be taken when taking
measurements on plant which is painted or coated to ensure that the measurement
is just that of the remaining wall. Newer instruments have facilities to assist the
operator in this task but older equipment require more care on the part of the operator.
Other thickness techniques are radiography, MFL, or Pulsed eddy currents, some of
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them are discussed later. These techniques are more limited in their application by
material type, accuracy of measurement, wall thickness, or geometry than ultrasound
but offer other advantages such as speed of application or the ability to inspect under
insulation.

1.1.3.2 Defect detection
Defect detection techniques fall into two categories:

● Surface techniques – can only detect defects on or near to the surface of a
component;

● Volumetric techniques – can detect both surface and embedded/internal defects.

There are several electromagnetic surface techniques, such as PT, ECT, or MT,
which can be used to detect surface defects. But there is in fact no electromagnetic
volumetric technique available or even used in industrial applications. Such testing
can only be done if methods like radiography or ultrasound are applied. They enable
the fully investigation of the specimen’s volume in the testing procedure, i.e. even
defects in large depth can be detected.

On the other hand, several ET techniques are used in industry, which cannot
clearly be classified into one of these two categories. These methods are utilized at
the borderline between surface and volumetric studies, depending on the application
and current measurement conditions. Methods such as ACFM, PECT, remote field
eddy current testing (RFECT), or MFL, which are already well-established on the
market, can be counted to this group.

1.1.4 Present state of eddy current inspection

1.1.4.1 Perspectives of NDT
The NDT market is expected to be worth USD 12.06 billion by 2023, growing at
a compound annual growing rate (CAGR) of 7.83% between 2017 and 2023 [10].
NDT has its applications in various industries such as manufacturing, aerospace,
automotive, oil and gas, infrastructure, and power generation.

The UT segment is expected to hold the largest market share between 2017 and
2023. UT uses high-frequency sound waves to detect flaws or variations in properties
of the materials. The UT is used to determine the thickness and detect the depth of
internal flaws of metallic and nonmetallic materials. Ultrasonic rays have a high pene-
trating power, sensitivity, and accuracy; also, they are nonhazardous. Other techniques
such as terahertz imaging and near-infrared spectroscopy have niche applications, and
the market for the same is expected to grow at the highest CAGR between 2017 and
2023.

Inspection services accounted for the largest market share in 2016. The need
for regular inspection and maintenance of the equipment in the oil and gas industry
vertical leads to the growing demand for NDT inspection services. The booming auto-
motive and manufacturing verticals in the Asia-Pacific (APAC) region are the major
drivers for the growing NDT market. The market for training services is expected
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to grow at highest CAGR between 2017 and 2023. The lack of skilled and qualified
technicians and the need to upgrade the skills of existing technicians is one of the
drivers for the growth of the NDT market for training services.

The oil and gas vertical accounted for the largest market share in 2016. The
demand for testing in this sector is largely driven by the mandates pertaining to the
safety and environmental regulations by various governments to extend the asset’s life
and productivity, minimize repair cost, manage risks, and avoid catastrophic disasters,
and other accidents. The market for the manufacturing vertical is expected to grow at
the highest rate between 2017 and 2023. High investment in various projects, such as
“Make in India” by the Indian Government or the high-tech strategy of the German
Government Industries 4.0, is expected to uplift the manufacturing vertical during the
forecast period.

NorthAmerica held the largest share of the NDT market in 2016, and it is expected
to grow at a moderate CAGR between 2017 and 2023. The market in theAPAC region,
which includes India, China, Japan, and Korea, is estimated to grow at the highest
rate during the forecast period. The demand for NDT in the APAC region is expected
to be driven by increasing infrastructure projects and power plants.

There are few restraints for this market such as the high cost of automated NDT
equipment and the lack of skilled and qualified personnel. The setup cost is high
for automated equipment; as a result of which, many small-scale organizations use
simple inspection systems that might not be as reliable as the automated ones. The
lack of awareness about new technologies and less number of training centers are
hampering the NDT market.

1.1.4.2 Perspectives of ECT
According to the report released by MarketsandMarkets in August 2016 [11], the
global ECT market is expected to grow from 866 million USD (2015) to 1.68 billion
USD by 2022, at a CAGR of 9.82% between 2016 and 2022. The base year considered
for the study is 2015, and the forecast period is between 2016 and 2022.

The ECT report provides a detailed analysis of ECT market based on type, service,
vertical, and geography. This market report gives detailed information regarding the
market dynamics influencing the growth of the market. The market within this study
has been classified on the basis of ECT types into conventional eddy current, remote
field testing, eddy current array (ECA), alternating current field measurement, PECT,
near-field testing, near-field array, and partial saturation eddy current. The application
in the oil and gas vertical is expected to hold the largest market share between 2016 and
2022. The demand for testing in this sector is largely driven by various governments’
mandates for ensuring the safety of the environment by avoiding pipeline leakages, oil
spills, and other accidents. The demand for ECT is expected to be driven by increasing
number of power plants, since ECT is used to inspect heat exchangers, tanks, and
other equipment, which are key parts of power plants. The demand is increasing all
over the world due to government regulations for the overall safety of industrial assets,
workforce, and the surrounding environment.
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1.1.4.3 Summary
There have been many recent developments in ECT, leading to improved performance
and the development of new applications. ECT is now a widely used and well under-
stood inspection technique for flaw detection as well as for thickness and conductivity
measurements.

Eddy current inspection is used in a variety of industries to find defects. One of
the primary uses of ECT is for defect detection when the nature of the defect is well
understood. In general, the technique is used to inspect a relatively small area and the
probe design and test parameters must be established with a good understanding of
the flaw that is to be detected. Since eddy currents tend to concentrate at the surface
of a material, they can only be used to detect surface and near surface defects.

In thin materials such as tubings and sheet stocks, eddy currents can be used to
measure the thickness of the material. This makes ECT a useful tool for detecting cor-
rosion damage and other damage that causes a thinning of the material. The technique
is used to make corrosion thinning measurements on aircraft skins and in the walls of
tubing used in assemblies such as heat exchangers. ECT is also used to measure the
thickness of paints and other coatings.

Computer-based systems are also available that provide easy data processing
features for scientific purposes. Signal processing software has been developed for
trend removal, background subtraction, and noise reduction. Sometimes impedance
analyzers are used to allow improved quantitative eddy current measurements. Some
laboratories have multidimensional scanning capabilities that are used to produce
images of the scanned regions.

More details of these frequently applied techniques used since many years can
be found in textbooks, handbooks, or review papers like [3,6,7,12]. But there are only
very few references considering more recent developments [13,14] or presenting new
techniques applied to new fields of research [15,16]. Electromagnetic NDT technolo-
gies have developed rapidly in recent years, and there have been some new methods
or new applications. In recent years, the theories and applications of electromagnetic
ultrasonic guided wave testing (UGWT), RFECT, defect quantification in MFL, and
PECT have achieved rapid development, and these techniques are widely used in the
online defect detection of oil and gas pipeline, rail track, pressure vessel, etc.

The new book, published recently by Huang and Wang [15], introduces new
methods and technologies in the electromagnetic NDT field, as UGWT or metal
magnetic memory testing, as well as some new developments of PECT, low-frequency
eddy current testing (LFECT), RFECT, and MFL.

1.1.4.4 Electromagnetic UGWT
As an important branch of the NDT field, UT is widely used in the steel, electric power,
petroleum, transportation, medical, industry. In the process of UT, the ultrasonic trans-
ducer is the core component of excitation and reception of ultrasonic waves, mainly
including the piezoelectric ultrasonic transducer and the electromagnetic acoustic
transducer (EMAT). Compared with the piezoelectric ultrasonic transducer, EMAT
has many advantages, such as being contact free, without the need for the coupling
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medium, and easy to produce shear horizontal waves. Furthermore, it can be applied
in a high-temperature environment.

1.1.4.5 Metal magnetic memory testing
The mechanical stress is directly related to the spontaneous magnetization and the
residual magnetic field of the ferromagnetic material. Residual stresses and stress
concentration in the component of structures impinge on the mechanical properties,
erosion-resistance, dimensional precision, and cause fatigue failure. They also have
an impact on the magnetic characteristics of ferromagnetic materials.

1.2 Eddy current testing

1.2.1 Eddy current and ECT

1.2.1.1 Eddy currents
Eddy currents (also called Foucault currents) are loops of electrical current induced
within conductors by a changing magnetic field in the conductor, due to Faraday’s
law of induction. Eddy currents flow in closed loops within conductors, in planes
perpendicular to the magnetic field. They can be induced within nearby stationary
conductors by a time-varying magnetic field created by an AC electromagnet or
transformer, for example, or by relative motion between a magnet and a nearby
conductor.

The magnitude of the current in a given loop is proportional to the strength of
the magnetic field, the area of the loop, and the rate of change of flux, and inversely
proportional to the resistivity of the material. By Lenz’s law, an eddy current creates a
magnetic field that opposes the magnetic field that created it, and thus eddy currents
react back on the source of the magnetic field. For example, a nearby conductive
surface will exert a drag force on a moving magnet that opposes its motion, due
to eddy currents induced in the surface by the moving magnetic field. This effect
is employed in eddy current brakes, which are used to stop rotating power tools
quickly when they are turned off. The current flowing through the resistance of the
conductor also dissipates energy as heat in the material. Thus, eddy currents are a
source of energy loss in alternating current (AC) inductors, transformers, electric
motors and generators, and other AC machinery, requiring special construction such
as laminated magnetic cores to minimize them. Eddy currents are also used to heat
objects in induction heating furnaces and equipment, and to detect cracks and flaws
in metal parts using ECT instruments. The study of traditional ECT in materials with
no ferromagnetic properties, such as aluminum, provides the knowledge base needed
to implement the ECT method to ferromagnetic materials as well.

This chapter includes first an explanation of the characteristics, capabilities, and
drawbacks of the conventional ECT method. Then the different options for ECT
techniques are discussed, starting with the different strategies to implement such
techniques. In particular, an introduction to motion-induced eddy current testing
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(MIECT) is given, explaining the potential benefits of researching this topic to inspect
materials where motion is involved.

1.2.1.2 Eddy current testing
Traditional ECT is an NDT method that is used to inspect conductive materials to
detect and characterize defects caused by corrosion, impact or material fatigue. In the
traditional method, a time-varying magnetic field is applied to the conductive mate-
rial which induces eddy currents. These currents generate a secondary magnetic field
which opposes the excitation field. In the presence of a discontinuity in the conduc-
tivity of the sample material (such as a crack), the eddy currents are disturbed (from
the normal path without a crack) and in turn so is the opposing magnetic field. By
measuring the total magnetic flux (resulting from the excitation field plus secondary
field), the changes in the paths of the induced eddy currents can be detected, and
the presence of a defect is detected. A magnetic sensor can be used to measure the
total magnetic flux and detect the anomalies caused by defects. This method allows
the detection, location, and characterization of defects in metals without changing its
mechanical properties, and without requiring direct contact with the metal. It is also a
very sensitive method, allowing the detection of defects at a very early stage. The cur-
rent induction is affected by several factors that occur due to the physical nature of the
induction process. Such factors are the electromagnetic characteristics of the sample
material like conductivity, permittivity, and permeability (distance between the probe
and the surface of the material), and frequency of excitation. For instance, the mag-
netic permeability increases the skin-effect which restricts the defect detection capa-
bility to superficial defects. Also, the shape of the coil and the shape and orientation
of the defects directly affect the perturbation of the measured magnetic flux.

In short, one could claim that primarily the idea of using NDT methods is to find
discontinuities in the material, either originating from the manufacturing process or
from overstraining in use. The sought discontinuities are mostly cracks stemming
from false manufacturing techniques or from fatigue or thinning caused either by
corrosion or erosion. In other words, the discontinuities have to be located first.
Thereafter, the dimensions and directions of the discontinuities have to be evaluated
from the measurements, and then the flaws have to be categorized in terms of confor-
mance to stipulated acceptance criteria. These criteria evolve from fracture mechanical
calculations based on critical flaw size and the speed of the extension of the flaw.

1.2.2 ECT principles

ECT is an extensively used method for the inspection of electrically conducting
objects. The method allows the contactless detection of defects in ferromagnetic and
nonferromagnetic materials. The general principle of ECT is shown in Figure 1.2. It is
based on the induction of eddy currents inside the object under test. This is achieved
by a coil, driven by an alternating current, which generates a time-dependent primary
magnetic field B(p). Conductivity anomalies are revealed by measuring the variations
in the magnetic field resulting from a perturbed eddy current distribution J.
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Figure 1.2 Basic principle of ECT. An excitation coil, including a sensing unit, is
located at a lift-off distance h above the specimen. A defect of length
Xd, width Yd, and height Zd is located at a depth d

The origin of the method can be traced back to the work done by Dr Friedrich
Foerster in the 1960s, whereas early work on the analytical analysis of the field
problem in ECT has been done by Dodd and Deeds [17]. They evaluated the impedance
variations in secondary pick-up coils as a direct consequence of a perturbed eddy
current profile in case of defective conductors.

Typical areas of application include the evaluation of safety-sensitive parts in
nuclear power plants, aircraft structures [18,19] as well as in the petroleum or auto-
motive industry, respectively, or for the inspection of printed circuit boards [20].
Very recently, its application is extended to inspect carbon-fiber-reinforced poly-
mers [21,22], which shows that the continued development of eddy current techniques
is still of great interest. The challenging task in ECT is to detect deep-lying defects.
The measurement task lies in the detection of weak changes in the magnetic field in
close vicinity of the excitation coil. The induced eddy currents generate a secondary
magnetic field B(s) for itself. This counteracts the exciting primary field B(p). The
total magnetic field B = B(p) + B(s) is expelled out of the conductor with electrical
conductivity σ and magnetic permeability μ in case of high frequencies ω = 2π f .
Thus, the eddy currents are concentrated near the surface of the conductor. This
phenomenon is called skin-effect and can be approximated by the skin-depth δ

δ =
√

2

ωσμ
. (1.1)

It approximates the depth below the surface of the conductor at which the current
density is decreased to 1/e of its surface value. This definition is derived from the
case of a sinusoidal current in a homogeneous conducting half-space. It represents
a physical limit, which cannot be overcome. Therefore, in order to inspect deep-
lying defects, the excitation frequency has to be reduced. However, the detection
of subsurface defects requires sensors having a high sensitivity and low intrinsic
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magnetic noise to improve the signal-to-noise ratio. At the early stage of ECT, the
most common sensors were secondary pick-up coils. In that case, the defect signal
consists of the relative change in impedance with respect to the sensor position. When
decreasing the frequency, the rate of change of the magnetic flux density perturbation
due to impurities is reduced and pick-up coil-type sensors become ineffective. In
the following, some alternative magnetic field sensors, applied in the framework of
ECT, are presented. It is emphasized that those are not restricted to ECT and are also
applied to some extend in the framework of MIECT.

To overcome the disadvantages of pick-up coils, Hall probes [2] or fluxgate sen-
sors [23] are often used. However, the currently most prevalent magnetic field sensors
in ECT are highly sensitive giant-magnetoresistive (GMR) sensors [24]. Some disad-
vantages are lying in their hysteretic nature and the need to bias them with a distinct
external magnetic field in order to reach the linear operating point. A promising
alternative to the previously mentioned sensors are spin-dependent tunneling (SDT)
devices [25]. This type of sensor makes use of the principle of the electron spin-
dependent quantum mechanical tunneling through a thin insulating layer (e.g. 1–2 nm,
Al2O3) located in between two magnetic layers (e.g. FeCo/CrPtMn and NiFe). This
is in contrast to GMR sensors, which make use of a conducting layer. The relative
magnetization direction between the two magnetic layers determines the resistance of
the device, which is in turn proportional to the external magnetic field to be sensed.
Their application in the framework of ECT is reported by Wincheski et al. [25]. They
showed that the use of SDT sensors allows the detection of defects in close vicinity
to ferromagnetic fasteners located in a depth of around 5 mm considering an excita-
tion frequency of 500 Hz. The application of superconducting quantum interference
devices (SQUIDs) seems inherent when it comes to most challenging measuring
tasks considering magnetic fields [26]. This technology offers an unrivaled sensi-
tivity which enables the detection of very deep faults. However, these systems are
disadvantageous in terms of increased cost and the requirement of cooling. Due to
the presence of the cooler, the lift-off distance between the sensor and the specimen
is considerably higher compared with room temperature systems. The increased dis-
tance between source and sensor influences the effective sensitivity. Typical lift-off
values of SQUID ECT systems are in the range of about 7–20 mm [27] compared
with 0.5–2 mm of traditional setups. Initial work on this topic can be dated back to
the late 1970s [28]. Following this, SQUID-based applications in NDT were pub-
lished in the early 1980s [26]. In general, there are two kinds of systems. These are
either shielded systems, which are based on standard SQUIDs or unshielded sys-
tems which make use of SQUID gradiometers. One challenge in such systems is
the cancellation of the excitation field at the location of the SQUID. This is done
either by a double D-shaped excitation coil [29] or by a circular primary coil in
combination with a local compensation coil [27]. It is reported that with the lat-
ter it was possible to achieve a considerably better compensation. In 1995, Tavrin
et al. demonstrated a gradiometric-based SQUID ECT system which worked in
a magnetically unshielded laboratory environment [30]. This study confirmed that
this kind of system could find practical application. The group around Tavrin mea-
sured very deep-lying slot like flaws covered by 34.5 mm of aluminum. An overview
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about potential applications and developed SQUID-based ECT systems is given in
[31,32].

Another rather new approach uses multi frequency excitation and the spectrogram
eddy current method, e.g. for the detection of surface cracks and dissections in clad
materials [33–35]. The system consists of small differential eddy current transducers
and subsystems for scanning, excitation, and data acquisition. The signal measured
during transducer movement can be presented in form of a spectrogram. Properties
of the spectrograms can be used for defect’s detection and identification.

Recently, the ECT method became greatly enhanced in terms of testing time by
the development of array-based systems (ECA testing). Studies by Mook et al. [36],
Postolache et al. [37], and Jun et al. [38] proposed arrays made of secondary coils,
GMRs, and Hall sensors, respectively. Industrial applications can be found preferably
in the oil and gas industry. Over the years, a variety of modifications of the ECT
method came into existence as for example PECT [39] or RFECT [40]. Further
readings about the ECT method, its extensions, and the application of different sensor
technologies can be found in [2,13,24,41].

The main disadvantage of ECT is the frequency-dependent field attenuation. In
order to provide an overview about the current detection limits in ECT, a summary
of selected publications distinguished by the applied sensor technology is given in
Table 1.1. It focuses on the detection of subsurface defects located deep inside the
specimen. The defect depth d is defined by the distance from the surface of the
specimen up to the upper surface of the defect such that it represents the amount of
flawless material covering the defect (see Figure 1.2). The size of the investigated
defect [Xd , Yd , Zd] plays a major role during the investigations of the detection limit.
Most of the studies listed in Table 1.1 do assume slit-like cracks such that the length
of the defect is much larger than the characteristic diameter of the sensor system
itself. This considerably increases the depth limit compared with isolated inclusions
of finite size which are surrounded by conductive material. That circumstance has to be
considered when comparing the results of the studies to each other. The advancements
of the eddy current technique by applying alternative magnetic field sensors can
be seen clearly from Table 1.1. As expected, SQUID sensors outperform all other
sensors which operate at room temperature. However, the requirement of cooling and
eventually shielding leads to increased maintenance and cost.

1.2.2.1 Current-induced ECT
Eddy currents are defined in the general theory of electromagnetism and they can be
explained using Faraday’s law of induction. This law states that when a time-varying
magnetic field is applied to a conductor, an electromotive force (EMF) will be induced
in it. This EMF creates currents that generate a magnetic field that opposes the initially
applied field. This law is represented in (1.2) in its integral form and states that the
line integral of the electric field around a closed loop L that bounds the surface S is
equal to the negative rate of change (along time) of the magnetic flux through the
same surface.∮

L
E · dl = −

∫∫
S

∂B
∂t

· dS. (1.2)
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Table 1.1 Overview of ECT studies using different magnetic field sensors to detect
deep-lying subsurface defects. The geometrical dimensions [Xd , Yd , Zd]
and d are defined in Figure 1.2

Author Year Ref. Frequency X d (mm) Y d (mm) Zd (mm) d (mm)

Secondary pick-up coils

Mook et al. 2006 [42] 350 Hz 3 100 3 8.5
100 Hz <0.1a >100b 25 22.5
50 Hz <0.1a >100b 25 28.8

Almeida et al. 2013 [43] 100 kHz 2-3c 2-3c 7 3
Carlstedt et al. 2014 [44] 100 Hz 12 2 2 6

Fluxgate sensors

Gasparics et al. 1998 [45] 20 kHz 10 <0.1a 1 4
Kreutzbruck et al. 2000 [23] 180 Hz <0.1a 40 0.6 12.4

GMR sensors

Dogaru et al. 2001 [46] 1.5 kHz 15 0.5 2 1.5
Sikora et al. 2003 [47] 20–120 Hz 0.5 >50c 4 16
Tsukada et al. 2006 [48] 50 Hz 1 25 1 6
Yamada et al. 2008 [49] 50 Hz 1 25 1 8–14d

Wincheski et al. 2010 [19] 185 Hz 0.13 14 1 9
Hamia et al. 2010 [50] 325 Hz 0.5 50 2 8
Cacciola et al. 2010 [51] 60 kHz 2 2 4 4

SQUID sensors

Tavrin et al. 1996 [30] 10 Hz <0.1a 200 1.5 34.5
Krause et al. 2002 [26] 90 Hz 0.15 40 1.2 12.7
Horng et al. 2002 [52] 400 Hz 1 50 1.5 7.2
Jeng et al. 2002 [53] 2–20 kHz 1 50 1.5 7.2
Allweins et al. 2003 [54] 15 Hz 20 <0.1a 15 31
Fardmanesh et al. 2009 [55] 20 Hz 0.05 >100b 5 24

a The defect was represented by a thin cut whose explicit width is not provided.
b The defect is assumed as infinitely long and extends along the whole specimen; the explicit value is not

provided.
c Approximated; explicit value not provided.
d Maximum detectable defect depth for solid and layered specimens, respectively.

This phenomenon is illustrated in Figure 1.3 where the coils, a conductive spec-
imen with a defect, the eddy currents and magnetic fields involved are present. The
excitation coil is carrying a sinusoidal current imposed by the current source. This
current generates the primary magnetic field B(p), which is proportional to the intensity
of the excitation current at any moment in time. Therefore, the primary magnetic field
is also sinusoidal, and as it varies in time, EMF is induced in the conductive plate.
The EMF in turn induces eddy currents J(i) in the specimen. As the EMF is pro-
portional to the derivative of the magnetic flux, the induced currents are delayed (in
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Figure 1.3 Conventional eddy current induction method using an excitation coil
with sinusoidal current. (a) Far from the defect. (b) Close to the
defect

time) compared with the excitation current applied. The secondary magnetic field
B(s) produced by the eddy currents opposes the primary field and affects the resulting
magnetic flux.

The induced eddy current distribution and intensity depend on parameters, such
as the intensity and frequency of the primary field or the conductivity and magnetic
permeability of the sample material. An alternating current of a given frequency is
generated in the primary or exciting coil. An alternating magnetic flux is conse-
quently produced. This induces an alternating current of the same frequency in the
secondary coil. With the introduction of the specimen, the alternating flux of the
primary magnetic field induces in the specimen an eddy current flow which gives rise
to an alternating magnetic flux in the opposite direction. The current in the secondary
coil as well as resultant field, which will change the coil impedance, are consequently
reduced. For given conditions, the reduction in current should be equal for all identical
specimens placed in the same position relative to the coils. Any observed inequality
in the value of the reduced current could indicate the presence of a defect, a change in
dimensions, or a variation in the electrical conductivity or in the magnetic permeabil-
ity of the test specimen due to a change in its physical or chemical structure. Thus,
the change in the eddy current density can be detected and used to characterize the
discontinuity causing that change.

The coil impedance, which is usually measured in practice instead of the current
or flux, is a vector quantity having resistive and inductive components. These are phase
shifted by 90◦ to each other. The other quantity that may be measured in practice is
the voltage across the coil. The coil impedance as well as the voltage are related to
the effective permeability of the test specimen, the test frequency of the coil, the
limiting or boundary frequency of the test specimen, and the fill factor of the coil. By
varying the type of the coils, the test method can be applied to flat surfaces or tubular
products. This technique works best on smooth surfaces and has limited penetration,
usually less than 6-7 mm. The skin depth, which is a function of the permeability
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and conductivity of the material as well as the frequency, determines the depth of
penetration of the eddy currents. In ferromagnetic materials, the skin depth is very
small and the technique will only detect surface breaking defects. In nonmagnetic
material, it provides some subsurface capabilities and may give some indication of
the depth of a defect. Encircling coils are used to test tubular and bar-shaped products.
The tube or bar can be fed through the coil at a relatively high speed, allowing the
full cross-section of the test object to be interrogated. However, due to the direction
of the flux lines, circumferentially oriented discontinuities may not be detected with
this application. The inspection frequencies used in eddy current inspection range
from 200 Hz to about 6 MHz. The choice of the frequency depends on the thickness
of material, the desired depth of penetration, the degree of sensitivity or resolution,
and the purpose of inspection. Selection of inspection frequency is normally based
on a compromise between the depth of interest and sensitivity to flaws. Increasing
the frequency lowers the depth of penetration but increases the resolution and vice
versa. Normally the highest inspection frequency compatible with the penetration
depth required is selected. For surface flaws, frequencies up to several MHz may be
used. For the inspection of ferromagnetic materials, due to the limiting skin-effect,
relatively low frequencies are normally used. The inspection probe will give a certain
indication on the instrument when placed in air. This indication will begin to change as
the probe is brought close to the test piece and will continue to change until the probe
is directly on the piece. This change in indication with change in spacing between the
probe and the material to be tested is termed lift-off. The lift-off has a drawback as
well as an advantage. The drawback is that many indications resulting from conditions
of primary interest are masked by small changes in spacing. The advantage is that
by utilizing the lift-off effect, the ECT instrument can be employed much easier for
measuring nonconductive coating such as paint and anodized coating in metals. When
an eddy current inspection probe approaches the edge of a part, the eddy currents are
distorted because they are unable to flow beyond it. The indication obtained from it is
called edge-effect and is very dominant, thereby limiting inspection near edges. It is
not advisable to inspect any closer than about the penetration depth from the edge of
a part. The distribution of eddy currents in the part being inspected is densest at the
surface (due to skin-effect) closest to the probe and progressively become less dense
with increasing distance from the surface.

1.2.2.1.1 Equipment and measurements
The main component of eddy current equipment is the probe of which there are several
different types. The probe could be of encircling type, of internal type, or of external
type. The main coil arrangements which may be present in these probes can be divided
mainly into three categories depending upon the methods of measurement. In the
absolute method, the primary and secondary coils are matched so that in the absence
of any test specimen the voltages across them are equal and opposite. Introduction
of the test piece results in a change in impedance and a voltage change appears
which is measured. The comparison method consists of the use of two identical coil
assemblies. A standard defect-free specimen is placed in one coil and the test specimen
in the other. Changes arising from the differences in the two samples are measured.
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In the auto-comparison method, two different parts of the same sample are compared
with each other. Such equipment can be used for testing ferromagnetic as well as
nonferromagnetic materials, provided a DC magnetic saturation unit is used. There
is equipment available which is used for testing tubes, rods, and bars that are passed
through an encircling coil assembly.

The eddy current equipment for measuring conductivity of materials employs a
single probe coil acting simultaneously as an exciter and pick-up. The probe is moved
by hand over the surface of the test material. The impedance of the coil is initially
balanced with that of a similar coil inside the main body of the apparatus. Changes
in the impedances of the probe coil due to eddy currents in the material under test
give rise to an out-of-balance voltage which is indicated by a meter directly in units
of conductivity. The frequency chosen for operation depends on the range of values
of conductivity to be measured and the thickness of the material. If this frequency has
been chosen too high, the measurements are performed, due to the skin-effect, close to
the surface of the specimen. This procedure can cause problems for those cases where
a volumetric measurement is preferred. Applications of this type of equipment include
sorting of mixed materials, hardness testing, control of homogeneity, measurement of
porosity, and investigating degrees of heat treatment for nonferromagnetic materials.

The thickness of nonconducting coatings on nonferromagnetic metal surfaces
with the help of eddy current equipment is determined by measuring the lift-off effect
for a probe coil. The probe coil is coupled by a transformer to a tuned circuit which
is connected to a highly sensitive and stable frequency oscillator. When the probe is
placed in contact with the surface of the coating, the oscillations decrease in amplitude
by an amount depending on the coating thickness.

Ferromagnetic materials can be tested by subjecting them to magnetic hysteresis.
The equipment for this includes two identical coil assemblies of either the encircling
or probe type which are located at right angles to one another in order that the flux
passing through one set of coils does not pass through the other.

The two signals are superimposed on one another, and in the absence of a test
sample, the phases cancel out, and a horizontal straight line is observed. When a test
specimen is introduced in one of the coils, the material undergoes magnetic hysteresis
the loop of which is modified by the action of induced eddy currents. The straight line
becomes disturbed and the trace assumes a shape that is characteristic of the electrical
conductivity, the magnetic permeability, and the dimensions of the material. On
applying an identical specimen to the second coil in exactly the same relative position,
the trace again becomes a straight line. If, however, the permeability, conductivity,
or dimensions of two specimens differ in any way, the trace assumes a shape which
is characteristic of this difference. The equipment can be used to test ferromagnetic
components of various shapes and sizes for such properties as hardening, the existence
of internal stresses, machinability, etc. Manufacturers usually supply along with the
equipment standard shapes of traces characteristic of some of these properties.

1.2.2.1.2 Limitations of ECT
ECT can be carried out on all materials which conduct electricity. Both ferromagnetic
and nonferromagnetic materials can be tested. The method has the advantage that
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contact with the test specimen is not necessary. No couplant is therefore needed. The
probe coils can be made with very small diameters and thus can detect the presence
of very small flaws.

The sensitivity of the coils can be increased by the insertion of high-permeability
cores such as ferrite rods which produce very sensitive focused coils. Long wires,
tubes, rods, etc. can be tested by feeding them through the coils at a constant speed.
The relative cost of inspection is therefore low. Under certain circumstances, the
indications produced are proportional to the actual size of the defect. Thus, the tests
can be useful for grading and classifying.

Due to the skin effect, the depth of penetration into the test specimen is limited
and therefore the application of the technique is limited to the detection of surface
and close-to-surface defects. Because of this phenomenon, the measurement of wall
thicknesses is limited to thin wall tubing and to smaller thicknesses of materials.
The lift-off effect is undesirable in most testing cases. The technique is limited to
inspecting materials that are good conductors of electricity. It presents some difficul-
ties considering absolute measurements. In the case of manual testing, it requires the
presence of properly trained, qualified, and experienced operators.

In contrast to classical ECT, alternative methods exist which make use of relative
motion instead of alternating currents to induce eddy currents in the object under test.
These methods are presented in the next sections since they obey decent advantageous
regarding the penetration of the electromagnetic fields when considering moderate
velocities in the range of a few m/s.

1.2.2.2 Motion-induced ECT
The induction of eddy currents in the object under test is not restricted to the use
of alternating magnetic field sources. If an electrical conductor and a magnetic field
source experience relative movement, eddy currents are induced inside the conductor.
Besides in the field of NDT, the calculation of the involved electromagnetic fields
and retarding forces is of great theoretical interest in electromagnetism. But it is a
difficult problem of evaluating motion-induced eddy currents. The results available
in the literature are restricted to a few canonical cases, like the movement (with
constant velocity) of a conducting loop in the field of a magnetic dipole [56] or
the constant movement of a nonmagnetic conducting sphere in the field of a static
magnetic dipole [57]. Only in such canonical problems closed form solutions for this
kind of “Foucault currents” can be found. But these solutions are valuable for a better
understanding of the physical phenomenon involved. Some years later, Saslow [58]
provided a comprehensive review about the theory of motion-induced eddy currents
and Maxwell’s receding image theory. In the past, this topic was of special practical
interest in the framework of magnetic levitation and transportation which was initially
proposed in 1912 by Bachelet [59]. However, as late as in the 1970s, this topic became
popular and Reitz [60,61], Richards [62], Borcherts and Davis [63–65], Lee and
Menendez [66], and many others [67–69] studied the behavior of the electromagnetic
fields in the vicinity of moving conductors extensively.

In recent years, an increase of a variety of methods can be observed which
make use of relative motion between a magnetic field source producing a stationary
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magnetic field and the object under test. Techniques based on this principle can be
classified as MIECT methods. A few examples of MIECT type methods, which were
developed in the recent years, are given in the following.

The group of Chady et al. recently has been realized a prototype equipment con-
sisting of an eddy current transducer and rotating permanent magnets [70]. The eddy
current transducer is designated for testing of planar conducting plates. A rotating
head with permanent magnets is used to induce eddy currents in the specimen. The
two Hall-effect devices connected in a differential manner are utilized to measure an
eddy current reaction. This inspection system is effective especially in cases of thick
metallic elements, when it is necessary to utilize low excitation frequency or systems
without power supply. Thus, the system is suitable for applications where it is impor-
tant to achieve high penetration depth. Furthermore, advantages are the freedom of
designing the shape of the exciting magnetic field and the availability of measuring
two quantities at the same time. The changes of the magnetic field produced by dis-
turbed eddy currents, and the changes of the torques, caused by the different forces
between a rotating head with magnets and the sample in case of element with and
without flaws.

The general principle of the MIECT method is shown in Figure 1.4(a). The group
of Brauer et al. presented almost ten years ago a technique, which was called Lorentz
force eddy current testing (LET) because Lorentz forces have been measured [71,72],
whereas the group of Ribeiro and Ramos proposed in 2013 with velocity-induced eddy
current testing a slightly different approach, where the magnetic fields are measured.
Ramos et al. [24,73–75] investigated the applicability of moving stationary magnetic
field sources using DC coils in the framework of NDT.They measured the disturbances
of the magnetic field resulting from a defect directly by means of GMR sensors.
Following this approach, these studies are extended in [76,77] to the use of single or
differential pick-up coils, respectively. Moreover, they also exchanged the magnetic
field source with a permanent magnet in order to achieve higher flux densities and
an increased induced eddy current density inside the moving specimen. The sensor
orientation has to be chosen carefully when using GMR sensors in order to avoid
saturation effects. This can be overcome by applying differential coils as magnetic
field sensors as it is also done in the framework of ECT. In this way, only the temporal
change of the magnetic flux resulting from a passing defect is measured. Rocha et
al. extended the analysis to the application of Hall sensors instead of GMRs and
pick-up coils in [78]. They also investigated the defect response signals for different
permanent magnet configurations and proposed the use of sensor arrays to expedite
the assessment of larger areas. In a subsequent study, the application of GMRs,
differential coils, and Hall sensors is compared in the framework of MIECT [76]. As
a result, it turned out that GMRs were able to detect defects when crossing the edges
of the defect. In contrast, pick-up coils and Hall sensors also provided signals when
the probe passed the defect in its centerline (see Figure 1.4(a)).

In 2015, another MIECT technique is proposed by Tan et al. [79]. In contrast
to previous studies, which made use of translational motion, they proposed a system
using rotational motion of the magnetic field source to induce eddy currents inside
the object under test. The basic principle of the method is shown in Figure 1.4(b).
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A diametral magnetized, cylindrical permanent magnet rotates in close vicinity of
a conductive object and anomalies are analyzed by means of the variations in the
electromagnetic torque. The use of rotational motion provides the opportunity to
design portable MIECT systems according to ECT devices nowadays available.
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The presented studies are all limited to the analysis of surface touching defects
indicating the early state of MIECT systems. However, it is emphasized that MIECT
is not restricted to detect flaws on the surface. As Brauer and Ziolkowski [71] have
already shown in 2008, their MIECT system consisting of a permanent magnet
combined with a force sensor can be used to detect defects in conducting, non-
magnetic specimen. The principal setup is shown in Figure 1.5. Because there are
measured Lorentz forces, this method has been called Lorentz force eddy current
testing (LET) [80]. Further details will be discussed in the following chapters.

1.2.2.3 Other ECT techniques
1.2.2.3.1 Pulsed eddy current technique
In eddy current NDT, anAC-driven excitation coil induces eddy currents in the sample
through electromagnetic coupling. In turn, the circulation of the eddy currents induces
a secondary magnetic field B(s) as illustrated in Figure 1.6. This field will vary if
flaw that impedes the eddy currents is present or there is a change in the electrical
conductivity, magnetic permeability, or thickness of the sample. Any change in the
field will be picked up by a sensing device, which is typically either a coil or a magnetic
field sensor. In contrast to the conventional sinusoidal eddy current technique, where
the excitation is limited to one frequency component, PECT excites the induction coil
with a pulse waveform.

The first and main advantage is that, compared with single frequency ECT,
PECT inherently has a broadband of frequencies, which is advantageous for any
eddy-current-based NDT&E techniques due to the frequency-dependent skin effect.
Another benefit is that PEC signals are relatively easier to interpret, while it requires
a special skill of the operators for interpreting conventional ECT signals, which are
presented in the impedance plane trajectory.

Conventional ECT only applies a single frequency for excitation, which makes it
unable to detect both surface and sub surface defects reliably. The improved technique
is the multi frequency ECT, which applies different excitation frequencies, one after
another. Compared with multi frequency ECT, PECT can potentially be applied in

Pick-up sensor

Excitation coil

Induced eddy
currents

B( p)

B(s)

Sample

Figure 1.6 Illustration of the working principle of PECT
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shorter time for inspection of different depths as PECT applies a wideband of fre-
quencies in a single pulse. This allows to reduce the measurement time depending on
the sample characteristics.

Similar to other ECT techniques, PECT, in general, requires no surface prepa-
ration, which leads to reduction of inspection time and costs efficiency is improved.
The inspection can also be done without interrupting the operation or service of the
structure being tested, unlike for example X-ray testing. In many applications where
the sample is coated, no removal of the coating is required when ECT is used. Any
eddy current systems are relatively cost-effective and reliable.

Thanks to its versatility, PECT has been used in numerous different NDT applica-
tions, both in material characterization and structural integrity inspection. In material
characterization, PECT has been suggested to be used for measurement of electrical
conductivity and magnetic permeability of materials. While in the structural integrity
testing, PECT has been applied for defect detection and characterization, evaluation
of corrosion, measurement of insulation thickness, plate thickness, and wall thick-
ness of pipes. This covers both insulated and noninsulated, coated and noncoated
materials. Furthermore, still within the area of integrity testing, detection of cracks
under fasteners and between fasteners in aircraft structures using PECT has also been
explored and implemented [14].

1.2.2.3.2 Remote field eddy current testing
RFECT is an electromagnetic method of NDT whose main application is finding
defects in ferromagnetic steel pipes and tubes since conventional eddy current tech-
niques have difficulty inspecting the full thickness of the tube wall due to the strong
skin effect in ferromagnetic materials.

Both ECT and RFECT, use the principles of electromagnetic induction to detect
defects in condenser and heat exchanger tubes. The basic RFECT probe consists of an
exciter coil (or sending coil) which sends a signal to the detector (or receive coil). The
exciter coil is feeded with an AC current and emits a magnetic field. The field travels
outwards from the exciter coil, through the pipe wall, and along the pipe. The detector
is placed inside the pipe, two to three pipe diameters away from the exciter and detects
the magnetic field that has traveled back in from the outside of the pipe wall (for a total
of two through-wall transits). In areas of metal loss, the field arrives at the detector
with a faster travel time (greater phase) and greater signal strength (amplitude) due
to the reduced path through the steel. Hence, the dominant mechanism of RFECT is
through transmission. The main difference between RFECT and conventional ECT is
in the coil-to-coil spacing. The RFECT probe has widely spaced coils to pick up the
through-transmission field, whereas the typical ECT probe has coils or coil sets that
create a field and measure the response within a small area, close to the object being
tested.

Although both eddy current and remote field techniques rely on electromagnetic
induction as a function of the inspection process, they are very different in operation
and application. ECT relies on direct coupling between the inspection coil and the
test material and works very well for nonferromagnetic materials. Magnetic materials



32 Motion-induced eddy current testing and evaluation

have a major impact on the penetration of the eddy current field. Also, the permeability
varies throughout the material and causes erratic signals and increased noise. RFECT
has been designed to overcome this permeability effects in ferromagnetic tubing such
as carbon steel and ferritic stainless steels. As the name implies, remote field testing
does not work in the direct coupled zone. The remote field zone is the region in which
direct coupling between the exciter coil and the receiver coil(s) is negligible. Coupling
takes place indirectly through the eddy currents and their resulting magnetic field. The
remote field zone starts to occur at approximately two tube diameters away from the
exciter coil. RFECT does theoretically work on nonpermeable materials but it is not
as accurate or effective as conventional ECT. Defects in the tube wall, such as pitting
or cracking, and changes in wall thickness will interrupt or alter the amplitude and
pattern of the eddy currents, changing its magnetic field. This change in the magnetic
field then affects the coil by varying its electrical impedance, which is monitored by
the test instrument.

Unfortunately, remote field testing does not easily lend itself to the variety of
frequencies and signal mixing that ECT does. Due to the characteristic low-frequency
operation, one or two test frequencies are typical for an RFECT inspection. Adding
too many low frequencies has an impact on production by reducing the sample rate
and in turn forces slower scanning speed.

The RFECT method has the advantage of allowing nearly equal sensitivities of
detection at both the inner and outer surfaces of a ferromagnetic tube. The method
is highly sensitive to variations in wall thickness and tends to be less sensitive to
fill-factor changes between the coil and tube. RFECT can be used to inspect any
conducting tubular product, but it is generally less sensitive than conventional eddy
current techniques when inspecting nonferromagnetic materials [81,82]. Although
RFECT works in nonferromagnetic materials such as copper and brass, ECT is
preferred for such cases.

1.2.2.3.3 Low frequency electromagnetic testing
The low frequency electromagnetic testing (LFET or LFECT) is a special kind of
conventional ECT technique and can be used to inspect, detect, and measure changes
in the structure of materials such as changes in thickness caused by corrosion or
others factors in storage tanks or other convex/concave ferrous surfaces, as well as
nonferrous metal tubing/piping surfaces. A low-frequency electromagnetic field is
induced into the plate, piping, or tubing to be inspected using a horseshoe-shaped
electromagnet. By using low frequencies, the penetration of the magnetic field is
more uniform throughout the plate wall thickness and defects on both the top and
bottom sides of the plate can readily be seen. Any flaw in the plate, piping, or tubing
will distort the returning field, which is picked up by a magnetic field sensor. The
sensor registers the changes in the electromagnetic field as the scanner pass a flaw in
the metal. The data are analyzed to determine the condition of the test material. The
waveform will show a signal increase from the material baseline to indicate, where
the wall loss has been detected by the sensor. Since the probe does not have to contact
the work surface, LFET is useful and reliable technique on rough surfaces or surfaces
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with wet films where coatings are on pipes or plates. Thus, LFET is widely used to
detect pits, holes, material loss caused by corrosion for storage tanks, tank shells,
pipes, heat exchangers, and many other equipment.

1.2.2.3.4 Alternating current field measurement
The ACFM technique or electromagnetic field imaging, is very similar to the LFET.
It is also a noncontact electromagnetic technique capable of both detecting and sizing
(length and depth) defects in metals. The basis of the technique is an alternating
current flow in a thin skin near the surface of any conductor. By introducing a remote
uniform current into an area of the component under test, when there are no defects
present, the electrical current will be undisturbed. If a crack is present, the current
flows around the ends and down the faces of the crack. The current flowing in the
surface has an associated magnetic field above the surface and this magnetic field
will be disturbed as well, if the current is disturbed by a defect. The ACFM method
involves the measurement of this magnetic field.

As the technique requires no electrical contact with the surface, it can be used
to inspect through paint and coatings. The technique is widely used for weld and
thread inspection and for subsea inspection of offshore platforms. It can also be
used on both magnetic and nonmagnetic components. This technology is ideal for
inspection applications in many industries, such as oil and gas, where the focus is
on the detection and measurement of pipeline defects, and stress corrosion crack-
ing. Thus, it is often applied to the petrochemical, power generation, aerospace,
infrastructure, and manufacturing industries [83,84]. Because electromagnetic field
shapes are created and measured, ACFM allows fast detection of surface break-
ing defects through dirt, paint, and nonconductive coatings, usually up to 15 mm
thick. High-resolution digital data can be obtained at inspection speeds of about
300 mm per second.

Array probes containing large numbers of sensors can be deployed typically in
situations where larger areas need to be inspected or where pick and place deployment
is preferable to probe scanning. Thus, ACFM array systems can be incorporated into
automated inspection systems to give simple PASS/FAIL reporting, avoiding the
need for skilled operators. The ACFM method should only be applied to surface-
breaking defects when used on carbon steels but is suitable for subsurface flaws in
some nonmagnetic materials.

1.2.2.3.5 Eddy current array (ECA) testing
Eddy current array (ECA) and conventional ECT share the same basic principle and
physics, the magnetic coupling of a probe sensor (coil) close to a test specimen
(conductive material, ferromagnetic, or nonferromagnetic), generating eddy cur-
rents inside the test specimen, and displaying signals on the instrument’s impedance
plane.

ECA technology uses several individual coils grouped together in one assem-
bly. An ECA, in its simplest form, is a series of single elements arranged in a row,
allowing users to cover a larger area in a single pass than conventional, single-
coil probes (i.e. pencil probes using ECT). However, this could lead to disturbed
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measurement signals. This is the reason why ECA probes use multiplexing. Multi-
plexing involves activating and deactivating coils in specific sequences to leverage
the probe’s width. Multiplexing also minimizes the interference between coils in close
proximity (mutual inductance) and maximizes the resolution of the probe. Thus, ECA
probes effectively eliminate the raster scanning necessary when using ECT pencil
probes.

Most conventional eddy current flaw detection techniques can be reproduced with
an ECA inspection. Compared with single-channel ECT, ECA technology provides
the following benefits:

● Inspection of complex shapes using probes customized to the profile of the part
● Reduction of the inspection time
● Covers a large area in one single pass while maintaining a high resolution
● Reduces the complexity of mechanical and robotic scanning systems
● Automated ECA probes yield more consistent results compared with manual

raster scans
● Simple manual scan is often enough improving flaw detection and sizing with

C-scan imaging
● Easier analysis because of simpler scan patterns
● Probes can easily be designed to be flexible or shaped to specifications, making

hard-to-reach areas easier to inspect
● Improves reliability and probability of detection

This method is widely used for a number of industrial applications. It can be
used for both measuring the thickness of steels and detecting corrosion. ECA can be
used on materials as diverse as vessels, columns, storage tanks and spheres, piping
systems, and even structural applications.

1.2.3 Applications

Some of the applications of eddy current testing have already been mentioned while
describing the basic principles, equipments, and procedures in the previous sections.
In the following, a summary of these applications is being given.

All these techniques working on the same principle, where a coil driven by
an alternating current induce eddy currents in the conducting specimen, whose
distribution in the material enables some estimation of its properties. The frequency-
dependent penetration depth of the electromagnetic field in the conductor as well as
the low-spatial resolution for low frequencies are limiting, for example, the identifi-
cation of deep internal defects in the test object. Consequently, ECT is considered as a
surface-oriented method which enables preferably the detection of flaws at the surface
or close to the surface. Additionally, metallic alloys or wall and coating thicknesses
can be estimated with ECT as well.

Furthermore, it is remarkable that ECT was used rather lately in industrial prac-
tice. Whereas portable ultrasonic devices are available since about 1960, ECT devices
first came up in the 1980s. A reason for this is that the ECT theory was much better
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well-understood and introduced into professional training. Today, it is well-known that
ECT methods can be used to verify different material parameters, such as electrical
conductivity, magnetic permeability, detection of discontinuities, material thickness
or coating thickness of metallic objects, the effect of the distance between test coil
and test object (lift-off distance), or the distances of conductors in laminated materials
(e.g. composites). The result is a wide spectrum of applications for ECT methods,
from pipe inspection in power plants, in the chemical or petrochemical industry,
in nuclear submarines or air conditioning devices via the inspection in aircraft and
automotive industries through the manufacturing of pipes, wires, rods, and bars.

ECT is employed for the detection and measurement of defects such as cracks,
porosity, blowholes, inclusions, overlaps, shrinkages, and soft spots in a wide variety
of test specimens in solid cylindrical, hollow cylindrical, or other complex shapes.
Corrosion and cracking due to stress corrosion can also be detected. Changes in
electrical conductivity and permeability can be measured which in turn have a bearing
upon the material properties such as hardness, homogeneity, degree of heat treatment,
existence of internal stresses, decarburization, diffusion, alloy composition, presence
of impurities, etc. Thickness measurements can be made on metallic plates, foils,
sheets, strips, tubes, and cylinders. Typically, it is possible to determine the thickness
of nonmetallic coatings on metals such as for example the insulating layers on cables,
nonconducting paints on some aircraft castings and anodic coating on aluminum
alloy surfaces. Dimensions such as diameters of cylindrical specimens can also be
determined. The materials can be automatically sorted in a production process. Since
the method is adaptable to high-speed inspection, evaluation of small diameter tubes,
such as those used in steam generators or heat exchangers is possible. It is also
possible to inspect welded small-bore-piping. By using encircling type probes, large
diameter pipes can be inspected. Similarly, long bars and wires can be inspected in
short time. In tube testing, the eddy current method also allows high-speed detection
of inter-granular corrosion on the inside surface.

1.3 Motion-induced ECT

1.3.1 Introduction

Material moving in a magnetic field experiences an EMF acting in a direction per-
pendicular both to the motion and to the magnetic field. This discovery was one of the
foundations of electromagnetism. That it should occur even when the material was
fluid did not escape the attention of early investigators such as Faraday, who reported
to the Royal Society of London in 1832 how he had tried vainly to measure the voltage
induced across the river Thames by the motion of the water in the vertical component
of the earth’s magnetic field [85]. The measurement was made between large elec-
trodes, lowered into the river from Waterloo Bridge. Such signals were spurious one
due to electrochemical and thermoelectric effects, two factors which can still trouble
us when we try to apply the principle of electromagnetic induction to measuring a
fluid velocity or bulk flow rate. Faraday’s experiments failed chiefly because the river
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bed would short-circuit much of the genuine signal. However, he lived to hear of
Wollaston’s measurements of voltages induced tidally in the English channel in 1851.
Faraday’s method which consists of exposing a flow to a magnetic field and measuring
the induced voltage using two electrodes has evolved into a successful commercial
application known as the inductive flowmeter. The theory of such devices has been
developed and comprehensively summarized by [86]. While inductive flowmeters are
widely used for flow measurement in fluids at low temperatures such as beverages,
chemicals, and wastewater, they are not suited for flow measurement in metallurgy.
Since they require electrodes to be inserted into the fluid, their use is limited to appli-
cations at temperatures far below the melting points of practically relevant metals.
Consequently, there have been several attempts to develop flow measurement meth-
ods which do not require any mechanical contact with the fluid. Among them is the
eddy current flowmeter [87] which measures flow-induced changes in the electric
impedance of coils interacting with the flow. More recently, a noncontact method was
proposed [88] in which a magnetic field is applied to the flow and the velocity is
determined from measurements of flow-induced deformations of the applied field.
Today Faraday’s invention, the electromagnetic flowmeter, enjoys broad success in the
chemical and food industries. But it has fallen short of solving the grand challenge of
flow measurement in high temperature melts such as steel, aluminum, or glass. Thess
et al. [89,90] describe a technique which has been termed “Lorentz force velocime-
try” (LFV), based on measuring the drag force on magnetic field lines which cross
the melt flow. This noncontact technique is suited for high-temperature applications
as well because it is free from the unavoidable electrode corrosion problem that has
plagued Faraday’s classical method.

1.3.2 Lorentz force eddy current testing

LET belongs to the group of MIECT type methods. It is a technique for nondestructive
and contactless evaluation of electrically conducting specimens. The basic principle,
shown in Figure 1.7, is based on the interaction between a permanent magnet and
a moving specimen. As a consequence of this motion, eddy currents are induced
inside the object under test, which in turn react with the magnetic field, producing a
Lorentz force acting on both, the specimen and the permanent magnet. The novelty
of the method lies in the determination of the measurement signal. In contrast to
ECT and other MIECT techniques, the force acting on the magnet is measured using
force sensors. In the presence of a defect, the eddy current profile and hence the
resulting Lorentz force are perturbed. The physical principle of LET is an analogy
to LFV [89]. In LFV, the main goal is to determine the flow rate of a conducting
liquid by means of the Lorentz force which is proportional to the velocity of the
liquid [90].

LET was initially demonstrated as an alternative NDT method by Brauer et al.
[71]. Ziolkowski et al. [72] tackled the numerical analysis of the reported experi-
mental setup and proposed techniques to analyze the electromagnetic field problem
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Figure 1.7 General principle of Lorentz force eddy current testing for
contactless evaluation of electrically conducting material. The
specimens and the geometrical parameters of the LET problem under
investigation are shown in (a) for solids and (b) for layered
structures

with increased computational efficiency. The work on LET in an experimental and
numerical framework was continued by Uhlig [91] and Zec [92].

A very important study is related to the investigation of the effect of defect depth
on the Lorentz force signals exerting on the magnet. To study the impact of the defect
depth, a layered specimen containing a number of aluminum sheets of same thickness
(usually 2 mm) has been used. The defect depth can be changed easily, if the position
of the layer containing the defect is modified (Figure 1.7).

A conceptional model of LET is proposed and investigated in [93]. It consists of
a modification to the well-known creeping magnet experiment, where a permanent
magnet is slowly falling down a copper pipe [94]. The modification in this study
consists of adding defects into the pipe wall such that the eddy current distribution and
Lorentz force profile is disturbed. The LET method is extended to the determination
of the electrical conductivity of the specimen assuming that the object under test is free
of defects [95]. This technique is called Lorentz force sigmometry. It is shown that the
lift-to-drag ratio of the Lorentz force components is proportional to the conductivity
of the specimen such that σ = αFz/Fx with a calibration factorα, which is determined
experimentally (see Chapter 6.1). Besides the mentioned investigations, fundamental
studies exist on the influence of the Lorentz force on geometrical parameters such as
the lift-off distance, the size of the magnet, and the size and depth of the defect [96,97].
These studies are accomplished with the analysis how the velocity or conductivity
affects the resulting Lorentz force profile.

The state-of-the-art of LET has been summarized by Brauer et al. [80]. It includes
a summary about the experimental setup, the numerical modeling techniques and
currently applied defect reconstruction methods. The investigations on the forward
models were supported by Petkovic et al. [98], addressing the inverse problem, i.e.
the identification of the defect called Lorentz force evaluation (LFE). She proposed
reconstruction algorithms to determine the shape and the location of the defects solely
out of the Lorentz force profiles. There were following up several studies of the LFE
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problem, i.e. considering the defect identification as an extension and improvement
of this first approach [98–101].

1.3.3 Theory

NDT and NDE of electrically conductive objects require reliable methods to detect
material anomalies or deep lying defects. Besides of radiographic, ultrasonic, or
optical techniques, electromagnetic methods such as ECT find a wide range of appli-
cation due to low cost, easy to use equipment and low demands to the measurement
environment [6,12]. However, one of the most limiting factors in ECT is the frequency-
dependent skin depth [71]. This restricts the capability to detect deep lying defects.
With LET a novel electromagnetic NDT technique is presented [89,92,93,95]. The
aim is to overcome this limitation. Lorentz force eddy current testing is based on set-
ting an electrically conductive specimen into relative motion to a constant magnetic
field. Due to Ohm’s law for moving conductors, eddy currents are induced in the
conductor under test

J = σ

(
−∂A
∂t

− ∇ϕ + v × B
)

, (1.3)

where J denotes the induced current density, ϕ the scalar electric potential, A the
magnetic vector potential (B = ∇ × A ,∇ · A = 0), v the conductor velocity, and
B the total magnetic flux density. B can be divided into a primary magnetic field
(caused by a permanent magnet) and a secondary magnetic field generated by the
eddy currents. The interaction of the constant magnetic field and the induced eddy
currents results in a Lorentz force F(L) acting on the specimen. Due to Newton’s third
law, an equal force F(PM ) exerts on the permanent magnet in the opposite direction

F(PM ) = −F(L) =
∫∫∫

Vc

J × B dV (1.4)

with Vc describing the volume of the specimen. If a defect is present in the con-
ductive material, perturbations in the measured Lorentz force occur. Based on these
perturbations the defect can be detected and reconstructed.

In contrast to LET, common eddy current testing uses a time changing current in a
primary coil which generates a time changing primary magnetic field B(p). Usually, the
signal used to evaluate the material, is the change in impedance of the secondary coil.

Both principles are based on the induction of eddy currents, whereas major
differences arise in shape and magnitude of the induced current densities as well
as in the method of signal evaluation. Figure 1.8 shows the comparison of both
methods and illustrates the perturbation of eddy currents due to defects. In both
methods, a secondary magnetic field B(s) is generated which interacts with the primary
magnetic field B(p). The total magnetic field is given by the sum of both fields B =
B(p) + B(s). The formalism to describe the LET and ECT problem in theory is given
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by the magnetic convection diffusion equation [92,102], which can be written in its
potential form as

∇ ×
(

1

μ0
∇ × A − M

)
= −σ

(
∂A
∂t

+ ∇ϕ − v × ∇ × A
)

+ J(e), (1.5)

where a linear and nonferromagnetic material was assumed. In (1.5), M denotes the
magnetization vector, J(e) is the external current density, and v is velocity of the object
under test. The limiting factor of ECT is the skin depth δ (1.1), which results in a fast
decay of the information signal for subsurface defects.

A similar factor, namely, the magnetic Reynolds number Rm, can be defined for
moving conductors. By transforming the magnetic convection diffusion equation into
its nondimensional form, it can be derived [93]:

Rm = μσ |v|L. (1.6)

The parameter L is the typical length-scale of the problem. In general, for Rm � 1
diffusion of the magnetic field dominates and the resulting field is primarily deter-
mined by the boundary conditions and the primary magnetic field B(p). For Rm � 1,
the magnetic field lines are deformed in the moving direction, which results in a
similar phenomenon as skin effect.

1.3.4 Experiments

Throughout this work, two different kinds of specimens are investigated. These are
either solid or layered specimen. Both types are shown in Figure 1.9 together with
the corresponding geometrical parameters given in Table 1.2. The conductivity of
solid specimen, shown in Figure 1.9(a), can be assumed as isotropic. Meanwhile, the
layered specimens are advantageous when varying the depth and size of defects which
is demanding and expensive in case of solid bars.
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Table 1.2 Parameters of the LET setup and characteristic values

Parameter Value Description

Br ∼1 T . . . 1.4 T Remanence of the magnet (NdFeB)
d ∼1 mm . . . 10 mm Depth of the defect
h 1 mm Lift-off distance
v ∼0.1 m/s . . . 2 m/s Velocity of the specimen
Xd ∼1 mm . . . 10 mm Length of the defect
Yd ∼1 mm . . . 10 mm Width of the defect
Zd ∼1 mm . . . 10 mm Height of the defect
Xs 250 mm Length of the specimen
Ys 50 mm Width of the specimen
Zs 50 mm Height of the specimen
σ� (19.88±0.5) MS/m Electrical conductivity of solid specimen
σ‖ (30.61±0.20) MS/m Electrical conductivity of layered specimen
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As a direct consequence, their conductivity profile has to be treated differently
compared with solid bodies. Due to their stratified structure, an oxidation layer on the
surface of each conducting sheet is present. This prevents the current to flow from one
layer to the next. As an admissible approximation, which was tested experimentally
in [80], the anisotropic conductivity profile is homogenized assuming a vanishing
vertical conductivity (σzz = 0) throughout the whole conductor. The characteristic
eddy current profiles are illustrated in Figure 1.9 for both types of specimen. Thus,
in the following the defect is assumed to be nonconductive and nonmagnetic. The
eddy current profiles would considerably change when one of both assumptions is
violated. A permanent magnet, which is magnetized perpendicular to the surface of the
specimen, generates a characteristic eddy current profile in the xy-plane with a shape
of an eight. The induced eddy current density is highest right under the permanent
magnet. The conductivity anisotropy in the z-direction does not affect this general
behavior. In the case of a defect, the induced eddy currents circumvent the defect.
The major difference between both conductivity profiles is that in case of anisotropic
specimen, the induced eddy currents are restricted to flow in the respective sheet
omitting any z-component.

The laboratory LET setup, shown in Figure 1.10, has been developed by Uhlig
[91] and Carlstedt [103]. The 3D force sensor K3D40 [104] (ME-Messsysteme
GmbH) based on the strain gauge technology is used to determine the dynamic
forces acting on the permanent magnet. The data are acquired using the commer-
cial PXI system NI PXI-1036 (National Instruments Corporation) together with the
signal acquisition module NI PXI-4472. The output voltage of the force sensor
amplifier is sampled with a frequency of fs = 10 kHz. The specimen is moved by
a customized linear belt-driven drive (Jenaer Antriebstechnik GmbH), which realizes
the required relative movement between magnet and specimen with a velocity of up to
3.75 m/s and a maximum acceleration of 20 m/s2. The permanent magnet provides the

3D force
sensor

Permanent
magnet

Specimen

Linear drive

Figure 1.10 Laboratory LET setup developed by Uhlig [91] and Carlstedt [103]



42 Motion-induced eddy current testing and evaluation

stationary primary magnetic field in the LET system. In this case, a cylindrical NdFeB
magnet is mounted on a 3D force sensor that is based on strain gauge technology. A
2D positioning stage enables the alignment of the permanent magnet in yz-plane. All
devices and the data acquisition of the force sensor are controlled by a PXI-system
by National Instruments. The specimen under test is a stack of 25 aluminum sheets
each 250 mm × 50 mm × 2 mm, where well-defined defects at different positions and
depths can be realized easily. The LET system investigated numerically is strongly
related to the laboratory setup in order to compare the simulation results with exper-
imental data. The problem geometry utilized in the numerical analysis is shown in
Figure 1.9 and an overview of the involved parameters is given in Table 1.2. More
information about the experimental setup can be found in [91,103].

An example of 3D FEM simulations is shown in Figure 1.11. Using the A − ϕ

potential formulation, the LET field problem can be described by (1.5), but without
the external current density on the right-hand side. This formulation separates the two
induction phenomena into the moving part v × B and the time changing part on the
right-hand side. Depending on the definition of the frame of reference, two equivalent
types of the general magnetic field induction equation can be distinguished [92,102].
In the so-called moving frame of reference, the global coordinate system is associated
with the moving permanent magnet, i.e. the conducting object moves in the direction
along the x-axis with velocity v. If the conducting object moves with a constant
velocity and has a constant cross-section normal to the direction of motion, e.g. the
object is free of defects, the time derivative ∂A/∂t vanishes and (1.5) is reduced to a
quasi-static approach.

In many experiments it has shown that the detection of subsurface defects in
stacked aluminum sheets is possible for both testing techniques using the described
experimental setup [105]. In the ECT method, the detection of a subsurface defect
is mainly limited by the frequency-dependent penetration depth, i.e. if deep inter-
nal defects should be detected the testing frequency has to be as low as possible.
On the other hand, if low frequencies are used, the performance of the electronic
amplifier becomes more important due to the weak signals. Furthermore, the testing
speed is strongly restricted depending on the properties of defects, e.g. characteris-
tic length and shape. In LET, a relative movement between the permanent magnet

Permanent magnet

Conducting object

Defect

Figure 1.11 3D FEM model used for LET simulations
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and the specimen is required to induce eddy currents. To create a sufficiently large
Lorentz force, the relative velocity has to be high enough to detect small perturbations
induced by subsurface defects. With increasing speed, the absolute force and the force
perturbations increase linearly at magnetic Reynolds number Rm < 1. Therefore, the
magnitude of the desired force signal is theoretically adjustable with the velocity for
optimal utilization of the applied force sensor. In practice, the force sensor is sensi-
tive to unwanted vibration of the environment and the system itself. To summarize,
both testing techniques are highly dependent on the used sensors and measurement
electronics as well as on the available testing speed. Consequently, many areas of
application of LET and ECT, respectively, will be different.

1.3.5 Comparison of ECT and LET

A comparison between the ECT technique and LET is reported in [44,105]. To
compare both methods from the numerical point of view, a detailed model of the
applied ECT sensor is necessary. For that reason, it turns out that it was necessary
to perform numerical simulations to get precise information of the internal probe
structures. There have been no data (internal geometrical and material properties)
available for the commercial ECT probe which should be used for the comparison
of ECT and LET. The probe under investigation was a differential type probe PKA-
48 (Rohmann GmbH), including secondary pick-up coils. It was used with the ECT
device Elotest N300 (Rohmann GmbH). X-ray images were taken in order to get infor-
mation about the internal structure of the probe. The result is given, together with
the corresponding finite-element model, in Figure 1.12. First this analysis enabled
the possibility to compare the defect response signals obtained experimentally with
numerical simulations [106].

The major differences between ECT and LET are given by the shape and the
magnitude of the induced eddy current profile as well as by the evaluated signal. The
impedance variations of the imaginary part 	Zi and the back-induced voltage U2 in
the secondary pickup coil from ECT have been compared with the force perturbations
in case of LET [44].

Secondary
coil

Primary
coil

Case
Core

Shield

Defect

Specimen

y z
x

Primary coil
Secondary coil

(a) (b)

Figure 1.12 X-ray images and model of the ECT probe PKA-48 [106]. (a) X-ray
images. (b) Reverse engineering model
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The normalized force perturbations (LET) and impedance perturbations (ECT)
representing the normalized defect response signals one will get from both methods
are shown in Figure 1.13. The graph shows normalized signals of the drag-force
Fx together with the imaginary part of the secondary coil impedance at comparable
source dimensions.

Usually, the ECT method is applied in stationary applications. However, when
the object under test is moving relative to the ECT probe, the induced voltage in the
pick-up coil is modulated in the defect region. This effect is shown in Figure 1.14. If
the velocity-to-frequency ratio v/f increases, the amount of sinusoidal periods in the
defect region decreases. It is shown in [44] that the use of the Hilbert transform of the
secondary induced voltage H [U2(t)] is suitable to post process the modulated defect
response signals to determine the envelope of the modulated signal. In practice, this
requires additional adjustments of currently available ECT devices. A direct compar-
ison between both methods in terms of defect depth and velocity showed that with
ECT it was possible to detect defects of size [Xd , Yd , Zd] = [12 mm, 2 mm, 2 mm] up to
a depth of 6 mm at a velocity of v = 0.25 m/s considering a frequency of f = 100 Hz.
In contrast, the LET method was able to resolve the defect up to a depth of 8 mm at
v = 0.5 m/s.
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Figure 1.13 Normalized defect response signals in case of ECT and LET assuming
equivalent dimensions [105]
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Figure 1.14 Modulated secondary-induced voltage U2(t) in the pick-up coils in
case of moving objects under test (v = 0.25 m/s, σ0 = 30.61 MS/m) [44]

It can be concluded that both methods obey individual advantages. The classical
ECT method is suitable to inspect stationary objects which is not possible with LET
or any other MIECT type method. However, if the object is in motion, the use of
alternating currents can be omitted. In this way, it is possible to apply permanent
magnets which produce considerably higher magnetic flux densities compared with
current carrying coils. Comparative studies [44,105] showed that LET is a promising
and competitive alternative to traditional ECT methods considering the contactless
evaluation of moving electrical conductors.
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Chapter 2

Forward simulation methods
Marek Ziolkowski,1,2 Mladen Zec1 and Konstantin Weise1

This chapter presents methods for simulation of electromagnetic problems related to
MIECT. The main purpose of the presented methods is their application to develop-
ment of the general LET systems. Furthermore, the main objective is the calculation of
the Lorentz forces which result from the interaction between permanent magnets and
moving, nonmagnetic and electrically conductive objects. In general, numerical sim-
ulations of LET problems can be relatively time-consuming. Therefore, an additional
emphasis was put on the development of fast semi-analytical and simplified numerical
methods that allow solving general LET problems with satisfactory accuracy.

Initially, the electromagnetic equations which model general LET systems are
given in two equivalent frames of reference, namely, a stationary (laboratory) frame
and a frame moving at a constant speed (Section 2.1). This is followed by several
semi-analytical methods that can be applied for calculating Lorentz force and their
perturbations resulting from typical LET systems. Most of the presented methods
assume weak reaction of the secondary magnetic field which results from motion
induced eddy currents.

● Section 2.2.1 presents solutions for 2D LET models in which the system dimen-
sion perpendicular to the direction of motion is much larger than in the motion
direction. The systems discussed include models using equivalent simple and
modified magnetic linear dipoles as well as analytical formulas for the descrip-
tion of 2D permanent magnets (PMs). The methodology of determining forces
acting on a PM as well as reaction signals from one or more defects in a moving
2D object is also described in detail.

● Section 2.2.2 presents general semi-analytical solutions for calculating forces
acting on a simple three-dimensional PMs (rectangular, cylindrical) placed above
moving nonmagnetic and electrically conducting large plate without defects.

● Section 2.2.3 describes the general methodology for calculating Lorentz forces
and defect response signals (DRS) for LET systems with test objects containing
defects.

● Section 2.2.4 addresses the problems of oscillatory motion between the magnet
system and the object under test.

1 Advanced Electromagnetics Group, Technische Universität Ilmenau, Germany
2 Applied Informatics Group, West Pomeranian University of Technology, Poland
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● Section 2.2.5 presents the simplest method for calculating the force reaction
signals from defects of different shapes.

● Sections 2.2.6 and 2.2.7 give a description of the approach based on the so-called
extended defect area implemented for anisotropic and isotropic conductors.

● Section 2.3 describes the basics of the surface charge simulation method (SCSM)
adapted to LET problems with anisotropic and isotropic conductors. This section
also gives the practical method for determining the magnetic field and the scalar
electrical potential in the rectangular area using a 2D fast Fourier transform.

● Section 2.4 presents robust and accurate finite element methods (FEM) used to
analyze complex LET problems. The main emphasis is on techniques which sim-
plify the motion modeling between stationary and moving parts without reduction
of the calculation accuracy, namely, the moving magnet (MMA) and the moving
defect (MDA) approaches. Additional FEM based techniques, such as quasi-static
approach (QSA) and weak-reaction approach (WRA) which can considerably
reduce the simulation time are introduced as well.

2.1 Moving coordinate systems—transformations

The principal postulates of special theory of relativity are as follows [107]:

● postulate of relativity, the laws of physics are the same in all inertial systems,
● postulate of a universal light speed, the same speed of light is measured in all

inertial systems.

Two inertial systems are considered, namely, stationary system O (reference frame)
with coordinates (x, y, z, t) and the moving system O ′ (moving frame) with coordi-
nates (x′, y′, z′, t′). The system O ′ moves with a constant velocity v relatively to O
(Figure 2.1).

According to the first postulate, for problems where the displacement current can
be omitted (∂D/∂t = 0), Maxwell’s equations take in both systems the following form:

Reference frame O Moving frame O ′

∇ × H = J ∇′ × H′ = J′

∇ · B = 0 ∇′ · B′ = 0
∇ · J = 0 ∇′ · J′ = 0 (2.1)

∇ × E = −∂B
∂t

∇′ × E′ = −∂B′

∂t′
B = μ0(H + M) B′ = μ0(H′ + M′)

where

∇ = ∂

∂x
1x + ∂

∂y
1y + ∂

∂z
1z, ∇′ = ∂

∂x′ 1x′ + ∂

∂y′ 1y′ + ∂

∂z′ 1z′ .

As a consequence of the second postulate, Lorentz transformation of time and space
coordinates can be formulated as:

t′ = γ
(

t − v · r
c

)
, (2.2)

r′ = γ (r − vt). (2.3)
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Figure 2.1 Relative motion of two inertial systems

where

γ = 1√
1 + β2

, β = v

c
, (2.4)

and c is the speed of light in a vacuum.
Considering only the cases for which v � c, i.e., β � 0, γ � 1, Lorentz

transformation is reduced to Galilean transformation

t′ = t, (2.5)

r′ = r − vt. (2.6)

To find the relationship between vectors describing the electromagnetic field in
both inertial systems (2.1), the basic operations on scalar and vector functions in these
systems will be defined using the Galilean transformation [108–110]. Considering
the scalar function f ′(x′, y′z′, t′) defined in the system O ′, spatial partial derivatives
in the system O can be calculated as follows

∂f ′

∂x
= ∂f ′

∂x′
∂x′

∂x
= ∂f ′

∂x′ . (2.7)

Using (2.7), the following relation between nabla operators is received

∇′f ′ = ∇f ′. (2.8)

The relation between time derivatives of f ′ in both system is calculated using a chain
rule as:

∂f ′

∂t
= ∂f ′

∂t′
∂t′

∂t
+ ∂f ′

∂x′
∂x′

∂t
+ ∂f ′

∂y′
∂y′

∂t
+ ∂f ′

∂z′
∂z′

∂t

= ∂f ′

∂t′
− vx

∂f ′

∂x′ − vy
∂f ′

∂y′ − vz
∂f ′

∂z′

= ∂f ′

∂t′
− v · ∇′f ′ = ∂f ′

∂t′
− v · ∇f ′ (2.9)

and finally

∂f ′

∂t′
= ∂f ′

∂t
+ v · ∇f ′. (2.10)
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Similar expressions can be derived for vector functions. Let F(x′, y′, z′, t′) be a
vector function in the O ′ system. It is easy to show that

∇′ · F′ = ∇ · F′ (2.11)

and

∇′ × F′ = ∇ × F′. (2.12)

Relationship between time derivatives of F′ is defined by the following expression:

∂F′

∂t′
= ∂F′

∂t
+ (v · ∇)F′. (2.13)

Using (2.11), (2.12), and the vector identity

∇ × (A × B) = (B · ∇)A − (A · ∇)B + A(∇ · B) − B(∇ · A) (2.14)

Equation (2.13) can be rewritten as

∂F′

∂t′
= ∂F′

∂t
+ v(∇ · F′) − ∇ × (v × F′). (2.15)

Finally, using (2.11), (2.12), and (2.14) in (2.1) for the moving frame O ′, the following
set of equations is received:

∇ × H′ = J′,

∇ · B′ = 0,

∇ · J′ = 0,

∇ × (E′ − v × B′) = −∂B′

∂t
. (2.16)

Comparing (2.1) to (2.16), the following Galilean transformations of electromagnetic
field vectors can be found:

H′ = H,

B′ = B, (2.17)

E′ = E + v × B.

The transformation for the magnetization density vector takes the form

M′ = M. (2.18)

The law of Ohm for moving conductors has to be written as

J′ = σ (E + v × B). (2.19)

It can be concluded that this law applies to any frame of reference that moves across
magnetic flux lines (or in which the body carrying the current J moves with respect
to the magnetic field source) [109].
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2.2 Semianalytical methods used in LET systems

The semianalytical methods presented in this section assume that the magnetic field
produced by the permanent magnet is not affected by the secondary magnetic field
from motion-induced eddy currents in the conducting object. This is further referenced
as the so-called weak reaction approach (WRA). The main purpose of these methods
is to quickly and accurately calculate profiles of Lorentz forces acting on permanent
magnet in the LET system. The first part presents methods that are used for 2D models
of LET systems. Next, the method of calculating Lorentz forces for configuration
3D permanent magnet over non-magnetic, conducting wide plate is described. The
last part describes semianalytical methods and conditions of their application for
calculating forces and DRSs in 3D LET systems.

2.2.1 Calculation of forces in 2D LET systems

In 2D LET models, it is assumed that the perpendicular dimension l of the LET system
is much larger than the lateral dimensions of the system. In this section 2D model of
the LET system is analyzed. A long permanent magnet (PM) of a rectangular cross-
section (w × h) is located at the lift-off distance h0 above the moving, nonmagnetic
(μ = μ0), conducting plate with a L × D cross-section and homogeneous electrical
conductivity σ0 (Figure 2.2).

The permanent magnet is magnetized along 0Z-axis. The magnetization is
described using the magnetization vector M = M1z. In the plate, an artificial, ideal
defect (σd = 0) with dimensions cx × cz is drilled at the depth d. The center of the
defect is located at x0 = [xn, −d − cz/2]T.

In LET measurement systems, the force FPM exerted on the permanent magnet
resulting from relative movement of the magnet and conductor is measured by a
sensor directly attached to the magnet. However, in the calculations, this force is
determined indirectly using the third Newton’s axiom which says that the force exerted
on the permanent magnet is of the same magnitude as the Lorentz force acting on the
conductor FLF but with the opposite direction (FPM = − FLF ). The reason is greater

FL , Lift force

FD , Drag force

Conducting plate, σ = σ0
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v = υ01x
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w
d

h0 , Lift-off
μ0

xn

x

cz
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Figure 2.2 Permanent magnet above moving nonmagnetic conductive plate with
rectangular defect
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accuracy of Lorentz force calculations in the conductor than the accuracy of methods
which can be used for a direct estimation of the force exerted on permanent magnet,
e.g. based on Maxwell’s tensor or the virtual work principle. In 2D LET systems the
force exerted on permanent magnet has only two components FPM = [Fx, Fz]T.
The force exerted on permanent magnet can be described in two equivalent coordinate
systems:

1. Coordinate system fixed to the PM with the conducting object (CO) moving
2. Coordinate system fixed to the conductor with the PM moving.

In both coordinate systems, the component Fz exerted on the permanent magnet
is always positive regardless of the direction of the velocity vector and it is called
the lift force (FL). The sign of the Fx component depends on the direction of the
velocity vector as well as on the used coordinate system. In the coordinate system
fixed to the permanent magnet (see 1 and 2 in Figure 2.3), the sign of Fx component
follows the direction of the vector v and, in this case, Fx is called the drag force (FD).
In the coordinate system fixed to the conductor (1′ and 2′ in Figure 2.3), the sign of
Fx component is opposite to the direction of the vector v and the component is called
the brake force (FB) in this case.

To calculate analytically the force exerted on the permanent magnet above the
moving conducting object with defect, some simplifications have to be introduced.
Firstly, it is assumed that the magnetic field produced by the permanent magnet is not
affected by induced eddy currents in the conducting object, i.e., so-called WRA can
be applied [102,111]. A necessary condition for the applicability of the WRA can be
formulated as Rm = v0μ0σ0a � 1, where Rm is the magnetic Reynolds number, a is
the length parameter (specific for the analyzed problem), and v0, σ0,μ are the velocity,
the electrical conductivity, and the magnetic permeability of the conducting object,
respectively. Assuming that the coordinate system is assigned to a permanent magnet,
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Figure 2.3 Force exerted on a permanent magnet in inertial systems
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use of WRA allows to calculate the induced eddy currents J in a conducting object
directly by Ohm’s law (2.19). For 2D problems, the equation (2.19) can be reduced to

J = σ0(E + v × B0) = σ0(−∇φ + v × B0) = σ0v × B0 = −σ0v0Bz,01z, (2.20)

because of ∇φ= 0. B0 denotes the magnetic flux density produced by the permanent
magnet.

The force F exerted on the 2D permanent magnet above the moving conductor
can be calculated as follows

F = −FLF = −l
∫

S0

J × B0 dS = Fx1x + Fz1z = FD1x + FL1z

= lσ0v0

[(∫
S0

B2
z,0 dS

)
1x −

(∫
S0

Bx,0Bz,0 dS

)
1z

]
, (2.21)

where S0 = L × D is the cross-section area of the conductor, and l is the length of the
system in the y-direction. It should be noted that directions of force components are
independent from the direction of the magnetization vector M. They depend only on
the direction of the velocity vector. For a conductor without defects, the second integral
in (2.21) disappears due to anti-symmetry of Bx,0, i.e. the lift force FL calculated by
the WRA always equals 0 if the permanent magnet is far away from the front/back
walls of the conductor.

Let F(n)
0 and denote profiles of forces exerted on the permanent magnet found

for the conductor moving between x1 and x2 with velocity v = v01x for the defect-
free system and the system with a defect, respectively. The index n corresponds
to the actual position of the conductor center xn ∈< x1, x2 >. The vector difference
�F(n) = F(n) − F(n)

0 describes the influence of the defect on Lorentz force component
profiles and is called the DRS. In 2D LET problems eddy currents induced in the
conductor have only y-component (see (2.20)). For a conductor of center located at
xn with an ideal defect (σd = 0) of a cross-section S (n)

D , induced eddy currents J(n) can
be described by the following superposition

J(n) = J(n)
0 − j(n)

D ,

where J(n)
0 denotes eddy currents density induced in the conductor without defect and

j(n)
D = J(n)

0 |
S(n)

D
are eddy currents in the region of the defect filled with a material with

electrical conductivity σ0.
Using above and (2.21), the DRS �F(n) = [�F (n)

x ,�F (n)
z ]T can be calculated as

�F(n) = F(n) − F(n)
0 = −l

∫
S(n)

D

j(n)
D × B(n)

0 dS = l
∫

S(n)
D

J(n)
0 × B(n)

0 dS

= lσ0v0

{[
−

∫
S(n)

D

(
B(n)

z,0

)2
dS

]
1x +

(∫
S(n)

D

B(n)
x,0 B(n)

z,0 dS

)
1z

}
. (2.22)

In 2D LET problems, if the WRA can be applied, DRSs can be directly calculated
also for a conductor containing more than one defect because induced eddy currents
in the conductor flow only in the y-direction and are not disturbed by the defects.



54 Motion-induced eddy current testing and evaluation

The resultant DRS for conductors containing more defects is a simple superposition
of single defect signals

�F(n) =
K∑

k=1

�F(n)
k = l

K∑
k=1

∫
S(n)

Dk

J(n)
0 × B(n)

0 dS, (2.23)

where K is the number of defects and S (n)
Dk

denotes the region covering the kth defect
in the conductor with center located at xn. The profile of the absolute force exerted
on the permanent magnet above the moving conductor with K ideal defects can be
obtained from

F(n) = F(n)
0 +

K∑
k=1

�F(n)
k

= −l
∫

S(n)
0

J(n)
0 × B(n)

0 dS + l
K∑

k=1

∫
S(n)

Dk

J(n)
0 × B(n)

0 dS. (2.24)

The simplest model of a long permanent magnet of a rectangular cross-section
w × h magnetized with the magnetization M = M1y consists of an equivalent 2D
magnetic line dipole (l-dipole) of the moment ml = ml1z = Mwh1z located at the
center of the magnet. The physical interpretation of the l-dipole is shown in Figure 2.4.
The l-dipole can be understood as two infinitely thin line currents flowing in opposite
y-directions located at a distance d from each other. The general formula for the
magnetic field produced by the l-dipole can be easily derived [112]. The formula
describing the magnetic flux density B0 from l-dipole has the following form

B0 = μ0

2π (r′)2

[
2

ml · r′

(r′)2
r′ − ml

]
, (2.25)

where r′ denotes position of the calculation point in relation to the l-dipole.
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Figure 2.4 Construction of an equivalent magnetic line dipole for a permanent
magnet of rectangular cross-section
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In the Cartesian system, the magnetic flux density B(n)
0 at any point r = [x, z]T

produced by the magnetic l-dipole ml = ml1y located at rn = [xn, zn]T is given by

B(n)
0 = ml

μ0

2π

2(x − xn)(z − zn)[
(x − xn)2 + (z − zn)2

]2 1x

+ ml
μ0

2π

(z − zn)2 − (x − xn)2[
(x − xn)2 + (z − zn)2

]2 1z = B(n)
x,01x + B(n)

z,01z. (2.26)

The DRS �F(n) of a single defect located in a conducting plate moving with
the velocity v = v01x along the x-axis below the magnetic l-dipole can be calculated
using (2.22) and the setup shown in Figure 2.5.

Substituting (2.26) to (2.22), the DRS takes the following form

�F(n) = lσ0v0

(
ml
μ0

2π

)2
{

−
∫ cx

2

− cx
2

∫ −d

−d−cz

[
(z − zn)2 − (x − xn)2

]2[
(x − xn)2 + (z − zn)2

]4 dx dz 1x

+ 2
∫ cx

2

− cx
2

∫ −d

−d−cz

(x − xn)(z − zn)
(z − zn)2 − (x − xn)2[
(x − xn)2 + (z − zn)2

]4 dx dz 1z

}
. (2.27)

Integrals in (2.27) can be calculated analytically and expressed by the following
functions

fx(x, z, xn, zn) = (x − xn)(z − zn)

6
[
(x − xn)2 + (z − zn)2

]2 + 1

8(x − xn)(z − zn)

+ 1

8(x − xn)2
arctan

(
z − zn

x − xn

)
+ 1

8(z − zn)2
arctan

(
x − xn

z − zn

)
(2.28)
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Figure 2.5 Setup of 2D LET system used for calculation of DRSs
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and

fz(x, z, xn, zn) = 1

12

(z − zn)2 − (x − xn)2[
(x − xn)2 + (z − zn)2

]2 . (2.29)

Using (2.28) and (2.29), the analytical forms of DRS components for the rectangular
defect {Sd : cx × cz} located at the depth d can be written as

�F (n)
x = lσ0v0

(
ml
μ0

2π

)2 ×
[
fx

(cx

2
, −d, xn, zn

)
− fx

(cx

2
, −d − cz, xn, zn

)
− fx

(
−cx

2
, −d, xn, zn

)
+ fx

(
−cx

2
, −d − cz, xn, zn

)]
(2.30)

�F (n)
z = lσ0v0

(
ml
μ0

2π

)2 ×
[
fz

(cx

2
, −d, xn, zn

)
− fz

(cx

2
, −d − cz, xn, zn

)
− fz

(
−cx

2
, −d, xn, zn

)
+ fz

(
−cx

2
, −d − cz, xn, zn

)]
(2.31)

The Lorentz force exerted on the l-dipole located at [xn, h0] above an infinitely
wide plate without defects moving with the velocity v0 can be expressed as

Fx0 = lσ0v0

(
ml
μ0

2π

)2 π

8

[
1

h2
0

− 1

(h0 + D)2

]
, (2.32)

Fz0 = 0. (2.33)

In order to verify the introduced approach, the test problem shown in Figure 2.6
is solved using the FEM [72,102]. The test model consists of a long cylindrical
permanent magnet located above a conducting plate moving with a constant velocity.
It is easy to show that the magnetic flux density for r � R produced by a uniformly,

Permanent
magnet

Equivalent
l-dipole

Conducting plate, σ0 

R

z

ym

xm

xh0

M

v = ν01xcz

cx

d
Defect

L

D

μ0

σd = 0

Figure 2.6 Uniformly magnetized long cylindrical permanent magnet above a
conducting plate moving with the constant velocity v = v01x. The plate
contains an ideal rectangular defect (σd = 0)
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diametric magnetized infinitely long cylindrical permanent magnet of radius R is
equal to the magnetic field (2.25) produced by the equivalent l-dipole of the mag-
netic moment ml = πR2M located at the center of the permanent magnet. Figure 2.7
shows results of the analytical and FEM simulations for the following LET config-
uration: (1) PM: R = 2.5 mm, M = 931A/mm, h0 = 11 mm, (2) conducting plate:
L × D = 250 mm × 50 mm, σ0 = 30.61 Ms/m, v0 = 1 cm/s, (3) rectangular defect:
cx × cz = 12 mm × 2 mm located at the depth d = 2 mm.

To estimate the quality of l-dipole models quantitatively, a normalized root mean
square error (NRMSE) is defined as

NRMSE =
√
ε2

x + ε2
z (2.34)

with

εx/z =

√
1
N

N∑
n=1

[
S (n)

x/z − S (n)
x/z,FEM

]2

max
n=1...N

[
S (n)

x/z,FEM

]
− min

n=1...N

[
S (n)

x/z,FEM

]100%,

where N is a number of test points in the force/DRS profile S, and the subscript FEM
denotes the reference solution calculated by the FEM.

Simulations show an excellent agreement between results received analytically
using l-dipole and calculated by the FEM. The NRMSEs are 0.82% and 0.25% for
Lorentz force and DRS profiles, respectively.

In the next example, an analysis of the model with a rectangular permanent
magnet (cf. Figure 2.5) is presented. The equivalent l-dipole is located at the center of
the long rectangular permanent magnet: w × h = 15 mm × 25 mm, M = 931A/mm,
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Figure 2.7 Long cylindrical permanent magnet—comparison of the equivalent
l-dipole model with FEM (defect: cx × cz = 12 mm × 2 mm, d = 2 mm).
(a) Lorentz force profiles. (b) Defect response signal profiles
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Figure 2.8 Long rectangular permanent magnet—Lorentz force and DRS profiles
calculated analytically using l-dipole and simulated by FEM (defect:
cx × cz = 12 mm × 2 mm, d = 2 mm). (a) Lorentz force profiles. (b) DRS
profiles
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Figure 2.9 Long rectangular permanent magnet—equivalent l-dipole models

h0 = 1 mm. The other parameters of the LET system remain unchanged in relation
to the previously presented example. Results of analytical and FEM simulations are
presented in Figure 2.8. In contrast to the previous example, the use of l-dipole is
subject to large calculation errors compared to FEM, i.e., over 22% and 15% for
Lorentz force and DRS, respectively.

The errors can be reduced after modifying the l-dipole and replacing it with the
lα-dipole shown in Figure 2.9. In the lα-model, y-position of the equivalent dipole
depends on the parameter α. The value of parameter α ∈< 0, 1 > can be determined
using a minimizing procedure that minimizes NRMSE between force profiles calcu-
lated by FEM and in a model using lα-dipole. The force profiles that are used in the
minimizing procedure are profiles determined for a conductive object without defects.
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Figure 2.10 Long rectangular permanent magnet—Lorentz force and DRS profiles
calculated using the equivalent lα-dipole model. (a) Lorentz force
profiles. (b) DRS profiles

Although the α parameter found is not optimal for calculations with a defective
conductor, the use of lα-dipole guarantees much better results than for the l-dipole.

Figure 2.10 presents profiles calculated using lα-dipole with α= 0.433. The
corresponding NRMSE is reduced to 1.33% and 2.40% for Lorentz force and DRS
profiles, respectively.

The use of dipolar models (l-dipole, lα-dipole) in modeling 2D LET systems
enables to find analytical formulas for Lorentz force profiles exerted on the permanent
magnet above moving plate of finite width and depth with and without defects (see
(2.28) and (2.31)). In the further part of this section, a semianalytical method will
be presented that allows the calculation of Lorentz force profiles based on analytical
formulas of the magnetic field produced by a permanent magnet with a rectangular
cross-section.

Let the infinitely long, rectangular permanent magnet (w × h) be magnetized
with a constant magnetization density M = M1z. In this case, the magnetic field
produced by the rectangular permanent magnet can be calculated using an equivalent
2D current sheet model shown in Figure 2.11. The surface sheet current densities JS

can be found from the cross product of M and the normal unit vector n emerging
from the side edges of the permanent magnet.

The magnetic flux density B0 = [Bx,0, Bz,0]T at any point P outside the permanent
magnet can be calculated as a superposition of B1 and B2, the magnetic flux densities
of the left and the right current sheet

B0 = B1 + B2 = μ0M

2π

(∫ h/2

−h/2

1z × r1

r2
1

dz′ −
∫ h/2

−h/2

1z × r2

r2
2

dz′′
)

, (2.35)
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Figure 2.11 Long rectangular permanent magnet—equivalent current sheet model

where

r1 =
√(

x + w

2

)2 + (z − z′)2, r2 =
√(

x − w

2

)2 + (z − z′′)2.

The integrals in (2.35) can be calculated analytically and expressed as

Bx(x, z) = μ0M

4π
ln

[
(x + w

2 )2 + (z − h
2 )2

(x + w
2 )2 + (z + h

2 )2

(x − w
2 )2 + (z + h

2 )2

(x − w
2 )2 + (z − h

2 )2

]
, (2.36)

Bz(x, z) = μ0M

2π

[
arctan

(
z + h

2

x + w
2

)
− arctan

(
z − h

2

x + w
2

)

+ arctan

(
z − h

2

x − w
2

)
− arctan

(
z + h

2

x − w
2

)]
. (2.37)

To calculate DRS and Lorentz force profiles, Eqs (2.36)–(2.37) are substituted
into (2.22)–(2.24). Unfortunately in this case, it is not possible to determine analyt-
ical formulas as it was in the case of dipolar models. To overcome this problem, a
concept of voxel grids is introduced (voxel = volume x element). It is assumed that
any conducting region may be replaced by a uniform grid of conducting volumet-
ric elements (voxels) �V = l�S = l�x�z of conductivity σ0 (l is the length of the
system in the y-direction, and �x, �z is the size of element in x- and z-direction,
respectively). In each voxel flow induced eddy currents of current density J0. If�S is
sufficiently small, continuous distribution of eddy currents induced in the i-th voxel
can be approximated by a constant current density vector J(n)

0,i located at the center of
voxel ri. The defect response profile �F(n) can be calculated using setup shown in
Figure 2.12 and the equation (2.22) written as

�F(n) = l
∫

Sd

J0 × B0 dS � l�S

N D
V∑

i=1

J(n)
0,i × B(n)

0,i = �F̃(n) (2.38)
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Figure 2.12 Setup for DRS calculations using 2D current sheet model of a long
rectangular permanent magnet together with a grid of voxels for a
defect modeling

and

�F̃(n) = l�Sσ0v0

N D
V∑

i=1

[
−

(
B(n)

z,i

)2
1x + B(n)

x,i B(n)
z,i 1z

]
, (2.39)

where N D
V is the number of voxels in Sd region, B(n)

x,i = Bx(xi − xn, zi − zn), B(n)
z,i =

Bz(xi − xn, zi − zn), zn = h0 + h/2, and Bx, Bz are defined by (2.36) and (2.37),
respectively.

The total Lorentz force F̃(n) exerted on a rectangular permanent magnet located
above the moving conducting plate (L × D) with K ideal defects can be calculated as

F̃(n) = l�S0σ0v0

N0∑
i=1

[(
B(n)

z,i

)2
1x − B(n)

x,i B(n)
z,i 1z

]

+ lσ0v0

K∑
k=1

�Sk

N D
k∑

j=1

[
−

(
B(n)

z,i

)2
1x + B(n)

x,i B(n)
z,i 1z

]
, (2.40)

where N0 and �S0 are the number of voxels and the element size in the conductor
without defects, and N D

k ,�Sk are the number of voxels and the element size used for
the k-th defect.

Figure 2.13 shows results of simulations using the same 2D LET configuration
as in the previous example. In the calculation of force profiles, a voxel grid with
elements of size�S0 =�x0 ×�z0 = 1 mm × 1 mm for a conductor without a defect
was used. For calculating the DRS, the voxel grid size in the area of the defect was
�S1 =�x1 ×�z1 = 1 mm × 1 mm.
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Figure 2.13 Long rectangular permanent magnet—Lorentz force and DRS profiles
calculated with exact magnetic field formulas (2.30)–(2.30) and the
voxel grid density �x ×�z = 1 mm × 1 mm. (a) Lorentz force profiles.
(b) DRS profiles

The results of semianalytic simulations have negligible errors compared to FEM,
i.e., 0.68% and 0.16% for Lorentz force and DRS profiles, respectively.

In this section, two analytical approaches of Lorentz force calculations in 2D LET
systems were described. In both approaches, the weak reaction formulation of the LET
problem is applied, i.e., the corresponding magnetic Reynolds number is much less
than 1. Both approaches are based on the principle of superposition to calculate the
DRSs. In the first approach, the permanent magnet is replaced by a single equiv-
alent magnetic l-dipole located inside the permanent magnet. This enables to find
analytical formulas of DRS for one or more rectangular defects as well as the global
Lorentz force profile exerted on the permanent magnet above the moving plate. The
optimal position of the lα-dipole can be found using procedure which minimizes
the NRMSE between the Lorentz force profile calculated based on the lα-model and
the reference solution. In the second approach, the exact analytical formulas describ-
ing the magnetic field generated by a rectangular permanent magnet were used. For
this case, it was not possible to find analytical expressions describing DRS.Therefore,
a semianalytical approach based on regular grids of voxels replacing the conductor as
well as defects was introduced. Sample profiles of DRS and Lorentz forces calculated
by both methods together with reference solutions obtained by FEM were also shown.

2.2.2 Lorentz forces acting on 3D permanent magnets above moving
conducting plate without defects

Analytical calculation of Lorentz force exerted on a permanent magnet located above
a conducting plate without any defects moving at a constant velocity v is only possible



Forward simulation methods 63

μ0 ,σ0

μ0 ,σ = 0

μ0 ,σ = 0

μ0 ,σ = 0

D “III” v

“II”

“I”

“IV”

M

h0

JM

z0

3D permanent magnet:
cuboid: wx× wy = 2a × 2b
cylinder: wm= 2R 

Thin current coil x

I0 =JM∆z
hm

z
wm

Figure 2.14 3D permanent magnet (cuboid/cylinder) above a moving
nonmagnetic, conducting wide plate

when it is assumed that the plate is infinitely wide. Additionally, it is assumed that the
plate is nonmagnetic (μ = μ0) and its electrical conductivity is constant and equals
σ0. In the following, only cuboidal/cylindrical permanent magnets with constant mag-
netization vector M will be considered. In this case, the permanent magnet used in
the analysis can be replaced by an infinitely thin solenoid of height hm with a surface
current density JM , where JM = M (see Figure 2.14).

First, the Lorentz force exerted on the infinitely thin coil with current I0 = JM�z
located at z = z0 above the moving conducting plate of thickness D is calculated.
Using approach presented in [61], the problem in the coordinate system fixed to the
coil can be described by the following set of equations:

∇2H = 0, Region: I, II, IV, (2.41)

∇2H = μ0σ0v0
∂H
∂x

, Region: III, (2.42)

∇ · H = 0, Region: all, (2.43)

where regions I–IV are defined in Figure 2.14.
For solving (2.41)–(2.43), 2D spatial Fourier transform is applied

F̂ = F̂(kx, ky) =
∫ ∞

−∞

∫ ∞

−∞
F(r)e−j(kxx+kyy)dx dy, (2.44)

where r = x1x + y1y + z1z, and kx, ky are spatial frequencies. The inverse 2D spatial
Fourier transform is defined as

F(r) =
(

1

2π

)2 ∫ ∞

−∞

∫ ∞

−∞
F̂(kx, ky)ej(kxx+kyy)dkx dky. (2.45)
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For simplicity of notation, F̂(kx, ky) is replaced with the symbol F̂. After applying
(2.44) to (2.41)–(2.43), the following equations are obtained

−(k2
x + k2

y )Ĥ + d2Ĥ
dz2

= 0, Region: I, II, IV, (2.46)

−(k2
x + k2

y )Ĥ + d2Ĥ
dz2

= jkxμ0σ0vĤ, Region: III, (2.47)

jkxĤx + jkyĤy + dĤz

dz
= 0, Region: all. (2.48)

The solution of (2.46)–(2.48) can be written as:

Ĥ1 = Ĥ(i) + Ĥ(e) = Ĥ(i) + âe−kz, Region: I, II, (2.49)

Ĥ2 = b̂e−αz + ĉeαz, Region: III, (2.50)

Ĥ3 = d̂ekz, Region: IV, (2.51)

where α2 = jμ0σ0v0kx + k2, k2 = k2
x + k2

y , and â, b̂, ĉ, d̂ are unknown complex con-

stants defined as â = [̂ax, ây, âz]T, b̂ = [̂bx, b̂y, b̂z]T, ĉ = [̂cx, ĉy, ĉz]T, d̂ = [̂dx, d̂y, d̂z]T,

respectively. Ĥi = [Ĥx,i, Ĥy,i, Ĥz,i]T denotes the resultant magnetic field in the ith

region (i = 1, 2, 3) while Ĥ(i) is the primary (incident) magnetic field produced by

the current coil in absence of the plate and Ĥ(e) is the magnetic field produced by
eddy currents induced in the moving conducting plate.

The spatial Fourier transform of the primary magnetic field Ĥ(i) produced by a
thin coil located at z = z0 and carrying the current I0 can be derived in regions I and
II as

Region I :

⎧⎪⎨
⎪⎩

Ĥ(i)
||,1 = − 1

2

(
1z × Ĵs

)
e−k(z−z0)

Ĥ (i)
z,1 = j

kx

k
Ĥ (i)

x,1 + j
ky

k
Ĥ (i)

y,1,
(2.52)

Region II :

⎧⎪⎨
⎪⎩

Ĥ(i)
||,2 = 1

2

(
1z × Ĵs

)
ek(z−z0)

Ĥ (i)
z,2 = −j

kx

k
Ĥ (i)

x,2 − j
ky

k
Ĥ (i)

y,2,
(2.53)

where Ĥ(i)
||,n = Ĥ (i)

x,n1x + Ĥ (i)
y,n1y, n = 1, 2 and Ĵs is 2D Fourier transform of the coil with

current. To complete formulas (2.52) and (2.53), it is necessary to find the 2D Fourier
transform Ĵs.

At the beginning, it is analyzed an infinitely thin rectangular coil 2a × 2b with a
current given as

Js(x, y) = I0

⎡
⎢⎣�

( x

2a

)
δ(y + b) −�

( x

2a

)
δ(y − b)

�
( y

2b

)
δ(x − a) −�

( y

2b

)
δ(x + a)

⎤
⎥⎦ , (2.54)
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where I0 = M�z, δ( · ) is the Dirac function and�( · ) is the rectangle function [113]
defined as

�(x) =

⎧⎪⎪⎨
⎪⎪⎩

1, |x| < 1
2

1
2 , |x| = 1

2

0, |x| > 1
2

(2.55)

The 2D spatial Fourier transform Ĵs of (2.54) can be expressed as

Ĵs =
[

Ĵsx

Ĵsy

]
= j 4I0 sin (kxa) sin (kxb)

⎡
⎢⎢⎣

1

kx

− 1

ky

⎤
⎥⎥⎦ . (2.56)

Similarly, a current flowing in an infinitely thin loop of radius R can be defined as

Js(x, y) = I0

[−δ(r − R) sin ϕ

δ(r − R) cosϕ

]
. (2.57)

The corresponding 2D spatial Fourier transform can be found as

Ĵs =
[

Ĵsx

Ĵsy

]
= j 2πRI0J1(kR)

⎡
⎢⎢⎣

ky

k

−kx

k

⎤
⎥⎥⎦ , (2.58)

where r2 = x2 + y2, sin ϕ = y/r, cosϕ = x/r, and J1( · ) is the first order Bessel
function of the first kind [114]

J1(z) = j

π

∫ π

0
e−jz cos θ cos θdθ. (2.59)

Unknown constants â, b̂, ĉ, d̂ in (2.49)–(2.51) can be determined from the continuity
conditions at z = 0 (i = 2) and z = −D (i = 3)

Ĥt,i = Ĥt,i+1, (2.60)

B̂n,i = B̂n,i+1. (2.61)

The indexes t and n denote tangential and normal components of vectors H and B,
respectively. Additionally to (2.60)–(2.61), the condition ∇ × B|z = 0 in the region
III has to be taken into account because the induced eddy currents in the conducting
plate flow only in x-y–planes (Jz = 0). After a few elementary transformations, the
constant â can be found as

â =

⎡
⎢⎢⎢⎢⎢⎢⎣

âx = T (k ,β) Ĥ (i)
x,2

∣∣∣
z=0

= 1
2 T (k ,β)

(
1z × Ĵs

)
e−kz0

ây = ky

kx
âx

âz = j
k

kx
âx

⎤
⎥⎥⎥⎥⎥⎥⎦

, (2.62)
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where T (k ,β) is given by the expression

T (k ,β) = (β2 − 1) tanh βkD

2β + (1 + β2) tanh βkD
, (2.63)

where β = α/k , k2 = k2
x + k2

y , and α2 = jμ0σ0v0kx + k2. The coefficient T (k ,β) can
be treated as a reflection coefficient of the incident magnetic field reflected from the
moving conducting plate [61,66,115]. Finally, using (2.53) and (2.62), the magnetic
field Ĥ(e) in regions I and II produced by eddy currents in the moving plate can be
obtained as

Ĥ(e)
|| = T (k ,β) Ĥ(i)

||,2
∣∣∣
z=0

e−kz = 1
2 T (k ,β)

(
1z × Ĵs

)
e−k(z+z0), (2.64)

Ĥ (e)
z = −j 1

2 T (k ,β)
(

kx

k
Ĵsye−kz0 − ky

k
Ĵsxe−kz0

)
e−kz. (2.65)

The Lorentz force exerted on a thin coil above a moving conducting plate [66] can be
determined using the following formula

F = μ0

∫ ∞

−∞

∫ ∞

−∞
Js(r) × H(e)(r)

∣∣
z=z0

dx dy. (2.66)

According to Parseval’s theorem [113], equation (2.66) can be written as

F = μ0

4π2

∫ ∞

−∞

∫ ∞

−∞
Ĵ∗

s × Ĥ(e)
∣∣
z=z0

dkx dky. (2.67)

After substituting (2.64)–(2.65) into (2.67), the following expressions are given to the
Lorentz force components

Fx = −j
μ0

8π2

∫ ∞

−∞

∫ ∞

−∞
T (k ,β)

(
kx

k

∣∣̂Jsy

∣∣2 − ky

k
Ĵ ∗

syĴsx

)
e−2kz0 dkx dky, (2.68)

Fy = 0, (2.69)

Fz = μ0

8π2

∫ ∞

−∞

∫ ∞

−∞
T (k ,β)

(∣∣̂Jsx

∣∣2 + ∣∣̂Jsy

∣∣2
)

e−2kz0 dkx dky. (2.70)

The side force Fy equals 0 due to the x-symmetry of the coil. Using the symmetry of
Ĵs in the spatial Fourier domain [see (2.56) and (2.58)] defined as

Ĵsx(kx) = Ĵsx(−kx), Ĵsx(ky) = −Ĵsx(−ky),

Ĵsy(kx) = −Ĵsy(−kx), Ĵsy(ky) = Ĵsy(−ky),

equations (2.68)–(2.70) can be simplified to the following form

Fx = μ0

2π2

∫ ∞

0

∫ ∞

0
�[T (k ,β)]

(
kx

k
|̂Jsy|2 − ky

k
Ĵ ∗

syĴsx

)
e−2kz0 dkx dky, (2.71)

Fz = μ0

2π2

∫ ∞

0

∫ ∞

0
�[T (k ,β)]

(|̂Jsx|2 + |̂Jsy|2
)

e−2kz0 dkx dky. (2.72)

In order to calculate the Lorentz force FPM acting on the infinitely thin solenoid
of the height hm shown in Figure 2.14, and thus the permanent magnet, it is necessary
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first to integrate the incident magnetic field contributions at z = 0 from infinitely thin
coils evenly distributed along the solenoid. The resultant field Ĥ2 after integration
takes the following form

Ĥ(i)
||,2

∣∣∣
z=0

= 1
2

(
1z × Ĵs

) e−kh0

k

(
1 − e−kHm

)
, (2.73)

Ĥ (i)
z,2

∣∣∣
z=0

= −j
kx

k
Ĥ (i)

x,2

∣∣∣
z=0

− j
ky

k
Ĥ (i)

y,2

∣∣∣
z=0
. (2.74)

Next, the magnetic field Ĥ(e) produced by induced eddy currents in the plate (2.64)–
(2.65) has to be integrated along the solenoid height [115]. Finally, the following
expressions for the Lorentz force exerted on a permanent magnet above moving
conducting plate can be obtained as

FPM
x = μ0

2π2

∫ ∞

0

∫ ∞

0
	[T (k ,β)]

(
kx |̂Jsy)|2 − kyĴ ∗

syĴsx

)

×
(
1 − e−kHm

)2

k3
e−2kh0 dkxdky, (2.75)

FPM
y = 0 (2.76)

FPM
z = μ0

2π2

∫ ∞

0

∫ ∞

0

[T (k ,β)]

(|̂Jsx|2 + |̂Jsy|2
)

×
(
1 − e−kHm

)2

k2
e−2kh0 dkxdky. (2.77)

Formulas (2.75) and (2.77) are verified using the FEM applied to similar configuration
setup as for the analytical method. Figure 2.15 shows normalized Lorentz forces
calculated using (2.75)–(2.77) and the FEM. The reference velocity v0 is the velocity
at which the lift force is equal to the drag force (Fx = Fz). The reference force F0 is
an asymptotic limit of (2.77) for σ0v0 → ∞ equals

F0 = μ0

2π2

∫ ∞

0

∫ ∞

0

(|̂Jsx|2 + |̂Jsy|2
) (

1 − e−kHm
)2

k2
e−2kh0 dkx dky. (2.78)

It can be observed a very good agreement between forces calculated analytically
and obtained from FEM simulations. The normalized root mean deviation between
ANA and FEM is equal to 0.42% for both simulated cases. The presented approach
enables also to calculate induced eddy currents in the moving plate in easy way.
Using Ĵ = ∇ × Ĥ3, the 2D spatial Fourier transform of the eddy current density Ĵ
takes the form

Ĵ =
[

Ĵx

Ĵy

]
= (1 − β)

1 − 1−β
1+β e−2βk(D+z)

1 −
(

1−β
1+β

)2
e−2βkD

eβkz
(
1 − e−kHm

)
e−kh0

[
Ĵsx

Ĵsy

]
. (2.79)

Applying symmetry properties of Ĵs in the spatial Fourier domain, the eddy current
density J at any point r located in the plate can be determined from the inverse Fourier
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Figure 2.15 Normalized Lorentz force acting on a permanent magnet placed
h0 = 1 mm above a moving conductive plate with a thickness of
D = 100 mm (σ0 = 30.61 MS/m). (a) Cuboid:
15 mm × 15 mm × 25 mm, F0 = 65.6 N, v0 = 9.48 m/s. (b) Cylinder:
15 mm × 25 mm, F0 = 51.1 N, v0 = 10.37 m/s. (ANA) analytical
solutions, (FEM) finite element method

transform as

Jx(r) = 1

π2

∫ ∞

0

∫ ∞

0
sin(kyy)

{
sin(kxx)
[̂Jx] + cos(kxx)	[̂Jx]

}
dkx dky, (2.80)
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(a) (b)

(c) (d)

Figure 2.16 Eddy currents on the upper surface of a conductive plate moving at a
velocity v0 = 10 m/s under a rectangular (a–b) or cylindrical (c–d)
permanent magnet. Analytical solutions: (a), (c). FEM: (b), (d)

Jy(r) = 1

π2

∫ ∞

0

∫ ∞

0
cos(kyy)

{
sin(kxx)	[̂Jy] − cos(kxx)
[̂Jy]

}
dkx dky, (2.81)

where r = x1x + y1y + z1z.
Figure 2.16 shows sample stationary eddy current distributions on the surface

z = 0 of the plate moving at a velocity v0 = 10 m/s. The distributions are calculated
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using the same models as for the Lorentz force calculations. For comparison, results
of FEM simulations for equivalent models are also presented. A very good agreement
between both solutions can be observed.

2.2.3 Calculation of forces in 3D LET systems

In general, 3D LET system consists of a magnetic system (e.g. permanent magnet,
Halbach configuration), and a nonmagnetic, conducting object moving at a constant
velocity v. Figure 2.17 shows an example of a LET system with a cuboidal permanent
magnet placed above a moving, conductive block with a surface defect.

A conductive block can be a solid conductor with a constant, homogeneous elec-
trical conductivity σ0 or an assembly of N conducting sheets of thickness�h = D/N .
The use of a package of sheets instead of a solid block decisively facilitates the
preparation of experiments involving studies on the same defects but located at
different depths [91,102]. If thickness �h of sheets is small enough and sheets are
isolated from each other then an anisotropic model of electrical conductivity can be
applied. In this case an electrical conductivity of stacked sheets can be described
by a diagonal conductivity tensor [σ ] = diag(σxx, σyy, σzz), where σxx = σyy = σ0 and
σzz = 0.

Forces F and F0 exerted on the permanent magnet above moving conducting
object with and without a defect can be calculated as

F = −
∫

V−VD

J × B dV and F0 = −
∫

V
J0 × B dV , (2.82)

D

W

L

Defect: (cx, cy, cz)

Conducting block, σ0

h0

h

Permanent
magnet

Fz

Fy

Fx

v
x

y

z

μ0

M

2a
2a

Figure 2.17 An exemplary 3D LET configuration consisting of a cuboidal
permanent magnet placed above a moving nonmagnetic, conductive
block with a cuboidal surface defect (cx × cy × cz, d = 0)
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where V and VD denote the volumes of the object and the defect, respectively. J
describes eddy currents induced in the defective object while J0 in the object without
the defect. DRSs are defined analogically to the 2D case as

�F = F − F0, �F = [�Fx,�Fy,�Fz]T. (2.83)

After substituting formulas (2.82) into equation (2.83) one obtains

�F =
∫

V
J0 × B dV −

∫
V−VD

J × B dV

=
∫

V−VD

(J0 − J) × B dV +
∫

VD

J0 × B dV

=
∫

V−VD

jE × B dV +
∫

VD

jD × B dV =
∫

V
(jE + jD) × B dV

=
∫

V
j × B dV , (2.84)

where jE = J0 − J is the density of distortion currents caused by the defect flowing
outside the defect and jD = J0 is the density of eddy currents without defect truncated
to the defect (so-called defect eddy currents). The sum j = jE + jD is called the total
defect distortion current. The analytical calculation of DRS (2.84) in the general case
is not possible. However, the problem can be significantly simplified if the magnetic
Reynolds number Rm is much smaller than 1 and the approach of the weak reaction
of eddy currents can be applied. In this case, the DRSs from the defect located in the
conductive object can be determined as

�F =
∫

V
j × B0 dV =

∫
V

(jE + jD) × B0 dV , (2.85)

where B0 is the magnetic flux density produced by a permanent magnet.
Most of the magnetic configurations used in LET systems can be modeled using

the appropriate sets of magnetic dipoles [100]. If a permanent magnet is modeled
using ND magnetic dipoles with magnetic moments mi = [mx,i, my,i, mz,i]T located in
points ri = [xi, yi, zi]T, its magnetic field B0,k at any point rk = [xk , yk , zk ]T can be
determined as

B0,k =
ND∑
i=1

bki, (2.86)
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and

bki = μ0

4π

⎡
⎢⎢⎢⎢⎢⎢⎣

3
x2

ki

R5
ki

− 1

R3
ki

3
xkiyki

R5
ki

3
xkizki

R5
ki

3
xkiyki

R5
ki

3
y2

ki

R5
ki

− 1

R3
ki

3
ykizki

R5
ki

3
xkizki

R5
ki

3
ykizki

R5
ki

3
z2

ki

R5
ki

− 1

R3
ki

⎤
⎥⎥⎥⎥⎥⎥⎦

· mT
i , (2.87)

where

xki = xk − xi, yki = yk − yi, zki = zk − zi,

R2
ki = r2

ki + z2
ki, r2

ki = x2
ki + y2

ki.

Induced eddy currents J0 in a moving conducting object (v = v01x) can be directly
calculated using Ohm’s law (2.19)

J0 = σ0(E + v × B0) = σ0(−∇ϕ + v × B0) = −σ0

⎡
⎢⎢⎢⎢⎣

∂ϕ

∂x
∂ϕ

∂y
+ v0Bz,0

∂ϕ

∂z
− v0By,0

⎤
⎥⎥⎥⎥⎦ , (2.88)

whereϕ is the electric scalar potential fulfilling Laplace equation ∇2ϕ= 0 with appro-
priate boundary conditions regarding the behavior of eddy currents at the boundaries
of the object and defects.

In the case of a conductive block L × W × D whose L and W dimensions are
much larger than the magnets’dimensions (infinitely wide plate model), the following
expressions describing induced eddy currents evoked by the magnetic dipole mi above
the moving plate [116] can be used for calculation of J0

J0,ki = μ0σ0v0

4π

⎡
⎣ C1g1 + C3g3 C1f1 − C3f3 C2g2

−3C1f1 − C3f3 −C1g1 − C3g3 C0 − C2f2

0 0 0

⎤
⎦ · mT

i , (2.89)

where

J0,ki = J0,i(xk , yk , zk ) = [Jx0,i, Jy0,i, Jz0,i]T,

f1 = xki

rki
, f2 = x2

ki − y2
ki

r2
ki

, f3 = xki(x2
ki − 3y2

ki)

r3
ki

,

g1 = yki

rki
, g2 = 2

xkiyki

r2
ki

, g3 = yki(3x2
ki − y2

ki)

r3
ki

,

and

C0 = 3r2
ki

2R5
ki

− 1

R3
ki

, C1 = sign(zki)
3rki|zki|

4R5
ki

, C2 = − 3r2
ki

2R5
ki

,

C3 = sign(zki)
[ |zki|

R3
ki

(
3rki

4R2
ki

+ 1

rki

)
+ 2

r3
ki

( |zki|
Rki

− 1
)]
.
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It should be noted that the component Jz0 disappears which means that the induced
eddy currents flow only in planes parallel to the surface of the plate.

For cuboidal permanent magnets, it is possible to find analytical expressions
which enable to determine the magnetic field at any point around the magnet.
According to [110], the formulas take the following form

B0(x, y, z) =
⎡
⎢⎣

Bx,0

By,0

Bz,0

⎤
⎥⎦= μ0M

4π

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2∑
k=1

2∑
n=1

(−1)k+n ln [Fnk (x, y, z)]

2∑
k=1

2∑
m=1

(−1)k+m ln [Hmk (x, y, z)]

2∑
k=1

2∑
m=1

2∑
n=1

(−1)k+m+n arctan [Gnmk (x, y, z)]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2.90)

where

Fnk (x, y, z) = Rn1k (x, y, z) +�y1

Rn2k (x, y, z) +�y2
, (2.91)

Gnmk (x, y, z) = �xn�ym

�zkRnmk (x, y, z)
, (2.92)

Hmk (x, y, z) = R1mk (x, y, z) +�x1

R2mk (x, y, z) +�x2
(2.93)

and

Rnmk (x, y, z) =
√
�x2

n +�y2
m +�z2

k ,

�xn = x − xn,

�ym = y − ym,

�zk = z − zk .

The parameters x1, x2, y1, y2, and z1, z2 are defined in Figure 2.18.
If a cuboidal permanent magnet is located above a large conducting plate moving

at a speed small enough to allow the use of WRA, it is possible to find the flow of
induced eddy currents analytically.

The electric scalar potential ϕ at any point r = [x, y, z]T in the moving plate can
be found as

ϕ(x, y, z) = μ0Mv0

4π

2∑
k=1

2∑
m=1

2∑
n=1

(−1)k+m+n
{
�xn ln [Rnmk (x, y, z) −�zk ]

+�ym arctan
�xn�zk

�ymRnmk (x, y, z)
−�zk ln [Rnmk (x, y, z) +�xn]

}
. (2.94)
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M
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Figure 2.18 Cuboidal permanent magnet—parameter definitions according
to [110]

The eddy current density J0 in the plate is calculated from:

J0(x, y, z) = −σ0

⎡
⎢⎢⎢⎣

∂ϕ

∂x
∂ϕ

∂y
+ vBz,0

0

⎤
⎥⎥⎥⎦ . (2.95)

where Bz,0 is given by (2.90) and gradient components are as follows:

∂ϕ

∂x
= μ0Mv0

4π

2∑
k=1

2∑
m=1

{
(−1)k+m ln

R2mk (x, y, z) −�zk

R1mk (x, y, z) −�zk

+
2∑

n=1

(−1)k+m+n

Rnmk (x, y, z)

[
�y2

m�zk

�x2
n +�y2

m

+ �x2
n

Rnmk (x, y, z) −�zk
−�zk

]}
, (2.96)

∂ϕ

∂y
= μ0Mv0

4π

2∑
k=1

2∑
m=1

2∑
n=1

(−1)k+m+n

{
arctan

�xn�zk

�ymRnmk (x, y, z)

+ �ym

Rnmk (x, y, z)

[
�xn

Rnmk (x, y, z) −�zk
− �zk

Rnmk (x, y, z) +�xn

− �xn�zk

(
�x2

n + 2�y2
m +�z2

k

)
(
�x2

n +�y2
m

) (
�y2

m +�z2
k

)
]}

. (2.97)

It is also possible to determine analytical formulas for the calculation of the magnetic
field produced by a cylindrical permanent magnet [117]. Unfortunately, in this case, it
is not possible to provide analytical dependencies allowing the calculation of induced
currents in the moving conductive plate.
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2.2.4 Oscillatory motion of permanent magnets above a conducting
plate

2.2.4.1 Introduction and motivation
This chapter addresses the analysis of motion-induced eddy currents in the case
of harmonic motion of current carrying coils or permanent magnets in the vicin-
ity of electrical conductors. The survey in the framework of MIECT is motivated
by the observation of velocity oscillations of the specimen, resulting for exam-
ple from the control circuit of the linear drive. Three normalized velocity profiles,
which are obtained during operation, are shown in Figure 2.19. The velocities are
determined using the incremental position encoder TONiC T1000 (Renishaw plc,
www.renishaw.com). It has been observed that the relative oscillation amplitudes
reach up to 3% in the present case. The time-dependent velocity influences the
induced eddy current density together with the total magnetic field. In consequence,
the Lorentz force is influenced as well. The goal is to determine this electromagnetic
force F(EM) resulting from the observed oscillations. This quantity serves as an input
of the force sensing unit. An ideal sensor would convert this force into another phys-
ical quantity, which is proportional to the measured force without any alteration such
that F(EM) = F(MEAS). However, in reality, every sensor obeys a distinct characteristic,
which can be described by its transfer function. As a result, the output of the sensor
differs with respect to its input. Despite of the academic nature of this problem and its
particular observation pursuant to MIECT, analogies can be found in many modern
engineering problems where oscillations occur and motion-induced eddy currents,
together with the associated forces, are utilized. A typical example are eddy current
brakes [118,119], magnetic levitation [59,120], electromagnetic damping [121–124],
electromagnetic coupling [125], electromagnetic vibration isolation systems or sus-
pension systems [126,127], or even very recently, energy harvesting [128]. Several
analytical approaches considering constant motion, especially in case of high speeds,
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Figure 2.19 Problem under investigation. A permanent magnet moves with a
sinusoidal velocity profile relative to a conductive slab. (left)
Observed velocity oscillations in the experimental LET setup;
(middle) Electromagnetic model including time-dependent velocities;
(right) Mechanical model of the force sensor unit altering the
electromagnetic input force
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can be found in the literature [58,60,61,66,68,69,129–131]. Linear electromagnetic
transducers are either analyzed with simplified analytical approximations neglect-
ing the reactance of the conductor [132] or by means of time-consuming numerical
simulations [133]. Together with MIECT, all these applications have in common that
they involve mechanical systems which obey eigenfrequencies and the tendency to
oscillate, either intended or parasitic, in form of undesired vibrations of industrial
or laboratory setups. A typical example of the latter was also observed by Ramos
et al. [77] in the framework of NDT.

The time-dependent velocity accounts for a more intricate eddy current profile
inside the conductor. As a consequence, the problem cannot be treated as stationary
or quasi-static anymore. The resistive and inductive nature of the conductor implies
a complex interaction between the primary magnetic field generated by the magnetic
field source, which oscillates at a given frequency, and the temporally as well as
spatially pulsating secondary magnetic field generated by the induced eddy currents.
During analytical analysis of oscillating systems, the back reaction of the conduc-
tor was merely taken into account [134]. Admittedly, Amati et al. [135] addressed
the question of sinusoidal speed variations in torsional eddy current dampers but
neglected the inductive character of the conductor supported by the assumption of
small amplitude oscillations. Considerable studies from Ooi et al.[136–140] tackled
the analysis of several transient problems using the concept of dynamic circuit theory.
The method is based on the evaluation of lumped parameter matrices which are deter-
mined by the stored magnetic energy. Besides the good agreement to experimental
results, the modeling of source- and induced-eddy currents as pure surface currents
can be disadvantageous. Recently, Weidermann et al. [141] addressed the problem of
time-dependent velocities and the associated Lorentz forces in the framework of LFV
in 2014. However, they assumed a homogeneous external magnetic field and simpli-
fied the problem to the 1D case. Besides the intelligible and descriptive nature of this
study, it is far from a realistic scenario. Its actuality indicates a lack of knowledge in
this field and confirms the need for more advanced solutions. In the following, an
analytical approach is presented to model this kind of electromagnetic field problems
bypassing the mentioned simplifications.

At first, the problem is formulated and the solution of the governing equations
is presented in Section 2.2.4.2. The obtained analytical expressions are verified by
comparing them to FEM simulations in Section 2.2.4.3. Subsequently, the influence
of oscillatory motion on the resulting Lorentz force is investigated in Section 2.2.4.4.
The chapter closes by drawing the conclusions in Section 2.2.4.4.

2.2.4.2 Mathematical formulation of the problem
2.2.4.2.1 The governing equations and its solutions
The investigated problem is sketched in Figure 2.20. The computational domain is
divided into four sub domains. Domains I, II, and IV are air domains and domain III
represents the conductor. The origin of the Cartesian coordinate system is defined at
the surface of the conductor. The conducting slab is infinitely extended in the xy-plane
but has a finite thickness d. The magnetic field source is modeled by an arrangement
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I

nII

III

IV

v(t)

Source current

a

d

z'
z

y
x

σ, μ

Conductor

Figure 2.20 Cross-section of the problem under investigation. A configuration of
current carrying coils is moving over a conducting slab, infinitely
extended in the xy-plane but of finite thickness d [143]

of current carrying wires located at a height z′. It moves along the x-axis with a time-
dependent velocity v(t) = v0 + v1 cosωvt. The problem is addressed in rest frame of
reference K ′, considering that the magnetic field source moves and the conductor
is at rest. Hence, motion-induced eddy currents are induced in consequence of a
time-dependent magnetic field B(t). Displacement currents are neglected under the
assumption that the velocity is much smaller than the speed of light and that the oscil-
lation frequency is moderate such that ωε/σ � 1. If bodies are accelerated, stresses
can arise which could alter the material properties. However, the present analysis is
based on the hypothesis that the electrical properties in the instantaneous rest frame
K ′ are unaffected by the acceleration [142]. The negligence of acceleration effects can
be motivated by an electron-theoretical viewpoint considering an example of rotary
motion. This particular effect was studied by Shiozawa [144]. It is stated that accel-
eration effects can be neglected if the angular frequency of the solid body ωv is much
smaller than the angular frequency of the mass me and the electron-nucleus springω0,
which lies in the range of infrared and ultraviolet light. Because moderate velocities are
assumed in the present analysis, it is possible to continue with the phenomenological
viewpoint, where electromagnetic effects of matter are solely described by the material
properties σ , μ, and ε, without taking into account its internal structure. In this sense,
the constitutive equations derived in Section 2.1 are still valid and hold [145,146].

In short, the governing equations are derived from Maxwell’s equations in the
rest frame K ′, omitting primed quantities to simplify matters:

∇ × H = J, (2.98a)

∇ × E = −∂B
∂t
. (2.98b)

The magnetic flux density B = μH is expressed by the magnetic vector potential
A (B = ∇ × A, ∇ · A = 0) under the assumption that the magnetic material is lin-
ear and obeys a constant relative permeability μr . In the present case, the induced
eddy currents are given by J = −σ (∇φ+ ∂A/∂t). Because the source currents are
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assumed to flow solely in the xy-plane, the scalar electric potential φ is constant
and can be omitted in further calculations. Additionally, Az = 0 and the calculations
are simplified to the components Ax and Ay. As a result, (2.98a) and (2.98b) can be
written as:

∂2Ax|y
∂x2

+ ∂2Ax|y
∂y2

+ ∂2Ax|y
∂z2

= μσ
∂Ax|y
∂t . (2.99)

The variable separation method is applied by taking the Fourier transform of A with
respect to the spatial coordinates x and y as well as with respect to the time t such that
Ã = FxFyFt{A}. In consequence, the problem is described in the aforementioned
dimensions by the spatial angular frequencies kx and ky and the temporal angular
frequencyω. In the following, the x- and y-component of the magnetic vector potential
are termed as Ãx|y.

The governing equations in the respective domains are then given by:

∂2ÃI,II,IV
x|y
∂z2

= k2ÃI,II,IV
x|y , (2.100a)

∂2ÃIII
x|y

∂z2
= γ 2ÃIII

x|y, (2.100b)

with

k =
√

k2
x + k2

y , (2.101a)

γ =
√

k2
x + k2

y + jωμσ. (2.101b)

The corresponding solutions of (2.100a) and (2.100b) are:

ÃI,II,IV
x|y = C̃

I,II,IV
x|y ekz + D̃

I,II,IV
x|y e−kz, (2.102a)

ÃIII
x|y = C̃

III
x|yeγ z + D̃

III
x|ye−γ z. (2.102b)

This results in a total number of 16 constants C̃
I-IV
x|y and D̃

I-IV
x|y , which are determined

by means of the underlying boundary conditions.
The magnetic vector potential vanishes at infinity, such that:

ÃI
x|y = 0|z→∞, (2.103a)

ÃIV
x|y = 0|z→−∞. (2.103b)

Hence, C̃
I
x|y = 0 and D̃

IV
x|y = 0.

The normal component of the magnetic flux density B̃ is continuous across the
interfaces such that B̃i

z = B̃i+1
z , where i = {I, II, III}. This condition is fulfilled by

ensuring the continuity of Ãx|y across the interfaces:

ÃI
x|y = ÃII

x|y|z=z′ , (2.104a)

ÃII
x|y = ÃIII

x|y|z=0, (2.104b)

ÃIII
x|y = ÃIV

x|y|z=−d . (2.104c)
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The remaining constants are determined by ensuring the continuity of the
tangential component of the magnetic field H̃ across the interfaces, such that
H̃ i

x|y = H̃ i+1
x|y :

∂ÃII
x|y
∂z

− ∂ÃI
x|y
∂z

= μ0 Ĩx|y|z=z′ , (2.105a)

∂ÃII
x|y
∂z

− 1

μr

∂ÃIII
x|y
∂z

= 0|z=0, (2.105b)

∂ÃIV
x|y
∂z

− 1

μr

∂ÃIII
x|y
∂z

= 0|z=−d . (2.105c)

The function Ĩx|y = FxFyFt{Ix|y} in (2.105a) is the Fourier transform of the x- and
y-component of the oscillating source current above the conductor.

Using the boundary conditions together with the ansatz from (2.102a) and
(2.102b), a system of equations (2.106) can be derived to determine the unknown
constants. The solutions are given in (2.107a)–(2.107f). The expressions for Ãx and
Ãy are similar, with the only difference regarding the source current Ĩx and Ĩy.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e−kz′ −ekz′ −e−kz′
0 0 0

e−kz′
ekz′ −e−kz′

0 0 0

0 1 1 −1 −1 0

0 k −k − γ

μr

γ

μr
0

0 0 0 e−γ d eγ d −e−γ d

0 0 0 γ

μr
e−γ d − γ

μr
eγ d −ke−kd

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D̃
I
x|y

C̃
II
x|y

D̃
II
x|y

C̃
III
x|y

D̃
III
x|y

C̃
IV
x|y

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

μ0
k Ĩx|y

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2.106)

D̃
I
x|y = μ0Ĩx|y

γ

k sinh(kz′)[kμr + γ tanh(γ d)] + μr cosh(kz′)[γ + kμr tanh(γ d)]

(γ 2 + k2μ2
r ) tanh(γ d) + 2kγμr

, (2.107a)

C̃
II
x|y = μ0Ĩx|y

e−kz′

2k
, (2.107b)

D̃
II
x|y = μ0Ĩx|y

k2μ2
r − γ 2

(γ 2 + k2μ2
r ) + 2kγμr tanh−1(γ d)

e−kz′

2k
, (2.107c)

C̃
III
x|y = μ0Ĩx|y

μr(γ + kμr)

(γ + kμr)2 − (γ − kμr)2e−2dγ
e−kz′

, (2.107d)

D̃
III
x|y = μ0Ĩx|y

μr(γ − kμr)

(γ + kμr)2e2dγ − (γ − kμr)2
e−kz′

, (2.107e)

C̃
IV
x|y = μ0Ĩx|y

γμre(d−z′)k

2kγμr cosh(γ d) + (γ 2 + k2μ2
r ) sinh(γ d)

. (2.107f )
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2.2.4.2.2 Fourier transform of the source current
The Fourier transformation with respect to the spatial coordinates x and y as well as
the time t of the x- and y-component of the source current is required to evaluate
the magnetic vector potential. It is assumed that the magnetic field source moves
along the negative x-direction with a periodically changing velocity v = −v(t)ex.
The velocity oscillates with a frequency of ωv = 2π fv around a nominal value of v0

with an amplitude of v1:

v(t) = v0 + v1 cosωvt. (2.108)

Hence, the time-dependent position of the magnetic field source is given by:

ξ (t) = v0t + v1

ωv
sinωvt. (2.109)

The ratio v1/ωv can be interpreted as a displacement amplitude of the magnetic field
source.

In the present context, rectangular and circular coil shapes are considered. In the
further course of this work, the planar cases are extended to stacked configurations as
they are shown in Figure 2.21. This is equivalent to the current model of permanent
magnets [110]. Hence, cuboidal and cylindrical permanent magnets are included in
the present analysis.

Rectangular current sources: The x- and y-component of the source current of a
rectangular coil in the spatial domain are given by:

I (rect)
x = Is

[
rect

(
x − ξ (t)

a

)
δ

(
y + b

2

)
− rect

(
x − ξ (t)

a

)
δ

(
y − b

2

)]
, (2.110a)

I (rect)
y = Is

[
rect

( y

b

)
δ
(

x − a

2
− ξ (t)

)
− rect

( y

b

)
δ
(

x + a

2
− ξ (t)

)]
, (2.110b)

where rect( · ) is the rectangular function, δ( · ) is the Dirac delta distribution, and Is is
the current strength. In the case of permanent magnets, Is is the outer surface current
density in A/m determined by Js = Ist = M × n, where M is the magnetization, and

z

c

a
x

y

b x

z

y

c

a

(a)

M

Js = M × n Js = M × n

M

(b)

Figure 2.21 Current models used to model permanent magnets [143].
(a) Cuboidal magnet. (b) Cylindrical magnet
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n and t are the unit normal and tangential vectors of the outer surface of the magnet,
respectively. Their spatial Fourier transforms with respect to the coordinates x and
y are:

FxFy{I (rect)
x } = Is

4j

kx
sin

(
kx

a

2

)
sin

(
ky

b

2

)
︸ ︷︷ ︸

Î (rect)
x

f̄ (t), (2.111a)

FxFy{I (rect)
y } = −Is

4j

ky
sin

(
kx

a

2

)
sin

(
ky

b

2

)
︸ ︷︷ ︸

Î (rect)
y

f̄ (t). (2.111b)

The terms which solely depend on the spatial frequencies kx and ky are indicated by Îx|y
in further calculations. The complex function f̄ (t) includes the time-dependency of
the vibrating source current. Since the magnetic field source moves as a whole, it does
not depend on the explicit geometry of the current carrying wire and can be treated
independently. The calculation of the Fourier transform will be treated separately in
the further course.

Circular current sources: In case of circular coils, the x- and y-component of the
source current can be described by:

I (circ)
x = −2Is

y

a
δ
(√

(x − ξ (t))2 + y2 − a

2

)
, (2.112a)

I (circ)
y = 2Is

x

a
δ
(√

(x − ξ (t))2 + y2 − a

2

)
. (2.112b)

Their Fourier transforms with respect to x and y are:

FxFy{I (circ)
x } = jaπ Is

ky

k
J1

(
k

a

2

)
︸ ︷︷ ︸

Î (circ)
x

f̄ (t), (2.113a)

FxFy{I (circ)
y } = −jaπ Is

kx

k
J1

(
k

a

2

)
︸ ︷︷ ︸

Î (circ)
y

f̄ (t), (2.113b)

where J1( · ) is the first order Bessel function of the first kind. The calculation of the
Fourier transform is explained in more detail in the following.

2D Fourier transform circulating currents: The time dependency of its position is
omitted in the first place, without loss of generality. The current loop in the spatial
domain, considering a Cartesian coordinate system, is described by:

I (circ)
x = −2Is

y

a
δ
(√

x2 + y2 − a

2

)
, (2.114a)

I (circ)
y = 2Is

x

a
δ
(√

x2 + y2 − a

2

)
. (2.114b)
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The parameter a denotes the diameter of the current loop. In analogy, the expressions
can be described in the cylindrical coordinate system:

I (circ)
x = −Is sin ϕδ

(
r − a

2

)
, (2.115a)

I (circ)
y = Is cosϕδ

(
r − a

2

)
. (2.115b)

The Fourier transform of a 2D function f (x, y) is given by:

FxFy{ f (x, y)} =
∫ ∞

−∞

∫ ∞

−∞
f (x, y)e−j(xkx+yky) dxdy, (2.116)

with the spatial frequencies kx and ky. This expression can be transformed into the
cylindrical coordinate system by considering the following identities:

kejβ = kx + jky → sin β = ky

k
, cosβ = kx

k
, k =

√
k2

x + k2
y , (2.117)

rejϕ = x + jy → sin ϕ = y

r
, cosϕ = x

r
, r = √

x2 + y2, (2.118)

xkx = kr cosβ cosϕ, (2.119)

yky = kr sin β sin ϕ, (2.120)

xkx + yky = kr(cos β cosϕ + sin β sin ϕ), (2.121)

= kr cos(ϕ − β). (2.122)

Substituting (2.122) in (2.116) and performing the integration with respect to the
radial coordinate, r, and the azimuthal angle, ϕ, yields:∫ ∞

−∞

∫ ∞

−∞
f (x, y)e−j(xkx+yky) dxdy =

∫ ∞

0

∫ 2π

0
f (r,ϕ)e−jkr cos(ϕ−β)r drdϕ. (2.123)

By substituting θ = ϕ − β one gets:∫ ∞

0

∫ 2π−β

−β
f (r, θ + β)e−jkr cos θr drdθ. (2.124)

Substituting the expressions of the current loop (2.115a) and (2.115b) in (2.124) for
the function f (r, θ + β) leads to:

Is

∫ ∞

0

∫ 2π−β

−β

[− sin(θ + β)
cos(θ + β)

]
δ
(

r − a

2

)
e−jkr cos θr drdθ. (2.125)

The integral over the radial coordinate can be solved by using the sifting property of
the Dirac delta function at r = a

2 .

Is
a

2

∫ 2π−β

−β

[− sin(θ + β)
cos(θ + β)

]
e−jk a

2 cos θ dθ. (2.126)
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By reformulating the expressions in brackets by means of the following trigonometric
identities:

sin(θ + β) = sin θ cosβ + cos θ sin β = 1

k

(
kx sin θ + ky cos θ

)
, (2.127)

cos(θ + β) = cos θ cosβ − sin θ sin β = 1

k

(
kx cos θ − ky sin θ

)
, (2.128)

Eq. (2.126) can be written as:

Is
a

2k

∫ 2π−β

−β

[−kx sin θ − ky cos θ
−ky sin θ + kx cos θ

]
e−jk a

2 cos θ dθ. (2.129)

In the following, only the first component is considered since the considerations do
also apply for the second one.

Splitting up the integral involving the sine and the cosine term, one can identify
the following relationship using Eulers identity:∫ 2π−β

−β
sin θe−jk a

2 cos θ dθ

=
∫ 2π−β

−β
sin θ cos(k

a

2
cos θ) dθ − j

∫ 2π−β

−β
sin θ sin(k

a

2
cos θ) dθ

= −
[

sin(k a
2 cos θ)

k a
2

]2π−β

−β︸ ︷︷ ︸
=0

−j

[
cos(k a

2 cos θ)

k a
2

]2π−β

−β︸ ︷︷ ︸
=0

= 0. (2.130)

As a consequence, the integrals involving the sine terms vanish. Next, the cosine terms
are considered, taking into account the following identities of the Bessel functions of
the first kind [114]:

Jn(z) = i−n

π

∫ π

0
cos(nθ )e jz cos θ , (2.131)

Jn(ze jmπ ) = e jmπnJn(z)
m=n=1−−−→ J1(−z) = −J1(z). (2.132)

Substituting z = −k a
2 and considering the symmetry of the function, one gets:

−2π jJ1

(
k

a

2

)
=

∫ 2π

0
cos θe−jk a

2 cos θ . (2.133)

Finally, by using this analogy in (2.129), the 2D Fourier transforms of both current
components are given by:

FxFy{I (circ)
x } = jaπ Is

ky

k
J1

(
k

a

2

)
, (2.134a)

FxFy{I (circ)
y } = −jaπ Is

kx

k
J1

(
k

a

2

)
. (2.134b)

Mathematical modeling of oscillating current sources:The expressions in (2.111a)
and (2.111b) as well as in (2.113a) and (2.113b) have to be additionally transformed
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with respect to the time t. The complex function f̄ (t) results from applying the law of
displacement to the x − ξ (t) terms in (2.110a), (2.110b) and (2.112a), (2.112b), and
is given by:

f̄ (t) = exp
[
−jkx

(
v0t + v1

ωv
sinωvt

)]
. (2.135)

It is noted, that it contains a harmonic function in the exponent due to the periodically
changing velocity. This function bears analogies to phase modulated signals, which are
well known in communication engineering [147]. Its Fourier transform is obtained
by applying the Jacobi-Anger expansion [114] of the nested harmonics using the
following identities:

cos(α sin β) = J0(α) + 2
∞∑

n=1

J2n(α) cos(2nβ), (2.136a)

sin(α sin β) = 2
∞∑

n=1

J2n−1(α) sin[(2n − 1)β], (2.136b)

where Jn( · ) are the nth order Bessel functions. In this sense, f̄ (t) is decomposed to
an infinite sum of harmonics:

f̄ (t) = [cos(kxv0t) − j sin(kxv0t)] ×
{

J0

(
kx

v1

ωv

)
+ 2

∞∑
n=1

J2n

(
kx

v1

ωv

)

× cos(2nωvt) − jJ2n−1

(
kx

v1

ωv

)
sin[(2n − 1)ωvt]

}
. (2.137)

In consequence, its Fourier transform can be represented by a sum of Dirac delta
distributions:

Ft{f̄ (t)} = J0

(
kx

v1

ωv

)
δ(ω + kxv0) +

∞∑
n=1

(−1)nJn

(
kx

v1

ωv

)

× [δ(ω − nωv + kxv0) + (−1)nδ(ω + nωv + kxv0)]. (2.138)

A graphical representation of the signal in the frequency domain is shown in
Figure 2.22. The main component of the spectrum is determined by the nominal
velocity v0. However, the oscillatory motion introduces additional side components,
displaced by multiples of the oscillation frequency ωv. Their magnitudes are deter-
mined by the corresponding n-th order Bessel functions of the first kind Jn( · ). The
higher order harmonics vanish if the magnetic field source moves at a constant velocity
v0 with v1 = 0 since Jn(0) = 0 for n > 0 and J0(0) = 1.

2.2.4.2.3 Force calculation
As a result of the harmonic oscillation, the forces which act on the current carrying
wires are time-dependent. They can be determined directly in the Fourier domain by
applying the theorem of Parseval [148]:

F(t) = 1

8π3

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
Ĩ∗ × B̃I(d)ejωt dωdkxdky, (2.139)
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Figure 2.22 Harmonics of Fourier transformed oscillating magnetic field
sources [143]

where Ĩ is the Fourier transformed source current vector and the superscript ∗ indicates
complex conjugation. The distorted magnetic flux B̃I(d) can be interpreted as the part
of the total magnetic field, B̃I, in the air domain I, which is affected by the magnetic
flux of the induced eddy currents and the magnetic properties of the conductor. The
drag force Fx and the lift force Fz are then:

Fx(t) = 1

8π3

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
Ĩ ∗
y B̃I(d)

z ejωt dωdkxdky, (2.140a)

Fz(t) = 1

8π3

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

(
Ĩ ∗
x B̃I(d)

y − Ĩ ∗
y B̃I(d)

x

)
ejωtdωdkxdky. (2.140b)

The components of B̃I(d) can be determined by subtracting the primary field B̃I(p),
generated by the magnetic field source, from the total field:

B̃I(d) = B̃I − B̃I(p) = ∇ ×
(

ÃI
∣∣μr

σ
− ÃI

∣∣μr=1

σ=0

)
. (2.141)

For B̃I(d)
x , one gets:

B̃I(d)
x =

(
D̃

I
y − μ0 Ĩy

ekz′
2k

)
ke−kz. (2.142)

Since the constant D̃
I
y contains Ĩy, the following expressions can be simplified by

using the identity D̃
I
y = ĨyD̂

I
:

B̃I(d)
x = kĨy

(
D̂

I − μ0
ekz′

2k

)
︸ ︷︷ ︸

G(ω, k)e−kz′

e−kz, (2.143)
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with k = [kx, ky]. The remaining components of the distorted magnetic field can be
determined in a similar way:

B̃I(d)
x = kĨyG(ω, k)e−k(z+z′), (2.144a)

B̃I(d)
y = −kĨxG(ω, k)e−k(z+z′), (2.144b)

B̃I(d)
z = j

(
kyĨx − kxĨy

)
G(ω, k)e−k(z+z′). (2.144c)

The function G(ω, k) contains properties of the conductor such as its thickness,
conductivity and relative permeability:

G(ω, k) = μ0(e2dγ − 1)(k2μ2
r − γ 2)

2k[(γ + kμr)2e2dγ − (γ − kμr)2]
. (2.145)

The final expression for the drag- and lift force in case of a single winding can
be determined by combining the following expressions in (2.140a) and (2.140b):

● The Fourier transformed source currents, i.e., the functions describing the spatial
transformation from (2.111a) and (2.111b) or (2.113a) and (2.113b).

● The transformed time-dependent part of the source currents from (2.138).
● The distorted magnetic field from (2.144a)–(2.144c) at the location z = z′ of the

current.

Additionally, an inverse Fourier transform from frequency to time domain is applied
in order to evaluate the waveforms of both force components. As a consequence of
the symmetry in the spatial Fourier domain, the integration limits can be changed to
0 and ∞. Finally, Fx|z(t) is then given by:

Fx|z(t) = 1

π2

∫ ∞

0

∫ ∞

0
Ix|z(k)G(t, k)Sw|m(k)f̄ (t)−1 dkxdky, (2.146)

with the auxiliary functions:

Ix(k) = −jÎ ∗
y

(
kyÎx − kxÎy

)
, (2.147)

Iz(k) = −k
(

Î ∗
x Îx + Î ∗

y Îy

)
, (2.148)

G(t, k) = J0

(
kx

v1

ωv

)
G(−kxv0, k)e−jkxv0t +

N∑
n=1

(−1)nJn

(
kx

v1

ωv

)
(2.149)

× [G(−kxv0 + nωv, k)e−j(v0kx−nωv)t

+ (−1)nG(−kxv0 − nωv, k)e−j(v0kx+nωv)t],

Sw(k) = e−2kz′
. (2.150)

The functions Ix(k) and Iz(k) include information about the shape of the source
current in the xy-plane and have to be used depending on the force component to
be calculated. They can be determined using (2.111a) and (2.111b) for rectangular
current sources or (2.113a) and (2.113b) for circular current sources, respectively.
The function G (t, k) includes the time-dependence of the magnetic field, originating
from the oscillating current source. The infinite bandwidth of the function leads
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to a sum of harmonics with their amplitudes determined by the velocity oscillation
amplitude v1 and the frequencies ωv and kx. In numerical calculations, the sum in
(2.150) is truncated after N terms. Finally, the function Sw,m(k) includes the height
information of the magnetic field source. The index w and m distinguishes between
the single wire with c = 0 or a magnet of height c > 0, respectively.

The solution of a single wire can be extended to permanent magnets by means
of the surface current model shown in Figure 2.21. It is assumed that the permanent
magnets have a height of c and their lower surface is located at a lift-off distance h
above the plate. The total force is determined by integrating the force on each wire
over the z-coordinate, resulting from the superposition of the total distorted magnetic
flux density generated from all wires. Hence, (2.146) becomes:

Fx|z(t) = 1

π2

∫ ∞

−∞

∫ ∞

−∞
Ix|zG(t, k)f (t)−1

∫ h+c

h

∫ h+c

h
e−k(z+z′) dzdz′

︸ ︷︷ ︸
Sm(k)

dkxdky. (2.151)

Carrying out the integration over z and z′ yields the expression of the function Sm(k)
valid as long as c > 0:

Sm(k) = 1

k2

(
e−kh − e−k(h+c)

)2
. (2.152)

By inserting (2.152) in (2.146), one gets the final expression for the drag- and lift
force for permanent magnets. In order to evaluate (2.146) at a certain point in time, an
adaptive 2D numerical integration technique based on a weighted quadrature approach
is applied [149,150].

2.2.4.3 Comparison to numerical simulations
The analytical solution is compared to numerical simulations obtained using the FEM.
The numerical simulation of the complete time-dependent 3D problem is not trivial.
Difficulties are arising in the case of high velocities, when the skin-effect becomes
dominant. Hence, the element size has to be reduced, which results in large system
matrices. Moreover, the time-step has to be chosen appropriately, depending on the
oscillation frequency ωv, and the conducting slab has to be truncated at a sufficient
distance to avoid edge effects. In view of those circumstances, the decision was
taken to perform the verification in a simplified 2D model, which can be solved
numerically with a high accuracy and within reasonable time. At first, the numerical
model is described, which is followed by the derivation of the analytical solution
in 2D. It is noted that the basic concept of the analytical approach is unaltered by the
dimensional reduction and that the solutions of the 2D and 3D case are similar.

2.2.4.3.1 The 2D numerical model
The FEM model is set up using the software environment Comsol Multiphysics [151].
The problem is defined in the same way as in the 3D case from Figure 2.20, on the
assumption that the setup has an infinite extend along the y-axis. The geometrical
parameters of the model are given in Table 2.1. The problem can be completely
described by the y-component of the magnetic vector potential Ay. Efficient numer-
ical modeling is realized by changing the frame of reference from the conductor to
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Table 2.1 Parameters of the exemplary problem used in the analysis of harmonic
motion [143]

Parameter Value Description

a 15 mm Length of the magnet
b 15 mm Width of the magnet
c 25 mm Height of the magnet
d 50 mm Thickness of the plate
h 1 mm Lift-off distance
Br 1.17 T Remanence of the magnet (NdFeB-N35)
σAl 30.66 MSm−1 Electrical conductivity of aluminum
μr 1 Relative permeability

the magnet. In this way, the time-dependent velocity is modeled by the v × B term
rather than the ∂B/∂t term used in the analytical approach. In this way, it is possible
to use a stationary mesh, avoiding the time consuming re-meshing procedure after
every time-step. The governing equation for Ay in the whole computational domain,
including the conductor, the magnet, and the surrounding air region, is given by:

σ

(
∂Ay

∂t
+ vx

∂Ay

∂x

)
+ ∂

∂x

(
1

μ

∂Ay

∂x

)
+ ∂

∂z

(
1

μ

∂Ay

∂z

)
= 0. (2.153)

Equation (2.153) is solved by the FEM in the time-domain using a fifth order backward
differentiation formula. The time-step is chosen such that every oscillation period
contains 100 steps �t = 1/(100fv).

2.2.4.3.2 The 2D analytical model
The evaluation of the 2D analytical solution follows the same procedure as in the
former case. The geometry of the problem is unaltered and already given in Fig-
ure 2.20. The governing equation (2.99) is simplified to determine Ay since Ax = 0.
As a consequence of the infinite extend in the y-direction, the spatial frequency ky

vanishes, which simplifies the expressions for k and γ from (2.101a) and (2.101b),
respectively. Applying the boundary conditions (2.103a)–(2.105c) results in the same

coefficients C̃
I-IV

and D̃
I-IV

from (2.107a)–(2.107f) as in the 3-D case.
The major difference between the 2D and 3D solution arises considering the

source current above the conducting slab, which is now described by:

I (2D)
y = Is

[
δ
(

x + a

2
− ξ (t)

)
− δ

(
x − a

2
− ξ (t)

) ]
. (2.154)

Its Fourier transform with respect to x is:

Fx{I (2D)
y } = 2jIs sin

(
kx

a

2

)
︸ ︷︷ ︸

Î (2D)
y

f̄ (t). (2.155)

The expressions for the magnetic field can be readily derived from the 3D case
considering Ĩx = 0 and ky = 0 in (2.144a)–(2.144c). The forces are calculated by
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integrating (2.146), but now only with respect to the spatial frequency kx. It is noted
that the pre-factor of 1/π2 becomes 1/π by omitting the integration with respect to
ky. This confirms the analogy between the 2D and 3D solution necessary to perform
a meaningful verification.

2.2.4.3.3 Comparison of analytical and numerical results
The verification problem is defined using the parameters from Table 2.1. The rectilin-
ear part of the velocity is v(max)

0 = 14.5 m/s. The velocity is chosen such that the system
operates at the point of maximal drag force, i.e. in the nonlinear regime. This char-
acteristic velocity will be addressed and explained in more detail in Section 2.2.4.4
for the 3D case. The velocity oscillates at a frequency of fv = 100 Hz considering a
rather high oscillation amplitude of v1 = 0.5v0. The direction of motion is chosen
such that the drag force is positive (see Figure 2.20). The parameters of the verifi-
cation are defined to correspond to a numerically challenging benchmark problem.
The relative difference between analytical (ANA) and numerical (FEM) results are
quantified using the NRMSD over one oscillation period T :

NRMSDx|z = 100%

max (FFEM
x|z (t)) − min (FFEM

x|z (t))

×
√

1

T

∫ T

0
(FFEM

x|z (t) − FANA
x|z (t))2 dt. (2.156)

The results obtained by both approaches are shown in Figure 2.23. They show
an almost perfect agreement with an NRMSD of only 0.051% and 0.049% for the
drag force Fx and lift force Fz, respectively. It can be clearly seen that both force
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Figure 2.24 Induced-eddy current density Jy and streamlines of the total magnetic
flux density B for three different instances, namely at (a) the minimal
velocity, (b) the mean velocity, and (c) the maximal velocity [143]

components are delayed and do not follow the underlying velocity profile. Especially
the drag force is heavily distorted, illustrating the presence of higher order harmonics.
A more comprehensive analysis on the amplitude and phase-shift of the Lorentz force
will be given in Section 2.2.4.4 for the 3D case.

If the y-extension of the magnet is sufficiently large compared to the other dimen-
sions, the 3D problem can be approximated by the 2D model. Hence, in order to
compare the results of the 3D analytical solution, the force profiles are evaluated
for different y-extensions b of the magnet. By normalizing the forces with respect to
the individual b values, it is possible to determine the equivalent force densities. The
expected convergence towards the 2D case can be clearly seen in Figure 2.23, which
proves the validity of the 3D solution.

In order to illustrate the impact of skin-effect and the influence of time-dependent
velocity profiles, the induced eddy current density is shown in Figure 2.24 together
with the streamlines of the magnetic flux density. The first illustration in Fig-
ure 2.24(a) exemplifies the situation when the velocity reaches its minimum value
of v(t) = 7.5 m/s at t = 5 ms (see Figure 2.23). At this stage, field suppression can be
already observed. With progression in time, the velocity is rising and the induced eddy
current density increases. As a consequence, the secondary magnetic field increases
and further expels the primary field out of the conductor. This procedure is har-
monically repeating. The time-dependent current density fluctuations generate an
also time-dependent magnetic flux density. This in turn leads to the induction of
(secondary) induced eddy currents, which counteract the periodic oscillation. This
particular effect explains the inductive character of the conductor and the observed
phase-shift between the force and the velocity oscillation.

2.2.4.4 Results and discussion
As mentioned previously, the parameters influencing the time-dependent force
profiles are v0, v1, and fv. In this section, the underlying effects are described, differen-
tiating between three different kinds of motion: (i) Constant rectilinear motion without
oscillation (v0 �= 0, v1 = 0) similar to those already reported in the literature [61,66],
(ii) pure harmonic motion (v0 = 0, v1 �= 0) such that the magnet is vibrating over
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the conductive slab and (iii), the most complicated case, a mixture of both (v0 �= 0,
v1 �= 0).

2.2.4.4.1 Constant rectilinear motion
At first, the case of constant rectilinear motion is considered, such that the oscillation
amplitude of the velocity is zero (v1 = 0). This case is in analogy to electromagnetic
damping or magnetic levitation where the speed is assumed to be constant or slowly
varying. The results are obtained considering an axially magnetized cylindrical perma-
nent magnet with a diameter of 15 mm and a height of 25 mm and a cuboidal permanent
magnet of size [a, b, c] = [15 mm, 15 mm, 25 mm]. The remaining parameters of the
magnet and the conducting slab are the same used during the verification and are
given in Table 2.1.

The drag- and lift-force as a function of the nominal velocity v0 is shown in Fig-
ure 2.25. As expected from Lenz’s law, the drag-component acts against the direction
of motion and the lift-component intends to push the magnet away from the conductor.
It can be observed that the cuboidal magnet generates higher Lorentz forces than the
cylindrical one. On the one hand, this originates from the difference in magnet vol-
ume. On the other hand, it results from the difference in area of the magnet surface
close to the specimen. Both are higher in case of the cuboidal magnet. In general,
three characteristic velocity regions indicated by 1© – 3© can be identified.

Region 1© corresponds to the low velocity regime which extends in this partic-
ular example up to 5 m/s. In this regime, diffusion effects dominate over advection
phenomena and the resistive nature of the conductor is prevalent. The secondary mag-
netic field from the induced eddy currents is much weaker than the primary magnetic
field from the source (B(s) � B(p)). Numerical methods dealing with computational
expensive problems benefit from this circumstance by simplifying the numerical
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Figure 2.25 Stationary drag- (Fx) and lift-force (Fz) acting on a moving cuboidal
or cylindrical permanent magnet as a function of constant velocity v0

for three characteristic regions without oscillations (v1 = 0) [143]
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model (see the e/dWRA in Section 2.4). Typical examples can be found in magneto-
hydro dynamics [90]. As already observed by Reitz [60] and others, the drag- and
lift force show a linear and quadratic proportionality with respect to the σv product.
It can be stated that the reaction from the conductor is low compared to the primary
field of the magnetic field source.

In region 2©, advection phenomena become more important and inductive effects
can be observed. For example, the drag force generated by the cylindrical perma-
nent magnet reaches its maximum at a velocity of v( max )

0 = 29.8 m/s, which is higher
compared to the 2D case, where the maximum was already reached at 14.5 m/s (see
Section 2.2.4.3). This can be explained by emerging edge effects originating from the
finite y-extension of the magnet. In contrast to the drag force, the lift force behaves
differently and starts to saturate.

Finally, regime 3© is characterized by the precedence of advection phenomena.
The secondary magnetic field, generated by the induced eddy currents, is as strong
as the primary field inside the conductor. Hence, the effect of field suppression is
distinctive and cannot be neglected. As a consequence, Joule losses, which are directly
proportional to the drag force, decrease while the lift force continues to saturate.

2.2.4.4.2 Harmonic motion
In the following, the force on a periodically oscillating cylindrical permanent mag-
net is investigated. This case corresponds to the damping mode in electromagnetic
damping. The same geometrical parameters as in the previous section are used for the
calculations. It is assumed that the magnet moves with a nominal velocity of v0 = 0
but oscillates with a frequency of fv = 100 Hz. The oscillation amplitude is varied
between v1 = 0.1–0.5 m/s, which is typical for a shock absorber [152].

The drag- and lift-force over one period are shown in Figure 2.26(a) and (b),
respectively. The dashed line indicates the normalized velocity profile for the purpose
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of illustration. As expected, it can be observed that the drag force changes the direction
with respect to the underlying velocity. In contrast, the lift force stays positive over
the whole period, resulting in a doubled frequency. When the oscillation amplitude v1

increases, the lift force does not become zero at the reversal point. However, if only
the maxima are considered, the linear and quadratic behavior of both components
can still be observed in this velocity regime. A clear phase shift between the velocity
profile and the forces is visible, resulting from the inductive nature of the conductor,
which nicely illustrates Lenz’s law of induction. It is observed that the lift force is
influenced slightly more by this effect than the drag force.

Representing the force profiles as a function of velocity nicely illustrates the fun-
damental differences compared to constant rectilinear motion. The results for both the
drag- and the lift-force are shown in Figure 2.27 considering three different oscillation
frequencies. The dashed line shows the force profile in case of constant rectilinear
motion to pin down the differences more easily. In case of harmonic motion, the drag
force in Figure 2.27(a) shows a hysteretic behavior. With increasing frequency, the
hysteresis is getting wider and the force reaches its zero-point when the velocities
is close to its peak. Interestingly, in the transition between fv = 1 Hz and fv = 100 Hz
(here fv = 10 Hz, cf. red curve), the drag force may exceed the maximum observed in
the rectilinear case (± 38 mN) and reaches values of up to ±47 mN.The corresponding
lift force profile is shown in Figure 2.27(b). Since the lift force is always positive, its
profile has a similar shape to a butterfly. With increasing frequency, to e.g. fv = 10 Hz,
the lift force is not reaching the zero-point anymore, i.e. its mean increases. However,
increasing the frequency further, to e.g. fv = 100 Hz, considerably changes the whole
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profile and even flips the wings downward. Induction effects due to the harmonic part
of the motion are thus dominating.

2.2.4.4.3 Constant rectilinear motion superimposed by harmonic
oscillations
The present study is extended to the case of mixed motion. In analogy to electromag-
netic damping, this corresponds to the coupler operation. In this sense, the cylindrical
permanent magnet moves rectilinear with a constant velocity v0 superimposed by an
oscillation of v1 cosωvt. The forces are calculated as a function of the oscillation
frequency fv and the nominal velocity v0. The oscillation amplitude v1 is chosen to
be 3% of v0 such that v1/v0 = 0.03. In this regard, it corresponds to the observations
from the laboratory LET setup shown in Figure 2.19.

At very low frequencies, i.e. fv <10 Hz, it is observed that a high approximation
order of around N = 200 in (2.150) is needed in order to evaluate a converged solution
of (2.146). Lower approximation orders lead to noisy signals in the frequency domain
which complicated the numerical integration. In order to provide compact information
about the magnitude of the time-dependent forces, the relative oscillation amplitude
�F (rel)

x|z with respect to the stationary force F (0)
x|z , without any oscillation (v1 = 0), is

calculated as:

�F (rel)
x|z = max (Fx|z(t))− min (Fx|z(t))

F (0)
x|z

100%. (2.157)

It provides a relative measure of the force perturbation at a given working point. The
corresponding results for the cylindrical permanent magnet, analyzed in the previ-
ous section, are shown in Figure 2.28(a) and (b) for the drag- and lift-component
of the Lorentz force, respectively. It can be observed that both components show
diverse characteristics. The highest relative oscillation amplitude of the drag force
can be observed at low frequencies and when the system operates at low velocities,
i.e., in the linear regime (see 1© in Figure 2.28(a)). As expected from the linear rela-
tionship between the velocity and the drag force, slow velocity oscillations are directly
projected onto the drag force, i.e., oscillations of about v1/v0 = 0.03 result in relative
force perturbations of �F (rel)

x ≈ 6%. The force oscillations are damped by the sec-
ondary magnetic field of the induced eddy currents when the frequency of the velocity
oscillation increases. In this sense, the conductor acts like a nonlinear inductance and
similarities to a low pass filter can be observed. In consequence, high-frequency
oscillations are weakly projected onto the Lorentz force. On the other hand, the rela-
tive oscillation amplitudes of both forces also decrease, when increasing the nominal
velocity v0. A local minimum can be observed in region a© in Figure 2.28(a), where the
drag force reaches its maximum at v(max)

0 = 29.8 m/s [see 2© in Figure 2.28(a)]. Reason
for this effect is the small gradient of the drag force with respect to the velocity in this
region. However, with increasing frequency, the oscillation amplitude increases before
high-frequency damping effects become inherent. This can be explained by the time-
dependent secondary induced eddy currents, emerging from the oscillating velocity.

The relative oscillation amplitude of the lift force is shown in Figure 2.28(b).
Compared to the drag force, similar characteristics regarding the oscillation frequency
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fv can be observed. However, its quadratic behavior at low velocities leads to relative
force oscillation amplitudes of �F (rel)

z > 11%. In contrast to the drag force, no local
minimum can be observed at v(max)

0 = 29.8 m/s, resulting from its overall monotonic
increasing nature.

The above observations are further illustrated by showing the waveforms of the
forces for distinct parameter combinations, which are marked by crosses in Fig-
ure 2.28. The chosen nominal velocities are v0 = {0.5 m/s, 29.8 m/s, 100 m/s}, which
correspond to the three velocity regions 1©– 3© described previously. The results are
presented considering velocity oscillation frequencies of fv = {10 Hz, 100 Hz}. The
forces are calculated over one period, and are shown in Figure 2.29.

The force profiles of v0 = 0.5 m/s and fv = 10 Hz are shown in Figure 2.29(a).
Both force components are oscillating almost in phase with respect to the velocity.
Due to the low oscillation amplitude of v1/v0 = 0.03, the quadratic behavior of the
stationary lift force in this regime is weakly projected to the oscillating case.

In Figure 2.29(b), the velocity is increased up to the turning point of the drag force
(v(max)

0 = 29.8 m/s). The perturbed waveform indicates the superposition of multiple
harmonics. As shown before, the oscillation amplitude of the drag force is very small
in this region. Finally, the case of v0 = 100 m/s is shown in Figure 2.29(c). It can be
observed that the waveform of the drag force is inverted with respect to the velocity
as a result of its degressive proportionality and the regressive characteristic in this
regime (see 3© in Figure 2.28(a)).

The bottom row of Figure 2.29 shows both forces considering a velocity fre-
quency of fv = 100 Hz. At higher frequencies, inductive effects become prevalent and
the phase shift between the forces and the velocity increases. Concomitant with the
observations from Figure 2.26, it can be seen that the drag- and lift-forces do not
obey the same delay. The effect of magnetic inertia is well exemplified by comparing
the drag forces between Figure 2.29(b) and (e). In a figurative sense, the drag force
is not able to follow the nonlinear profile anymore. Hence, higher order harmonics
are damped and the number of effective harmonics is reduced. Formally, this can be
explained by the fact that ωv is in the denominator of the argument of the higher order
Bessel functions in (2.150). As a consequence, the nonlinearities are linearized and
(2.150) can be truncated after a few terms, e.g. N = 10. Considering the lift force at
fv = 100 Hz for different values of v0, it can be seen that the phase delay decreases
when the nominal velocity v0 increases.

The behavior of the time-dependent drag force in the nonlinear region 2© around
the point of maximal drag force is further illustrated in Figure 2.30. The results
correspond to the highlighted intervals in Figure 2.28(a). The abscissae in Figure 2.30
are normalized with respect to fv to compare the different waveforms to each other.
It can be seen that the explicit waveform strongly depends on the velocity oscillation
frequency fv. Figure 2.30(a) illustrates the non-harmonic character of the drag force in
the low frequency regime. The time-dependent results are compared to the stationary
case obtained by sampling the force-velocity-curve from Figure 2.25 according to the
harmonic oscillation. The stationary maximum F (0)

x is indicated by the horizontal solid
line. It can be observed that the amplitude of the drag force increases with increasing
frequency and even exceeds the maximum from the stationary study in the second
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Figure 2.29 Time-dependent drag- and lift-force waveforms in case of (a) and (d) low velocities (v0 = 0.5 m/s), (b) and (e) moderate
velocities (v0 = 29.8 m/s) and (c) and (f) high velocities (v0 = 100 m/s), considering a relative velocity oscillation
amplitude of v1/v0 = 0.03. The top row corresponds to an oscillation frequency of fv = 10 Hz and the bottom row to
fv = 100 Hz. The results correspond to the working points marked with crosses in Figure 2.28. The blue and red lines
correspond to the drag-force and lift-force, respectively. The dotted line indicates the principal velocity profile of the
permanent magnet for visual orientation [143]
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half of the period. Figure 2.30(b) shows the drag force for frequencies up to 1 kHz.
It can be seen, that the force perturbation amplitude continuously increases together
with the phase-shift. At fv = 1 kHz, the time-dependent drag force has its maximum
and exceeds F (0)

x by up to 1.3%. The waveforms for frequencies up to 10 kHz are
shown in Figure 2.30(c). It can be observed that the low-pass character of the con-
ductor becomes predominant and the amplitudes decrease, while the phase-shift still
increases.

The former observations can be further illustrated by the corresponding force–
velocity curves shown exemplary in Figure 2.31 for the drag and lift forces. The
permanent magnet was oscillating with a frequency of fv = 10 Hz at an amplitude
of v1 = 2 m/s while he was moving with different velocities v0. The drag force in
Figure 2.31(a) shows characteristic sub-hystereses depending on the rectilinear part
of the velocity v0. The case of v0 = 2 m/s (c.f. red curve) is a special case, because
the magnet passes with its velocity different regimes of the magnetic Reynolds num-
ber Rm. In the transition between low and medium Rm, the drag force overshoots
the maximum force, which can be reached in case of purely rectilinear motion
(dotted curve). Similar observations were also made for higher velocities, i.e. at
v0 = 6 m/s (c.f. blue curve). Similar observations can be also made for the lift force in
Figure 2.31(b).

In summary, the present study demonstrates the complexity of the problem and
underlines the necessity to consider the reactance of the conductor in the case of time-
dependent velocity profiles during the development of new measurement systems or
devices making use of oscillating magnetic field sources.
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Figure 2.31 Dependency between drag force, lift force and velocity acting on a
cylindrical permanent magnet harmonically oscillating at three
different offset velocities v0 at a frequency of fv = 10 Hz considering
an oscillation amplitude of v1 = 2 m/s. The dashed lines indicate the
force profile for constant rectilinear motion. (a) Drag force Fx. (b) Lift
force Fz
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2.2.4.4.4 Conclusions
Vibrations play a major role in industrial and laboratory MIECT setups. The present
study shows that the force profiles strongly depend on the operating point of the system
under investigation, which is determined by the level of constant motion together with
the oscillation amplitude and frequency. The complex interaction between induced
eddy currents, resulting from the constant part and the time-dependent part of the
velocity is exemplified. The back reaction of the conductor and its reactance cause
phase shifts and lower damping forces. This should be taken into account when eval-
uating the dynamic characteristics of oscillating systems in the future. Due to the
nonlinear characteristic of the drag force as a function of velocity v0, higher order
harmonics are emerging in the oscillatory case.

In contrast, the gradual nature of the lift force mitigates this effect. It seems
inherent that these effects should be considered in future developments of new sys-
tems involving time-dependent motion in order to provide more accurate predictions.
Current research for example is devoted to apply ball screw mechanisms to energy
harvesters which can significantly magnify the vibrational motion [126] and in turn
increase the performance of such devices.

The analytical integral expressions can be easily modified according to differ-
ent coil geometries by replacing the corresponding Fourier transforms of the source
current in (2.147) and (2.148), respectively. Note that the presented approach could
also be adopted to other application scenarios as for example to analyze the dynamics
of linear or rotating eddy current couplers [153] or MAGLEV systems. Moreover,
the presented approach can be used as a reference during the development of more
advanced numerical models.

The phase and amplitude of the drag- and lift force provide information about the
material properties of the conductor. Oscillating magnet systems could be applied
in the future within the context of MIECT as an alternative to systems which
are based on constant rectilinear motion. By this analysis, it is possible to provide the
required electromagnetic force F(EM ), acting on a mechanical system to determine the
measured force F(MEAS) (see Figure 2.19).

Subsequently, several semianalytical methods for calculating DRSs for 3D LET
systems will be discussed.

2.2.5 The simplest approach to calculate DRS

The simplest way to calculate DRSs is to omit distortion current jE in equation (2.85).
In this case, the determination of DRS reduces to the calculation of the following
integral

�F �
∫

VD

jD × B0 dV =
∫

VD

J0 × B0 dV , (2.158)

where B0 is the primary field produced by a magnet and J0 are induced eddy cur-
rents in the conductor without any defect. This approach was used for the first time
in [98]. Assuming a weak reaction of eddy currents, it uses a superposition of eddy
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currents induced in a block without a defect with eddy currents occurring in the
virtual area covering the defect. The permanent magnet is replaced by a single mag-
netic dipole. In addition, it is assumed that the dimensions of the block are much
larger than the permanent magnet and the block itself is represented by a package of
thin conducting sheets isolated from each other. The paper [98] describes a defect
reconstruction procedure using normalized DRS. The main advantage of this method
is the speed of calculation. However, a direct comparison of the non-normalized
DRS with the signals calculated by FEM shows that the approximate signals dif-
fer significantly from the reference signals. Figure 2.32 shows an example of DRS
profiles near the defect calculated according to the procedure described in [98] for
y = 0. The following system LET configuration was used in the calculations. The
cuboidal permanent magnet with dimensions w2 × h = 15 mm × 15 mm × 25 mm,
magnetization M = M1z, M = 931A/mm is located at a lift-off h0 = 1 mm above
the conductive block with a thickness of D = 100 mm. The block moves with the
velocity v = 1 cm/s along the x-axis. Since in experiments a set of insulated thin
plates instead of solid material was used, the electrical conductivity of the block
is described by a diagonal tensor with parameters σxx = σyy = σ0 = 30.61 MS/m,
σzz = 0. The rectangular defect cx × cy × cz = 12 mm × 2 mm × 2 mm is at depth
d = 4 mm. The permanent magnet is modeled by a single equivalent magnetic mα-
dipole with a magnetic moment mα = mα1z = Mw2h1z placed inside the permanent
magnet at rα = [0.5w, 0.5w,αh]T, where α= 0.418. The parameter α was determined
in a similar way to the procedure from Section 2.2.1.
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The calculated NRMSE (see (2.34)) for the above setup is equal to 36.5%.
Although the use of more accurate permanent magnet modeling improves the
approximated DRS, the improvement is relatively small and NRMSE remains at
around 30% [112].

To explain the reason of large errors in the calculation of DRS, eddy currents
near the defect are determined. Figure 2.33 shows the distribution of eddy currents in
the x-y–plane crossing the defect. The distributions are plotted for the moment when
the permanent magnet is just above the center of the defect. J0 denotes the density of
eddy currents induced in a moving block without a defect. jD is the current density
vector describing induced eddy currents in the defect filled with a material with
electrical conductivity σ0. According to [98], eddy currents flowing around the defect
are described by the superposition of the J0 and jD vectors as J = J0 − jD. As can
be seen from Figure 2.33c, the obtained distribution of eddy currents J is not correct
because the continuity of currents on the defect boundary is not satisfied. The correct
eddy current distribution can be calculated by FEM and it is shown in Figure 2.34.

In conclusion, the correct description of eddy currents in 3D LET systems
requires in the superposition process to take into account not only the area of the

(a) (b) (c)

Figure 2.33 Eddy currents in the x-y–plane crossing the defect for the moment
when the permanent magnet is above the defect center (according
to [98]). (a) J0—without defect. (b) jD—in defect region. (c) J0—jD

Figure 2.34 Distribution of eddy currents near a defect calculated by FEM
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defect itself, as was the case in 2D systems, but also the area outside the defect. This
also explains the large errors in the calculation of DRS using the approach given
in [98].

In the following sections, several methods will be presented that will enable more
accurate calculation of DRSs.

2.2.6 A hole in a thin, large, conductive sheet

Before presenting the next method of calculating the DRS, the distribution of currents
around the circular hole in a thin conductive plate will be analyzed. The uniform
electric current with density J0 flows in a thin conductive plate with an homogeneous
electrical conductivity σ0. A hole with a radius R is drilled in the plate (Figure 2.35).
The purpose of the analysis is to find a distribution of currents around the hollow hole.

Far away from the origin, the current density is uniform with J = J0 = −J01y.
Due to the presence of the hole, the current distribution is disturbed. Introducing the
electric scalar potential ϕ defined as E = −∇ϕ, the problem can be described using
Laplace equation in a cylindrical coordinate system (r,ψ , z)

∇2ϕ = ∂2ϕ

∂r2
+ 1

r

∂ϕ

∂r
+ 1

r2

∂2ϕ

∂ψ2
= 0, (2.159)

together with the boundary conditions

r = R : Jn = 0,
∂ϕ

∂r
= 0, (2.160)

r → ∞ : J = −J01y, V = 1

σ0
J0r sinψ. (2.161)

The solution of equation (2.159) can be obtained as

ϕ = ϕ0 + J0

σ0
r

[
1 +

(
R

r

)2
]

sinψ , (2.162)

where ϕ0 = const is a potential with any fixed value.

x

y

R

Hole0

1r
1

r P(r,  )

σ = 0

σ0

J0 = –J01y

Figure 2.35 Setup to solve the problem of electric current flowing in a thin
conducting sheet with a circular hollow hole
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Figure 2.36 Current density distribution in the vicinity of a circular hole

The current density J can be calculated following from

J = σ0E = −σ0∇ϕ = −σ0

(
∂ϕ

∂r
1r + 1

r

∂ϕ

∂ψ
1ψ + ∂ϕ

∂z
1z

)
(2.163)

and finally takes the form

J = −J0

[
1 −

(
R

r

)2
]

sinψ1r − J0

[
1 +

(
R

r

)2
]

cosψ1ψ. (2.164)

An exemplary current distribution around a circular hole is shown in Figure 2.36.
The current density J can be replaced by the superposition of two terms, namely
the primary input current density J0 and the distortion current density j evoked by
the hole

J = J0 − j, (2.165)

with j given by

j =
(

R

r

)2 (−J0 sinψ1r + J0 cosψ1ψ
)
. (2.166)

Using the vector identity

J0 = −J0 sinψ1r − J0 cosψ1ψ = J0 · r
r2

r + (J0 · 1ψ )1ψ

the distortion current density j (2.166) at any point r outside the hole can be
expressed as

j =
(

R

r

)2 (
2

J0 · r
r2

r − J0

)
. (2.167)

A current dipole with a dipole moment p0, placed in a large thin conducting plate
of thickness δz, produces at any point r of the plate a 2D flow of electric current
described by

jp = 1

2πr2δz

(
2

p0 · r
r2

r − p0

)
. (2.168)
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(a) (b)

2P0

Figure 2.37 Distortion current near a hollow hole in a large thin conducting plate.
(a) Distortion current j. (b) Current generated by an equivalent
current dipole 2p0

By introducing an equivalent current dipole with a dipole moment p0 = V0 J0 =
πR2δz J0, equation (2.167) can be replaced by

j = 2
1

2πr2δz

(
2

p0 · r
r2

r − p0

)
= 2jp, (2.169)

where V0 is the volume of the hole. Thus, it can be seen that a distortion current caused
by a circular hole in a large thin conducting plate in which a uniform flow of electric
current was forced, can be replaced by the current produced by a single current dipole
located at the center of the hole. Figure 2.37 shows the distortion current around a cir-
cular hollow hole and the current produced by the dipole 2p0 clipped through the hole.

2.2.7 An extended area approach in the calculation of DRS

Inspired by the results presented in the previous section, a semianalytical approach,
called an extended area approach (EAA) [112], for calculating the flow of distortion
currents around a hollow hole in a thin conductive plate has been developed.

It is considered a plate moving with a velocity v = v01x. The plate with the
thickness �z is parallel to the X 0Y plane. The hole region and the region around
is replaced by a regular mesh of volumetric elements (voxels) with a volume V0 =
�x�y�z, where �x and �y are grid densities in x- and y-directions, respectively.
In the center ri of each voxel located inside the hole a source current dipole with a
dipole moment pi = V0 jD,i is placed, where jD,i = J0,i is the density of induced eddy
currents in the plate without any defect truncated to the defect region.

The distortion current density jE at any point r outside the hole can be
approximated by

jE(r) = χDCF
V0

2πδz

N D
V∑

i=1

[
2

jD,i · (r − rD,i)

|r − rD,i|4 (r − rD,i) − jD,i

|r − rD,i|2
]

, (2.170)
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NRMSE(∈x, ∈y) = 2.47(1.95, 1.52)% NRMSE(∈x, ∈y) = 1.98(1.57, 1.21)% NRMSE(∈x, ∈y) = 1.98(1.21, 1.57)%

Figure 2.38 Distortion currents around hollow holes in a thin conducting plate
together with J0 currents in the hole area

where N D
V is the number of voxels inside the hole region, rD,i is the center of the i-th

voxel, and χDCF denotes a dipolar correction factor (DCF).
The dipolar correction factor χDCF for a hole defined by parameters cx, cy, e.g. a

circular, elliptical or rectangular defect, is generally defined as

χDCF = 1 + cx

cy
. (2.171)

Although the dipolar correction factor is only an indicative factor it enables to model
the distortion field around holes of various shapes with a sufficient accuracy.

In order to calculate DRS profiles, a rectangular extended region defined as
eext × eext ×�z around the hollow hole cx × cy ×�z is introduced. The size eext of
the extended region is defined as

eext = (sext + 1) max (cx, cy), (2.172)

where sext is an arbitrary chosen scaling factor greater or equal 0. If sext = 0 then the
extended region does not exist and the model is reduced to the simplest approach
presented in Section 2.2.5.

Figure 2.38 shows sample distributions of distortion currents evoked by holes of
various shapes located in a thin conductive plate in which flows homogeneous current
J0 = −J01y. The NRMSEs of the EAA in Figure 2.38 were calculated in the reference
to analytical solutions.

The method EAA can be directly used to calculate DRS from a defect (cx, cy, cz)
located in a conductive block of L × W × D dimensions much larger than the dimen-
sions of the magnet and anisotropic conductivity of [σ ] = diag(σ0, σ0, 0) (Jz = 0). In
this case, the extended area consists of NL x-y–layers�z thick (�z = cz/NL) in which
regular voxel grids have been defined, each with a volume of VE = �x ×�y ×�z
(Figure 2.39).

Finally, the DRS formula (2.85) takes the following discrete form

�F(n) ∼= VE

NL∑
l=1

⎡
⎣ N D

V∑
j=1

jl,(n)
D,j × Bl,(n)

0,j +
N E

V∑
i=1

jl,(n)
E,i × Bl,(n)

0,i

⎤
⎦ , (2.173)
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Conducting block (anisotropic)
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Figure 2.39 Extended region for sext = 1 around a sample cylindrical defect
located in an anisotropic conducting block

where the distortion current jl,(n)
E,i is expressed by (2.170). The defect current jl,(n)

D,j =
Jl,(n)

0,j can be calculated according to (2.89) when a multi-dipole permanent magnet
model is used or (2.95) for rectangular permanent magnets. Respectively, the primary
magnetic flux density Bl,(n)

0,k can be calculated using (2.87) or (2.90).
Figure 2.40 shows DRS profiles for y = 0 determined according to (2.173)

for an artificial cuboidal defect cx × cy × cz = 12 mm × 2 mm × 2 mm placed at
a depth d = 4 mm in a conductive plate with a thickness D = 50 mm moving at
a velocity v0 = 1 cm/s under a rectangular permanent magnet with dimensions
of w × w × h = 15 mm × 15 mm × 25 mm and magnetization M = 931A/mm sus-
pended at a lift-off h0 = 1 mm above the plate. The anisotropic conductivity [σ ] =
diag(σ0, σ0, 0) is equal to [σ ] = diag (30.61 MS/m, 30.61 MS/m,0). The voxel size
used for construction of various extended areas is defined as follows: �x = 1 mm,
�y = 1 mm, and �z = 2 mm. The profiles were calculated using in (2.173) the ana-
lytical formulas (2.95) and (2.90) for the description of J0 and B0, respectively. For
comparison, the profiles calculated with the simplest approach from Section 2.2.5
(sext = 0) and using the extended region with sext = 4 are presented.

Assuming a weak reaction of eddy currents, the EAA method can also be used
to calculate DRS from defects located near the surface of the thick solid plate with a
uniform electrical conductivity σ0. In this case, the extended region around the defect
(cx, cy, cz) is defined as a cuboid with dimensions of eext × eext × (eext/2 + cz + d),
where eext is given by (2.172) and d is the defect depth. For the defined extended
region, formula (2.173) can be used to calculate the DRS.

As in the case of an anisotropic plate, eddy currents J0 induced in an isotropic
plate can be determined using equation (2.89) when the magnet is modeled using
magnetic dipoles or analytical formulas (2.95) in the case of a rectangular magnet.
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Figure 2.40 Anisotropic conductor—DRS profiles obtained for a defect cx × cy ×
cz = 12 mm × 2 mm × 2 mm located at a depth d = 4 mm in a
conductive plate with a thickness D = 50 mm moving at a velocity
v0 = 1 cm/s. (ANA) (2.173) with analytical formulas (2.95), (2.170)
and (2.90), (FEM) finite element method. (a) sext = 0. (b) sext = 4

As well, the primary field B0 produced by a permanent magnet is calculated according
to (2.87) or (2.90).

Calculation of the distortion current j(n)
E,k at point rk in an isotropic environment

requires a different formula than (2.170), namely

j(n)
E,k = χDCF

VE

4π

N D
V∑

i=1

[
3

j(n)
D,i · (rk − rD,i)

|rk − rD,i|5 (rk − rD,i) − j(n)
D,i

|rk − rD,i|3
]

, (2.174)

where N D
V is the number of voxels inside the defect region, rD,i is the center of the

i-th voxel, and χDCF is a dipolar correction factor. It should be noted that the estima-
tion (2.171) cannot be further used for defects in isotropic conductors. For regular
defects, such as a sphere or a cube, the χDCF can be determined analytically as
χDCF = 3/2 [154]. To find the DCF for an defect defined by the outline cx × cy × cz

distortion currents around the idealized cavity in a form of oblate/prolate spheroid
have been analyzed [154]. The cavity is located in a conductor in which homoge-
neous flow of electric current is forced. The distribution of distortion currents can be
found analytically using a separation of variables method for solving Laplace equation
∇2ϕ= 0 in the appropriate coordinate system (oblate/prolate spheroidal coordinate
system) [155]. The performed analysis allows to formulate the following approximate
formula for the dipolar correction factor

χDCF = 1 + 1

4

(
cx

cy
+ cz

cy

)
. (2.175)
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Figure 2.41 Extended region around a cuboidal defect in a solid isotropic
conductive plate together with mirrored defect currents

However, a simple application of (2.174) in the calculation of DRSs is not correct
because the conditions jz = 0|z=0 and jz = 0|z=−D at the upper and bottom surfaces
of the plate will be not satisfied. If the thickness of the plate is much greater than the
depth and size of the defect, then the condition jz = 0 can be ensured by introducing
additional source currents jM = mirror(jD) obtained as a result of the mirror reflection
of jD currents relative to the upper surface of the plate (see Figure 2.41).

Finally, the corrected distortion currents j(n)
E,k can be obtained as

j(n)
E,k = χDCF

VE

4π

⎧⎨
⎩

N D
V∑

i=1

[
3

j(n)
D,i · (rk − rD,i)

|rk − rD,i|5 (rk − rD,i) − j(n)
D,i

|rk − rD,i|3
]

+
N D

V∑
i=1

[
3

j(n)
D,i · (rk − rM ,i)

|rk − rM ,i|5 (rk − rM ,i) − j(n)
D,i

|rk − rM ,i|3
]⎫⎬
⎭ , (2.176)

where rD,i = [xD,i, yD,i, zD,i]T is the center of the i-th voxel and rM ,i = [xD,i, yD,i, −zD,i]T

and j(n)
D,i = J(n)

0,i are eddy currents induced in the plate without defects truncated to the
defect region.

Figure 2.42 shows DRS profiles for y = 0 determined according to (2.173) for
an artificial cuboidal defect cx × cy × cz = 6 mm × 6 mm × 6 mm placed at a depth
d = 4 mm in an isotropic conductive plate with a thickness D = 100 mm moving
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Figure 2.42 Isotropic conductor—DRS profiles obtained for a defect cx × cy × cz =
6 mm × 6 mm × 6 mm located at a depth d = 4 mm in a conductive
plate of a thickness D = 100 mm moving at a velocity v0 = 1 cm/s.
(ANA) (2.173) with analytical formulas (2.95), (2.176) and (2.90),
(FEM) finite element method. (a) sext = 0. (b) sext = 5

at a velocity v0 = 1 cm/s under a rectangular permanent magnet with dimensions
of w × w × h = 15 mm × 15 mm × 25 mm and magnetization M = 931A/mm sus-
pended at a lift-off h0 = 1 mm above the plate with a homogeneous conductivity σ0 =
30.61 MS/m. The voxel size used for construction of extended regions is defined
as: �x = 1 mm, �y = 1 mm, and �z = 1 mm. The profiles were calculated using in
(2.173) formulas (2.95), (2.176), and (2.90). For comparison, the profiles calculated
using only jD current (sext = 0) and the extended region with sext = 5 together with
the reference solution obtained from the FEM are presented. As a result of the EAA
method, a significant reduction in normalized mean square errors (NRSMEs) can be
observed.

2.3 Surface charge simulation method

In experiments using the LET method, multiple scans of lines or surfaces are made
that determine the profiles of forces acting on the magnetic system [80]. Force profiles
are then used to identify and reconstruct defects in the tested objects. In identification
procedures (inverse problems), multiple simulations are carried out on LET models
requiring fast and efficient computational methods [156]. Several such semianalytical
methods have been presented in previous sections. Recent optimization studies [157]
showed that rather complicated magnet systems, which include highly saturating
ferromagnetic materials such as iron-cobalt alloys, may be advantageous compared
to standard magnet geometries. However, the implementation of nonlinear magnetic
material significantly increases the computational effort needed to determine the force
profiles numerically.
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In this section, a numerical approach based on principles of the surface charge
simulation method (SCSM) [158] is presented. Not like in the charge simulation
method (CSM) [159–161] where electric charges are placed near the surface of the
analyzed objects, electric charges used in SCSM are located directly on the boundaries
of the object. SCSM proves its popularity in electrostatics because of its simplicity,
accuracy and computational efficiency [162], but its application to the problems of
electrodynamics associated with moving conductive media was only rarely analyzed
[163–165].

The analysis of the LET system shown in Figure 2.17 is performed in the coor-
dinate system attached to the permanent magnet system. The state of the system is
defined by vector fields B and E under assumption that the speed of the moving con-
ducting object is small enough such that the approach with WRA can be applied [111].
This assumption is valid, for example, for conductive objects made of aluminum and
moving with a speed of less than 0.5 m/s [166]. In this case, eddy currents J induced
in a moving conductor can be directly determined from Ohm’s law

J = [σ ](E + v × B0) = [σ ](−∇ϕ + v × B0), (2.177)

where [σ ] is a diagonal tensor of electrical conductivity [σ ] = diag(σxx, σyy, σzz), ϕ is
scalar electric potential, and B0 is the primary magnetic field produced by the magnet
system. The SCSM method is used to determine the ϕ potential.

For solid conductors with a homogeneous conductivity σ0, the potential ϕ at any
point x = x1x + y1y + z1z in the conductor can be determined according to the SCSM
proposed in [164] as

ϕ(x) = 1

4πε0

∫
S

κ(x′)
|x − x′|dS, (2.178)

where κ(x′) is the unknown surface density of the electric charge distributed on the
surface S = Sc ∪ Sd , and Sc, Sd are the conductor and the defect boundary surfaces,
respectively. An example of SCSM mesh S̃ is shown in Figure 2.43.

In order to find the surface charge density κ(x′) as well as eddy currents (2.177),
the condition n · J|S = 0 must be applied [164]. It enables to formulate the following
set of equations

1

4πε0

N2D∑
i=1

κi

∫
�Si

nj · (xj − x′
i)

|xj − x′
i|3

dSi = −nj · (v × B0,j), j = 1, . . . , N2D, (2.179)

where N2D is the number of SCSM elements, S̃ = ⋃N2D
i=1 �Si is a mesh of rectangular

elements covering the surface S, κi = const. on �Si, and B0,j = B0(xj).
For conductors with an anisotropic conductivity [σ ] = diag(σxx, σyy, 0), the

potential ϕ is given by

ϕ(r, zk ) = 1

2πε0

∫
�k

τ (r′, zk ) ln
1

|r − r′|ds + ϕ0(r, zk ), (2.180)

where r = x1x + y1y, τ (r′, zk ) is the unknown electric charge density on the edge line
�k = �c,k ∪ �d,k . The line �k is formed by intersecting the surface S = Sc ∪ Sd with
the plane z = zk (Figure 2.44). In the simplest case, zk corresponds to the z-coordinate
of the defect center.
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Figure 2.43 An exemplary boundary mesh of rectangular elements for the solid
conductor with a single cuboidal defect [165]
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Figure 2.44 An exemplary mesh of edge elements for the anisotropic conductor
with a single cuboidal defect [165]

The ϕ0 potential in (2.180) is the potential determined for an infinitely wide
moving plate without defect. It can be found by solving ∇2ϕ0 = 0 with the following
boundary conditions

∂ϕ0

∂z
= v0B0z |z=0 and

∂ϕ0

∂z
= v0B0z |z=−D , (2.181)

where D is the thickness of the plate.
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After applying the n · J|�k = 0 condition, the following equations are obtained

1

2πε0

N1D∑
i=1

τi

∫
�si

nj · (rj − r′
i)

|rj − r′
i|2

dsi = nj · (∇ϕ0,j − v × B0,j) (2.182)

with j = 1, . . . , N1D, τi = const. on �si, B0,j = B0(rj, zk ), ∇ϕ0,j = ∇ϕ0(rj, zk ), and
�̃k = ⋃N1D

i=1 �si a mesh of 1D line elements covering the edge line �k .
With the calculated electric charge density distributions (κ or τ ), the density of

the induced eddy currents J in the moving conductor can be determined (see (2.178)).
Forces F and F0 acting on a magnetic system in the presence of a moving conductor
with defects and no defects, and DRSs �F can be obtained from

F = −
∫

V−VD

J × B0 dV , F0 = −
∫

V
J0 × B0 dV , �F = F − F0. (2.183)

For LET systems using single permanent magnets, it is possible to use models
with multiple magnetic dipoles (2.86)–(2.87) or, in special cases, analytical formulas
[e.g. (2.90)], to calculate the B0 field. However, recent optimization studies showed
that rather complicated magnet systems, which include highly saturating ferromag-
netic materials such as iron-cobalt alloys, may be advantageous compared to standard
magnet geometries [157]. The use of ferromagnetic material in the magnetic sys-
tems used in LET makes it impossible to apply the above methods to determine the
field B0. For such cases, the determination of field B0 must be carried out using
numerical methods (e.g. FEM). In the following, a method will be described that
allows determining the field B0 in the area of the non-magnetic conductor based on
B0 defined only on two planes parallel to the surface of the conductor. Magnetic flux
density B0 on the planes must be determined only once using any method, which
significantly reduces the calculation time and reduces the amount of data necessary
to process.

It is assumed that the primary field B0 is given only on regular grids of points
truncated by the rectangular window W = {(x, y) : wx × wy} and located on the planes
z = 0 and z = −D corresponding to the upper and lower surfaces of the object under
test.

The magnetic flux density B0, as well as the electric potential ϕ0, can be
determined at any point P in the region � = {(x, y, z) : W× < −D, 0 >} by solving

∇2B0 = 0, (2.184)

∇2ϕ0 = 0 (2.185)

with the boundary conditions defined as

B0|z=0 = Bu
0 = B0(x, y, 0),

∂ϕ0

∂z
= v0Bu

0y, (2.186)

B0|z=−D = Bd
0 = B0(x, y, −D),

∂ϕ0

∂z
= v0Bd

0y. (2.187)

The set of boundary conditions for the time and spatial domains is schematically
shown in Figure 2.45.
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Figure 2.45 Boundary conditions in calculating the primary field B0 and the
electric potential ϕ0 in the region between the planes z = −D and
z = 0 [165]

In order to obtain solutions of (2.184) and (2.185), 2D spatial Fourier transform
is applied

B̃0 = B̃0(k , z) = FxFy(B0), (2.188)

�̃0 = �̃0(k , z) = FxFy(ϕ0), (2.189)

where k2 = k2
x + k2

y , and kx, ky are spatial frequencies in the x and y direction,
respectively. The corresponding solutions are given by the following formulas

�̃0(k , z) = v0

k

B̃u
0y cosh k(D + z) − B̃d

0y cosh kz

sinh kD
, (2.190)

B̃0(k , z) = B̃u
0 sinh k(D + z) − B̃d

0 sinh kz

sinh kD
. (2.191)

The primary magnetic flux density B0 as well as the electric potential ϕ0 at any plane
z ∈< −D, 0 > can be determined using the inverse spatial Fourier transform

B0(r, z) = F−1
x F−1

y (B̃0), (2.192)

ϕ0(r, z) = F−1
x F−1

y (�̃0). (2.193)

In practice, the presented method can be easily implemented in the MATLAB®

environment by using the fft2/ifft2 functions that return forward and inverse
discrete, 2D Fourier transforms calculated using the Fast FourierTransform algorithm.

Figure 2.46 shows the results of exemplary simulations performed under SCSM
for an aluminum block (an isotropic case) and a set of aluminum sheets (anisotropic
case) both moving at v0 = 0.2 m/s velocity under the cylindrical Halbach structure
defined in [157]. The lift-off of the magnetic system was equal to h0 = 1 mm and the
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Figure 2.46 Simulated DRSs calculated by FEM and SCSM. The 13 mm × 2 mm ×
4 mm defect was located at a depth of d = 2 mm in a solid aluminum
block of 250 mm × 50 mm × 50 mm (a), and a stack of 25 aluminum
sheets of 250 mm × 50 mm × 2 mm (b)

electrical conductivity σ0 = 21 MS/m. The figure presents the DRSs for y = 0 from
the cuboidal defect 13 mm × 12 mm × 4 mm located at a depth d = 2 mm calculated
by means of SCSM and FEM. The normalized root mean square errors of the SCSM
method in relation to FEM are small for both the isotropic and anisotropic conductor
(less than 0.9% and 1.6%, respectively).

It is interesting to notice that the DRSs, i.e. �Fx and �Fz, evoked by the defect
localized in the stack of sheets (anisotropic model) are more than twice the DRS from
the defect in the solid conductor with isotropic conductivity. This phenomenon can be
explained by analyzing the flow of distorted currents around the defect. In the case of
an anisotropic conductor, distorted currents occur only in the layer that coincides with
the defect, therefore their deformation is stronger than for the conductor with isotropic
conductivity, where the deformation occurs in the entire volume of the conductor.

Considering the time of simulations carried out using FEM and SCSM, it should
be stated that the calculation time of DRSs for the isotropic block for both methods was
comparable (about 4 min per DRS point). In the case of a defect in the anisotropic
block, DRS calculations using the SCSM were over 60 times faster compared to
the FEM (4.4 s and 5 min per DRS point, respectively). Such a large reduction in
the calculation time for SCSM results from the fact that in the SCSM formulation
for anisotropic conductors, meshes of linear elements located only in the layer that
coincides with the defect are used. Consequently, the number of SCSM elements and
hence the size of the resultant system of algebraic equations is considerably reduced.

In summary, SCSM can only be used to simulate LET problems when the velocity
of a moving non-magnetic conductive object is small enough to apply a weak reaction
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of induced eddy currents. The use of SCSM for conductors with isotropic electrical
conductivity is time-consuming and relatively complicated because it requires a suit-
able mesh of boundary elements to describe a conductor with defects. To generate such
a mesh, it is necessary for the user to create appropriate procedures adapted to the spe-
cific LET problem. As a result, SCSM does not compete for FEM, where it is relatively
easy to adapt any commercial system to LET simulation. The simulation time for both
methods is comparable and relatively long. The SCSM evaluation changes for LET
problems when the object under test is a conductor with anisotropic conductivity. In
this case, SCSM is an interesting alternative to FEM because, first, the generation of
meshes with linear edge elements even for objects with complex shapes is relatively
easy to implement, and second, simulations are much faster than in the FEM.

2.4 Numerical simulations with FEM

2.4.1 Introduction and motivation

The intrinsic phenomena associated with electric and magnetic fields affect almost all
aspects of our everyday life. This is followed by continuous development and design
of more sophisticated electro-mechanical devices which result in better functionality,
higher efficiency, and increased safety. Depending on the particular application, this
task strongly relays on the accurate modeling of the electromagnetic fields within the
device, i.e. it requires solution of the governing equations described by Maxwell under
well-defined conditions. Whenever it is possible, the analytical solution of the result-
ing system of partial differential equations (PDEs) is most wanted [142,167–171].
Apart from providing exact and fast solutions, the obtained closed-form analytical
expression also helps in better understanding of the underlying physical phenom-
ena associated with the problem under investigation. Unfortunately, these solutions
are not always available and they can be obtained only for some simplified device
and field configurations. Thus, in NDT and NDE applications the development
and optimization of various testing techniques is performed using the numerical
methods [168].

Due to its ability to handle complex geometries, anisotropic and inhomogeneous
material properties, widely used numerical method in NDT and NDE applications is
the FEM [170]. FEM is a numerical technique which gives approximate solutions to
partial differential equations which are commonly used to describe the physical behav-
ior of a system in engineering applications [168,172]. Unlike some other numerical
techniques, e.g. finite difference method, the FEM is used to approximate the solution
rather than to directly approximate the partial derivatives appearing in the governing
equations. Its fundamental idea is to divide the region under investigation into small
well-described elementary domains called the finite elements. In 2D investigations
they represent simple geometrical forms such as triangles and quadrilaterals, whereas
in 3D these domains are typically in form of tetrahedra and hexahedra. The assembly
of all elements is called the finite element mesh [172].

Within each finite element the unknown solution, i.e. the unknown scalar or vector
potentials, ϕ or A, are usually approximated with low-order polynomial functions,
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which are in FEM applications widely known as shape functions. They can be defined
as scalar or vector quantities. The scalar shape functions are associated with nodes
of a finite element and they can be used to approximate both, scalar and vector
potentials. The vector shape functions are associated with the corresponding edges of
an element and they can only be used to approximate vector potentials. The resulting
unknowns are also referred to as degrees of freedom (DoFs). In order to reduce the
computational time it is of most interest to reduce the resulting number DoFs for the
specific problem of interest. The total number of DoFs is influenced by the governing
differential equation, the technique used to incorporate time-dependent effects in the
model and the size of the computational domain. Further reading regarding FEM can
be found in [172–176].

In general, analysis of LET systems requires accurate and time-efficient numeri-
cal approaches to allow either extensive scans of an object under test or parametric and
optimization studies. For the implementation of the proposed approaches the commer-
cial software package Comsol Multiphysics v4.4 [151] (COMSOL, Inc., Burlington,
MA, USA, www.comsol.com) is used in this framework.

2.4.2 Computation of eddy current distributions including
moving parts

The Lorentz force eddy current testing belongs to a special class of electromagnetic
field phenomena in which various effects caused by parts set in relative motion occur.
These effects, also referred to as motional effects, represent the basic operating princi-
ple over a wide range of electro-mechanical devices in different application areas such
as electrical machines, magnetic levitation systems, inductive heating, eddy current
brakes, NDT, NDE, etc. Due to its tremendous industrial relevance the application of
FEM to this particular type of field problems, also known as the moving eddy current
problems has undergone an extensive research over the past decades [177]. As a result
many different techniques used for modeling of the relative motion using FEM, mostly
referring to rotational electrical machines, have been developed [177–180]. However,
either due to their high computational requirements or difficulties in their implemen-
tation only a few techniques are nowadays commonly used in general-purpose com-
mercial FEM codes. The main aim here is to give brief overview of these techniques,
whereas a more comprehensive study due to a large number of existing publications
would be far beyond the scope of this work. Additional information concerning the
particular technique can be found in the extensive reference list presented.

In principle, independent on the actual type of motion (translation or rotation)
all existing techniques for simulation of general moving eddy current problems can
be classified into (i) fixed grid methods and (ii) moving or time changing grid
methods [178].

The fixed grid methods are usually applied to 2D/3D static or time-harmonic
eddy current problems involving uniformly moving conducting parts having invari-
ant cross-section in the motion direction [72,177,178,181–185]. The field problem is
formulated in the moving frame of reference (see section 2.1) where the additional
velocity term (v × ∇ × A) is used to describe the contribution of the induced eddy
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currents within the moving electrically conducting part. This approach, also referred
to as the QSA [72], is very efficient in terms of computational time since only one sta-
tionary analysis needs to be performed to obtain an accurate steady state solution. For
some simple device configurations several authors combine FEM with analytical solu-
tions as well [185,186]. Considerably reduction of the simulation time and increased
accuracy has been reported. However, apart from simple geometries the analysis is
restricted to stationary and time-harmonic problems. The convection of the magnetic
field lines introduced in the fixed grid methods can cause spurious numerical oscil-
lations when the resulting Péclet number (Pe = μσv�x) is large [187–189]. This can
be avoided by performing the mesh refinement within the conductor region or by the
technique known as the upwinding [190,191]. The logical expression approach (LEA)
presented later in this work, extends the applicability of the fixed grid methods to
2D/3D transient eddy current investigations having non-uniform parts set in relative
motion.

The moving grid methods are more general and they can be applied to simulate
wide variety of electromechanical devices involving linear or rotational movement.
In principle, from the model topology point of view all available techniques are quite
similar. The main idea is to decompose the whole computational domain into two parts
associating them with the moving or with the fixed part of the assembly [177,178,192].
Within each part the governing equations are solved in their own frame of references,
whereas the relative displacement and the field coupling is provided on the introduced
interface [180,193]. Depending on the actual interface, which can have constant or
variable lift-off distance, to achieve the coupling many different techniques have been
applied, each of them having certain advantages and disadvantages.

One of the earliest techniques to model relative displacement of 2D induction
machines is based on mesh deformation [194]. During the movement this technique
can produce elements with large aspect ratios leading to the loss of accuracy [180,195].
Thus, its application is usually restricted for modeling 2D electromagnetic devices
requiring small relative displacements [196,197].

In order to provide arbitrary large displacements techniques based on the con-
tinuous remeshing of the computational domain have been reported [198]. When
re-meshing is performed only in the small air-gap region of the device, these tech-
niques are referred to as the step-by-step finite elements or the moving band techniques
[193,198–202]. Due to time changing grids the obtained solution can be numerically
noisy. Additionally, for 3D complex geometries the re-meshing procedure can also
be very time-demanding. This is why these techniques are mostly applied to 2D eddy
current problems. In order to avoid tedious re-meshing of the model several authors
combine the advantages of the FEM and analytical expressions which provide the
field coupling without meshing the air-gap of the machine. The resulting technique
is often referred to as the air-gap element or macro element method [195,203–206].
Whenever they can be obtained, the analytical expressions are simply coupled with
the FEM formulation providing high accuracy compared to all other methods avail-
able [177]. However, as reported in [206] the coupling procedure can reduce the
sparsity of the resulting stiffness matrix increasing the computational costs. Further-
more, due to difficulties in obtaining the analytical expressions, the analysis is usually
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restricted to 2D field problems [207]. On the same note, to avoid the re-meshing of the
computational domain, hybrid methods based on the coupling of boundary element
method (BEM) and FEM have been introduced. The BEM provides all the advan-
tages to model linear unbounded air regions in which the conducting objects are free
to move [189,208–211]. The conducting regions, which in general can be non-linear
and inhomogeneous, are effectively modeled by means of FEM. Similarly as before,
coupled BEM-FEM technique can produce partially dense matrices. To reduce the
computational costs several authors propose parallelization techniques based on a
domain decomposition to BEM and FEM part [212,213].

One of the widely applied moving grid methods to model relative displacements
in general eddy current problems is the so-called sliding mesh technique (SMT) [214].
Similarly to all other methods, SMT also referred to as the moving mesh method [177]
or slip surface method [215], requires two independent meshes to be defined. To
provide the relative displacement, the meshes are simply slid relative to each other
eliminating any need to alter their structure. The governing equations are solved
independently in the fixed reference frame of each moving part, thereby avoiding
the convection (velocity) terms. Depending on the mesh distribution along the intro-
duced interface, which can be conforming or non-conforming, the field continuity
can be preserved using several coupling techniques. In case of conforming meshes,
the unknown potentials on each side of the sliding interface are made equal in the
same way as Dirichlet boundary conditions are imposed [177,215–219]. However,
the displacement is strictly controlled by the size of the finite elements in the motion
direction and the time-step size of the transient solver. To overcome this limitation
non-conforming meshes along with Lagrange multipliers have been introduced [182].
The Lagrange multiplier approach introduces an additional set of variables on the slid-
ing interface which ensures the continuity of the field in a weak sense [220–223].
Unfortunately, the existence of additional variables considerably deteriorates the con-
ditioning of the stiffness matrix [223–225]. Furthermore, the matrix contains zeros
on the main diagonal, which means that some standard iterative solvers, such as
incomplete Cholesky conjugate gradient (ICCG) or conjugate gradient (CG), either
have slow convergence or fail completely [223,225]. All these issues led to develop-
ment of other coupling techniques for non-conformal meshes, such as interpolation
method [198,223] and the mortar element method [214,224,226–228]. Using the
interpolation methods the field continuity is only globally conserved across the inter-
face. Additionally the coupling increases the bandwidth of the resulting matrix system
increasing the computational costs for the same number of unknowns [223,229,230].
The mortar element method results in a positive definite stiffness matrix, which makes
it well suited for 3D moving eddy current problems. However, up to now this method
has been only applied to solve 2D moving eddy current problems. Additional issues
such as complex implementation and increase of non-zero elements in the resulting
matrix system have also been reported as well [177,225].

In order to solve electromagnetic field problems with parts in arbitrary motion
(variable air-gap sizes) the so-called overlapping or composite grid methods have
been developed [177,231–234]. The method applies an iterative algorithm to couple
two sets of overlapped grids. The grid of the moving part is discretized with a fine
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grid, whereas the fixed part is discretized with coarser grids. Due to longer simulation
time and increased number of unknowns [233] the method is usually applied to 2D
field problems [177]. However, some 3D implementations using nodal finite elements
have been reported [233,235].

2.4.3 Numerical modeling of conductivity anomalies

The main aim of this section is to introduce new FEM-based methodology, which
can be used to analyse and develop future LET systems. The particular emphasis is
placed on the reduction of the overall computational requirements while maintain-
ing the accuracy of the solution. Additional goals include development of simplified
numerical models which enable fast 2D and 3D LET analysis in conjunction with
the verification of assumed simplifications. The problem is simplified step-by-step,
starting from time-dependent approaches, applying quasi-static approximations, and
assuming a weak reaction from the conductor. For comparison and verifications of dif-
ferent approaches a benchmark problem which represents a typical LET configuration
has been considered.

2.4.3.1 Benchmark problem definition
In this section a typical LET benchmark problem representing a generic conductor
with pre-defined artificial defects, moving across the static magnetic field is described
(Figure 2.47).

The conductor under test is considered to be non-magnetic with the electrical con-
ductivity denoted byσ and magnetic permeability equal to the permeability of vacuum
μ=μ0. It has a rectangular cross-section determined by its width Wc and height Hc,
whereas its length is denoted by Lc. A cylindrical permanent magnet described by
magnetization M is used as a source of the static (primary) magnetic field. The diam-
eter and the height of the magnet are denoted by Dm and Hm, respectively. The magnet
is placed centrally above the conductor under test (δy = 0) at a lift-off distance δz.
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Figure 2.47 Definition of the LET benchmark problem. The conductor contains
three types of defects: long (“|”), wide (“−”) and cross (“+”)
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For the analysis, three different types of artificial defects, namely long (“|”), wide
(“−”) and cross (“+”) have been considered. Defects are placed centrally within the
conductor at depth d below its surface. They are characterised by their width w, height
h, and length l. The conductivity of the defect is denoted by σd .

In order to reduce the number of dependent variables, the magnetic Reynolds
number (Rm) has been used for the analysis (1.6). It involves the characteristic
length-scale parameter L whose definition depends on the particular problem at hand
and characterizes the conductor in motion. For the given benchmark problem (Fig-
ure 2.47), there are several possibilities to define L. In fluid dynamics, in order to
measure the efficiency of different channel flows, all channel configurations are usu-
ally approximated with an equivalent circular pipe having the equivalent diameter De

defined as

De = 2A

P
= 2Wc · Hc

Wc + Hc
, (2.194)

where A is the cross-section area of the conductor, and P is its perimeter [236]. Fol-
lowing the same principle and choosing the radius of an equivalent cylinder (De/2)
as the characteristic length-scale for the given LET benchmark problem, the value of
Rm has been defined as follows

Rm = μ0σ |v| Wc · Hc

Wc + Hc
. (2.195)

2.4.3.2 Logical expression approaches
In this section the main idea of the logical expression approaches (LEAs) that allows
fast computations of 2D/3D eddy current problems including parts in relative motion
is presented [92]. Using the proposed methodology, the spatial coordinates of moving
parts, either conducting or non-conducting, are modeled on a fixed computational
grid using logical expressions (LEs). By applying the principles of Boolean algebra
directly in finite element analysis (FEA) the shape of moving parts is determined on
the fly by calculating the constraints given by LE and filtering the finite elements in
those domains where LEs are introduced. Figure 2.48 shows three basic geometrical
primitives, i.e. box, cylinder, and sphere which are modeled using LE.

(a) (b) (c)

z
x y

z
x y

z
x y

Rs

Rc ∆x = Nv∆t Xstart+
vt

LB L

Figure 2.48 Basic geometric primitives defined by logical expressions: (a) box,
(b) cylinder, and (c) sphere
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Table 2.2 Logical expressions for basic geometric primitives

Shape Logical expression (LE)

Box (B) [ Xstart + vt ≤ x ≤ Xstart + LB + vt ] ? 1 : 0
Cylinder (C) [ (x + Xstart + vt)2 + y2 ≤ R2

C ] ? 1 : 0
Sphere (S) [ (x + Xstart + vt)2 + y2 + z2 ≤ R2

S ] ? 1 : 0

x, y, z: Cartesian coordinate system; Xstart : starting position of the moving part; v: prescribed velocity of
the displacement; t: actual simulation time.

Independent to the type of reference frame used in LET analysis, modeling
of moving parts using LE requires the existence of a homogeneous zone in which
these expressions are applied. This zone is referred to as the moving domain and
it is determined by the shape of the moving part and its relative displacement L
(Figure 2.48). In order to introduce the motion and determine the shape of moving
parts, the constraints given by LE are defined as time dependent. This step represents
the basic idea of the logical expression approach [92]. Table 2.2 presents some sample
logical expressions for basic primitive shapes moving with velocity v along the model
x-axis (Figure 2.48). Logical constructions “[condition]?1 : 0” in Table 2.2 should be
interpreted as: if the condition in square brackets is valid then take 1. Otherwise if
the condition is false take 0.

The implementation of LEA in the existing finite element codes can be performed
easily by multiplying material properties assigned to the moving domain with the
appropriate LE. This modification does not require any major changes in the FEM
code and it can be applied in any commercially available FEM software. To assign
material properties to the moving domain not occupied by the moving part, a term
multiplying these properties with the negation of the pre-defined LE, i.e. by 1 − LE
should be added as well.

As a summary, any implementation of LEA requires the following modeling
steps:

(i) creation of the moving domain
(ii) definition of the corresponding LE

(iii) modification of material properties of the moving domain by combining the
properties of the part under motion and the remaining region with appropriate
LEs. This, the corresponding material properties have to be multiplied by LEi

or 1 − LEi, respectively.

During the discretization of the moving domain, the element size in the moving
direction �x has to satisfy the following constraint:

N�x = v�t, (2.196)

where �t represents the size of the time step used during the solution process, and
N is any integer number greater than zero. Then the outer surface of the moving part
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is forced to stay unchanged during its motion. Otherwise, its volume can fluctuate in
subsequent time steps introducing additional errors that are observed as non-physical
Lorentz force oscillations.

One of the obvious disadvantages of the proposed LEA is its limitation to the
relatively simple shapes of the moving objects (Figure 2.48). More complex shaped
moving parts can be modeled by combining several moving domains and repeating
the steps from (i) to (iii). Additionally, to model curved geometries using LEA the
finite element mesh in the moving region should be relatively fine.

In order to test the proposed LEA approach the LET benchmark problem has
been considered (cf. Figure 2.47). Depending on the definition of the global frame of
reference, the LET analysis has been performed using two different implementations
of LEA, (i) in case of fixed frame of reference, the LEs are used to model the motion
of the permanent magnet, (ii) in case of moving frame reference, the LEs are used to
model the relative motion of the defect. These two specific LEA implementations are
referred to as the moving magnet approach (MMA) and the moving defect approach
(MDA), respectively.

2.4.3.2.1 Moving magnet approach
In the implementation of the MMA, the global coordinate system is associated with
the conducting object (fixed frame of reference) and the LEs are used to describe
motion of the used cylindrical permanent magnet (Figure 2.49). The magnet is moving
with constant velocity v along the model x-axis in close vicinity of the conductor
containing an artificial defect below its surface. Using steps (i)–(iii) which describe
the implementation of the LEA, the moving domain is defined in the surrounding air
region (Figure 2.49). The cross section of the moving domain is determined by the
height Hm and the diameter Dm of the magnet, while its length depends on the starting
position Xstart and its relative displacement L (Figure 2.49). In general, the starting
position Xstart is the distance of the moving object to the origin of the coordinate
system at t = 0. It has to be large enough to avoid any influence of the used initial
conditions on the resulting Lorentz force perturbations.

~
MM = MLEC
~

~M

h
w

d
l

σ, μ0

v
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δz
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Figure 2.49 Implementation of the MMA. The moving domain is defined in the air
region
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To model the motion of the magnet in the moving domain, the magnetisation M
assigned to the moving domain has been modified as M̃ = MLEC , where LEC is the
LE for a cylinder (Table 2.2). When defining the particular LE, it is important to keep
the equivalent volume of the cylinder VLEC obtained by LE and the volume of the real
cylinder given by Vcyl = π (Dm/2)2Hm the same (VLEC = Vcyl). This can be achieved,
e.g. by changing the diameter of the magnet Dm. In the given LET configuration, the
relative velocity between the magnet and the conductor under test is constant. Thus,
the size of the finite element mesh in the moving direction �x is uniform (2.196).

Applying the optimal A∗ formulation, the governing system of equations in MMA
is given by:

∇ ×
(

1

μ0
∇ × A∗ − M

)
= −[σ ]

∂A∗

∂t
, (2.197)

∇ ·
(

−[σ ]
∂A∗

∂t

)
= 0. (2.198)

This requires both nodal and edge finite element formulations in single computa-
tional domain. Due to the fact that (2.197) and (2.198) do not introduce the additional
velocity term the resulting system of equations remains symmetric. Another important
feature of MMA is that the stiffness matrix has to be assembled only once during the
entire motion of the magnet which additionally reduces the total computational time.
This is because the motion is provided by simple modification of the magnetization
vector M which appears as a source term in the resulting FEM formulation.

2.4.3.2.2 Moving defect approach
In the MDA the global coordinate system is assigned to the permanent magnet (moving
frame of reference). In this reference frame the magnet is stationary and the conductor
is moving in opposite direction with velocity −v along the x-axis (Figure 2.50).

For the given LET problem, the use of LE to describe the motion of the
whole conducting domain would be computationally very expensive. However, the
implementation of LEA in the moving reference frame can be considerably simplified
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Figure 2.50 Implementation of the MDA. The moving domain is defined inside the
conductor



Forward simulation methods 125

if only perturbations of Lorentz force caused by defects are required, which is in fact a
typical LET problem. Thus, it is sufficient to model only the movement of the defect
relatively to the magnet, instead of modeling the motion of the whole conductor
(Figure 2.50).

In MDA the moving domain is defined entirely inside the conductor where LEs
are used to model the motion of the particular defect [92]. The shape and position of
the moving domain is defined by the cross-section of the defect w × h, its relative
displacement L, and depth d (Figure 2.50). In order to simulate the defect motion,
the electrical conductivity assigned to the moving domain is modified as σ̃ = σ (1 −
LEB) + σdLEB, where LEB is the logical expression given in Table 2.2, and σd is the
electrical conductivity of the defect. Due to the constant velocity, the size of the finite
element mesh in the moving direction �x is uniform (2.196).

Similarly, to the previous MMA applying the optimal A∗ formulation in MDA
results in the system of governing equations given by:

∇ ×
(

1

μ0
∇ × A∗ − M

)
= [σ ]

(
−∂A∗

∂t
+ v × ∇ × A∗

)
, (2.199)

∇ ·
[

[σ ]
(

−∂A∗

∂t
+ v × ∇ × A∗

)]
= 0. (2.200)

This requires both nodal and edge finite element formulations to be applied in the
computational domain. In contrast to MMA the formulation used in MDA involves
the additional velocity term which makes the resulting system of equations non-
symmetric. Additionally, the modification of the electrical conductivity by time
dependent LE, introduced by MDA, modifies the resulting stiffness matrix as well.
Therefore, the stiffness matrix has to be re-assembled at every time step which
increases the computational time compared to MMA.

2.4.3.3 Quasi-static approach
The MMA and the MDA assume no simplifications for the given LET analysis. They
offer accurate results for any relative testing velocity v between the magnet system
and the conductor, and for any material and geometry parameters involved. Thus,
they are valid for finite values of the magnetic Reynolds number (2.195), whether the
conductor contains material defects or not.

If LET configuration under investigation is time independent, i.e. it involves
uniformly moving conductors with a constant cross-section normal to the direction of
motion (conductors free of defects) the analysis can be considerably simplified [142].
In principle, only one stationary analysis can be performed to obtain an accurate
steady state solution, e.g. the Lorentz force acting on the magnet system. This
assumption requires the moving frame of reference, where the additional velocity term
(v × ∇ × A) is used as a source of the induced eddy currents inside the conductor in
uniform motion

∇ ×
(

1

μ0
∇ × A − M

)
= [σ ] (−∇ϕ + v × ∇ × A) , (2.201)

∇ · [[σ ] (−∇ϕ + v × ∇ × A)] = 0. (2.202)
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The second equation results from the current conservation law ∇ · J = 0 and it
is an additional equation for the electric scalar potential ϕ. This system of equations
takes the deformation of the magnetic field lines correctly into account making it
valid for any value of the Rm.

Although (2.201) and (2.202) provide fully correct solutions only for conductors
without any material defects, their use can be still extended to NDT applications.
In [72], it has been shown that for LET systems resulting in small Rm, they can be
used for fast Lorentz force calculations on the moving magnet even for conductors
with defects. Here, this method is referred to as a quasi-static approach (QSA). As
a direct consequence of low magnetic Reynolds numbers (Rm < 1), the diffusion
time of the magnetic field into the conducting object, estimated as τ ∼ Rm · L/v,
where L is the characteristic length-scale of the conductor (2.194), is small as well
[237,238]. This basically justifies the instantaneous field reaction (∂B/∂t → 0) to
any perturbation of induced currents, which is assumed in QSA. Nevertheless, if this
is not the case, the full transient form of (2.201) and (2.202) has to be considered,
which in fact represents the governing equation of already presented MDA.

In the implementation of QSA, only the change in relative position between the
magnet and the defect must be provided. This is done either by moving the magnet
system relative to the defect, or vice versa [72]. In any case, this requires a time
consuming re-meshing procedure of the entire model geometry for each new config-
uration. The re-meshing of the geometry can be avoided if the basic principle of the
logical expression approach (LEA) is combined with the QSA given by (2.201) and
(2.202). In this LEA implementation the time variable used in different LE is just a
parameter which needs to be changed from one stationary solution to another provid-
ing the displacement of the moving part (magnet or defect). Basically, this means that
the same geometry, used for the implementation of the LEA, i.e. MMA and MDA
(Figures 2.48 and 2.49), can be used for implementation of QSA as well. The only
difference introduced by QSA is in the governing equation in the conducting region,
which is now in its stationary form and contains an additional scalar potential ϕ. In
regions free of eddy currents (surrounding air region and permanent magnet), the
magnetic scalar potential formulation ψ is used.

2.4.3.4 Weak reaction approaches
The induction problem at hand can be further simplified in the case of low magnetic
Reynolds numbers (Rm � 1). In this case, the induced eddy current density is so small
that its magnetic field B(s) is vanishingly small compared to the primary magnetic field
B(p) of the magnet system. By setting B(s) = 0, the magnetic and electric fields are
decoupled, and therefore, can be treated independently. Hereinafter, this effect will be
referred to as a weak reaction by the conductor to the magnetic field. Special attention
must be paid to the emerging Lorentz forces when using WRAs. By neglecting the
secondary magnetic field, the spatial symmetry of the electric and magnetic field
is enforced. As a consequence, the lift component of the Lorentz force vanishes if
the conductor is free of defects and if the magnet is far from any outer edge of the
conductor, such that F (0)

z = 0. However, in the presence of defects, the symmetry
of the fields no longer holds and the DRS �F can be determined. In the following
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section, two approaches are presented to illustrate the weak reaction principle, because
the procedures have major advantages in terms of computational cost.

2.4.3.4.1 Extended weak reaction approach
The basic principle of the extended weak reaction approach (eWRA) is shown in
Figure 2.51. The electromagnetic fields are determined in the laboratory frame of
reference such that the conductor moves with a velocity v with respect to the magnet
system. The eWRA is based on a two-step procedure. In the first step, the primary
magnetic field B(p) is determined using the (primary) scalar magnetic potential ψ (p),
including (possibly present) ferromagnetic material and neglecting any conductor in
motion:

∇ · (−∇ψ (p) + M
) = 0. (2.203)

In the second step, only the moving conductor is considered. The primary mag-
netic field, B(p) = −μ0∇ψ (p), is imported from the first step and mapped onto the
nodes of the finite elements inside the conductor. The induced eddy currents are cal-
culated using the scalar electric potential ϕ. Using Ohm’s law for moving conductors,
the induced eddy current density is given by:

J = [σ ]
[−∇ϕ − μ0v × ∇ψ (p)

]
. (2.204)

Applying the law of current conservation ∇ · J = 0 yields:

∇ · ([σ ]∇ϕ) = −μ0∇ · ([σ ]v × ∇ψ (p)
)
. (2.205)

The right-hand side of (2.205) can be simplified because the velocity v and the
primary magnetic field ∇ψ (p) are curl-free inside the conductor, such that:

∇ · (v × ∇ψ (p)
) = −v · (∇ × ∇ψ (p)

)
︸ ︷︷ ︸

=0

+∇ψ (p) · (∇ × v)︸ ︷︷ ︸
=0

= 0. (2.206)

Thus, the governing equation for ϕ is given by the following elliptic differential
equation of second order with piecewise homogeneous material properties:

∇ · ([σ ]∇ϕ) = 0. (2.207)
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Defining the boundary conditions n · J = 0 at the boundaries of the conducting
domain allows the computation of ϕ:

∇ϕ · n = − (
μ0v × ∇ψ (p)

) · n. (2.208)

In this way, the current density is forced to flow inside the conducting domain.
Despite using a two-step procedure, eWRA has a higher computational efficiency

than QSA, because only scalar potentials are involved, which leads to a decrease in the
number of DoFs. The eWRA provides efficient numerical analysis, which is needed,
for example, in an optimization framework.

2.4.3.4.2 Direct weak reaction approach
The direct weak reaction approach (dWRA) is similar to eWRA described in the previ-
ous section. However, in dWRA, the primary magnetic field is analytically calculated.
Thus, the numerical procedure is reduced to the calculation of the electric scalar poten-
tial ϕ. The general principle of the approach is shown in Figure 2.52. The governing
equation and the boundary conditions are given in (2.207) and (2.208), respectively.
The dWRA has an even higher computational efficiency than eWRA. However, the
analytical treatment of B(p) permits the analysis of simple magnet geometries and
prohibits the presence of ferromagnetic material in �Fe.

Analytical expressions for the magnetic flux density for spherical magnets are
obtained by using a single magnetic dipole with a magnetic moment of m = 4

3πR3M
[107]. Closed-form analytical expressions for parallelepipedal or cuboidal magnets
are given in [110]. However, the magnetic flux density of cylindrical magnets involves
elliptic integrals, which cannot be expressed in terms of elementary functions [117].
An implementation in the framework of LET is presented by the author in [238]. The
elliptic integrals are approximated using the mid-point rule [239] and the iterative
arithmetic geometric mean (AGM) method [240]. AGM proves suitable because it
provides fast convergence, which is needed to evaluate the force density in every
node within the conductor so as to determine the total force using (1.4).

The magnetic flux density of more complex magnet geometries can be approxi-
mated by employing the principle of superposition of the field generated by multiple
magnetic dipoles. This modeling approach is addressed by Mengelkamp et al. [100]
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in a framework of Lorentz force evaluation. More information regarding dWRA can
be found in [238] and [241].

2.4.3.5 Summary and overview
An overview of the presented methods is given in Table 2.3. The methods can be
classified as time-dependent, quasi-stationary, or weak-reaction with decreasing
computational complexity, as indicated by the governing equations. Additionally,
the table provides the unknown quantities (DoFs) to be determined in the respective
domains and the driving term of the induced eddy currents (J-term). The relation
between the secondary magnetic field and the range of validity with respect to Rm can
be readily identified. In the following section, the methods are compared for a typical
LET problem so as to provide more information regarding the actual applicability for
different magnetic Reynolds numbers Rm.

2.4.4 Comparison of numerical approaches

The approaches differ in their treatment of the secondary magnetic field B(s). Hence,
it is necessary to investigate their applicability in terms of magnetic Reynolds num-
ber Rm. The ratio between primary and secondary magnetic fields depends on the
underlying geometry of the problem, as indicated by the characteristic length L in Rm

in (1.6). To conduct an expressive comparison, an exemplary LET problem that corre-
sponds to the dimensions of the available laboratory setup is defined. In this numerical
experiment, a cuboidal permanent magnet, which is magnetized in the z direction, acts
as the magnetic field source. Because of the simple geometry of the magnet, dWRA
is used in the present analysis. Because eWRA uses the same treatment of secondary
magnetic fields, the analysis is limited to dWRA (it will be simply referred to WRA in
the following discussion). The direction of motion is defined such that the conductor
moves with a positive velocity vx along the x axis in MDA, QSA, and WRA; in the
case of MMA, the magnet moves with a negative velocity −vx with respect to
the conductor. The magnet and the defect are located symmetrically with respect
to the specimen at y = 0 such that the object is analyzed on its centerline. Therefore,
the side component of the Lorentz force Fy vanishes. The geometrical and mate-
rial parameters of the exemplary problem are summarized in Table 2.4. Because the
exemplary problem is strongly related to the experimental setup, all calculations are
performed for isotropic specimens where σxx = σyy = σzz (e.g. solids) and anisotropic
specimens where σxx = σyy �= 0 and σzz = 0 (e.g. composites or stacked sheets).

The absolute defect response signal (ADRS) �F is defined as the force per-
turbation resulting from a defect. Because Lorentz forces are also present in the
unperturbed case, theADRS can be mathematically defined by the difference between
the perturbed force profile F and unperturbed force profile F(0):

�F = F − F(0). (2.209)

The ADRSs are calculated for different magnetic Reynolds numbers Rm by varying
the velocity. The force profiles in the case of isotropic and anisotropic specimens are
shown in Figures 2.53 and 2.54, respectively. The ADRS is plotted over the spatial
coordinate x. Positive x values are sampled first (in time), based on the direction



Table 2.3 Overview of numerical approaches to modeling the electromagnetic field problem in LET

Approach Governing equation Eq. �c �a|m J−term B(s) ∂B(s)
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1
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)
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∂t + v × ∇ × A∗
)
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[σ ]
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)

= −[σ ] ∂A∗
∂t (2.197) A∗ A∗ − ∂A∗
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∇ · [[σ ] (−∇ϕ + v × ∇ × A)] = 0 (2.202)
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n eWRA ∇ · (−∇ψ (p) + M
) = 0 (2.203) ϕ ψ (p) −μ0v × ∇ψ (p) no no low

∇ · ([σ ]∇ϕ) = 0 (2.207)
dWRA B(p) (analytic) - ϕ - v × B(p) no no low

∇ · ([σ ]∇ϕ) = 0 (2.207)
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Table 2.4 Parameters of the exemplary LET problem used for comparisons among
different model approaches

Parameter Value Description

Br 1.17 T Remanence
Xm 10 mm Length of the magnet
Ym 10 mm Width of the magnet
Zm 10 mm Height of the magnet
h 1 mm Lift-off distance
Xd 12 mm Length of the defect
Yd 2 mm Width of the defect
Zd 2 mm Height of the defect
d 2 mm Defect depth
Xs 250 mm Length of the specimen
Ys 50 mm Width of the specimen
Zs 50 mm Height of the specimen
σAl 30.61 MS/m Electrical conductivity of aluminum
σCu 59.8 MS/m Electrical conductivity of copper

of motion defined above. Thus, the curves must be read from the right to left when
considering the signal over time and not over space.

The first row shows the drag and lift components of the ADRS for low values
of Rm. In this case, the secondary magnetic field is considerably smaller than the pri-
mary field from the magnet (B(s) � B(p)). The induced eddy current distribution and
the total magnetic field are nearly symmetric, which results in a symmetric force pro-
file when the magnet passes the defect. No significant differences can be identified
between time-dependent approaches and WRA, which indicates that time-dependent
effects are negligible. When increasing Rm, secondary fields and time-dependent
effects become prevalent, resulting in non-symmetric field and force profiles. The
ADRS obtained using WRA retains its symmetry because the secondary fields are
neglected. As a consequence, WRA overestimates the ADRS amplitude by more
than 100% compared to time-dependent approaches in the case of high Rm (see Fig-
ures 2.53(e) and (f) and 2.54(e) and (f)). The ADRS obtained using QSA is closer
to ADRS values obtained using MDA and MMA, because it includes the stationary
part of the secondary magnetic field (B(s) �= 0). Specifically, in the case of high Rm,
the time-dependent part of the secondary magnetic field ∂B(s)/∂t has an increasing
influence on the ADRS. By comparing the curve of QSA to those of MDA and MMA
in Figure 2.53(e) and (f), it can be seen that this results in a delayed and damped force
response. As expected, the solutions from MMA and MDA are equivalent and yield
very similar force profiles, because they only differ in the definition of the frame of
reference.

The described effects pertain to both isotropic and anisotropic specimens. How-
ever, the ADRS has higher amplitudes in the case of anisotropic specimens than in
the case of isotropic specimens. This phenomenon can be explained based on the
imposed condition that Jz = 0 because σzz = 0. As a consequence, the current flows
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Figure 2.53 Comparison of the ADRSs of the drag force �Fx (left) and lift force
�Fz (right) determined using different model approaches in the case
of isotropic specimens. The magnetic Reynolds number Rm and the
corresponding velocities in the case of specimens made of aluminum
(σAl = 30.61 MS/m) or copper (σCu = 59.8 MS/m) are provided. (a)
and (b) low Rm, (c) and (d) medium Rm, (e) and (f) high Rm
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Figure 2.54 Comparison of the ADRSs of the drag force �Fx (left) and lift force
�Fz (right) determined using different model approaches in the case
of anisotropic specimens. The magnetic Reynolds number Rm and the
corresponding velocities in the case of specimens made of aluminum
(σAl = 30.61 MS/m) or copper (σCu = 59.8 MS/m) are provided. (a)
and (b) low Rm, (c) and (d) medium Rm, (e) and (f) high Rm
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around the defect only in the xy-plane (i.e., not vertically). This phenomenon posi-
tively influences the resulting Lorentz force in terms of the ADRS amplitude. The
shape of the ADRS is weakly influenced by this condition because in the unperturbed
case, the induced eddy currents already flow solely in the xy-plane. However, some
differences between the two cases can be identified; their anisotropic profiles show
slightly sharper ADRSs, producing higher gradients. We conclude that the present
anisotropy condition influences the profile but does not significantly change it, as is,
for example, intended in the case of transformer sheets to prevent eddy current losses.
This result confirms the applicability of layered specimens for the investigation of
deep-lying defects.

To quantify the differences between the individual approaches depending on Rm,
the normalized root mean square deviation (NRMSD) is calculated for the solutions
obtained using MDA. The NRMSD is defined as:

NRMSDx|z = 100%

max (�F (MDA)
x|z ) − min (�F (MDA)

x|z )
×

√√√√ 1

N

N∑
i=1

(�Fx|z,i −�F (MDA)
x|z,i )2.

(2.210)

The force components�Fx|z,i are compared at discrete points separated by�x = 1 mm
indexed by i over the plotted range, as shown in Figures 2.53 and 2.54. The defined
error allows us to quantify the derivation of the shape and the amplitude between
the different methods with respect to MDA. The NRMSDs are shown with double
logarithmic scale in Figure 2.55. The abscissa is shown in two different velocity ranges
considering specimens made of copper and aluminum to better illustrate the process in
terms of potential NDT applications. During the analysis, the applied discretization
(a finite element mesh) is defined such that it is as similar as possible among the
individual approaches.

The error in the drag force is shown in Figure 2.55(a). WRA and QSA are at nearly
the same level, up to moderate values of Rm. However, the error in WRA increases
to 100% when Rm reaches values of roughly 10, which corresponds to velocities of
roughly 6 m/s or 10 m/s for specimens made of copper or aluminum, respectively.
The error in the lift force perturbation is shown in Figure 2.55(b). The NRMSD is
significantly larger in the case of WRA, relative to QSA. This limits the applicability
of WRA to the low Rm regime. For both force components, the error in MMA is
at a nearly constant level, resulting from numerical inaccuracies. The conductivity
anisotropy has a minor effect on the relative error in the case of the drag force. Slightly
larger errors can be observed for the lift force of the isotropic specimen when applying
WRA (see the dotted blue line in Figure 2.55(b)).

In addition to the drag force perturbation�F, the methods differ in the estimation
of the unperturbed drag force F(0). Because the Lorentz forces are measured in an
absolute sense, a correct estimation of F(0) is necessary when designing new systems.
The absolute value of the relative difference (RD) of the unperturbed drag force is
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Figure 2.55 NRMSD of the DRSs of (a) the drag force �Fx and (b) the lift force
�Fz for different model approaches in the case of isotropic and
anisotropic conductivity profiles. Additional abscissae are provided
for velocities of specimens made of copper (σCu = 59.8 MS/m) and
aluminum (σAl = 30.61 MS/m)

evaluated with respect to the reference solution obtained using MDA. The RD is
defined by:

RDx|z =
∣∣∣∣∣F (0)

x|z − F (0,MDA)
x|z

F (0,MDA)
x|z

∣∣∣∣∣ 100%. (2.211)

Similar to the NRMSD, the individual force components indexed by c are indepen-
dently compared to each other. The relative errors are shown in Figure 2.56. Regarding
WRA, similar behavior can be observed concerning the drag force when increasing
the magnetic Reynolds number Rm. However, the error in QSA remains at a constant
level (as does that of MMA). This result is expected, because QSA yields exact results
as long as the stationarity of the process is ensured (which is the case if the material
is free of defects).

One major drawback of WRA is the absence of the unperturbed lift force F (0)
z ,

which is an immediate result of the decoupling of electric and magnetic fields. The
imposed symmetry in B(p), and therefore also in J, eliminates the lift force after the
volume integration:

F (0)
z = −

∫
�c

(
JxB(p)

y − JyB(p)
x

)
d� = 0. (2.212)

As a consequence, the relative difference of F (0)
z is 100% in Figure 2.56(b).

Apart from testing the applicability of different numerical approaches for LET
problems, the present study also provides an introduction to the underlying physics of
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motion-induced eddy currents. The derived errors indicate the limits of applicability
with respect to the magnetic Reynolds number Rm. The derived errors may slightly
change when altering the geometrical parameters of the problem, for example, the
size or location of the magnet or the defect. However, the present analysis provides
valuable insight regarding how time-dependent effects are projected onto the Lorentz
force profile in the case of moving conductors.



Chapter 3

Sensors for MIECT
Matthias Carlstedt1, Hartmut Brauer1

and Konstantin Weise1

3.1 Force measurement systems

This section aims to give an overview of the wide range of techniques available to
measure forces. The most common measurement principles of force transducers are
introduced with special focus on strain gauge load cells and piezoelectric crystal
force transducers. Furthermore, the characteristics of force measurement systems are
discussed, as well as the importance of calibration.

The force is a vectorial physical quantity that acts on a single point. In order to
measure this vector, it has to be translated into a scalar quantity. Since real materials
have limited permissible stress, a force cannot be transferred via a single point but
always by a finite surface. So strictly speaking, not the force itself is measured, but
the stress tensor field which is caused by the force.

A real force measurement system is therefore composed of a force transducer
and the associated instrumentation, as well as perhaps mechanical installation aids.
A force transducer is a device which converts the applied force into a measurable
scalar quantity, e.g. change of electric resistance, through a known physical relation-
ship. The instrumentation associated with a force transducer is used to generate an
analogue or digital electrical output to represent the indicated value. Depending of
the requirements of the measurement application the instrumentation may contain a
number of separate elements for signal conditioning, indication, analogue-to-digital
conversation, and data collection.

3.1.1 Principles of force transducers

Various measurement principles are used in force measurements today. The two prin-
ciples of force transducers most widely used in industrial and laboratory environments
are piezoelectric transducers and elastic devices such as strain gauge load cells. In
addition, other important measurement principles are applied such as electromagnetic
force compensation, mechanical resonant circuits, and inverse magnetostrictive effect.

1 Advanced Electromagnetics Group, Technische Universität Ilmenau, Germany
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3.1.1.1 Elastic deformation with resistance measurement
The measurement principles of most widely used force transducers are based on some
kind of elastic element or a combination of such elements. When a force acts on the
elastic element, it causes the deformation of that element. If the deformation is small,
strictly speaking for small displacement gradients, it scales linearly with respect to the
applied force as described by Hooke’s law. This deformation is sensed by a secondary
transducer for measuring the longitudinal and lateral strain or the displacement of a
reference surface. These transducers are called elastic devices and come in different
forms such as loading columns, toroidal ring, compression cylinder, shear beam,
proving rings, and much more.

The materials used for the elastic element have ideally a linear relationship
between stress and strain, low hysteresis, low creep, and fast creep recovery. There-
fore, usually tool steel and stainless steel, aluminum or beryllium copper, are used
and a special heat treatment is applied.

The most common type of force transducers that is an example of an elastic device
is the strain gauge load cell, of which three types are industrially relevant today: foil
strain gauge, fine wire strain gauge, and thin-film strain gauges.

The foil strain gauge is the most widely used type which is used in the majority
of precision load cells. It consists of a metal foil pattern (≤ 5 μm) mounted on an
insulating carrier foil (10–50μm) and is produced by photo-etching processes like
printed circuit boards. Thus, they can be produced in high numbers with diminishing
costs per unit. Another kinds of foil strain gauges are semiconductor or piezoresis-
tive strain gauges, which have greater sensitivity compared with a metallic strain
gauge. However, both show nonlinear dependency to strain, an increased temperature
dependence, and are relative fragility.

Fine wire strain gauges were the first type of bonded strain gauges. While today
widely replaced by cheaper foil or thin film types, fine wire strain gauges are still used
for high-temperature transducers, and are available in a wide range of materials such
as nickel–chrome, copper–nickel alloys as constantan, or platinum. Common appli-
cations are strain measurement in airbreathing jet engines at very high temperatures
and even measurements in cryogenic fluids near absolute zero.

Thin-film strain gauges are made by sputtering or evaporating thin films of met-
als or alloys directly onto the elastic element or on a small metallic carriers. They
show long-term stability and higher temperature capability than other strain gauge
technologies and are even more suited for use in large-volume products. Modern
high-temperature thin-film strain gauges provide minimally intrusive surface strain
measurements up to 1100◦C directly applied onto the elastic element.

3.1.1.2 Elastic deformation with displacement measurement
Another way to utilize elastic elements is by measuring the displacement of a reference
surface. The most basic type of these transducers is a spring scale, known as spring
balances used to weigh heavy loads in road transportations and storages. Significantly
more often in use are noncontact electronic proximity sensors like inductive proximity
sensors, capacitive displacement sensor, photoelectric like through-beam sensors, and
ultrasonic proximity sensors.
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Further relevant ways to measure the displacement of the elastic element are
optical interference force sensors which are based on laser interferometers, atomic
force microscopes, where forces between the tip of a cantilever and a sample lead
to a deflection of the cantilever, and waveguide force microscopes for measuring the
cell adhesion forces in biological systems. In the latter case, the elastic element is
substituted by the waveguide.

3.1.1.3 Inverse magnetostrictive effect
The inverse magnetostrictive effect also known as magnetoelastic effect or Villari
effect refers to the interaction between the mechanical stresses, on the one hand
and the magnetic quantities induction and magnetic field strength in ferromagnetic
materials, including iron, nickel, and cobalt, on the other hand. In the solid state,
these materials form magnetic domains, in which the magnetic moment of the atoms
is rectified. Usually, these districts are differently oriented, so that macroscopically
no magnetization of the material can be observed. An external magnetic field or
mechanical stress influences the magnetic domains in magnitude and direction, so
that a macroscopic magnetization arises.

With magnetoelastic load cells one differentiates between the intensity trans-
ducers and the anisotropy transducers. For intensity transducers, the magnetic field
is guided because of the geometric conditions of the transducer. Consequently, the
changes in permeability are dominant compared with the changes in the direction of
the magnetic field. For anisotropy transducers, the magnetic field is not significantly
guided and so it changes both in amount and direction when a mechanical load is
applied. The change in the magnetic field can be detected inductively or transfor-
matively. In practice, the inductive detection is insignificantly small. Thus, only the
transforming anisotropy converters have gained importance.

A typical design of a transforming anisotropy converter consists of stacked
ferromagnetic sheets that are electrically insulated from each other, and a pair of
orthogonally orientated coils that are arranged at 45◦ with respect to the sheets. The
two coils build a transforming converter. The first coil is the excitation coil which
induces no voltage in the second coil while no mechanical load is applied. If a force
is applied, the arising mechanical stress changes the magnetic field and voltage is
induced in the secondary coil which is proportional to the force.

Magnetoelastic force transducers are relatively cost-effective compared with
other measurement principles and are characterized by low creep and high creep
recovery, determined only by the ferromagnetic material.

3.1.1.4 Piezoelectric effect
The piezoelectric effect is described by the change of electric charge, and therefore
the generation of voltage, at the surface of some solid materials due to an internal
mechanical stress caused by an applied load. Piezoelectric transducers use this effect
to measure various process quantities such as pressure, force, mechanical stress,
or acceleration. They are sensing elements, so no power supply is needed in order
to generate an electric signal. In fact, when a force is applied to the transducer, the
piezoelectric crystals generate an electrostatic charge proportional to the acting force.
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This output is collected on electrodes placed between the crystals and is then amplified
by a charge amplifier or converted into a low impedance voltage signal close to the
transducer.

Two types of materials are used: piezoelectric ceramics and single crystal materi-
als. Both material groups differ in sensitivity and in long-term stability. Single crystal
materials, e.g. gallium orthophosphate, tourmaline, or quartz show significantly bet-
ter long-term stability but are two orders of magnitude less sensitive as piezoelectric
ceramics, which are manufactured in a sintering process.

Depending on the orientation of the cutting plane relative to the main axis of
the piezoelectric material, four operational modes can be distinguished: longitudinal,
transverse, shear, and volume (hydrostatic effect). With a longitudinal cut the applied
force and the displaced charge share the same axis. The amount of displaced charge
is directly proportional to the applied force and independent of size and shape of
the piezoelectric element. In order to increase the transducer sensitivity, multiple of
these elements can be put mechanically in series, while electrically in parallel. With a
transverse cut the axis of the displaced charge and the applied load are perpendicular
to each other. The amount of displaced charge is also directly proportional to the
applied force but also on size and shape of the piezoelectric element. A shear cut
results in a displaced charge which is directly proportional to the shear stress implied
by the applied force. Like longitudinal cuts produce shear cuts charge outputs which
are independent of shape and size of the piezoelectric element. At last, a polystable cut
is beneficial in applications where the direction of propagation is not known like for
shock wave sensors (volume effect). The charge is generated at the same two opposite
surfaces dependent only on the average hydrostatic pressure.

The possible applications of piezoelectric force transducers are different from
strain gauge-based sensors. While the latter show almost no drift, they are well suited
for long-term monitoring tasks. For piezoelectric force transducers, small leakage
of charge is inherent in the charge amplifier, which causes the force signal to drift
significantly in the order of magnitude of about 1 Nmin−1. Because this amount of
drift is independent of the applied force, the relative measurement error is dominant
when measuring particularly small forces. The greatest benefits can be achieved when
using piezoelectric force transducers for dynamic force measurements. Most piezo-
electric sensors show very high stiffness which results in a high resonance frequency.
Combined with generally large applicable forces, the dynamic capabilities are often
mainly limited by the bandwidth of the used instrumentation like charge amplifiers.
Furthermore, piezoelectric force sensors are more compact when compared with other
measurement principles which supports integration for many application.

3.1.1.5 Electromagnetic force compensation
Force transducers based on the principle of electromagnetic force compensation are
similar to a moving coil loudspeakers and are primarily used in modern high-precision
weighing cells. There the applied force is compensated by the electromagnetic force
between a permanent magnet (PM) and a closed loop controlled voice coil which
operates in the flux gap of the PM. The position of the movable coil is measured via
a noncontact displacement sensor whose signal is used as the reference signal (input)
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for the closed loop control. The current through a coil is proportional to the generated
force and therefore also proportional to the force to be measured in the balanced state.

Electromagnetic force transducers are in general suited for high-resolution mea-
surements. Furthermore, they benefit also from tunable stiffness by variation of the
control parameters and are therefore able to measure also dynamic forces. In order
to optimally run these measurement systems care must be taken to avoid temperature
changes or exposure to external magnetic forces.

3.1.2 Differential Lorentz force eddy current testing sensor

Based on the LET analysis presented previously, it might be necessary to perform the
testing with high velocity and thus using PM configurations that are better adapted
to the current measurement task. Apart from increasing the force perturbations this
would increase the absolute values of the Lorentz force, due to Faraday’s law of
induction. This can be even few orders of magnitudes larger than the perturbations
caused by defects.

Unfortunately, precise measurements of small force variations in relatively large
range of applied forces is very difficult [91]. Thus, there is a strong demand for
the usage of differential force measurements in the LET system. Similar tendency
is observed in traditional ECT systems as well. In ECT, various differential pick-up
probe configurations offering higher testing sensitivity have already been designed
and successfully implemented [36,242].

Currently there are several possibilities to obtain the differential force signals
resulting from LET systems. However, the application of commercially available
differential force sensors would lead to higher spatial integration requirements and
considerably higher costs. This would be even more important when designing
sensor arrays for LET which could simplify and advance the defect detection and
reconstruction, respectively.

The main aim in this section is to propose the simple and low-cost modification of
LET setup which could be used for measurements of differential Lorentz force signals
caused by material defects. The proposed modification affects the used magnet where
three independent and passive pick-up coils have been winded on its surface (see
Figure 3.1). The principal idea is to use voltages induced in the additional coil system
and correlate the voltage signals with the corresponding differential Lorentz force
signals exerted on the magnet. In fact, the resulting magnet system can be applied
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Figure 3.1 Scheme of possible differential Lorentz force sensor for DiLET
applications
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directly to the existing LET experimental setup, i.e. it can be used as a complete
differential Lorentz force sensor. Since, this specific modification of LET system
allows differential Lorentz force measurements, the proposed technique has been
termed as differential Lorentz force eddy current testing (DiLET).

The concept of the corresponding sensor is based on [91,102,243], where a set
of passive coils fixed to a PM is proposed to allow the detection of perturbations in
the eddy current distribution caused by defect inside the specimen. In this case, the
primary magnetic field B(p) produced by a PM is constant in time, while the secondary
magnetic field B(s), connected with the eddy current distribution inside the specimen,
is time dependent when a defect is present. Thus, the induced voltage Vi(i ∈ {x, y, z})
in a coil fixed to the PM is proportional to perturbations of the secondary magnetic
field B(s)

i and therefore sensitive to disturbances caused by the defect. As shown
in [102], the induced voltage Vi is proportional to the time derivative of the force
component parallel to the respective coil axis.

The main idea of using simple coil system to obtain the differential Lorentz force
signals can be traced back to the following force relation [24,244].

F =
∫
�M

(M · ∇)B d� = −
∫
�C

j × B d�. (3.1)

Assuming a cubic PM uniformly magnetized along the z-axis (M = Mez) the Lorentz
force acting on the permanent magnet can be described as

F =
∫ wm

0

∫ lm

0

∫ hm

0
M
∂B
∂z

dx dy dz, (3.2)

where wm, lm, and hm represents the width, length, and height of the magnet, respec-
tively (see Figure 3.1). Differentiating (3.2) with respect to time and by considering
all three force components separately the differential force signals can be described as

∂Fx

∂t
= M

∂

∂t

∫ wm

0

∫ lm

0

∫ hm

0

∂Bx

∂z
dx dy dz, (3.3)

∂Fy

∂t
= M

∂

∂t

∫ wm

0

∫ lm

0

∫ hm

0

∂By

∂z
dx dy dz, (3.4)

∂Fz

∂t
= M

∂

∂t

∫ wm

0

∫ lm

0

∫ hm

0

∂Bz

∂z
dx dy dz. (3.5)

If dimensions of the magnet are small enough the following approximation applies

∂Bi

∂z
� Bi|z=hm − Bi|z=0

hm
, (3.6)
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where i ∈ {x, yz}. By using (3.6) directly in (3.3)–(3.5) the differential Lorentz force
acting on the magnet can be well approximated as

∂Fx

∂t
∼ M

hm

∫ wm

0

∫ lm

0

∫ hm

0

[
∂Bx

∂t

∣∣∣∣
z=hm

− ∂Bx

∂t

∣∣∣∣
z=0

]
dx dy dz, (3.7)

∂Fy

∂t
∼ M

hm

∫ wm

0

∫ lm

0

∫ hm

0

[
∂By

∂t

∣∣∣∣
z=hm

− ∂By

∂t

∣∣∣∣
z=0

]
dx dy dz, (3.8)

∂Fz

∂t
∼ M

hm

∫ wm

0

∫ lm

0

∫ hm

0

[
∂Bz

∂t

∣∣∣∣
z=hm

− ∂Bz

∂t

∣∣∣∣
z=0

]
dx dy dz. (3.9)

In the DiLET system, the pick-up coils are moving together with the primary magnetic
field B(p), i.e.

∂B
∂t

= ∂(B(p) + B(s))

∂t
. (3.10)

Using the reasonable assumption

∂B|z=hm

∂t
� ∂B|z=0

∂t
, i ∈ {x, y, z} (3.11)

(3.7)–(3.9) can be simplified as

∂Fx

∂t
∼ − M

hm

∫ wm

0

∫ lm

0

∫ hm

0

∂Bx

∂t

∣∣∣∣
z=0

dx dy dz, (3.12)

∂Fy

∂t
∼ − M

hm

∫ wm

0

∫ lm

0

∫ hm

0

∂By

∂t

∣∣∣∣
z=0

dx dy dz, (3.13)

∂Fz

∂t
∼ − M

hm

∫ wm

0

∫ lm

0

∫ hm

0

∂Bz

∂t

∣∣∣∣
z=0

dx dy dz. (3.14)

From (3.12) to (3.14) it can be observed that to obtain the differential Lorentz force
signals it is sufficient to measure the time variation of the magnetic flux density
(∂Bi/∂t at z = 0), i.e. at the bottom surface of the magnet. As it will be shown, this
can be accomplished by a simple pick-up coil system presented in Figure 3.1. Voltages
induced in each of the coils can be calculated as follows

V (Cx) =
Nx∑
1

[∫ lm

0

∫ hm

0

∂Bx

∂t
dy dz

]
∼ Nx

hm

∫ wm

0

∫ lm

0

∫ hm

0

∂Bx

∂t
dx dy dz, (3.15)

V (Cy) =
Ny∑
1

[∫ wm

0

∫ hm

0

∂By

∂t
dx dz

]
∼ Ny

hm

∫ wm

0

∫ lm

0

∫ hm

0

∂By

∂t
dx dy dz, (3.16)

V (Cz ) =
Nz∑
1

[∫ wm

0

∫ lm

0

∂Bz

∂t
dx dy

]
∼ Nz

hm

∫ wm

0

∫ lm

0

∫ hm

0

∂Bz

∂t
dx dy dz. (3.17)
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where V (Cx), V (Cy), and V (Cz ) are the voltages induced in the coils assigned to the x-, y-,
and z-axis, respectively. The total number of windings of each coil is denoted by Nx,
Ny, and Nz, respectively. By direct comparison of (3.15)–(3.17) with (3.12)–(3.14)
the differential Lorentz force acting on the magnet, which is caused by the presence
of material defects can be well approximated as

∂Fx

∂t
∼ −hm

Nx
V (Cx), (3.18)

∂Fy

∂t
∼ −wm

Ny
V (Cy), (3.19)

∂Fz

∂t
∼ − lm

Nz
V (Cz ). (3.20)

In order to test the proposed DiLET methodology, the LET benchmark problem
presented in Figure 2.49 has been solved using the moving defect approach (see
page 139). Instead of the cylindrical PM, a cubic magnet with the edge length equal
to a = 1 cm placed at a lift-off distance δz = 1 mm is used. All other geometrical
and material parameters are given in Table 2.4. The DiLET sensor consists of three
mutually perpendicular coils wound on a cubic PM (cf. Figure 3.1), each with a
number of windings equal to N = 300.

Figure 3.2(a) and (c) shows the differential Lorentz force signals calculated
directly by time differentiation of (3.1), whereas Figure 3.2(b) and (d) shows the
corresponding voltages induced in coils oriented along x-axis and z-axis calculated
according to (3.15) and (3.17). From the obtained results, a very good correlation
between the differential Lorentz force signals and the corresponding voltages can
be observed. The analysis confirms the validity of simplifications assumed in order
to derive (3.18)–(3.20). Nevertheless, to determine differential force signals directly
from voltages induced in the corresponding coils an additional calibration of the
proposed differential force sensor has to be performed. The peak-to-peak pertur-
bations of the obtained differential force signals have been compared directly with
the corresponding perturbations of the induced voltages (cf. [102]). Furthermore,
from (3.18)–(3.20) follows that this dependency is linear. Moreover, due to the cubic
shape of the magnet and coils with the same number of windings, the calibration
curves for both force components are almost identical [102]. Numerical simulations
have shown that the correlation coefficient between the differential Lorentz force and
voltage induced in corresponding coils was more than 0.99 for magnetic Reynolds
numbers less than 5.

So far only one PM was included in the analysis. However, it was evident from the
parametric studies that to increase the testing capabilities of LET systems, strongly
focused magnetic flux densities are required. Therefore, future work should involve
the investigation of complex magnet systems including optimized magnet/coil arrays,
perhaps including ferromagnetic shields or even superconductors. Most industrial
applications employ ferromagnetic materials and therefore, there is a strong need
to extend LET for testing such materials as well. However, such an endeavor creates
additional challenges due to the nonlinearity in magnetic permeability. The extremely
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high-attraction forces between the specimen and the strong PM make the application
of the actual Lorentz force measurement system very difficult or even impossible. This
problem can be tackled by the DiLET methodology. However, this requires further
numerical and experimental investigation.

3.1.3 Characteristics and calibration of force measurement
systems

The force measurement systems described earlier are based on different physical
principles but can be described by a number of common characteristics. The behavior
of all these systems can be expressed by plotting the response curve which repre-
sents the indicated output value against the applied force. An ideal response curve
is a straight line from zero to the rated capacity of the force measurement sys-
tem and then back again to zero. Real measurement systems differ from this ideal
curve in multiple ways. These are commonly categorized by their systematic devia-
tion with respect to the least-squares optimal line through the origin for increasing
outputs.

The output at zero force is known as offset and is often caused by an imperfect
initial state of the measurement system. A common way to encounter this error is
to add the negative value to the output at the beginning of the measurement. The
deviation of output from the fitted line for increasing loads is defined as non linearity
and the largest and in some cases also the average deviation is given in the data sheet
of the system. Hysteresis is the dependence of the state of a measurement system
on its loading history. It is described by the difference in output between increasing
and decreasing load. For systems with strictly progressive or degressive behavior,
the largest value of hysteresis is usually at mid-range. In some cases, it is useful to
describe hysteresis and nonlinearity as combined error. This can be done by providing
two additional lines which are parallel to the least-squares optimal line and do enclose
the increasing and decreasing output curves. Generally, the above-mentioned errors
can result in an underestimation of the actual error of measurement.

Another important concept in measurement systems is known as repeatability
which is described by the agreement of the outputs for repeated applications of the
same load. In practice, the repeatability of transducers is also provided by many
manufacturers; however, this value can only be a reference for optimal conditions
during the testing procedure. In operation, it is generally an overestimation of the
performance of the force measurement system due to limitations of the actual electrical
measurement equipment, present temperature gradients from first to last application,
and other environmental influence quantities.

Further characteristics of force measurement systems can be summarized by the
imperfections of applying the force to be measured to the loading surface of the
transducer. One of the most important specifications is thereby the sensitivity to off-
axis forces which result in parasitic torque. Also for single-component transducers,
it is important to consider the sensitivity to orthogonal forces which is equivalent to
misalignment of the transducers principal axis to the force to be measured.
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3.2 Optimization of PM systems

3.2.1 Introduction and motivation

Comparative studies between LET and ECT indicated the potential and competitive-
ness of LET [44,105]. However, the performance of an LET system can be enhanced
further by applying optimization schemes to determine advanced magnet systems
with improved characteristics. This involves an appropriate problem definition and
associated criteria.

The optimization goal in LET is to maximize the response resulting from an
inclusion surrounded by conductive material, thereby increasing the signal-to-noise
ratio and, hence, improving the detection rate. However, due to the high variety of
NDT problems, it is self-evident that the final details of an optimized setup strongly
depend on the detection goal and external testing conditions for the particular appli-
cation. The proposed methodology is developed as generally as possible, to describe
and address the problem specificity. However, when considering PM systems, gener-
ality is limited by practicability, and so the geometry and associated design variables
are chosen such that practical feasibility is assured. The optimization process is per-
formed with nondimensional parameters. This provides the opportunity to determine
scale-independent and generalized optimization results while decreasing the number
of independent parameters. This approach can then be applied to different applications
to determine optimal magnet designs for specific cases.

At first, the required parameters and the optimization problem are described in
Sections 3.2.2.1 to 3.2.2.4. It is followed by the definition of the objective function
and the corresponding constraints in Sections 3.2.2.5 and 3.2.2.6, respectively. The
developed optimization strategies are presented in Section 3.2.2.7 and the applied
optimization algorithm, sequential quadratic programming (SQP), is briefly described
in Section 3.2.2.8. The numerical procedure to evaluate the objective function and the
constraints is described in Section 3.2.2.9. In Section 3.2.3, the numerical optimization
results are presented and discussed. The design process of prototypes of optimized
magnet designs is described in Section 3.2.4. It is followed by a study regarding
the current detection limit of deep-lying defects in Section 3.2.5. The chapter is
summarized and conclusions are drawn in Section 3.2.6.

3.2.2 Methods

3.2.2.1 Problem definition
The optimal magnet design presented here is focused on nonmagnetic, electrically
conducting specimens. However, it is also applicable to ferromagnetic specimen tak-
ing into account adaptions in the objective function evaluation. The optimization is
performed under the assumptions of a smooth specimen surface and that the defect
is located far from any lateral boundary, to neglect parasitic edge effects. Since the
resulting Lorentz force profile depends on the shape and the depth of the inclusion,
an equivalent defect of cuboidal shape is defined to represent a general flaw. The
assumptions can be modified to any particular case of interest, since this would
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involve only the geometry of the specimens defined in the forward solution, which
are described in one of the following sections. The optimization is performed with
respect to the drag-force Fx and the associated absolute defect response amplitude
(ADRA)�F̂x, resulting from the difference between the unperturbed drag-force F (0)

x
and the perturbed drag-force F (d)

x :

�F̂x = max
∣∣F (d)

x − F (0)
x

∣∣ . (3.21)

As it has been shown in the previous chapters, the force profile is symmetric, if
the interaction between the primary magnetic field B(p), generated by the PM, and the
secondary magnetic field B(s) from the induced eddy currents is negligible.

In Figure 3.3, the geometrical parameters of the problem are shown together with
theADRA. The specimen is modeled as a pseudoinfinite half-space including a defect
with edge length a, located at a depth d. The magnet system is located at a lift-off
distance h above the specimen.

The optimization scheme presented here covers, but is not limited to, purely
isotropic specimens (σxx = σyy = σzz) and laminated structures (σxx = σyy 	= 0, σzz =
0), as they are shown in Figure 1.7.

3.2.2.2 Magnet system and design variables
Three related magnet geometries with increasing manufacturing complexity are
investigated, originating from empirical preinvestigations. These are:

● Standard cylindrical PMs (C)
● Cylindrical Halbach-structures (HC)
● Cylindrical Halbach-structures supported by highly saturated soft magnetic

material, such as iron–cobalt alloys (HCp)
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In the general case, the nondimensional design variables x, shown in Figure 3.3, are
defined as:

x =
[

H2

R2
,

R1

R2
,

H1

H2

]
, (3.22)

where H2 and R2 are the height and radius of the outer cylinder, respectively; R1 is
the inner radius of the Halbach-structure; and H1 is the height of the ferromagnetic
material. The inner cylinder is axially magnetized, whereas the surrounding cylinder
is magnetized in the radial direction.

For C- and HC-systems, particular design variables become constant and the
number of free variables is reduced such that for C-systems, R1/R2 = 1 and H1/H2 =
0, and for HC-systems H1/H2 = 0. Thus, the configurations are subproblems of each
other; i.e. C-magnets are included in HC-configurations, which in turn are included
in HCp-systems. As a consequence, by applying the presented optimization scheme
considering all three design variables as free variables, a wide variety of different
designs is included in the optimization. An optimal magnet system can be determined
for a standard cylinder or a Halbach-structure with or without ferromagnetic material.

The construction of interchanging magnetization direction corresponds to the
concept of Mallinson [246] and Halbach [247]. Changing the magnetization direc-
tion of adjacent parts of the magnet forms a semiopen magnetic circuit. Hence, the
magnetic flux density is increased on one side of the magnet system and decreased
on the opposite side. In the ideal case, it is possible to eliminate the magnetic flux
on one side completely by employing dual magnetizations determined by means of
the Hilbert transformation [246]. Practical feasibility of this form of magnetization is
still a challenge. Nevertheless, geometrical approximations in the form of segments
can be employed instead. These structures are typically termed as Halbach-arrays
and find application in particle accelerators [247], high-speed motors/generators and
servomotors [248], loudspeakers [249], magnetic bearings [250,251], and nuclear
magnetic resonance spectroscopy [252]. In the framework of Lorentz force velocime-
try of electrically weak conducting liquids, commonly applied linear Halbach-arrays
are already used to increase the drag-force signal [253]. These systems are not opti-
mized in terms of the defective specimen, which further motivates to investigate the
optimization problem in LET.

A radially magnetized Halbach-cylinder of infinite height produces no magnetic
field in the inner or outer air domain surrounding the cylindrical magnet [254]. How-
ever, in case of finite heights, this effect vanishes and strong-directed fields are present
at the terminations. In this work, the concept of Halbach-arrays is extended to a novel
rotationally symmetric structure including an axially magnetized cylinder, which is
supported by ferromagnetic material to intensify the magnetic flux density close to
the object under test.

In this work, a part of the PM is replaced by ferromagnetic material with
high-saturation magnetization and hence a stronger residual field [255]. In general,
ferromagnetic material can be used to focus and concentrate the flux, known as flux
compression. Thus, the magnetic flux density is amplified when the ferromagnetic
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part is exposed to the external magnetic field of the permanent magnets. Conse-
quently, the resulting Lorentz force is potentially increased. The choice of suitable
materials is decisive for a successful optimization. An overview of soft and hard
magnetic materials is given in Figure 3.4.

In the present study, the hard magnetic material VACODYM® 745HR [257,258]
with a nominal magnetic remanence of Br = 1.44T is used together with the soft
magnetic iron–cobalt alloy VACOFLUX® 50 [256] with a saturation polarization of
2.3T. The B(H ) curves of both materials are shown in Figure 3.5, illustrating the
principle to increase the magnetic flux density. A similar approach is proposed during
the design process of focus lenses for linear collider accelerators [259,260], as well
as for superconducting cyclotron magnets [255]. The chosen materials represent the
current state of the art in magnetism and are thus most suitable for an optimal LET
sensor.

3.2.2.3 Scaling parameters
To reduce the number of parameters, it is advisable to exploit a priori known depen-
dencies between certain input parameters and the drag-component of the Lorentz
force. A scaling factor S can be defined to scale the forces accordingly. If the ADRA,
which will be used later as the objective function, can be simply scaled, the global
optimum of the design variables x̃ is scale invariant with respect to the reduced
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parameters. This reduces the need to rerun numerically expensive simulations and
provides the desired generality. The scaling quantities are summarized in the vector
of scaling parameters:

s = [σ , v, Br , h] . (3.23)

The scaling properties of individual quantities can be determined considering the
following estimate, which is valid provided secondary magnetic fields generated by
the induced eddy currents are negligible [89]:

Fx ∼ σvm2h−3, (3.24)

where m is the equivalent magnetic dipole moment of the magnet system, which can
be expressed in terms of remanence and magnet volume Vm such that m ∼ BrVm. For
geometric scaling, it is assumed that the whole geometry of the problem scales with
the lift-off distance h so that Vm ∼ h3, without loss of generality. Thus, (3.24) can be
expressed as:

Fx ∼ σvB2
r h3. (3.25)

Note that the drag-force Fx depends linearly on the velocity v and the electrical
conductivity σ . This property can be extended to the case of possibly anisotropic
specimens by defining the conductivity tensor [σ ] in terms of a scalar conductivity
σ , which defines the magnitude of the conductivity and the anisotropy vector aσ :

[σ ] = σdiag(aT
σ ). (3.26)
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In the isotropic case, the anisotropy vector is given by aσ = [1, 1, 1]T. If the specimen
is made from metal sheets, as in the case of the laboratory setup (see Figure 1.7), the
anisotropy vector is aσ = [1, 1, 0]T. The prescribed scaling property of the electrical
conductivity addresses the scalar conductivity σ , and, thus, holds for both isotropic
and anisotropic specimens.

Closer inspection of (3.25) shows that the Lorentz force increases with the square
of the remanence Br . However, this scaling property can be applied if and only if
nonlinear ferromagnetic material is omitted or considered as linear in the whole
domain. Since the nonlinearity between H and B is accounted for, this factor can only
be modified for C- and HC-systems, and must be fixed at a predefined remanence in
the case of HCp-systems. The magnetic remanence can be used as a scaling factor if
the whole magnet system is made from the same magnetic material. If this is not the
case, the remanence of each compartment has to be scaled in the same way.

The system parameters, described later in detail, define the geometrical relation-
ships of the problem. However, it is of interest how F (0)

x and �F̂x scale with respect
to the geometrical size of the problem. Reformulating (3.24) to (3.25) provides the
scaling property of the drag-force directly as a cubical relationship with respect to h,
serving as the characteristic length and thus defining the geometrical size of the prob-
lem. In this sense, h is eliminated from the set of independent parameters and only the
geometrical ratios with respect to h define the problem. According to the chosen h,
the actual geometry can be stretched or clinched to any scale of interest.

Finally, by combining the individual scaling parameters into one, the scalar
scaling factor S contains linear, quadratic, and cubic terms:

S =
(
σv

σ0v0

)(
Br

Br0

)2 ( h

h0

)3

. (3.27)

As reference values for the simulations, the velocity is set to v0 = 1 m/s, the conduc-
tivity is σ0 = 1 MS/m, the magnetic remanence is Br0 = 1T, and the lift-off distance
is h0 = 1 mm. Consequently, the scaling factor can be used to convert the forces
F (0,s)

x = SF (0)
x and�F̂ (s)

x = S�F̂x, according to the previously mentioned conditions.
Thus, the total number of independent parameters is reduced by the number of scaling
parameters.

3.2.2.4 System parameters
Given the design variables x of the magnet system and the scaling parameters s, the
LET setup is defined by the set of system parameters:

p =
{

Vm

Vd
,

d

h
,

a

h
, aσ , Br , B(H )

}
, (3.28)

where Vm = πR2
2H2 is the total volume of the magnet system and Vd = a3 is the

volume of the equivalent cuboidal defect. The magnet to defect volume ratio Vm/Vd

defines the weight of the magnet system at constant defect volumes. The depth-to-lift-
off ratio d/h defines the defect depth measured from the surface of the conductor to
the upper surface of the defect. The system is geometrically completely described by
the third ratio a/h between the edge length of the defect a and the lift-off distance of
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the magnet h. Since the material anisotropy of the specimen affects the eddy current
distribution, the anisotropy vector aσ is included in the set of system parameters. The
remanence Br only appears as a system parameter if nonlinear ferromagnetic material
is included in the magnet design. Otherwise, Br is a scaling parameter. Finally, B(H )
is the initial magnetization curve of the ferromagnetic material.

3.2.2.5 Objective function
The optimization goal is to maximize the ADRA �F̂x(x, p). The scaling factor S
from (3.27) allows generalizing the calculated ADRA independently for conductiv-
ity, velocity, and geometric scale (and in the linear case also for magnetic remanence).
Given the defined set of system parameters p, the optimal design variables x̃ of the
magnet system can be determined by applying distinct optimization schemes. Subse-
quently, the optimal ADRA �F̃x(x̃, p), together with its corresponding unperturbed
drag-force F̃ (0)

x (x̃, p) is provided and the limits of the system are determined. To this
end, the objective function f (x, p) to be minimized is defined by the negative ADRA
from (3.21):

min
x∈F

f (x, p) = −�F̂x(x, p). (3.29)

The objective function is nonlinear and depends on both the design variables and the
system parameters. Thus, the optimal solutions x̃(p) depend on the predefined system
parameters p, which can be understood as a mathematical description of problem
specificity with respect to external conditions. However, the optimal design variables
have to be part of the feasible set of solutions F. The feasibility of a solution is
defined by constraints, which are described next.

3.2.2.6 Definition of constraints
The feasible set of solutions F is defined by two types of constraints. The first are
linear inequality constraints, also known as bound constraints, resulting from the
limits of the design variables x, defined by the geometry of the magnet system. They
are covered by the linear inequality constraints cl, which must not be violated:

cl(x, p) ≤ 0 (3.30)

cl(x, p) = [
AHCp

]
xT − bHCp. (3.31)

The linear inequality constraint matrix [AHCp] and constraint vector bHCp are
determined considering the limits: H2/R2 > 0, 0 ≤ R1/R2 ≤ 1, and 0 ≤ H1/

H2 ≤ 1 (Figure 3.3):

[
AHCp

] =

⎡
⎢⎢⎢⎢⎣

−1 0 0
0 −1 0
0 1 0
0 0 −1
0 0 1

⎤
⎥⎥⎥⎥⎦ , bHCp =

⎡
⎢⎢⎢⎢⎣
ε

0
1
0
1

⎤
⎥⎥⎥⎥⎦ , (3.32)

with ε → 0 to ensure magnet volumes greater than zero (H2/R2 > 0).



154 Motion-induced eddy current testing and evaluation

The second type of constraint is a nonlinear inequality cnl. This constraint is
defined by the maximum force F ( max )

x measurable by the applied force sensor, which
corresponds to the maximum drag-force in the unperturbed case F (0)

x :

cnl(x, p, F (c)
x ) ≤ 0, (3.33)

where

cnl(x, p, F (c)
x ) = F (0)

x (x, p) − F (c)
x , (3.34)

with

F (c)
x = F ( max )

x

S

(
Br

Br0

)2

. (3.35)

By this definition, optimization is performed in the reference space, such that the
forces are determined by the defined reference values v0, σ0, and h0. However, the
maximum drag-force F ( max )

x is defined in the unscaled space and has to be scaled
accordingly using the scaling factor S (Br/Br0)

−2. If nonlinear magnetic material is
omitted in the magnet design, F (c)

x is simplified and the ratio (Br/Br0)
−2 may be

excluded from (3.35). Depending on external conditions, S can be calculated by
(3.27) and acts as a weighting factor in the nonlinear constraint function cnl. The
normalized maximum drag-force F (c)

x from (3.35), directly affects the feasible set of
solutions and plays a central role in the optimization. By scaling the constraint, it is
possible to identify similarities between different LET setups. For example, consider
two configurations with the same system parameters p. The first system which obeys
a scaling factor S1 = 10, resulting from a velocity v1 = 0.5 m/s together with a maxi-
mum drag-force of F ( max )

x = 3 N is equivalent to the second with S2 = 20, v2 = 1 m/s,
and F ( max )

x = 6 N. In the same way, similarities between the optimal designs can be
identified considering the geometric scale of the whole problem defined by h. A more
detailed and vivid explanation is given in the results part in Section 3.2.3. The nonlin-
ear constraint is optional, since it strongly depends on the system parameters and the
force sensor technology employed. As already mentioned, a force sensor based on the
strain gauge technology is used in the experimental setup at hand. Linear behavior of
this sensor type is guaranteed until a nominal force F ( max )

x is reached. Plastic deforma-
tion of the deflection body will occur if the applied force exceeds the safe load, which
is approximately in the range of 2F ( max )

x [104]. Consequently, an optimized mag-
net system which operates at the global optimum probably could not be applied and
must be replaced by a system which considers the drag-force limit. The constrained
optimization problem can now be classified as a parametric multivariate nonlinear
optimization problem with linear and nonlinear inequality constraints [261].

3.2.2.7 Optimization strategies
To address this problem, two different approaches are presented. Depending on
the needs and external conditions, one or the other approach can be applied.
A combination of both principles is also possible to improve the performance of
the magnet system further.
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3.2.2.7.1 Volume and force constraint optimization
The volume and force constraint optimization (VcFc) approach is based on the defini-
tion of a fixed magnet volume as well as a maximum drag-force given by the applied
force sensor. Thus, the Vm/Vd ratio is fixed besides all other system parameters, and
the constraints are satisfied by adjusting the design variables x in an optimal way.
Depending on previously defined external conditions, it is possible that the nonlin-
ear constraint is active and the constrained solution x̃c(p) is located at the constraint
boundary. Consequently, the nonlinear constrained optimum differs from the uncon-
strained solution (x̃c(p) 	= x̃(p)). Thus, the feasible set for the case of a HCp-magnet
system is:

F = {
x ∈ R

3 | cl(x, p) ≤ 0, cnl(x, p, F (c)
x ) ≤ 0

}
. (3.36)

3.2.2.7.2 Volume adaptive force constraint optimization
In general, the system parameters are defined by the given detection goal and the par-
ticular application of interest. However, the volume ratio Vm/Vd can be used as a free
parameter by the system designer. The volume adaptive force constraint optimiza-
tion (VaFc) approach is motivated by considerations related to mechanical dynamics.
To improve the dynamic range of the sensor system, it is desirable to increase its
eigenfrequency. This offers the possibility to perform measurements at higher testing
velocities and can be achieved by reducing the mass of the magnet system as much
as possible, while retaining the maximum ADRA as the primary optimization goal.
The VaFc approach is proposed to determine a magnet system with a Vm/Vd ratio,
which operates at the transition before the nonlinear constraint becomes active. The
role of the Vm/Vd ratio is changed from fixed to a variable system parameter, while
all other system parameters are kept constant. The corresponding optimal solution
is then x̃(pc), and the general procedure is illustrated in Figure 3.6. The procedure
starts by defining the maximum drag-force F ( max )

x and the fixed system parameters
d/h, a/h, and aσ . The starting point x(0) and the initial volume ratio (Vm/Vd)(0) are
defined to initialize the VaFc procedure. The method iterates by determining the
unconstrained optimal design x̃(p(n)) by a distinct optimization method, where the
superscript (n) is an iteration counter. The SQP algorithm is used, as described in
the following section. After determining the optimal design by neglecting the nonlin-
ear inequality constraint, the associated drag-force F̃x(x̃(p(n)), p(n)) can be calculated.
The relative difference to the defined maximal drag-force is evaluated and compared
with the predefined relative tolerance εF . If the criterion is fulfilled, the algorithm
stops and provides the optimal design variables together with the corresponding
volume ratio (Vm/Vd)(n). If not, the volume ratio is updated in a correction step.
During the first iteration, the next volume is approximated proportional to the force
ratio:

(Vm/Vd)(1) = F ( max )
x (Vm/Vd)(0)

SFx(x̃(p(0)), p(0))
. (3.37)
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Figure 3.6 Optimization procedure of the VaFc approach to determine the optimal
design variables x̃(pc) of a magnet system operating at the
unconstrained global optimum, while retaining the nonlinear constraint
given by the limiting drag-force F ( max )

x [245]

For all following iterations (n > 1), a more robust Newton–Raphson step is used,
which considers the gradient information of F̃ (0)

x with respect to Vm/Vd :

�(Vm/Vd)(n) = − SFx(x̃(p(n)), p(n)) − F ( max )
x

S∂Fx(x̃(p(n)), p(n))/∂(Vm/Vd)
. (3.38)

A backward approximation is applied to determine the partial derivative of the drag-
force. After determining (Vm/Vd)(n+1), the system parameters p(n+1) are updated.
Before starting a new iteration, the starting point of the design variables is set to
the optimal solution of the previous optimization step x(0) = x̃(p(n)), since the optimal
design between two iterations may be assumed to be similar. Thus, the process is
accelerated. The proposed approach can be used to determine the critical Vm/Vd ratio
when the optimal magnet system still operates at the unconstrained global optimum
while still considering the previously defined constraint of maximum drag-force.



Sensors for MIECT 157

3.2.2.8 SQP algorithm
To solve the optimization problem, the SQP algorithm is used. This method is
an extension of the Broyden–Fletcher–Goldfarb–Shanno–Quasi–Newton method by
introducing Lagrangian multipliers. The first quasi-Newton-based method was intro-
duced by Davidon [262]. The advantage of Newton-type methods is in the use of the
gradient and curvature information provided by the Jacobian and Hessian matrix of the
objective function. Quasi-Newton methods avoid the computationally intensive eval-
uation of the Hessian, which is beneficial when comparatively expensive numerical
solvers are involved to evaluate the objective function. The Hessian is approximated
during the iterative process successively.

Early work on SQP was done by Biggs [263], Han [264], and Powell [265].
However, the method has been continuously improved. The method is also referred to
as a quadratic programming-based projected Lagrangian method [261]. SQP is one of
the most powerful methods in the framework of nonlinear constrained optimization.
In the following, the mathematical basics of the optimization problem and the SQP
algorithm are described to provide a general overview about the applied methodology
in the present context.

In general, a parametric multivariate nonlinear optimization problem with
nonlinear constraints is mathematically described by:

min
x∈Rn

f (x, p)

such that h(x, p) = 0

c(x, p) ≤ 0.

(3.39)

In the present case, the objective function f (x, p) is given by (3.29) and the constrained
function vector c(x, p) of length m contains the inequality constraints cl(x) from (3.31)
and cnl(x) from (3.34). To provide a general overview about the method, the (possibly
nonlinear) equality constraints, concentrated in the vector h(x, p) of length w, are
included in the description.

In constrained optimization, the Lagrangian L plays a central role. It combines
the objective function with the given constraints by means of Lagrangian multipliers
summarized in the vectors u and v:

L (x, p, u, v) = f (x, p) + uTh(x, p) + vTc(x, p). (3.40)

For every constraint, there exists one Lagrangian multiplier. It can be proven that the
local optimum x̃ of the objective function with respect to the given constraints is a
stationary point of the Lagrangian with the corresponding optimal multipliers ũ and ṽ,
such that the gradient of the objective function is a linear combination of the gradients
of the constraints [261]. The name of the SQP algorithm originates from the approach
to solve the nonlinear problem from (3.39). This is done sequentially by approximating
the Lagrangian using a quadratic function around the point x(k), where the superscript
(k) is the iteration counter. The constraint functions are linearized so that the quadratic
subproblem of (3.39) is given by a Taylor expansion of the Lagrangian from (3.40).
The problem is reformulated to determine the optimal search direction d(k) from the
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point x(k), such that the constraints are fulfilled. The vector ∇f is the Jacobian, i.e.
the gradient of the objective function with respect to x. In the SQP algorithm, the
quadratic subproblem of (3.40) is solved iteratively. In every iteration, two additional
subproblems have to be solved. First, the search direction d(k) and the Lagrangian
multipliers u(k+1) and v(k+1) are evaluated. Then, the step size α is determined to
provide a certain decrease in the objective function while still satisfying the given
constraints. The next iteration is performed at the updated point x(k+1) = x(k) + αd(k).
In order to determine the first step, the following linear system of equations is solved
for d(k), u(k+1), and v(k+1):⎡

⎣ [L(k)] ∇h(k) ∇c(k)

∇h(k)T 0 0
∇c(k)T 0 0

⎤
⎦
⎡
⎣ d(k)

u(k+1)

v(k+1)

⎤
⎦ =

⎡
⎣−∇f (k)

−h(k)

−c(k)

⎤
⎦ . (3.41)

The symmetric matrix [L(k)] = ∇2L is an approximation of the second-order par-
tial derivatives of the Lagrangian from (3.40), which is also called the Hessian of
the Lagrangian. Since the Hessian is not given analytically, the matrix [L(k)] is suc-
cessively approximated rather than explicitly calculated. In the present case, a very
robust and efficient approximation, the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
update formula, derived by Broyden [266,267], Fletcher [268], Goldfarb [269], and
Shanno [270], is used. The first row of the system matrix in (3.41) corresponds to the
partial derivative of the quadratic approximation of the Lagrangian from (3.40) with
respect to d(k). The remaining rows correspond to the linearly approximated constraint
functions.

The step size α is determined by means of a merit function. This function is
incorporated into an SQP algorithm for the purpose of robustness. In constrained opti-
mization, a merit function balances the drive to decrease the objective function while
satisfying the defined constraints, and measures the progress of convergence toward x̃
as a function of α. The solution of the quadratic subproblem has a unit step size α = 1.
If the constraints are not violated, this step size is taken and a new iteration is started.
However, if the constraints are violated, the step-length is reduced to the nearest con-
straint. For the proposed approach, the merit function developed by Han [264] and
Powell [265] is employed. The procedure is repeated until the Karush–Kuhn–Tucker
conditions [271] are satisfied up to a certain limit of defined tolerances. The SQP con-
verges to a local optimum and returns the corresponding solution. Further literature
about nonlinear constrained optimization can be found in, for example, [261,272,273].
SQP theory is covered in detail by Han [264,274] and Powell [265,275,276], to note
some of the first but still frequently applied concepts of this method. A more general
overview about SQP is given by Boggs and Tolle [277] and by Gill and Wong [278].

The performance of the proposed approach strongly depends on the implemen-
tation due to nontrivial technical and algorithmic issues. For that reason, it is highly
recommended to use professional and well-tested software. Some of the first success-
ful implementations are reported by Schittkowski [279–281]. These references also
cover the proof of convergence of the SQP. More advanced but commercial code is
available, for example by the MATLAB® function fmincon [282] or FORTRAN-based
routines NPSOL [283] and SNOPT [284,285] from Gill et al. Partially free soft-
ware with the restriction to apply the routines in an academic framework is available
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(NLPQLP) [286]. This software has been tested on 306 optimization problems with a
reported success rate of better than 90%, which underlines the efforts for implemen-
tation of SQP-based algorithms [286]. In this work, the MATLAB® implementation
fmincon is used to couple the FEM Solver of COMSOL Multiphysics® and the SQP
algorithm by means of the MATLAB Livelink™ [151]. The implementation includes
the BFGS-update formula as well as an adaptive step size using the merit function dis-
cussed earlier. In the subsequent sections, the methodology to evaluate the objective
and nonlinear constraint function with low computational cost is described.

3.2.2.9 Objective and constraint function evaluation
To apply the SQP algorithm, a time-efficient approach is essential to evaluate both the
objective function f (x, p) and the nonlinear constraint function cnl(x, p). The govern-
ing equations are simplified such that secondary magnetic fields are neglected. Hence,
it is possible to analyze the problem in the stationary case, which takes into account
the symmetry of the field and force profiles. This significantly reduces the compu-
tational cost and offers the possibility for efficient numerical analysis. The FEM in
combination with eWRA, described in Section 2.4.3.4, is applied as the numerical
method. The nonlinearity of the ferromagnetic material significantly influences the
profile and magnitude of the magnetic field. Consequently, the resulting Lorentz
force is also affected. This necessitates the use of nonlinear models. Linear models
are too inaccurate and falsify the optimization results, especially if the drag-force
must not exceed F ( max )

x . In the case of HCp-magnet systems, the iron–cobalt alloy
VACOFLUX® 50, together with the corresponding B(H ) curve from Figure 3.5, is
used. To minimize computational cost, the field problem is subdivided into three
successive steps, illustrated in Figure 3.7.

3.2.2.9.1 Step 1: Primary magnetic flux density (2D)
In the first step, the primary magnetic flux density B(p) of the PM is calculated with
a scalar magnetic potential formulation ψ , neglecting any moving conductor. Thus,
the primary magnetic field is given by (2.203). Given the axisymmetry of the magnet
geometry, the magnetic field is determined in 2D employing a cylindrical coordinate
system, which significantly accelerates the solving process of the nonlinear problem.

3.2.2.9.2 Step 2: Induced eddy currents in the conductor free of
defects (3D)
In the second step, only the conductor in motion is considered. It is modeled as a
large cylindrical domain with finite radius 10R2 proportional to the outer radius of the
magnet system, assuming that the edges are far enough away to prevent any parasitic
disturbance of the induced eddy currents. The height Hs of the moving conductor is
defined according to the following conditional relation:

Hs =
{

10R2, if 10R2 ≥ 2d + a

10R2 + 2d + a, if 10R2 < 2d + a.
(3.42)

This implies that the size of the conducting domain is adjusted according to the
magnet system, while ensuring geometrical models with defects deeper than 10R2.
Thus, ensuring that the conducting domain is sufficiently large for all sets of p and x.
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Step 1: Primary Magnetic Flux Density (2-D)
→ magnetic scalar potential    (p)

Step 2: Induced Eddy Currents w/o Defect (3-D) → Fx
(0) 

→ electric scalar potential f(0)

Step 3: Induced Eddy Currents with Defect (3-D) → Fx
(d) 

→ electric scalar potential f(d)

f(0) = 0
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Figure 3.7 Procedure to compute the nonlinear objective and constraint
function [245]

The primary magnetic field B(p) is imported from the first step and transformed
from cylindrical coordinates into the three-dimensional Cartesian coordinate system.
The induced eddy currents inside the conductor in motion are calculated by (2.207)
and (2.208) using a scalar electric potential formulation ϕ. The 3D model contains
symmetry with respect to the xz- and yz-plane, when secondary magnetic fields are
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neglected. This reduces the modeled geometry of the specimen to only one quarter.
On the xz-plane, the tangential components of the current density vanish:

Jt = J × n = [σ ]
(−∇ϕ + v × B(p)

)× n = 0. (3.43)

As a result of the axisymmetry of the magnet system, the magnetic field is
zero in the direction of the boundary normal at this plane (B(p)

y = 0). Consider-
ing the linear motion of the conductor in the x-direction v = [vx, 0, 0]T leads to
v × B(p) = −vxB(p)

z ey. Substituting this into (3.43) shows that ∂ϕ

∂x = 0 and ∂ϕ

∂z = 0,
which can be achieved by defining the Dirichlet boundary condition ϕ = const. at
the xz-plane.

In contrast, the normal component of the induced current density Jn vanishes at
the yz-plane, such that:

Jn = J · n = [σ ]
(−∇ϕ + v × B(p)

) · n = 0. (3.44)

On this plane, the magnetic field is zero in the x-direction B(p)
x = 0, so:

v × B(p) = −vxB(p)
z ey + vxB(p)

y ez. (3.45)

Since this expression has no component normal to the boundary, a Neumann bound-
ary condition for the electric scalar potential ∂ϕ/∂x = 0 must be defined. All other
boundaries of the moving conductor share the boundary condition J · n = 0 to prevent
any current leaving the conducting domain.

3.2.2.9.3 Step 3: Induced eddy currents in the conductor with defect (3D)
To determine the ADRA, a third simulation is performed. The primary magnetic field
B(p) from the first step is incorporated in the same way as in the previous step. However,
in this step, the conductor contains an equivalent cuboidal defect with volume Vd

located at a depth d. The governing equations from the previous step remain valid
and in consequence, the boundary condition J · n = 0 now also applies for the defect
boundaries, preventing any current flow into the defect region. To further decrease
the computational cost, the same 3D FEM mesh can be used in Steps 2 and 3. As a
result, the 3D mesh needs only to be built once and then transferred between Steps 2
and 3 as necessary. As a positive side effect, using the same mesh decreases numerical
noise when computing the ADRA. Finally, the resulting Lorentz force is calculated
by spatial integration over the conductor:

F (i)
x = −4

∫
�i

J(i) × B(p) d�

= −4
∫
�i

[
[σ ]

(−∇ϕ(i) + v × B(p)
)]× B(p) d�, (3.46)

where the superscript i ∈ {0, d} indicates the quantities obtained in the defect-free
and defective case, respectively.

The computation of one objective function evaluation takes 20–25 s on a com-
mon desktop PC (i7-3770, 4 GHz). This includes building the geometry, meshing,
assembling the systems of equations, solving, and postprocessing of all three steps.
The memory consumption is moderate and does not exceed 1 GB since geometrical
symmetry is taken into account in all individual steps.
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3.2.3 Optimization results and discussion

The optimization results of an HCp-system are presented using VACODYM® 745HR
[257] as PM material and the iron–cobalt alloy VACOFLUX® 50 [256] as ferro-
magnetic material. The scaling factor S is chosen such that it corresponds to the
currently available laboratory setup. The specimen is constructed from stacked alu-
minum sheets (aσ = [1, 1, 0]T) with electrical conductivity σ = 30.66 MS/m, moving
with velocity v = 0.5 m/s. The lift-off distance of h = 1 mm is assumed, together with
a magnetic remanence Br = 1.44T (VACODYM® 745HR). This results in a scaling
factor S (lab) = 31.79. In the experimental setup, a force sensor K3D40 [104] based on
the strain gauge technology is employed. According to the manufacturer, the applied
load is limited to F ( max )

x =3 N.
Two particular setups of system parameters are investigated. The first represented

the case of medium-sized defects located deep inside the specimen. The correspond-
ing system parameters are Vm/Vd = 56, d/h = 10, and a/h = 5. The optimization
results are shown in Figure 3.8. The insets in the upper left corner of each figure
show cross sections of the optimal magnet systems colored according to Figure 3.3.
The ADRA is shown in Figure 3.8(a) over the space of design variables H2/R2 =
(0 . . . 2.5], R1/R2 = (0 . . . 1], and H1/H2 = [0 . . . 1]. The planes intersect in the
global unconstrained optimum at x̃ = [H2/R2, R1/R2, H1/H2] = [0.5, 0.6, 0], with a
denormalized ADRA of �F̃ (lab)

x = 21.9 mN. The continuous objective function does
not contain local optima.

The unperturbed drag-force is shown in Figure 3.8(b). The ADRA-optimal mag-
net generates an unperturbed drag-force of F̃ (0,lab)

x = 5.2 N, which is too high for the
experimental force sensor. To fulfill the constraint, the VcFc approach is applied.
To illustrate the impact of nonlinear constraints, Figure 3.8(c) and (d) shows the
equi-force surfaces for different values of F ( max )

x over the same space of design
variables. Figure 3.8(c) shows the surface for F ( max )

x = F̃ (0,lab)
x = 3 N. This plane is

colored according to the value of the objective function (ADRA). The points inside
the equi-force surface correspond to solutions which violate the predefined nonlinear
constraint (cnl > 0) and hence do not belong to the feasible set of solutions. Since
the global optimum is not part of the feasible set, the constrained optimum is located
at the constraint boundary. The SQP algorithm converged to the constrained optimal
solution, which describes the magnet system as a standard cylinder x̃c = [1.6, 1, 0].
The solution is located at the boundary of the design space and the linear inequal-
ity constraints (bounds) are active (H1/H2 = 0). Thus, the number of free design
variables is reduced from three to two at the optimal solution. Compared with the
unconstrained optimum, the ADRA decreased to�F̃ (lab)

x = 15.6 mN. Considering the
ADRA projected on the constraint hyperplane, the proposed problem is nonconvex.
Consequently, if initial values x(0) are chosen such that H2/R2 < 0.5 and R1/R2 < 0.4,
the derivative-based SQP algorithm converges to a local optimum located in the region
of H2/R2 ≈ 0.2 and R1/R2 ≈ 0.1. To avoid local convergence, the use of a multistart
approach using three to five different starting points is recommended. In the multi-
start approach, the first starting point is defined by the user, whereas the following
are chosen randomly.
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Figure 3.8 HCp-magnet system made of VACODYM® 745HR and VACOFLUX® 50 for the case of system parameters Vm/Vd = 56,
d/h = 10, and a/h = 5 (anisotropic specimen aσ = [1,1,0]T). The scaling factor of the laboratory setup is S(lab) = 31.79.
Crosses and circles indicate the unconstrained and constrained optima, x̃, and x̃c, respectively. The insets are sketches of
the individual optimized magnet systems. The data are shown as a function of the design variables x = [H2/R2, R1/R2,
H1/H2]. (a) Cutplanes of the denormalized ADRA �Fx(x, p) intersecting at the unconstrained global optimum x̃ = [0.5,
0.6, 0]. (b) Cutplanes of the corresponding denormalized unperturbed drag-force F(0)

x (x, p). (c) and (d) Semitransparent
isosurfaces of maximum drag-forces F ( max )

x = {3 N, 4 N} colored by the according ADRA. The solid lines indicate the
optimization paths for the initial starting point, x(0) = [1.6, 0.3, 0.8] (red star) [245]
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The constraint hyperplane for F ( max )
x = 4 N is shown in Figure 3.8(d).As expected,

the enclosed domain shrinks and the feasible set increases. The constrained optimal
solution changes to x̃c = [1, 0.8, 0] and the ADRA increases to �F̃ (lab)

x = 18.8 mN.
The optimization path of the initial starting point is shown in Figures 3.8(c) and
(d) with a solid line. Each dot corresponds to one iteration taken by the SQP
algorithm.

In a second example, the system parameters are changed to Vm/Vd = 875,
d/h = 2, and a/h = 2, which corresponds to the case of small defects located close
to the surface of the specimen. The associated results are presented in a similar way as
in the former case in Figure 3.9. The unconstrained optimum, shown in Figure 3.9(a),
is relocated compared with the previous case because of the variation in the system
parameters. A Halbach-structure emerges, which includes ferromagnetic material
(x̃ = [0.8, 0.2, 0.5]). Considering the behavior of theADRA and the unperturbed drag-
force in Figure 3.9(a) and (b), the maxima do not correlate. Thus, magnet systems,
which generate high unperturbed drag-forces, do not inherently produce high defect
responses. This particular magnet system generates an ADRA of �F̃ (lab)

x = 36 mN,
while generating an unperturbed drag-force of F̃ (0,lab)

x = 3.6 N. Since the constraint
of maximum drag-force is again not fulfilled, the VcFc approach must be applied.
The constraint hyperplane of F ( max )

x = 3 N is shown in Figure 3.9(c). The constraint
optimum is x̃c = [1.1, 0.2, 0.6] and is located close to the unconstrained solution. The
modified magnet has an ADRA of�F̃ (lab)

x = 34.5 mN and satisfies the 3 N constraint.
Assuming a maximum drag-force F ( max )

x = 4 N, the unconstrained global optimum is
located in the feasible set of solutions. Consequently, the nonlinear constraint is inac-
tive and the SQP algorithm converges to the global optimum as shown in Figure 3.9(d).

Both examples show that if F (c)
x from (3.35) changes by modifying F ( max )

x or the
scaling factor S, the constraint hyperplane defined by cnl from (3.36) grows or shrinks
accordingly. In a similar sense, the constraint function is influenced by the system
parameters p. As a consequence of scaling, the unconstrained optimization results
can be adopted to setups with a different scaling parameter, provided they share the
same system parameters. However, the constrained optimization results are generally
valid as long as the different setups share the same normalized maximum drag-force
from (3.35).

The influence of the Vm/Vd ratio on the ADRA and the optimal magnet design
is investigated further. The study is performed assuming the same two sets of system
parameters defined previously. To compare the individual magnet systems with each
other, the investigation is performed for HCp-, HC-, and C-magnets separately. Since
the HCp-configuration covers HC- and C-magnet systems, the corresponding ADRA
must be equal or larger than the other cases, which are geometrically restricted before-
hand. The optimizations are performed as a function of Vm/Vd in the unconstrained
case as well the VaFc and VcFc approaches.

The results for deep defects (d/h = 10, a/h = 5) are shown in Figure 3.10(a).
Each point on the curves represents an optimal magnet system. The dashed lines
indicate the ADRA of the unconstrained optimal solutions (uc). In this parameter
range, the ADRA increases almost linearly as a function of the Vm/Vd ratio. The
critical Vm/Vd ratios are determined for C-, HC-, and HCp-magnet systems using
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Figure 3.9 HCp-magnet system made of VACODYM® 745HR and VACOFLUX® 50 for the case of system parameters Vm/Vd = 875,
d/h = 2, and a/h = 2 (anisotropic specimen aσ = [1,1,0]T). The scaling factor of the laboratory setup is S(lab) = 31.79.
Crosses and circles indicate the unconstrained and constrained optima, x̃, and x̃c, respectively. The insets are sketches of
the individual optimized magnet systems. The data are shown as a function of the design variables x = [H2/R2, R1/R2,
H1/H2]. (a) Cutplanes of the denormalized ADRA �Fx(x, p) intersecting at the unconstrained global optimum x̃ = [0.8,
0.2, 0.5]. (b) Cutplanes of the corresponding denormalized unperturbed drag-force F (0)

x (x, p). (c) and (d) Semitransparent
isosurfaces of maximum drag-forces F (m)

x = {3 N, 4 N} colored by the according ADRA. The solid lines indicate the
optimization paths for the initial starting point x(0) = [0.9, 1, 0.2] (red star) [245] [(m) ≡ ( max ), (l) ≡ (lab)]
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HCp-magnet systems as a function of the system parameter Vm/Vd in
the case of anisotropic specimens, aσ = [1,1,0]T, for two different sets
of system parameters. The optimizations are performed in the
unconstrained case (dashed lines) as well using the VaFc (single
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Medium-sized deep defects (d/h = 10, a/h = 5). (b) Small subsurface
defects (d/h = 2, a/h = 2)
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the VaFc approach, and are shown with a single marker each. The magnet system is
defined by the unconstrained global optimum but still satisfies the constraint. The
magnet designs which obey these parameters are lying on the constraint hyperplane
cnl intersecting with the global optimum x̃. Hence, the critical Vm/Vd ratio is where
the constraint becomes active and the curve of the constrained solution diverges from
unconstrained solution. However, magnet systems with higher Vm/Vd ratios have to
be restricted by applying the VcFc approach such that all presented configurations
indicated with solid lines fulfill the defined force constraint F ( max )

x = 3 N. The insets
show cross sections of particular magnet systems together with the corresponding
optimal design variables. As expected, optimal magnet systems do not include fer-
romagnetic material (H1/H2 = 0) if the defect is located deep within the specimen,
which was also shown in Figure 3.8. Thus, the curves of HCp- and HC-magnet sys-
tems are the same. The critical volume ratio obtained by the VaFc approach is 33.7
and 48.5 for HC- and C-magnets, respectively. Hence, VaFc-optimal HC-magnets are
smaller but have a lower ADRA with 11.9 mN compared with 14.8 mN for cylindrical
magnets. Increasing the Vm/Vd ratio beyond the critical point and applying the VcFc,
saturates the ADRA while keeping the maximum drag-force at the defined limit. The
further gain in ADRA results in consequential increased magnet volume and weight.
For this set of system parameters, that the optimal design variables of the HC-magnet
system converge to a C-magnet, which was observed in context of Figure 3.8(c).
Hence, a further increase in the magnet volume ratio beyond Vm/Vd > 56 leads to an
overlap of the VcFc-optimal ADRA curves (see solid lines in Figure 3.10(a)). Mean-
while, the optimal H2/R2 ratio increases with Vm/Vd in a specific way such that the
magnet gets higher to fulfill the given constraint. Considering the present case for
practical reasons, it can be concluded that an increase beyond Vm/Vd ≈ 55 . . . 60
does not lead to further significant gain in ADRA. Regular cylinders are favor-
able in the case of deep defects if the unperturbed drag-force is limited. However,
Halbach-structures generate higher ADRAs compared to standard cylinders when
comparing both at a given Vm/Vd ratio omitting any constraint (see dashed lines in
Figure 3.10(a)).

Figure 3.10(b) shows the second set of system parameters which covers the case
of small defects located close to the surface of the specimen (d/h = 2, a/h = 2).
The optimal magnet designs are presented in a similar way as in the former case.
There are distinct performance differences between C-, HC-, and HCp-magnet sys-
tems. Cylindrical magnets show a critical volume ratio of 1033 together with an
ADRA of 11.5 mN. In contrast, HC- and HCp-configurations are approximately 30%
smaller and generate defect responses of 28.1 and 32.4 mN which correspond to a
gain of approximately 140% and 180%, respectively. Considering the VcFc solu-
tions, the ADRA increases slightly further by increasing the Vm/Vd ratio beyond the
critical point. However, this effect is comparatively smaller than in the case of deep
defects (see Figure 3.10(a)). Comparing HC- and HCp-systems, the presence of fer-
romagnetic material increases the ADRA by about 15%. Regarding the unconstrained
solutions, the ADRA is saturating slowly when increasing the Vm/Vd ratio. This has
also been observed but not explicitly shown here for high Vm/Vd ratios of the case
from Figure 3.10(a).
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In the following, two distinct magnet systems of both scenarios are compared
considering the same magnet volume Vm. For medium-sized deep defects (green
marker in Figure 3.10(a)), the optimal C-magnet with a volume ratio of Vm/Vd = 56
is chosen. The corresponding HCp-magnet system optimized for small subsurface
defects (green marker in Figure 3.10(b)) has a volume ratio Vm/Vd = 875. The geo-
metrical parameters are obtained by denormalizing both systems assuming a lift-off
distance and hence geometric scale of h = 1 mm. The spatial distributions of the mag-
nitude of the magnetic flux density B and the induced eddy current density J are
shown in Figure 3.11. The eddy currents for regular C-magnets (Figure 3.11(a)) are
less concentrated than HCp-systems (Figure 3.11(b)). The Halbach-structure leads to
a considerably more focused magnetic flux and eddy current distribution under the
inner part of the magnet system. The flux density is increased to 1.6T on the surface
of the specimen, which is significantly larger than standard magnet systems.

All investigations are also performed assuming a specimen with an isotropic
conductivity profile (aσ = [1, 1, 1]T). In the range of system parameters considered,
the optimal design variables differed only by approximately ±5% compared with the
anisotropic cases. For deep defects, the ADRA decreased by 23% compared with the
anisotropic case. However, for d/h ≤ 2, the ADRA only decreased by approximately
15%, which can be described by the circumstance that the isotropic profile becomes
gradually anisotropic from the top side if the defect gets closer to the surface of the
specimen. The nonlinear constraint function is not affected when comparing the two
cases of aσ = [1, 1, 1]T and aσ = [1, 1, 0]T. This is due to the unperturbed drag-force
F (0)

x being the same for both conductivity profiles, since the unperturbed eddy currents
only flow in the xy-plane. Hence, anisotropy in the z-direction does not influence F (0)

x ,
and so the nonlinear constraint function cnl is unaltered.

3.2.4 Prototypes of optimized LET magnet systems

Prototypes of the proposed optimized magnet systems from Figure 3.11 are designed
and manufactured. The optimal C-magnet is a custom design ordered from the
company HKCM engineering e.K. (www.hkcm.de). As assumed during the optimiza-
tion, it is made of NdFeB with a material grade of N52 with a nominal remanence of
1.43T. The diameter D and height H are [D, H ] = [22.5 mm, 17.6 mm].

The realization of the HCp-magnet system is more intricate. The radially mag-
netized outer part of the magnet system is constructed by diametrically magnetized
segments. The influence of the segmented structure on the ADRA, compared with
the ideal case with a continuous radial magnetization, is shown in Figure 3.12.
As expected, the ADRA converges with an increasing number of segments. For
the prototype of the HCp-magnet system, a structure made of 12 segments is
chosen, which results in an ADRA of 98% compared with the ideal case. The
final geometry and the manufactured prototype are shown in Figure 3.13. It is
made of the hard magnetic material VACODYM® 745HR and the iron-cobalt alloy
VACOFLUX® 50 as it is assumed during the optimization. The prototype is manu-
factured in collaboration with the company Vacuumschmelze Hanau GmbH & Co.
KG (www.vacuumschmelze.de). An experimental validation of the proposed magnet
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(a) Deep defect: Vm/Vd = 56, d/h = 10, a/h = 5.

(b) Subsurface defect: Vm/Vd = 875, d/h = 2, a/h = 2.

Figure 3.11 Magnitude of the magnetic flux density B and induced eddy current
density J of VcFc optimized magnet systems for the case of anisotropic
specimens. The magnet systems are denormalized assuming a lift-off
distance of h = 1 mm. Both generate an unperturbed drag-force of
F (lab)

x = 3 N considering a scaling factor of S0,(lab) = 31.79. Cross
section of (a) a cylindrical magnet with x̃c = [1.56,1,0] and (b) a
Halbach-cylinder with iron-cobalt x̃c = [1.17, 0.22, 0.54] [245]

systems considering the investigated defect scenarios is presented in [103]. Moreover,
both the optimized C- and HCp-magnet are used to detect defects in glass laminate
aluminum reinforced epoxy [156]. The presented results demonstrate the expected
performance of the proposed designs. In the next section, the depth-optimized
C-magnet is used for the detection of deep-lying slits to point out the current state of
the art and further perspectives in LET.
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3.2.5 Defect depth study

Previous ECT studies often assumed quasi-infinite cracks to evaluate the detection
limit (see Table 1.1). In this case, the defect is a slit obeying a pronounced length
compared with the sensor system. In order to provide comparability to the results
reported in the literature, the following benchmark problem is defined [287]. The
problem geometry is inspired by the study from Mook et al. [42] and is shown in
Figure 3.14. The specimen consists of a solid block of size [250 mm, 50 mm, 24 mm]
made of aluminum, which contains a slit of size [Xd , Yd , Zd] = [75 mm, 1.5 mm,
24 mm]. The artificial crack is oriented in parallel to the direction of motion. On
top of this structure, a variable number of aluminum sheets is situated. Each sheet has
a thickness of 2 mm. The defect depth d is varied from 0 to 36 mm using 18 sheets.
The sheets which are not on top of the specimen are situated on the bottom in order to
ensure a constant height of the total assembly and to not alter the outer dimensions of
the problem. By doing so, the magnetic Reynolds number is also kept constant. The
overall dimensions of the specimen are then [Xs, Ys, Zs] = [250 mm, 50 mm, 60 mm].
During the measurements, the magnet is located on the centerline with respect to
the y-axis in a height of h = 1 mm. All measurements are performed at a velocity of
v = 0.5 m/s. The picture from Figure 1.7 shows the particular laboratory setup with
18 aluminum sheets on top of the slotted bar.

The measurement data are postprocessed with a 10th order Butterworth low-pass
filter having a cutoff frequency of 100 Hz. The force profiles are normalized with
respect to the stationary values which occur far away from the defect. The results of the
normalized drag- and lift-force over the whole specimen are shown in Figure 3.15(a)
and (b), respectively. The area, where the slit is located, is shown on the right-hand
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Figure 3.14 Geometry of the experimental setup to detect a deep-lying slit defect
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Figure 3.15 Measured profiles of the drag- and lift-force during the investigation
on the maximum defect depth. The specimen contains a slit of size
[Xd , Yd , Zd] = [75 mm, 1.5 mm, 24 mm], which is located at different
depths d. (a) Normalized drag-force. (b) Normalized lift-force

side in enlarged form. Based on the definition of the velocity of the specimen, the
data are recorded over time from the right to left such that positive x-positions are
sampled first in time. When the specimen comes close to the magnet, the drag-force
ramps up and the lift-force shows a characteristic peak before both components reach
their steady state (F (0)

x and F (0)
z ). In the defect region, it can be observed that the

perturbations of the Lorentz force can be distinguished up to a depth of d = 12 mm
for the drag-force. In contrast, when considering the lift-force, the slit can be clearly
observed up to a depth of 24 mm.

It can be seen that the lift-component is superimposed by parasitic oscillations.
These are systematic nature and do partially result from the measurement frame of
the system, where the magnet and the force sensor are mounted. A more detailed
explanation and analysis of this phenomenon can be found in [103]. The presented
results chart out the possibility to increase the reported depth limit in the future when
the disturbances in both force components can be reduced. An exclusive construction
of an optimized magnet system for this particular defect scenario is not necessary
since it has less practical relevance.



Sensors for MIECT 173

By means of this analysis, it is possible to classify LET in the framework of
electromagnetic eddy current methods in a qualitative sense. Considering the values
obtained by Mook et al. [42] from Table 1.1, it can be stated that the LET method
within its present realization is highly comparable in terms of defect depth. It is worth
to mention that depth-optimized ECT probes were employed in the comparative study
from Mook et al. (Leotest MDF 1701 and MDF 3301, Leotest-Medium Center).
However, it is emphasized that in LET the object is tested when it is in motion and
within fractions of a second while avoiding any contact to its surface, which is the
decisive difference to traditional ECT methods.

3.2.6 Conclusions

For the first time, the optimal magnet design in the LET framework is addressed.
Parameters were classified as design, system, and scaling parameters, and the num-
ber of free variables was reduced, which simplified the optimization procedure. It
was possible to clearly define the optimization problem while preserving universal
applicability, motivated by the high specificity of NDT problems. The definition of a
scaling factor offers the possibility to identify and convert similarities between differ-
ent setups. The proposed methodology considers the strong interrelation to the applied
force sensor. Therefore, three different optimization approaches were presented, the
unconstrained optimization scheme (uc), the VaFc, and the VcFc approach. The VaFc
approach can be employed to determine the critical Vm/Vd ratio. Then, the ADRA can
be further increased while still satisfying the given force limit by applying the VcFc
approach.

Unconstrained optimization schemes are applicable for force sensors with high
force limits, e.g. piezoelectric sensors [288]. On the other hand, the VaFc approach in
combination with the VcFc approach is especially suited for systems with a limited
force range, e.g. strain gauge sensors. The different locations of the unconstrained
global optima demonstrate that the detection goal, expressed in form of the system
parameters, strongly influences the optimal magnet design. In the case of constrained
optimization for subsurface defects, a Halbach-structure in combination with soft
magnetic material clearly outperforms cylindrical magnets of the same geometrical
dimension. In contrast, for deep defects, the optimal magnet design converged to a
regular cylindrical magnet when force constraints have to be considered.

The proposed optimization strategy is highly flexible, i.e., the magnet system
can be replaced by a different system in the first evaluation step of the forward
solver. Moreover, the model of the specimen and/or the defect in the second and
third evaluation step can be adjusted to particular scenarios of interest. The latter
has been applied during the optimization of magnet systems, which are used for
the inspection of small metal injection molding specimens [289]. In this study, the
proposed procedure is extended to cuboidal specimens of finite size and defects of
different edge lengths.

When considering high-speed applications, secondary magnetic fields become
prevalent and cannot be neglected as it is shown in Section 2.4.4. In this case, the
magnetic field formulation used in the forward solver can be adjusted, e.g. to an
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A,ϕ − ψ formulation, as it is described in Section 2.4, albeit at the expense of
computational cost.

In ECT, there exists a trade-off between penetration depth and resolution, which
can be controlled by means of the diameter of the exciting coil [42]. This fact can be
also observed in LET and is inherently a limiting factor of both methods. Our results
(particularly Figures 3.9 and 3.10(b)) demonstrate the advantage of combining active
and passive magnetic materials in form of a Halbach-structure in an LET sensor for
selected applications. The results of the unconstrained optimization demonstrate that
the use of those structures is counteracting the trade-off between penetration depth
and resolution, revealing additional potential of future sensor systems.

In the present case, the optimization procedure is applied considering two differ-
ent defect scenarios taking into account a force constraint of F (0)

x = 3 N.The associated
optimal magnet designs are manufactured and made available for experimental studies
presented in [103,156].

A defect depth study, adopting the concept of a quasi-infinite crack, revealed a
current detection limit of 24 mm when considering the lift-component of the Lorentz
force.



Chapter 4

Experiments and LET measurements
Matthias Carlstedt1 and Konstantin Weise1

This chapter describes experimental investigations, which are the basis for the
advancement of the LET method. Furthermore, the experiments provide objective
data for the validation of numerical approaches used for theoretical determination of
the exerted Lorentz force.

At first, the measurement procedure of LET is described. The underlying mea-
surement principle is analyzed, and all operations to perform a LET measurement are
explained in the measurement method. Secondly, the final state of the experimental
setup that was used for laboratory experiments is described. The main components
of the setup and their functional relationship are explained and selected elements
are described in detail. The digital signal processing (DSP) developed for LET is
explained afterwards. DSP is the final step of the description of the measurement
method and allows to determine the value of the measurand by means of the arithmetic
mean and the experimental standard deviation.

In the next section, a representative overview of the measurement performance
of the described experimental setup is given. One application is presented with an
artificial defect in stacked aluminum sheets.

4.1 Measurement procedure

According to the international vocabulary of metrology (VIM) [290], a measurement
procedure is defined as a detailed description of a measurement according to the mea-
surement principles and the given measurement method. The measurement method
is the description of the logical organization of operations used in a measurement.
It is based on a measurement model and includes any calculation to obtain a mea-
surement result. The measurement result is a set of quantity values being attributed
to a measurand and is expressed as a measured quantity value and a measurement
uncertainty.

According to these definitions, the measurement procedure for LET is described
in the following sections.

1 Advanced Electromagnetics Group,Technische Universität Ilmenau, Germany
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4.1.1 Measurement principle

The measurand in LET is the Lorentz force F(t) acting on the PM during an LET
experiment. The basic measurement principle of LET is based on the electromagnetic
interaction of the PM and the unit under test (UUT). For a better understanding, the
interaction can be decomposed into two causally connected physical phenomena: (i)
the electromagnetic induction of eddy currents (ECs) inside the UUT and (ii) the
Lorentz force acting on the UUT and the PM.

The decomposition into a causal sequence, in terms of cause and effect, fur-
ther simplifies the understanding of the LET measurement principle (cf. Figure 4.1).
The initial cause in LET is the relative motion of the PM and the UUT that leads
to electromagnetic induction of ECs inside the UUT. This effect causes the gen-
eration of the Lorentz force due to the interaction of the induced ECs with the
magnetic field of the PM. The second causal relationship can also be triggered
by other current flows, which are independent of a relative motion. In general, no
other current flows are present inside the UUT; therefore, they are neglected in the
following.

To measure the Lorentz force, one or more measurement principles are necessary
to convert the force into an electrical signal. These force measurement principles
complete the overall measurement principle of LET. The selected force measurement
principles have a significant influence on the result of the measurement, but they do
not alter the physical phenomena of interest.

4.1.2 Measurement method

The measurement method describes the logical organization of all operations used
to measure the Lorentz force. It involves all information necessary to describe an
experiment and to ensure its repeatability. In other words, the description should allow

Cause – Effect – Relationship I

Initial Cause

Cause

Relative motion of PM and UUT

Cause – Effect – Relationship II

Electromagnetic induction of EC

Effect

Effect

Lorentz force acting on UUT and PM

Electromagnetic induction of EC

Figure 4.1 Causal sequence of the basic measurement principle in LET
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a well-trained person to perform an experiment and to do all calculations necessary
to obtain a complete measurement result.

Since the basic measurement principle of LET neither defines the type of rel-
ative motion, nor the concrete realization of the force measurement, the following
description can only cover a particular realization of the method. The realization dis-
cussed next assumes the rectilinear motion of the UUT relative to the stationary PM
and describes the attached sensor system. Figure 4.2 shows the schematic view of the
experimental setup. In addition to the UUT (1) and the PM (2), four main components
are necessary: the linear drive (3), the 2D-positioning stage (4), the multicomponent
force sensor (5), and the measurement frame (6).
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Figure 4.2 Schematic view of experimental setup for LET measurements. The UUT
(1) moves along the linear guide of a linear drive (3) relative to a
stationary PM (2). The PM is mounted on the multicomponent force
sensor (5). The force sensor is attached to the 2D-positioning stage (4),
which is mounted on the measurement frame (6). (a) Side view.
(b) Front view
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The UUT is mounted on the slide of a linear drive that provides the controlled
motion and guidance of the UUT. The linear drive is fixed on a heavy load bench,
which is assumed to be mechanically insulated from ground vibrations. The PM is
indirectly attached to a 2D-positioning stage via a multicomponent force sensor. The
2D-positioning stage provides the positioning of the PM relative to the linear guide
of the linear drive. The 2D-positioning stage is fixed on a measurement frame (6),
which is assumed to be mechanically insulated from ground vibrations. Due to the
placement of the multicomponent force sensor, all forces occurring between the PM
and the 2D-positioning stage can be measured in the experiment.

All additional components such as power supply, hardware controller, and data
acquisition (DAQ) are assumed to be mechanically decoupled from the measurement
apparatus, so that they do not influence the measurement process.

The logical operations needed to perform an experiment are equal for all
experimental studies presented in this book. They are explained in the following.

The first step in all experiments is to define the design of experiment (DOE),
including the purpose of the investigation. The parameters to be defined in the DOE
are the position of the PM during operation (y- and z-position), the desired velocity
of the UUT (v), and the number of repetitions of the respective experiment. The
DOE also has to include the assignment and ordering of the successive experiments
in order to allow further statistical evaluation, e.g. correlation analysis or hypothesis
testing.

The next step is the preparation of the UUT according to the DOE and the subse-
quent fixation on the slide of the linear drive. The positioning of the UUT relative to
the slide is part of the definition of the laboratory frame of reference and is crucial for
the repeatability of the experimental study. After the fixation of the UUT, the sensor
system including PM and force sensor is mounted on the measurement frame and has
to be aligned according to the surface of the UUT and the guide of the linear drive. This
step completes the definition of the laboratory frame of reference. In the particular
realization of the method, the procedure of alignment can be supported by measuring
the contact forces between UUT and PM in order to enhance the repeatability and
precision. This method is referred to as force feedback [291].

After the functional check of the sensor system and DAQ, the subsequent oper-
ations of the measurement process are sequentially motions performed by the linear
drive and the 2D-positioning stage. These operations need to be monitored and con-
trolled by separate devices (actuator control) and can therefore be fully automated.
Such a process ensures a high level of repeatability and reproducibility.

The measurement process is defined as a sequence of single experiments accord-
ing to the DOE. For each experiment, the UUT moves rectilinearly relative to the PM
along the linear guide. During the controlled motion, all sensor data are sampled and
temporally stored by the DAQ. At the end of the test track, the slide stops and the
recorded data are stored permanently on the hard disc for later processing. Depending
on the intended purpose of the investigation, the next experiment can be started from
this position or the slide is moved back to the desired starting position.

The stored data are referred to as sensor data. Each sensor delivers an electrical
signal that needs to be multiplied by the specific calibration factor in order to calculate
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the corresponding physical quantity which is part of the DSP and is discussed in a
separate section (cf. Section 4.2.1).

4.1.3 Experimental setup

The particular realization of the laboratory setup for LET measurements, shown in
Figure 4.3, consists of six main components as shown in Section 4.1.2. Both UUT
and PM are regarded as problem-specific components; thus, they will be described
in Section 4.2.4 for the respective investigations.

(c)

(a)

(b)

Spherical joint

Acceleration sensor

PM

Force sensor

Anti-vibration pads

Granite bench

Measurement frame
2D-positioning stage

Linear drive

Sensor system

UUT
Clamping

mechanism

Slide

Sensor system

Linear axis

Figure 4.3 Experimental setup for LET measurements: (a) Overview shows the
measurement frame and the 2D-positioning stage separated from
positioning unit which is mounted on a heavy granite bench. (b) Detail
view of the positioning unit for motion of the UUT. (c) View of the
sensor system including a PM mounted on the force sensor and
separate acceleration sensor
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4.1.3.1 Linear drive
The positioning unit consists of a belt driven linear drive designed by Jenaer Antrieb-
stechnik GmbH mounted on a linear guide by Bahr Modultechnik GmbH. A planetary
gear of gear ratio i = 3 transmits the torque from the servomotor (type 110B) to
the pulley of the belt drive. The belt is directly connected to the slide of the linear
guide, which realizes the translational motion of the UUT. In the framework of design
improvements, the original tooth belt drive was replaced by poly-v belt drive to elim-
inate a source of noise emission, which was introduced by tooth meshing [91]. The
maximum velocity of the slide is about v = 2 m/s using a third-order motion profile
for reduced jerk, with quadratic ramping and deramping phases in the velocity. If the
jerk is not considered, a maximum velocity of about v = 3.75 m/s is possible but leads
to increased structural damage (fatigue) of the linear drive.

The positioning deviations as well as pitch and yaw angles of the linear guide are
qualified using a long-range multibeam interferometer by SIOS Meßtechnik GmbH.
As shown in Figure 4.4, a measurement reflector based on three individual prismatic
reflectors is placed on the slide while the multi beam interferometer is fixed at the end
of the linear guide. The experiments are performed for static slide positions as well as
for dynamic measurements of up to v = 0.3 m/s. It was observed that the positioning
deviation along the full travel range of lG = 2 m is about �x = ±0.5 mm and the lateral
displacement of the slide is smaller than �y = ±25 μm and �z = ±15 μm [292].

The velocity deviation of the slide does affect the velocity of the UUT and has a
direct impact on the induced EC distribution (cf. Figure 4.2). In the specified velocity
range of up to v = 4 m/s, the manufacturer guarantees a deviation less than 5% of the

Figure 4.4 Experimental setup for experimental characterization of the linear
guide using a long-range multibeam interferometer by SIOS
Meßtechnik GmbH. The measurement reflector is placed on the slide
for static and dynamic measurements of positioning deviation, pitch
and yaw angle [292]
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predetermined velocity for the predefined control parameters [91]. In the framework
of an uncertainty analysis [293], this statement is verified by means of an incremental
position encoder TONiC T1000 (Renishaw plc) implemented into the experimental
setup (cf. Section 4.1.3.3).

4.1.3.2 2D-positioning stage
The 2D-positioning stage is used for the positioning of the sensor system relative to
the linear guide of the linear drive. It is an assembly of two orthogonally oriented
precision linear stages of the NLS4 series [294] by Newmark Systems Inc. The travel
range in y- and z-direction is 300 and 100 mm, respectively.

The design of this series of linear stages is improved for high stiffness and repeata-
bility. Prestressed linear guide bearings and an internally lubricated plastic drive nut
provide zero backlash operation and enable a specified accuracy of 0.6 μm/mm. The
used lead screw has a pitch of 1.58 mm/rev (1/16′′/rev) and the stepper motor encoder
allows 4000 counts/rev, which results in a resolution of the drive nut position of about
0.4 μm, on each axis.

The orientation of the assembly enables a maximum load of the sensor system and
fixture devices up to 6.0 kg (max. lifting capacity). The applied static load is given by
the weight of the attached cantilever and mounted sensor system. The assembly has
an estimated mass of about 1.4 kg, and the estimate absolute value of the maximum
forces is up to 3 N. Due to these facts, a disturbing influence of the process forces on
the specified precision during operation is not expected.

The motion controller used in this setup is an NSC-G3-E series controller [295]
with up to three individual axes with encoder feedback for stepper motors by Newmark
Systems Inc. The configured communication between the sensor system and the host
computer uses an Ethernet interface.

4.1.3.3 Sensor system
The sensor system contains all transducers used to observe an experiment (Figure 4.5).
It consists of four components: (1) the multicomponent force sensor, (2) an additional
acceleration sensor, (3) a coil with multiple turns (to measure induced voltage), and
(4) an incremental position encoder (not shown). The PM is intentionally excluded
from the description since it does not provide additional information during an
experiment.

As a consequence of the definition of reference frames S ′ and S, the recorded
signals of force F(t) and acceleration A(t) are each equal in direction and magnitude
for both frames of reference. However, the relative position of both coordinate systems
to each other is measured with different signs in the respective coordinate system.
Thus, they have to be distinguished carefully. In fact, the position of the slide of the
linear drive measured by the incremental position encoder is recorded in the frame
of reference S, whereas the lateral position of the PM y′ given by the position of the
2D-positioning stage is only defined in the frames of reference S ′. To reduce possible
confusion with the use of two coordinate systems, in the following the relative position
of UUT and PM is always given in frame of reference S ′ of the UUT, but without the
primed notation.
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Figure 4.5 Technical drawing of the assembled sensor system of the experimental
setup: (1) multicomponent force sensor, (2) acceleration sensor, and (3)
coil with multiple turns. (a) Bottom view. (b) Side view.

4.1.3.3.1 3-Axes force sensor
The essential element of the sensor system is the custom build 3-axes force sensor
K3D40 [104] by ME-Messsysteme GmbH for nominal loads of 3 N×3 N×10 N in the
x-, y-, and z-direction, respectively. According to the data sheet, the sensor accuracy
class is 0.5 % resulting in a nominal measurement error of about 15 mN × 15 mN ×
50 mN for the respective measurement axes.

The measurement principle of the sensor is based on strain measurements on the
surface of a compliant mechanical structure which is deflected due to the force of
interest. The compliant structure is made of a single aluminum part designed as a series
connection of three orthogonal-oriented single-axis flexure hinges. Each single-axis
mechanism is equipped with four strain gauges in a balanced Wheatstone bridge.
The underlying measurement principle is the piezoresistive effect. Due to the limited
bandwidth of the deflection body, this sensor concept is primarily designed for static
force measurements.

Since the force sensor has already been used in previous work [91], its reliability
was tested multiple times in between experimental studies. Due to the limited dynamic
information about the sensor provided by the manufacturer, a comprehensive analysis
has also been carried out to determine the dynamic sensor characteristics [296].

The sensor is connected to the analogue measurement amplifier is a GSV-1A4
[297] by ME-Messsysteme GmbH. According to the data sheet, the measurement
amplifier provides a bridge supply voltage of VS = 5V and an output voltage of
VA = ± 10V. During operation and an examination of the amplifier’s characteristics,
both malfunctions and contradictory measurement results were observed. Thus, an
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overhaul of the device was carried out. The disassembly of the measurement amplifier
revealed significant differences of the used hardware components in comparison to the
data sheet. Actually, the amplifier consists of four individual strain gage measurement
amplifiers of type GSV-1M [298] by ME-Messsysteme GmbH. A characterization of
the four amplifiers, analogously to [296], showed a gain of gF = 2 × 103 with fixed
input sensitivity of sN = 1.0 × 10−3V/V. Multiple contact faults have been rectified
and the postrepair tests confirmed a fully functional device.

The sensor and the amplifier are connected via 37-pin Sub-D socket and have
been together calibrated by the manufacturer. According to the calibration certificate,
nominal output voltages at nominal loads are 3.1969V × 4.8835V × 7.8030V in the
x-, y-, and z-direction, respectively. Regarding the identified amplifier parameters,
this corresponds to nominal sensor sensitivities for the corresponding channels are
given by:

sFx = 1.0656 × 10−4 V

VN
, (4.1)

sFy = 1.6278 × 10−4 V

VN
, (4.2)

sFz = 7.8030 × 10−5 V

VN
(4.3)

4.1.3.3.2 3-Axes acceleration sensor
The second component of the sensor system is the 3-axes accelerometer ASC 5511LN
[299] by Advanced Sensors Calibration – ASC GmbH. The measurement principle of
the accelerometer is based on a capacitive microelectromechanical system (MEMS),
which is specially designed for low-frequency responses from constant value up to
5 kHz in a range of ±2 g1. The sensitivity of the accelerometer is specified to be
invariant to the supply voltage in the range of VS = +8V· · · + 30V.

The sensor has been calibrated by the manufacturer for all three axes separately.
According to the calibration certificate, the nominal accelerometer sensitivities are:

sAx = 98.848 × 10−3 Vs2

m
, (4.4)

sAy = 98.535 × 10−3 Vs2

m
, (4.5)

sAz = 98.955 × 10−3 Vs2

m
, (4.6)

at a nominal acceleration of 5 m/s2 for an excitation frequency of 16 Hz.
In the experimental setup, the 3-axes accelerometer is mounted on the same plate

as the 3-axes force sensor (cf. Figure 4.5). This allows to observe the translational
components of the motion of the sensor system during an experiment and to estimate
the effects of inertial forces on the PM.

1In the context of accelerometers, the term g-force refers to the acceleration relative to free-fall. It is
described by the standard acceleration due to gravity gn which is defined to 9.80665 m/s2.
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4.1.3.3.3 1-Axis DiLET sensor
The third component of the sensor system is a differential Lorentz force eddy current
testing (DiLET) sensor. This 1-axis sensor [243], which is a passive pick-up coil with
multiple turns winded coaxially on the outer surface of the PM (cf. Figure 4.5). It
is designed as an optional upgrade to measure additionally the time variations of the
secondary magnetic flux density (∂Bz/∂t) at the bottom surface of the PM.

The concept of this sensor is based on [91,102], where a set of passive coils fixed
to a PM is proposed to allow the detection of perturbations in the EC distribution
caused by defect inside the UUT. It is based on the fact that the primary magnetic
field B(p) produced by a PM is constant in time, while the secondary magnetic field
B(s), connected with the EC distribution inside the UUT, is time dependent when a
defect is present. Thus, the induced voltage Vi (i ∈ {x, y, z}) in a coil fixed to the PM
is only proportional to perturbations of the secondary magnetic field B(s)

i and by that
sensitive to disturbances caused by defects.

As shown by [102], the induced voltage Vi is proportional to the first time deriva-
tive of the force component parallel to the respective coil axis. Therefore, the proposed
technique has been termed DiLET.

In this chapter, measurement results of the induced voltage Vz(t) are shown using
one particular 1-axis DiLET sensor mounted on a PM. It is mentioned that index z
denotes the orientation of the coil axis, not a component of a vector. The custom-built
DiLET sensors are equal with respect to the number of turns Nz but of different size
due to the different outer diameters of the PMs.

Because the different 1-axis DiLET sensors are not calibrated, the respective
nominal output voltage Vz and the sensor sensitivity sVz of the respective sensors are
unknown. However, it is possible to provide an estimate of both factors for an effective
variation of the magnetic flux density ∂Beff,z(t)/∂t by the following approximations.
Assuming that the coil is substituted by a single circle at the bottom of the PM, then
the time variation of the magnetic flux density ∂Bz/∂t can be given by

∂

∂t
�z(t) = ∂

∂t

∫
S

Bz(t) dS ≈ ∂

∂t
Beff,z(t) S, (4.7)

with �z(t) the magnetic flux through the enclosed surface S of the coil. For a circular
coil with diameter Deff, which can be approximated by the mean of inner and outer
diameter of the real coil, (4.7) becomes

∂Beff,z(t)

∂t
≈ 4Vz(t)

πD2
effNz

= 1

sVz
Vz(t), (4.8)

with the number of turns of the coil Nz and the sensor sensitivity sVz. For the two used
1-axis DiLET sensors, one with Deff = 27 mm and the other with Deff = 30 mm, and
both Nz = 5000 turns the sensor sensitivities are estimated by:

sVz|Deff=27 mm ≈ 2.86
Vs

T
, (4.9)

sVz|Deff=30 mm ≈ 3.53
Vs

T
. (4.10)
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Figure 4.6 Incremental position encoder T1000-50A

The induced voltage Vz(t) is amplified by a self made analogue measurement
amplifier. It is based on a precision instrumentation amplifierAD624 [300] byAnalog
Devices Inc. and provides a configurable gain gDF = [1, 5, 10, 50, 100, 200, 500, 1000]
of the DiLET signal. A response test confirmed the measurement amplifier to be fully
operational.

The amplified output voltage of the analogue measurement amplifier at a nominal
variation of the magnetic flux density ∂Beff,z(t)/∂t is calculated by

Vz(t) = gDF sVz
∂Beff,z(t)

∂t
. (4.11)

4.1.3.3.4 Incremental position encoder
The incremental position encoder system TONiC by Renishaw plc. serves as an exter-
nal position measurement system of the UUT in the x-direction (Figure 4.6). It is
composed of three components: (i) T1000-50A read head [301], (ii) RGSZ20-S gold
plated steel scale [302], and (iii) encoder interface T0100 A40A [303].

This encoder system measures the position of the read head relative to reference
marks at both ends of the linear scale. The read head is mounted on the side of the
slide of the linear drive. The linear scale, of 1 m length, is fixed on the heavy granite
bench below the PM. The combination of optical detector (read head), linear scale
(scale pitch 20 μm), and encoder interface results in a specified resolution of 50 nm
(interpolated) up to a maximum velocity of 5.4 m/s.

In the framework of the analysis of the linear drive, the incremental position
encoder was used to validate the controller estimated slide velocity. The inves-
tigation resulted in a correction of the specified pinion diameter and adjusted
controller parameters for improved velocity constancy at the velocity operating point
of v = 0.5 m/s.

4.1.3.4 DAQ and measurement control system
The DAQ device is used for signal conditioning and digitization of incoming ana-
logue signals from the sensor system. The analog-to-digital converter (ADC) is
the main component of the DAQ. In this particular realization of the experimental
setup, the NI PXI-4472 [304] by National Instruments (NI) is used. It provides eight
simultaneously sampled analogue inputs at a sampling rate of up to 102.4 kHz each.
The resolution of the ADC is specified with 24-bit per channel and a dynamic range
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of 110 dB. The ADC is connected to the Host-PC via the PCI eXtensions for Instru-
mentation (PXI) computer bus. A six-slot chassis NI PXI-1036 [305] by NI serves as
a Host-PC. All results presented in this chapter were sampled at fs = 10 kHz at full
input range of VIN = ±10V.

The measurement control system (MCS) is used to monitor and to control the
experimental setup and its main devices. It provides a graphical user interface that
allows the operator to monitor current system states and sensor inputs. Further-
more, the MCS allows to perform single experiments and to control the initialization
sequence for the definition of the laboratory frame of reference. The most impor-
tant task of the MCS is the batch processing of DOE without manual intervention
of the operator. This enables comprehensive experimental studies including multiple
repetitions without disturbing influences of the operator, while ensuring a high level
of repeatability and reproducibility. The MCS has access to an specially established
external database for storage of the acquired raw data at the local computing center
for improved data security and accessibility. The programming language of the MCS
is C++.

4.2 Validation procedure

4.2.1 DSP and basic statistics

The basic idea of DSP for LET is to provide an estimate of the expected value of
the measurand F(t) and the corresponding experimental standard deviation σF (t) for
a specific experiment. The statistical analysis is necessary because even if the ideal
measurement principle of LET (cf. Figure 4.1) can be considered as deterministic,
where no randomness is involved, then at least the realization in a real laboratory
setup introduces a vast amount of process noise and measurement errors. Thus, each
physical quantity x obtained in the measurement process is considered as a random
variable.

4.2.1.1 Concepts of signal ensembles
To provide statistical information about the measurement process, it is necessary to
introduce the concepts of the system ensemble and signal ensemble. In the following,
the theoretical concept of the ideal signal ensemble is presented as well as the deduced
concept of an artificial signal ensemble.

4.2.1.1.1 Ideal signal ensemble
A system ensemble describes a set of H equally realizations of the measurement
process (cf. Figure 4.7). Each member of that system ensemble is referred to as
system realization or just member of the system ensemble. In theory, each of these H
realizations generates simultaneously H individual signals xh(t) of the measurand x(t).
The set of H signals builds the ideal signal ensemble {xh(t)}.

The signal ensemble is evaluated for each time of observation tobs along the
ensemble plane (cf. Figure 4.7). Every continuous signal ensemble {xh(t)} is rep-
resented by an infinite number of random variables xh(tobs), which are described by
their statistical properties. The presumed sampling process leads to a finite number of
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Figure 4.7 Concept of the ideal signal ensemble: a system ensemble of H equally
realizations of the measurement process produces H individual signals
xh(t) of the measurand x(t). This set builds the ideal signal ensemble
{x(t)} that allows to estimate the statistical properties of x(t) in the
ensemble plane

observations {xh[n]} at isochronal times t = nTs, with sampling period Ts = 1/fs. The
sampling process is assumed to be ideal, i.e. the acquired samples xh[n] are equivalent
to the instantaneous value xh(nTs) of the continuous signal xh(t) at the desired point
in time t = nTs.

In the special case where all statistical properties of the signal ensemble are inde-
pendent of time (constant), the signal ensemble, is called stationary. For a stationary
signal ensemble, the result of the statistical evaluation along the ensemble plane is
identically to the result of each individual signal. Thus, a single signal xh(t) can be
used to describe the complete signal ensemble.

For experimental studies in LET, it has to be assumed that due to the finite size
of the UUT or the presence of defects the statistical properties, e.g. mean value of the
force, will vary over time. Because of that, it is evident that a single signal xh(t) of
any component of the Lorentz force cannot provide a complete measurement result,
i.e. expected value of the measurand F(t) and corresponding experimental standard
deviation σF (t).

4.2.1.1.2 Artificial signal ensemble
In practical applications, it is not economically reasonable to build multiple realiza-
tions of the same measurement process. Nevertheless, to be able to obtain a good
estimate of the statistical properties of the nonstationary signal ensemble, a series of
multiple experiments is executed to build an artificial signal ensemble.

Figure 4.8 illustrates the concept of building an artificial signal ensemble. In
contrast to the ideal signal ensemble {xh(t)}, a set of K ≥ H experiments is performed
on a single realization of the experimental setup. Afterward, the individual signals
xk (tk ) have to be aligned according to a virtual trigger time ttr which is a representative
point in time for the nonstationary signal ensemble {xk (t)}. The resulting set of serially
recorded signals xk (tk ) is merged to an artificial signal ensemble {xk (t)} on which all
statistical evaluations can be carried out. Additionally to the ideal signal ensemble
{xh(t)}, one important requirement has to be fulfilled to obtain representative statistical



188 Motion-induced eddy current testing and evaluation

ttr
 tobs

Artifical ensemble plane

Observations xk (tk)

Artificial signal ensemble {xk(t)}
t1

t2
tk

x1
x2

xk

xk

tk

System

Figure 4.8 Concept of the artificial signal ensemble: a single system realization of
the measurement process produces K ≥ H serially recorded signals
xk (tk ). The artificial signal ensemble {xk(t)} is created by aligning the
individual signals xk (tk ) according to a trigger time ttr, which allows to
estimate the statistical properties of x(t) in the artificial ensemble plane

information from the artificial signal ensemble {xk (t)}. The boundary conditions for
each signal xk (tk ) need to be equal, i.e. all influence parameters for the random
process need to be statistically independent. Especially, it is important that every
single experiment is not influenced by any previously performed experiment.

The task of DSP for LET is to create such an artificial signal ensemble and to
provide an estimate of statistical properties of nonstationary signals. The assumption
of statistically independence can only be a hypothesis.

4.2.1.2 Basics of signal alignment
For the alignment of recorded signals xk (tk ), a trigger time ttr corresponding to a
relative position of UUT and PM has to be defined. The reliability of trigger time deter-
mination is crucial for signal alignment since it has direct impact on the expectation
value and other statistical properties of the ensemble.

4.2.1.2.1 Signal alignment based on external trigger signals
One way to define a trigger time is to detect the presence of the UUT by means of an
proximity sensor. This sensor would preferably be based on a measurement principle
which is invariant to the investigated electromagnetic properties of the UUT.

In the experimental setup described earlier, the incremental position encoder
could provide this functionality under the following two assumptions. First, the posi-
tion deviation between UUT and the slide of the linear drive is small, relative to the
measurement uncertainty of the incremental position encoder. Second, the relative
position of linear drive and measurement frame is fixed, i.e. it does not vary between
experiments.

While the first assumption is ensured by the redesigned clamping mechanism
(cf. Figure 4.3), the latter is not fulfilled since the position of the measurement frame
can vary between experiments in the case of maintenance and preparation work, e.g.
exchange of the PM. Furthermore, the linear scale used is too short and therefore had
to be equipped with magnetic triggers as reference marks for the encoder. Reliability
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tests revealed clear weaknesses in the reproducibility of such a triggering function,
resulting in varying absolute position measurements.

An additional external trigger, mounted on the measurement frame has not been
implemented. Thus, a signal alignment based on external trigger signals is insufficient
for the used experimental setup.

4.2.1.2.2 Correlation of time-continuous signals
Another possibility to define a trigger time ttr is to search for repeating patterns
in the signals and to align the signals according to the closest match. The most
common mathematical tool to find the best match for time-lagged signals is the
cross-correlation function ρXY (τ ).

Let (Xt , Yt) be two stochastic processes that are jointly wide-sense stationary
[306], then

ρXY (τ ) = E[(Xt − μX ) (Yt+τ − μY )]

σX σY
, (4.12)

where E is the expected value operator, μX ,Y are the mean values, σ 2
X ,Y are the variances

of the random processes, and τ is the time-lag between the signals. The value of
ρXY (τ ) lies in the range [−1, +1], with −1 indicating complete anticorrelation and
+1 indicating complete correlation of analyzed signals. The estimated time delay
between signals is determined by

τest = arg max
τ

ρXY (τ ). (4.13)

The necessary condition to apply this method is the presence of significant pat-
terns in these signals. Since the used ADC guarantees a quasi simultaneous sampling
of all recorded signals, a single signal can serve for the time delay estimation. To
test signals for repeating patterns, it is useful to have a look on typical signals and
their corresponding autocorrelation function ρXX (τ ). Since all measured signals are
real valued Xt ∈ R, the following discussion is restricted only to the autocorrelation
function of real valued signals.

The autocorrelation function ρXX (τ ) of a wide-sense stationary random process
Xt is defined as

ρXX (τ ) = E[(Xt − μ) (Xt+τ − μ)]

σ 2
, (4.14)

with μ is the mean value, σ 2 is the variances of the random process, and τ is the
time-lag between the signals.

In most practical cases, as well as in the discussed problem, neither μ nor σ 2 of
the respective signal ensemble are known. Thus, the above definition is often used
without standardization, i.e. without subtracting the mean and dividing by the variance

RXX (τ ) = E[Xt Xt+τ ], (4.15)

which to be more exact is the autocovariance without mean centering. In the following,
the term autocorrelation function refers to definition (4.15) which is most common
in physics and engineering. The advantage of this definition is its validity also for
nonstationary processes, as in the discussed case. However, it lacks the possibility to
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compare different physical quantities since the resulting product of the involved units
is without any physical meaning.

4.2.1.2.3 Correlation of time-discrete signals
So far, only time-continuous processes are considered. To deal with digitized signals,
it is necessary to extend the definition previous definitions to time-discrete signals.
The calculation of the time-discrete autocorrelation function is based on the Wiener–
Khinchin theorem [307]. It describes how the autocorrelation function of a wide-
sense-stationary random process has a spectral decomposition given by the power
spectral density (PSD) of that process.

The autocorrelation of a time-discrete function x(n) of length N is computed in
two steps. Firstly, the discrete Fourier transform (DFT) of x(n) is computed as

X (k) =
N∑

n=1

x(n) exp
(−j2π (k − 1) (n − 1)

N

)
, (4.16)

with 1 ≤ k ≤ N . Secondly, by making use of Parseval’s theorem the inverse DFT of
the PSD, i.e. squared absolute value |X (k)|2, is calculated to

c(n) = 1

N

N∑
k=1

X (k) exp
(

j2π (k − 1) (n − 1)

N

)
, (4.17)

with 1 ≤ n ≤ N .

τ = {−1 · · · +1}N − 1

fs
and Rii = ci

N
. (4.18)

The computation via Fourier transform and the inverse transform is implemented by
using the MATLAB™ function xcorr[282]. In the representation shown, the time-
lag τ is divided by the sampling frequency fs of the signal to be invariant on this
quantity.

4.2.2 Autocorrelation on typical force signals

To test if the measured signal does fulfill the described requirements, a typical result
of an experiment is discussed. Figure 4.9 shows representative signals of the three
components of the measured force Fi(t) and the corresponding autocorrelation Rii(τ )
with i ∈ {x, y, z}. The respective signals are part of the experimental study presented
in Section 4.2.4.

Figure 4.9(a) shows three components of the measured force Fi(t) which are
normalized to the mean value of the force plateau in the x-component Fx0(t) plotted
against a dimensionless time t̃ with

t̃ = t

tc
= tv̄

Lx
, (4.19)

with v̄ the mean value of the velocity and Lx the length of the UUT in x-direction. The
chosen characteristic time tc for this representation is the time it takes for the UUT
to pass the center of the PM. The time count starts when the first edge of the UUT
passes the center of the PM.
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Figure 4.9 Representative signals of the three components of the measured force
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autocorrelation function Rii(τ ) of each component
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In this normalized representation, important features of the typical force signals
can be observed. The x-component of the measured force Fx(t) is the dominant com-
ponent and has square-wave-like shape. At t̃ = 0 and t̃ = 1, the force component has
reached approximately 50% of its maximum which could be observed in all experi-
mental studies. The y- and z-component of the measured force Fy(t) and Fz(t) show
significant peaks near the edges of the UUT and a decreased, nearly constant, plateau
in between. When the PM is almost completely covered by the UUT (near the UUT
edges), then the absolute value of the peak of Fy(t) and Fz(t) becomes maximal. The
force at t̃ ≈ 0.1 is in the opposite direction in comparison to t̃ ≈ 1 − 0.1, for both
components.

Figure 4.9(b) shows the dimensionless autocorrelation function corresponding
to the normalized force components Fi(t) plotted against the dimensionless time-lag
τ . As expected from the convolution of a rectangular function, the autocorrelation of
the x-component Rxx(τ ) is very similar to the triangular function with its maximum at
zero lag τ = 0. The autocorrelation function of the y- and z-component, Ryy(τ ) and
Rzz(τ ), is very similar in shape. Due to similar peaks but in opposite directions, the
autocorrelation shows negative correlation at τ ≈ −0.9 and τ ≈ +0.9, and a very
sharp peak at τ = 0 for both components.

It is important to mention that due to the performed normalization of the measured
signals and the use of a characteristic time scale, the presented autocorrelation plots
are representative in shape and magnitude for most studied experiments. All three
components of the measured force are real valued, thus the autocorrelation function
must be symmetric. According to Parseval’s theorem, the autocorrelation function
Rii(0) at zero lag τ = 0 corresponds to the total power of the respective signal.

It is shown that all components do fulfill the described requirements and are
therefore suitable for estimating the individual time-lags, but not all signals are equally
appropriate. Ryy(τ ) and Rzz(τ ) clearly show a narrow peak at τ ≈ 0, but the total signal
power of Rxx(τ ) is two to three orders of magnitude higher. Under the assumption of a
similar noise power for the nondeal measurement process, it is evident that the force
component with the largest signal power provides the most reliable estimate for the
time delay τest between two members of the artificial signal ensemble. In conclusion,
it becomes clear that the x-component of the force is the most reliable source of
information for the assembling of an artificial signal ensemble of similar experiments
from multiple instances. Therefore, the cross-correlation of the x-components is used
in order to estimate the time-lag between the signals and to allow statistical analysis
on the nonideal measurement process.

4.2.3 Program flowchart for DSP

In the previous sections, the basic concept of DSP in LET is defined and the math-
ematical methods for the efficient computation are explained. In the following, an
overview of all computations necessary to obtain a complete measurement result is
given. This completes the description of the measurement method (cf. Section 4.1.2)
and allows to repeat all experimental studies presented in this chapter. Figure 4.10
shows the flowchart of DSP used in LET for the assembling of an artificial signal
ensemble of sequential measurements.
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Figure 4.10 Flowchart of DSP applied in LET

4.2.3.1 Loading data
In the first step, a file list with observations is created that are members of the artificial
signal ensemble {xk (t)}. Next, the database is analyzed for experimental parameters
(ensemble parameters) of each chosen observation, including all known information
about geometry, relative position of the PM, and calibration data of the used sensors
(cf. Section 4.1.3). Having ensemble parameters, the respective data files are loaded
and tested for consistence, e.g. equal number of recorded channels. The observation
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files contain ASCII-delimited numeric data of the simultaneously sampled sensor
output given in Volt, with exception of the data output of the incremental position
encoder, which is stored in millimeters.

4.2.3.2 Static offset correction and tailoring
The next step combines (a) static offset correction, (b) sensor output conversion, and
(c) tailoring to region of interest (ROI) which results in the uncorrected result of
measurement.

The static offset correction is performed for each signal, except the incremental
position encoder signal. It corrects insufficient offset nulling that is performed before
an experiment and long-term trends of the used electronic devices as they may arise
by temperature drifts.

The sensor output conversion is the multiplication of the sensor output sig-
nals of force and acceleration sensors by the respective sensor calibration factors.
These calibration factors are derived from sensor-specific gain and sensitivities
(cf. Section 4.1.3.3) and are stored in the ensemble parameters.

The size of a typical observation file with signals of 5 s duration is about 5.5 MB
and includes on average less than 15% of relevant data where the UUT leads to
a significant change in the measured force. To reduce computing time, the signal
tailoring reduces the amount of data to be processed to an ROI that corresponds
to the significant changes. The ROI is a multiple of the UUT’s length Lx and is
defined relative to the leading and trailing edge of the UUT. Considering findings from
Section 4.2.2, the edges are estimated by 50% of the maximum of the absolute value
of the measured force. Having identified the edges, the ROI is defined by from Next

samples before the leading edge to Next after the trailing edge, with Next = fskextLx/v̄,
where kext is the extension factor. The next steps of the DSP are all executed on the
uncorrected result of measurement xk (tk ) (truncated signals) from which the artificial
signal ensemble {xk (t)} is built.

4.2.3.3 Filtering data
The observations xk (tk ) are superimposed with high-frequency noise from multiple
sources, e.g. analogue measurement amplifier of the force sensor (Section 4.1.3.3).
To improve the estimation of the cross-correlation function, the high frequency noise
is reduced by means of a digital low-pass filter. Except for the incremental position
encoder, a zero-phase digital filter [308] is applied using the MATLAB™ function
filtfilt. The designed digital filter is a Butterworth low-pass filter of fourth order
with a cutoff frequency fc = 500 Hz for the 3 dB point below the passband value. The
filter is designed to have a maximally flat frequency response in the passband to
minimize the distortion of the signals of interest.

4.2.3.4 Aligning data
The next step of DSP in LET is the alignment procedure which uses the x-component
of the measured force Fx(t) (Figure 4.11). Two alignment procedures associated with
different assumptions can be applied.
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Figure 4.11 Flowchart of the aligning-data-block

4.2.3.4.1 Arbitrary ensemble member as reference signal
The first procedure uses an arbitrary member of the artificial signal ensemble as the
reference signal for the estimation of individual time-lags τi of remaining ensemble
members. The advantage of this procedure is that it can be applied without additional
knowledge about the characteristics of the particular signal ensemble {xk (t)}. Thus,
no information regarding the used PM or the shape and surface of the UUT are
necessary. The procedure results in a well-aligned artificial signal ensemble {xk (t)}
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if a significant pattern is included, i.e. the maximum of Rii is an unbiased estimator
of the time-lag τi. To increase the reliability of the alignment, the chosen reference
signal can be preprocessed with additional digital filters to reduce impact of random
disturbances. The main disadvantage of this approach is the missing possibility to
properly define the range of the x-axis for the artificial signal ensemble {xk (t)} due
to the insufficient realization for a trigger-based signal alignment (Section 4.2.1.2).
As a rough approximation, the above-mentioned characteristic 50% threshold in the
x-component of the measured force can be used.

4.2.3.4.2 QSA simulation as reference signal
The second alignment procedure uses for the estimation of individual time-lags results
of numerical simulations as the reference signal that are performed for a similar
experiment. For determining the force acting on the PM, the finite element method
(FEM) [172] with a quasi stationary approach (QSA) [102] is used. The QSA approach
delivers results close to the exact solution if the UUT has constant cross section and
the leading and trailing edge are far away from the PM. The software package Comsol
Multiphysics v.4.4 [151] is used in this framework. The FEM results used throughout
this chapter are based on [309]. Further details on the applied numerical methods can
be found in [102,112,309].

This alignment procedure has two major advantages. Firstly, the reference signal
is free of any kind of noise and distortions, which, most likely, leads to an increased
reliability of the alignment. Secondly, it provides a properly defined range of x-axis
for the artificial signal ensemble {xk (t)}. This x-axis range can be used as a global
reference for the entire artificial signal ensemble and thus eliminates the need of using
the external position measuring system. It should be mentioned that the evaluation of
recorded incremental position encoder signals has shown nonequidistant steps, which
results in position variations of individual observations, as well as the corresponding
velocity of the UUT. If the x-axis range from the simulation is used, these variations
are neglected. Therefore, the measured incremental positions are retained during
the whole DSP. As it can be seen later, this information will expose the velocity
v(t) as one of the significant sources of distortion and will provide important hints
on the validity of the assumption about statistical independence of the successive
experiments.

The major disadvantage of this procedure is the necessity of using “suitable
results” from numerical simulations, whereas no clear definition of “suitable” can be
provided. Besides comparable geometries, it is not evident, what kind of deviations
are acceptable for a robust alignment procedure. It is shown in Chapter 2 that the
remanence Br does not affect the electromagnetic similarity, i.e. it can be considered
as a scaling factor of the second power for the generated force components. Because
τest in (4.13) is invariant to the magnitude of the correlated signals, it is evident
that τest is invariant to Br. Furthermore, the product σv is expected to have only
marginal influence on the characteristic shape of the Lorentz force signal for low
Rm, thus τest of the x-component of the Lorentz force might also be invariant under
these conditions. All other parameters, e.g. permeability of the PM or anisotropy of
the UUTs conductivity, are expected to have an influence on the characteristic shape



Experiments and LET measurements 197

of the x-component of the Lorentz force and as they are not known precisely, no
prediction on the general robustness of the procedure can be given.

The step of signal alignment results in the artificial signal ensemble {xk (t)}, which
is reduced to the ROI and is low-pass filtered to be more suitable for interpretation.
The sets of signals are stored in the data base and are available for statistic evaluation
of the signal ensemble. All measurement results shown in this chapter are aligned by
using results of numerical simulations as the reference signal.

4.2.3.5 Statistic evaluation of the signal ensemble
Having defined the artificial signal ensemble {xk (t)}, it is possible to calculate an esti-
mate of the statistical properties of the nonstationary signal along the ensemble plane
(cf. Figure 4.8). According to the International Organization for Standardization (ISO)
Guide to the Expression of Uncertainty in Measurements [310], it is recommended to
use classical (frequentist) statistics [311,312] for the evaluation of uncertainty from
measurements (Type A). This interpretation of the concept of probability contradicts
Bayesian statistics. However, as shown by [313], in practice the results from classical
statistics are almost equal to a consistent Bayesian approach.

The first statistical property of the nonstationary signal is the expected value
x̄(t) of the measurand x(t). For a series of K measurements, the expected value is
calculated as

x̄(t) = 1

K

K∑
k=1

xk (t), (4.20)

where xk (t) denotes the kth observation.
The experimental standard deviation s[x(t)] (sample standard deviation) is the

most common quantity for characterizing the dispersion of the measurement result.
It is given by

s[x(t)] = 1√
K − 1

√√√√ K∑
k=1

[xk (t) − x̄(t)]2. (4.21)

It is worth to mention that using Bessel’s correction (K − 1 instead of K in the denom-
inator) s2 is the unbiased estimator of the population variance while its positive square
root s is a biased estimator of the population standard deviation. This bias can be sig-
nificant for small numbers of observations K and thus has to be considered in the DOE.

In order to estimate the standard deviation of the distribution of x̄(t), the
experimental standard deviation of the mean (eSDM) is defined as

u[x̄(t)] = s[x̄(t)] = s[x(t)]√
K

(4.22)

also termed standard uncertainty [310].
The set of signals and basic statistic properties are stored in the database, together

with the underlying reference signal and a log file including important parameters of
the DSP, e.g. parameters of applied filters.
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The last function block of the DSP is the plotting procedure, which is a problem
specific task adapted for each individual investigation.

4.2.4 Experimental study

In this section, one study is presented to give an overview of the measurement per-
formance of the developed experimental setup for applications including artificial
defects. The focus in this study is on the investigation of defect responses.

The study is performed on a UUT made of stacked aluminum sheets which
allows to include artificial defects at different depths. The investigation illustrates
principal characteristics of the defect responses for the measured force F(t) and the
induced voltage Vz(t) from the 1-axis DiLET sensor. The artificial defect used in
the study is chosen to be especially large to assure a significant defect response
signal (DRS) which can serve as a reference for the characteristics of typical defect
responses.

The first UUT is a stack of 24 aluminum sheets, each with size of 250 mm ×
50 mm × 2 mm. Due to size tolerance and shape deviations, the complete stack adds
up to a height of about 50 mm. The average electrical conductivity measured for
each sheet is equal to σ̄ ± 2u(σ̄ ) = (30.48 ± 0.02) MS/m at 20◦C. It is determined at
six measurement points for each sheet using an ECT device Elotest N300 [314] by
Rohmann GmbH. Because all sheets are naturally coated with a thin aluminum oxide
layer, they are treated as electrically insulated from each other. In consequence, the
UUT is assumed to have an anisotropic electrical conductivity with σzz = 0 which
is especially important for the discussion of the DRS. The used PM is of cylin-
drical shape with diameter D = 22.5 mm and height H = 17.6 mm. It is axially
magnetized and the nominal magnetic remanence provided by the manufacturer is
Br,N = 1.43T.

Figure 4.12(a) shows a technical drawing of a single sheet with an artificial defect
of 5 mm× 5 mm × 2 mm. Two of these defected sheets are used in the second and third
layer from top of the stack, what results in a defect depth of d = 2 mm. Figure 4.12(b)
shows the picture of the UUT mounted on the slide of the linear drive. The UUT is
oriented in the longitudinal direction with respect to the direction of travel.

4.2.4.1 Design of experiment
The experimental study consists of repeated observations at different y-positions
of the UUT. This collection of observations forms a scan from ymin = −30.00 mm
to ymax = 30.00 mm at steps of �y = 1.00 mm. In the ROI regarding the y-position
(ROIy), i.e. from yD,min = −5.00 mm to yD,max = 5.00 mm, the scan is refined using a
step size of �yD = 0.50 mm. The measurements are performed K = 5 times outside
the ROIy and KD = 25 times inside the ROIy. The distinct increase of repetitions in
the close vicinity of the defect is expected to further reduce the experimental standard
deviation. All parameters of the experimental study of a stacked aluminum sheets are
summarized in Table 4.1.



Experiments and LET measurements 199

50t = 2

5

25
0

(a) (b)

Figure 4.12 Technical drawing of defected sheet (a) and fully assembled UUT (b).
The UUT consists of 22 defect-free aluminum sheets and 2 defected
sheets of the same material in the second and third layers from top.
The resulting defect is 5 mm × 5 mm × 4 mm at depth d = 2 mm

Table 4.1 Parameters of the experimental study of a stacked aluminum sheets*

Parameter Value Unit Description

DOE K 5 No. of observations
KD 25 No. of observations at ROIy
v 0.50 m/s Velocity of the UUT
h 1.00 mm Lift-off distance
ymax 30.00 mm Max. y-position of the PM
ymin −30.00 mm Min. y-position of the PM
yD,max 5.00 mm Max. y-position at ROIy
yD,min −5.00 mm Min. y-position at ROIy
�y 1.00 mm Step size of the scan
�yD 0.50 mm Step size of the scan at ROIy

UUT σxx,yy 30.48 MS/m Electrical conductivity of each sheet
μr 1 Relative permeability
lX 250.0 mm Length of the UUT
lY 50.0 mm Width of the UUT
lZ 50.0 mm Height of the UUT

PM Br,N 1.43 T Nominal remanence
D 22.5 mm Diameter of the PM
H 17.6 mm Height of the PM

*Values rounded to significant figures with respect to the standard deviation.



200 Motion-induced eddy current testing and evaluation

In addition to the main purpose of illustrating the principal characteristics of the
defect responses, this study serves as a reference for DRSs of UUTs with anisotropic
electrical conductivity. Besides that, the study unintentionally contests the assumption
about statistical independence of the successive experiments.

4.2.4.2 Result of the force measurement F(t)
Figure 4.13 shows the measurement result of the force F(t) = [Fx(t), Fy(t), Fz(t)]

T

for the monolithic aluminum bar. The three surface-plots show the expected value
of the respective force component F̄i(t), where i ∈ {x, y, z}. The black curves in each
plot show a complete measurement result as the estimate of the 95% confidence
interval [F̄i(t) ± 2u(F̄i(t))] for selected experiments with �y = 5 mm. These data are
plotted against y, the lateral position of the PM, and the expected value x̄(t) of the
centered position of the slide of the linear drive, based on the records delivered by
the incremental encoder. The positive x-positions are sampled first in time.

The second important aspect of the comparison with the result of the monolithic
aluminum bar is that the signal perturbations of all three components of the measured
force at the edges of the UUT are more pronounced for the stacked aluminum sheets,
although the used PM as well as the external dimensions of the UUT are the same.
A possible explanation of this observation is the anisotropic electrical conductiv-
ity of the stacked aluminum sheets, which prevents the generation of ECs in the
z-direction.

4.2.4.3 Result of the force DRS �F(t)
Figure 4.14 shows the estimated DRS of the measured force �F(t) from
xD,min = −30.00 mm to xD,max = 30.00 mm. The DRS of each force component �Fi(t)
is estimated by subtracting the respective average of the force at xD,min and xD,max,
which is an estimate of the force Fi0(t) without a defect present.

All three components �Fi(t) show significant responses to the artificial defect.
For the x-component of the force DRS �Fx(t) a maximum absolute value of 77 mN is
found. Considering the maximum value of the force in x-direction |Fx(t)|max = 2.35 N,
a relative DRS is given as |�Fx,rel(t)|max = 3.3%. The y- and z-components show
maximum absolute values of |�Fy(t)|max = 19 mN and |�Fz(t)|max =52 mN, respec-
tively. In comparison to �Fx(t), the DRSs �Fy(t) and �Fz(t) are less affected
by surrounding distortion patterns and thus better recognizable. All three compo-
nents �Fi(t) are spatially restricted in x-direction to a length of ≈ 40 mm and ≈
30 mm in y-direction. The spatial distribution of the defect response depends more
on the size of the PM than on the defect size. This observation corresponds to the
point spread function of simple PMs which is discussed in [102] and is a typical
result in cases where the characteristic length of the defect is smaller than that of
the PM.

All three force DRS components are superimposed with significant oscillations,
which are similar to the measured accelerations (not shown). The applied hill shading
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Figure 4.14 Measurement result of the force DRS �F(t) from xD,min = −30.00 mm to xD,max = 30.00 mm for the stacked aluminum
sheets including a 5 mm × 5 mm × 4 mm defect at depth d = 2 mm. Significant defect responses in all three force
components are observable
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technique increases the perception for this effect, although the amplitudes of these
oscillations are much smaller (<8 mN) than the respective DRS. The oscillations
appear to propagate from the first edge of the UUT (x =125 mm) and are sustainably
perturbed by the defect response of the respective component (see �Fz(t)).

A surprising observation is made when comparing the two regions with K = 5
and KD = 25. While for �Fy(t) and �Fz(t) no significant difference in the distortion
characteristics can be observed, so it is in �Fx(t). In the range of yD,min = −5.00 mm
to yD,max = 5.00 mm, a diagonal pattern dominates the signal before and after the
defect. This pattern was identified to be proportional to the number of runs in each
artificial ensemble as well as to the number of previous observations. The pattern is
identified to be an artifact from the calculation of the expected value of the signal
ensemble where in each member the underlying distortion is slightly shifted with
respect to its respective predecessor. Furthermore, the distortion is proportional to
Fx(t) and completely vanishes before and after the UUT passes the PM.

This effect seems to contest the assumption about statistical independence of the
successive experiments, which is an assumed property for the developed signal align-
ment procedure. However, the distortion pattern shows no significant influence on
the very low relative experimental standard deviation because the relative amplitude
of the distortion is much smaller than the corresponding x-component of the force.

4.2.4.4 Result of the DiLET voltage measurement Vz(t)
Figure 4.15 shows the measurement result Vz(t) of the 1-axis DiLET sensor (a) and
the corresponding DRS �Vz(t) (b) for gain gDF = 10. Since Vz0(t) is typically zero
mean in the region where the DRS is estimated, Vz(t) and �Vz(t) are equal.
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Figure 4.15 Measurement result of the 1-axis DiLET sensor Vz(t) (a) and its DRS
�Vz(t) (b) from xD,min = −30.00 mm to xD,max = 30.00 mm for the
stacked aluminum sheets including a 5 mm × 5 mm × 4 mm defect at
depth d = 2 mm
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The measurement result of the induced voltage Vz(t) shows significant responses
at the edges of the UUT in the range of Vz(t) ≈ ±3V.This corresponds to an estimated
effective variation of the magnetic flux density of ∂Beff,z(t)/∂t ≈ ± 0.1049T/s. The
observed effect is approximately three times stronger than for the monolithic alu-
minum bar, which corresponds to a dependency described by Vz(t) ∝ R2.71

m . However,
based only on these two studies no solid hypothesis can be formulated and further
investigations of the effect are necessary.

The estimated DRS �Vz(t) has a maximum absolute value |�Vz(t)|max of ≈
0.212V and shows a similar spatial disproportion as the force DRS. It can be observed
that the signal is also superimposed with oscillations of smaller amplitude than 20 mV
which results in an estimated signal to distortion ratio of about

SDR = 10 log10

(
0.212

0.02

)
≈ 10.3 dB (4.23)

4.2.4.5 Concluding remarks
The study of the stacked aluminum sheets with a large artificial subsurface defect
has enabled to define the principal characteristics of the DRSs estimated by the
measured force F(t) and the induced voltage Vz(t). The study has built an expectation
for the shape and relative magnitude of DRSs of the different sensor components
and will serve as a reference experiment for the last experimental study presented in
this chapter.

Furthermore, the study revealed a violation of one of the assumptions formulated
for the alignment procedure, which will be examined in the last study of this chapter.

To complete this investigation, the key values of the experimental study are
summarized in Table 4.2. This table includes also the key values of the measured
acceleration to enable the comparison with previous studies, even if they were not
discussed explicitly.

4.2.5 Uncertainty analysis

4.2.5.1 Introduction and motivation
Especially in the framework of NDT, the analysis of uncertainties plays an impor-
tant role during the design process of new systems [315,316]. Although by means of
numerical simulations, it is possible to predict the Lorentz force profile but the intrin-
sic variability of the input parameters was not accounted yet. Hence, one cannot rely
on a single deterministic simulation if a comparison to experimental data is intended
and a quantification of uncertain model data on the resulting force profiles is essential.
As a consequence, it is necessary to identify prior sources of uncertainty to improve
any experimental or industrial setup.

To determine the statistical information of the output quantities of a system, such
as the mean or the variance, one of the most common methods is Monte Carlo (MC)
sampling. The MC method is based on repetitive calculations of the forward model,
while defining the random inputs according to their probability distributions. This
results in an ensemble of solutions from which statistical properties can be derived.
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Table 4.2 Results of the experimental study of a stacked aluminum sheets*

Parameter Value Unit y-position (mm)

Force max(Fx(t)) 2.350 N 0.00
max(Fy(t)) 0.445 N 18.00
min(Fy(t)) −0.464 N −16.00
max(Fz(t)) 1.068 N −1.00
min(Fz(t)) −0.886 N 0.00

Force DRS max(|�Fx(t)|) 0.077 N −0.50
max(|�Fy(t)|) 0.019 N −7.00
max(|�Fz(t)|) 0.052 N 0.50

Acceleration max(|Ax(t)|) 17.3 mm/s2 −0.50
max(|Ay(t)|) 2.3 mm/s2 13.00
max(|Az(t)|) 23.4 mm/s2 −0.50

DiLET max(Vz(t)) 3.04 V −0.50
min(Vz(t)) −2.85 V 0.00

DiLET DRS max(|�Vz(t)|) 0.212 V 0.50

*Values rounded to significant figures with respect to the standard deviation.

However, a large number of simulations is needed due to the slow convergence rate
of the MC method. The mean for example converges with 1/

√
Nd , where Nd is

the number of deterministic forward calculations [317]. This limits the applicability
to problems with low computational cost. Nevertheless, different approaches were
developed to improve MC type methods in terms of convergence for example Latin
Hypercube sampling (LHS) [318] or Quasi Monte Carlo (QMC) [319,320]. On the
other hand, perturbation methods, which are based onTaylor expansions, and operator-
based methods, based on Neumann expansion, are restricted to small uncertainty
intervals in the in- and output variables of around 10% [321] and will not be further
discussed here.

The primary focus of this work rests on spectral methods [322], which are based
on the determination of a functional dependence between the probabilistic in- and
output of a system by means of a series of suitable selected functionals. The practical
realization of spectral methods can be further subdivided into intrusive and nonin-
trusive approaches. Intrusive approaches are based on Galerkin methods, where the
governing equations have to be modified to incorporate the probabilistic character of
the model parameters. This includes the determination of the stochastic weak form
of the problem according to the given uncertainties [323]. On the contrary, nonin-
trusive approaches are based on a reduced sampling of the probability space without
any modification of the deterministic solvers. Those methods are more flexible and
thus more suitable for universal application. Typical applications can be found in the
fields of computational fluid dynamics [324–326], heat transfer [327,328], multibody
dynamics [329,330], robust design optimization [331], or in biomedical engineer-
ing [157,332]. During the last years, spectral approaches are becoming increasingly
popular in an engineering framework. However, those are not the reference tools yet
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and still unknown for many people. For that reason, particular emphasis is placed to
describe the nonintrusive version of the generalized polynomial chaos (gPC) before
it is applied and results are presented.

At first, the theoretical background of the gPC expansion is described in
Section 4.2.5.2. It is followed by the definition of the stochastic problem at hand in Sec-
tion 4.2.5.3, including a description how the formalism can be applied to an LET sce-
nario. In Section 4.2.5.4, the model parameters are investigated in terms of their vari-
abilities, which is a vital part of every uncertainty analysis. Finally, the results are pre-
sented and discussed in Section 4.2.5.5 and conclusions are drawn in Section 4.2.5.6.

4.2.5.2 The Generalized Polynomial Chaos Method
At first, the theoretical background of the gPC method is explained before it is adopted
to the LET problem.

The d parameters of interest, which are assumed to underlie a distinct level of
uncertainty, are modeled as a d-variate random vector denoted by ξ = (ξ1, ξ2, . . . , ξd).
It is defined in the probability space (
, �, P). The event or random space 
 contains
all possible events. � is a σ -Algebra over 
, containing sets of events, and P is a
function assigning the probabilities of occurrence to the events. The number of random
variables d determines the dimension of the uncertainty problem. It is assumed that
the parameters are statistically mutually independent from each other. In order to
perform a gPC expansion, the random variables must have a finite variance, which
defines the problem in the L2-Hilbert space.

The probability density function (pdf) pi(ξi), with i = 1, ..., d, has to be defined
for each random variable ξi. In the present framework, it is advisable to transform
the pdf from the original space into the normalized space by shifting and scaling,
assuming standardized random variables. For example, uniform- or β-distributed
random variables are shifted and scaled from a range of (a, b) to (−1, 1). In the case
of uncorrelated random variables, the joint pdf is given by:

p(ξ ) =
d∏

i=1

pi(ξi). (4.24)

The probability space in case of, for example, uniform- or β-distributed random
variables is an N -dimensional hypercube of size (−1, 1)d .

The quantity of interest (QOI), which will be analyzed in terms of the random
variables ξ , is y(r). It may depend on some external parameters r = (r0, ..., rR−1) like
space, where R = 3, or any other situation dependent parameters. Those are treated
as deterministic and are not considered in the uncertainty analysis. A separate gPC
expansion has to be performed for every considered parameter set r. The discrete
number of QOIs is denoted as Ny.

The basic concept of the gPC is to find a functional dependence between the
random variables ξ and the solutions y(r, ξ ) by means of an orthogonal polynomial
basis (ξ ). In its general form, it is given by:

y(r, ξ ) =
∑

α∈A(P)

uα(r)α(ξ ). (4.25)
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Table 4.3 Connection between probability distributions and polynomial basis
functions [321]

Type Distribution Orthogonal polynomials Range

continuous uniform Legendre (a, b)
continuous β Jacobi (a, b)
continuous Gaussian Hermite (−∞, +∞)
discrete Poisson Charlier (0, 1, . . . )

The terms are indexed by the multi-index α = (α0, ..., αd−1), which is a d-tuple of non-
negative integers α ∈ N

d
0 . The sum is carried out over the multi-indices, contained

in the set A(P). The composition of the set depends on the type of expansion and is
parameterized by a parameter vector P, which will be explained in a later part of this
section.

The function α(ξ ) is the joint polynomial basis functions of the gPC. They are
composed of polynomials ψαi (ξi).

α(ξ ) =
d∏

i=1

ψαi (ξi). (4.26)

The polynomials ψαi (ξi) are defined for each random variable separately accord-
ing to the corresponding pdf pi(ξi). They have to be chosen to ensure orthogonality.
Table 4.3 provides examples of the relationship between the families of orthogonal
polynomials and different types of pdfs. The set of polynomials for an optimal basis
of continuous probability distributions is derived from the Askey scheme [333]. The
index of the polynomials denotes its order (or degree). In this way, the multi-index
α corresponds to the order of the individual basis functions forming the joint basis
function.

4.2.5.2.1 β-distribution
Pdf is defined in interval (a, b) as:

p(x) = B(a, b, p, q)−1(x − a)p−1(b − x)q−1, (4.27)

B(a, b, p, q) = �(p)�(q)

�(p + q)
(b − a)p+q−1. (4.28)

Thus, pdf in interval (−1, 1) is given by:

p(x) = B(p, q)−1(x + 1)p−1(1 − x)q−1, (4.29)

B(p, q) = �(p)�(q)

�(p + q)
2p+q−1, (4.30)
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Figure 4.16 Pdfs for different β-distributions parameterized by the shape
parameters p and q

with shape parameters p, q > 0 (Figure 4.16). The uniform distribution can be
obtained for p = q = 1.

Jacobi polynomials Pp,q
n (x): Orthogonal with respect to weight function (x + 1)p−1

(1 − x)q−1 on interval [−1, 1] (Figure 4.17).∫ 1

−1
P p,q

n (x)P p,q
m (x)(x + 1) p−1(1 − x)q−1 dx

= 2q+p−1

2n + q + p − 1

�(n + q)�n + p

�(n + q + p − 1)n!δmn, (4.31)

P(1,1)
0 (x) = 1, (4.32)

P(1,1)
1 (x) = x, (4.33)

P(1,1)
2 (x) = 1

2
(3x2 − 1), (4.34)

P(1,1)
3 (x) = 1

2
(5x3 − 3x). (4.35)

4.2.5.2.2 Orthogonality
Orthogonality of the polynomial basis for the univariate case is given by:∫




ψm(ξi)ψn(ξi)pi(ξi) dξi = δmn

〈
ψ2

m

〉
, (4.36)

where δmn is the Kronecker delta function, which equals 1 for m = n and 0 otherwise.



Experiments and LET measurements 209

1.0

0.5

0.0

–0.5

–1.0
–1.0 –0.5 0.0

x

P n
(x

)

P0(x)
P1(x)
P2(x)
P3(x)
P4(x)
P5(x)

0.5 1.0

Figure 4.17 Unnormalized Jacobi polynomials for p = 1 and q = 1 (Legendre
polynomials) corresponding to uniform distribution

The term 〈·, ·〉 denotes the inner product with respect to the pdf and is defined as:

〈x, y〉 =
∫




x(ξ )y(ξ )p(ξ ) dξ. (4.37)

The orthogonality also holds for the joint polynomial basis functions α(ξ ) from
(4.26) even if different families of orthogonal polynomials are considered in the gPC,
which means that an individual pdf can be assigned to each random variable:∫




mnp(ξ ) dξ =
d∏

i=1

∫



ψmi (ξi)ψni (ξi)pi(ξi) dξi (4.38)

=
d∏

i=1

δmini

〈
ψ2

mi

〉
(4.39)

= δmn

〈
2

m

〉
, (4.40)

where m = (m1, . . . , md) and n = (n1, . . ., nd) are multi-indices. As soon as one
pair of indices is not equal mi = ni, the right-hand side vanishes and orthogonality is
ensured. The only nonvanishing combination is when m = n, i.e. (m1 = n1, . . ., md =
nd).

4.2.5.2.3 Normalization
It is advantageous to normalize the polynomials to form an orthonormal basis. The
normalization factors of the polynomials are given by the square root of the

〈
ψ2

i

〉
terms

in (4.39).
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For the probabilists Hermite polynomials Hen(ξ ), which are orthogonal with
respect to the normal distribution, the normalization factor can be derived by:∫ ∞

−∞
[Hen(ξ )]2 1√

2π
e− ξ2

2

︸ ︷︷ ︸
p(ξ )

dξ = n! (4.41)

For the Jacobi polynomials P(q−1,p−1)
n (ξ ), which are orthogonal with respect to

the β distribution, the normalization factor in terms of the shape parameters p and q
is determined by:∫ 1

−1

[
P(q−1,p−1)

n (ξ )
]2 1

B(p, q)
(1 − ξ )q−1(1 + ξ )p−1

︸ ︷︷ ︸
p(ξ )

dξ (4.42)

= 1

B(p, q)

2q+p−1

2n + q + p − 1

�(n + q)�(n + p)

�(n + q + p − 1)n! .

Each polynomial is normalized individually by dividing it by the correspond-
ing normalization factor before the joint polynomial basis function from (4.26) is
constructed. This considerably simplifies the postprocessing of the gPC expansion,
which will be described in a later part of this section. From now on, it is assumed that
all polynomials are normalized.

4.2.5.2.4 Set of basis functions
In general, the set A(P) of multi-indices can be freely chosen according to the prob-
lem under investigation. Two example sets of basis functions in case of d = 3 random
variables and Pg = 10 are shown in Figure 4.18. The blue boxes correspond to polyno-
mials included in the gPC expansion. The coordinates of the boxes correspond to the
multi-indices α which correspond to the polynomial degrees of the individual basis
functions forming the joint basis functions. The set in Figure 4.18(a) corresponds to
a full order gPC.

The number of basis functions, and hence, coefficients to determine, increases
exponentially in this case (Nc = (P + 1)d). In practical applications, the more
economical maximum total order gPC is preferably used. In this case, the set A(Pg)
includes all polynomials whose total order does not exceed a predefined value Pg .

A(Pg) =
{

α :
d∑

i=1

αi ≤ Pg

}
= {

α : ‖α‖1 ≤ Pg

}
. (4.43)

The reduced set of basis functions is shown in Figure 4.18(b). The number of multi-
indices, and hence, the dimension of the space spanned by the polynomials, is [334]:

Nc =
(

d + Pg

d

)
= (d + Pg)!

d!Pg ! . (4.44)

For elliptic PDEs, the gPC expansion (4.25) converges in the mean square sense as
Pg increases [335].
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Figure 4.18 Set of basis functions in case of d = 3 random variables: (a) full-order
gPC including all polynomial combinations up to an order P = 10 and
(b) truncated gPC restricted to the maximum global expansion order
of Pg = 10
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4.2.5.2.5 Regression approach to determine the gPC coefficients
After constructing the polynomial basis, the corresponding gPC-coefficients uα(r)
have to be determined for each output quantity. In this regard, the output variables are
projected from the d-dimensional probability space 
 into the Nc-dimensional poly-
nomial space PNc . In this regard, an analytical approximation of the solutions y(r, ξ )
as a function of its random input parameters ξ is derived. This enables computational
efficient investigations on its stochastics. Different methods exist to calculate the
gPC-coefficients uα(r), whereas in the following, the efficient and straight forward
regression approach is described.

In the regression approach, the gPC coefficients are estimated using the method
of least squares. Assuming that the model is evaluated Ng > Nc times on some grid G,
the gPC expansion from (4.25) can be written in matrix form as:

[Y] = [�][U], (4.45)

whereas [U] is the coefficient matrix of size [Nc × Ny], whose columns are the Nc

gPC coefficients for each of the Ny QOIs, [Y] is the solution matrix of size [Ng × Ny],
whose columns are the model solutions of the Ny QOIs, and [�] is the gPC matrix
of size [Ng × Nc], whose columns are the polynomial basis functions evaluated at the
grid-points in G.

The gPC-coefficients for each QOI (columns of [U]) can then be found by using
iterative solvers or by using the Moore-Penrose pseudo inverse of the gPC-matrix:

[U] = [�]+[Y]. (4.46)

4.2.5.2.6 Postprocessing
After calculating the gPC-coefficients, the statistical moments of the QOIs y(r, ξ ) can
be calculated.

Mean: The expectation μ(r) is given by the first gPC coefficients:

μ(r) = uα0 (r) (4.47)

Variance: The variance σ (r)2 can be calculated by summing the remaining
coefficients squared:

σ (r)2 =
∑

α∈A\a0

uα(r)2. (4.48)

Pdf: The pdfs of the QOIs can be determined by applying sampling strategies
such as MC, LHS or QMC with NMC realizations. Since a deterministic func-
tional dependence is calculated by the gPC, a large number of samples such as
NMC ≈ 105 − 106 can be used with vanishingly small computational effort compared
to direct sampling. The drawn samples can be fitted to an appropriate distribution
to parametrize it for further evaluations. Additional statistical tests can be applied to
proof the null-hypothesis H0 between the QOI and the assumed distribution.
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Sobol indices: An important part during the investigation of new and partially
known systems is an analysis regarding its sensitivity. If it is possible to quantify the
sensitivity of a system with respect to its input parameters, it is possible to identify
the most important variables which influence the output quantities.

The Sobol indices are variance-based sensitivity measures, indicating the influ-
ence of the individual random input variables ξi and combinations thereof on the
total variances σ (r)2 of the QOIs. This concept is also known as analysis of variance
(ANOVA). The Sobol indices are determined by a Sobol decomposition [336]. For
example, the first-order.2 Sobol indices provide an estimate about the influence of
the single variables ξi on the output. In most cases, they are the most significant
indices. The second-order Sobol indices extends the concept by considering combi-
nations between two random variables and so on. The Sobol indices are normalized
with respect to the total variance. Hence, the sum over all Sobol indices equals one.

The gPC expansion provides all information to perform the Sobol decomposi-
tion in the joint polynomial basis functions and the associated multi-indices [337].
For each Sobol-index, a separate subset of multi-indices Ai ⊆ A is constructed,
which contains multi-indices that target those polynomials that only depend on the
parameter combination under consideration. For example, the set A(1,0,...,0) consists
of multi-indices, which target polynomials basis functions, which depend only on
the first random variable and would contain the multi-indices: α0 = (1, 0, . . . , 0),
α1 = (2, 0, . . . , 0), and so on. The Sobol-index S (σ )

i (r) is then calculated in the same
way as the variance but over the reduced set Ai:

S (σ )
i (r) = 1

σ 2

∑
α∈Ai

uα(r)2. (4.49)

Derivative-based sensitivity coefficients: The global derivative-based sensitivity
coefficients S (∂)

i (r) are a measure on the change of the QOIs with respect to the
ith random variable. They can be determined by means of the gPC-coefficients and
the corresponding partial derivatives of the basis functions. They are given by the
following expression [321]:

S (∂)
i (r) = E

[
∂y(r)

∂ξi

]
=

∑
α∈A

(
uα(r)

∫



∂α

∂ξi
p(ξ ) dξ

)
. (4.50)

Example: The general principle of the gPC is illustrated considering the follow-
ing two-dimensional model function, which represents the exemplary system to be
investigated:

Y (ξ1, ξ2) = 3(1 − ξ1)2e−ξ2
1 −(ξ2+1)2 − 10

(
ξ1

5
− ξ 3

1 − ξ 5
2

)
e−ξ2

1 −ξ2
2

−1

3
e−(ξ1+1)2−ξ2

2 . (4.51)

2The expression first order in this context, means that only polynomials with one independent variable are
addressed. Those polynomials may be of any degree (order).
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In the present case, there exists only one output quantity. The model func-
tion is shown in Figure 4.19(a). The input parameters ξ1 and ξ2 are modeled as
β-distributed random variables. The shape parameters are set to [p1, q1] = [10, 5] and
[p2, q2] = [3, 12] in the region [a1, b1] = [−1, 1] and [a2, b2] = [−1, 0] for ξ1 and ξ2,
respectively. Both distributions are shown in Figure 4.19(b). As previously mentioned,
the distributions have to be normalized to the range of (−1, 1) in every dimension.
Since the random variables are β-distributed, the orthogonal polynomial basis has to
be constructed using nth order Jacobi polynomials Pp,q

n (ξ ) (see Table 4.3).
It is noted that the shape parameters p and q significantly influence the shape of

the polynomials. If those differ between the random variables, the polynomial basis
differs between the dimensions as well.

In the next step, the grid of sampling points G gPC is constructed. In the present
example, a gPC expansion of the order p = 5 is performed. According to (4.44), this
results in a total number of Nc = 21 gPC-coefficients. The number of grid points
is defined to be the same in every dimension and is set to 6. This results in a total
number of Ng = 36 grid points. For both random variables ξ1 and ξ2, the roots x(1)

of the Jacobi polynomials Pp1,q1
6 (ξ1) are determined since the β-distributions differ

from each other. The computational grid G gPC is constructed by applying the tensor
product between two root vectors.

In the next step, the solutions of the model function (4.51) are computed on the
grid G gPC . The gPC-coefficients of the output quantity Y (ξ1, ξ2) are then determined
by solving (4.46). In this way, a polynomial estimate of the model function is available,
which is shown in Figure 4.19(c) in its denormalized form. The points indicate the
location of the grid points. It can be observed that the grid obeys an adaptive character
such that it is concentrated in the region, where the probability of occurrence of the
input variables is high. The accuracy of the approximated model function is evaluated
considering the absolute difference to the original function.

The results are shown in Figure 4.19(e). A very good agreement in the ROI can be
observed, whereas the approximation is less accurate at the borders where the proba-
bility of occurrence is low. To compare the pdf of the output variable, the original and
the estimated model function are both sampled 106 times. In the present example, the
evaluation of the original model function is computational not demanding. However,
in a real scenario, direct sampling of the original model function is often not practical.
The resulting output pdfs of both approaches and their absolute difference are shown
in Figure 4.19(d) and (f), respectively.

It can be observed that the gPC provides an accurate estimate requiring only
Ng = 36 evaluations of the original model function compared to traditional MC
approaches with 106 direct samples. The mean, the standard deviation, and the sen-
sitivity measures of the output quantity are given in Table 4.4. The first-order Sobol
indices S (1)

i indicate that the first variable ξ1 contributes to 68.2% of the total variance.
The second-order Sobol index S (2)

12 quantifies the impact if both parameters are varied
at the same time. As expected, its contribution is substantially lower compared to the
linear Sobol indices.

In contrast, the derivative-based sensitivity coefficients S (∂)
i indicate that the

model is less sensitive with respect to the first variable ξ1. This results from the shape of
the model function, which obeys both an increase and a decrease over the investigated
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Figure 4.19 Example containing two random variables ξ1 and ξ2 to illustrate the
working principle of the gPC. The grid G gPC contains Ng =36 grid
points and the gPC is performed with an order p =5 approximation.
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Table 4.4 Results of the exemplary problem, investigated with the gPC

Mean Std. Sobol indices Derivative-based sensitivity
μ σ S(1)

1 S(1)
2 S(2)

12 S(∂)
1 S(∂)

2

2.0621 0.6685 68.2% 29.9% 1.9% 0.191 −1.835

range of ξ1. In consequence, the gradients do partly compensate over the whole
parameter space. However, it can be observed that the model function slowly decreases
in the ξ2-direction considering the ROI, which explains the negative derivative-based
sensitivity coefficient of S (∂)

2 = −1.835. The small example demonstrates the working
principle of the gPC and the complexity to interpret the results from an uncertainty
and sensitivity analysis in a probabilistic context.

In the next section, the gPC is applied to the LET problem, which obeys higher
computational cost to evaluate the original model function compared to the previous
example.

4.2.5.3 Problem definition in LET
In the present framework of LET, the velocity v, the electrical conductivity σ , the lift-
off distance h, and the magnetic remanence Br are modeled as uniform as well as
β-distributed random variables. The corresponding shape parameters [p, q] and
bounds [a, b] are determined by experiments, which are described in the next sec-
tion. In this case, the probability space has d = 4 dimensions. It is assumed that the
specimen is analyzed along its centerline. The quantities of interest are the drag and
lift component of the Lorentz force Fx|z. The analysis of the side-force Fy is omitted
since it vanishes for symmetry reasons. A nonintrusive gPC is applied considering 11
characteristic positions of the PM with respect to the specimen in order to investigate
the propagation of uncertainties throughout the LET system. Therefore, the magnetic
convection equation is solved in its quasi-static form using the QSA, described in Sec-
tion 2.4.3.3, assuming moderate magnetic Reynolds numbers (Rm = μ0σvZs/2 ≤ 1).
In this sense, time-dependent effects resulting from passing defects and the edges of
the specimen are neglected.

If p = q = 1, the Jacobi polynomials of the β-pdfs become Legendre polynomi-
als, which are in turn orthogonal with respect to uniform pdfs. The d = 4 random
variables are summarized in the vector ξ = (ξ1, . . . , ξ4). Similar to the previous exam-
ple, the gPC coefficients are calculated by means of the regression scheme using the
forces Fx|z determined by the FEM at the points in the 4D grid G gPC. As in the previ-
ous example, the grid points differ between each dimension since they depend on the
corresponding input pdfs.

The results of the gPC are verified by evaluating the normalized root mean square
deviation of both force components δFx|z with respect to MC simulations, which are
independently determined in a random grid GMC containing NMC samples. The general
principle is shown in Figure 4.20.
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Values calculated by MC
and approximated by gPC

q

GgPCGMC

ξ2

ξ1

Figure 4.20 Illustration of the computational grids from the gPC and the MC
approach. The blue points indicate the locations of the solutions
obtained by MC sampling. After the gPC expansion is performed, the
approximated solution is computed on GMC by means of the
polynomial expansion and compared to the exact values in a root
mean square sense

The forces at the grid points in GMC are approximated by the gPC expansion and
termed F̃gPC

x|z . In a consecutive step, the relative difference between the approximated
and the exact values is determined by:

δFx|z = 100%

max
(

FMC
x|z

)
− min

(
FMC

x|z
)
√√√√ 1

NMC

NMC∑
i=1

(
FMC

x|z,i − F̃gPC
x|z,i

)2
, (4.52)

δF = 1
2 (δFx + δFz) , (4.53)

where δF denotes the mean error of the Lorentz force. This error definition involves
additional computations. However, it is a suitable measure to analyze the convergence
properties for different approximation orders p and number of sample points Ng = qN .

4.2.5.4 Uncertainty quantification of model parameters
To perform a gPC expansion, it is necessary to determine the statistical properties
of the model parameters. On the one hand, the variations in the lift-off distance are
approximated by the accuracy of the 2D linear stage NLS4 (Newmark Systems Inc.,
www.newmarksystems.com), as well as by the mounting accuracy and surface rough-
ness of the specimen. On the other hand, the statistical properties of the remaining
parameters σ , v, and Br are determined experimentally.

The conductivity of 60 Al-sheets is measured two times at three different loca-
tions, resulting in 360 samples in total. The measurements are performed with the EC
testing device Elotest N300 (Rohmann GmbH, www.rohmann.de) using the probe
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KAS 7H190.03.1, operating at a frequency of 60 kHz. The measurement uncertainty
is ±0.06 MS/m considering the standard deviation from the repetitions.

The velocity variations are determined by means of the incremental position
encoder TONiC T1000 (Renishaw plc, www.renishaw.com). The position is sampled
with a frequency of 10 kHz. After differentiating the position data with respect to the
time, the velocity is obtained with a measurement uncertainty of ± 1 mm/s. The total
number of samples is approximately 19.000.

The determination of the stochastic properties of the effective remanence is more
difficult. To provide comparability to the cylindrical magnet applied in the LET setup,
it is ensured that the magnet samples are ordered from the same distributor and are
made of the same magnetic material. The statistics are determined by 100 cylindrical
magnets of size [R, H ] = [5 mm, 10 mm] with a material grade of N52 deliv-
ered from the company HKCM-engineering (Z10x10Ni-N52, Art.No: 9962-2336,
www.hkcm.de). The effective remanence of the magnets is determined by measur-
ing the axial component Bz of the magnetic flux density on the cylinder axis. The
experimental setup is shown in Figure 4.21. The magnetic flux is measured using the
Gaussmeter FH36 (Magnet-Physik Dr. Steingroever GmbH, www.magnet-physik.de)
in combination with the probe HS-MMT-6J08VH. All measurements are performed
at room temperature of about 23◦C. The magnets are located at a distance z0 above
the Hall-probe, which is determined during calibration. To ensure that all magnets
are positioned at almost the same lateral position, a mask-sheet with a hole is used.

The distance z0, at which the magnetic flux is measured, has a major influences
on the resulting remanence due to the high sensitivity of the magnetic field and its
rapid decrease with distance. The calibration of the experimental setup consists of the
determination of this distance. It is done using a coil with 5000 turns supplied by a
defined current of I0 = 3 mA, which is provided by the high precision current source
SMU 2614 (Tektronix GmbH, Keithley Instruments, www.keithley.com). The experi-
mental setup during calibration is shown in Figure 4.21(b)–(d). The dimensions of the
coil are Di = 2Ri = 24.5 mm, Do = 2Ro = 30.2 mm, and Hc = 5.5 mm. The winding
body has a wall-thickness of 1 mm and the wire has a diameter of only 0.05 mm.

Due to the high number of turns, stray fluxes from the coil terminals are reduced.
In this way, a well-defined magnetic flux distribution is produced, whereas its axial
component as a function of the distance is given [109]:

Bz(z0) = μ0

2

I0N

Hc(Ro − Ri)

[
(Hc + z0) ln

(
Ro + √

(Hc + z0)2 + R2
o

Ri + √
(Hc + z0)2 + R2

i

)
(4.54)

−z0 ln

(
Ro + √

z2
0 + R2

o

Ri + √
z2

0 + R2
i

)]
.

The distance z0 is found by solving (4.54) iteratively together with the measured
values of Bz. In the current setup, it is determined to be z0 = 1.155 ± 0.042 mm.
The measurement uncertainty is determined by 104 MC runs of (4.54) consider-
ing the tolerances of all geometrical dimensions of ±0.05 mm resulting from the
caliper together with an uncertainty of ±0.25% of the magnetic flux measurements.
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Figure 4.21 Experimental setup to determine the effective remanence. (a) Side
view of experimental setup during measurements. (b) Side view of
experimental setup during calibration. (c) Experimental setup with the
Gaussmeter (top left) and high precision current source (to the right).
(d) Detailed view on the calibration coil connected to the high
precision current source

All variables are assumed to be uniform distributed. In a consecutive step, the mag-
netic flux density from each magnet of the 100 samples is determined. Afterward,
their effective remanences are calculated by:

Br = 2Bz(z0)

(
z0 + H√

(z0 + H )2 + R2
− z0√

z2
0 + R2

)−1

. (4.55)

The measurement uncertainty of the Br measurements is ±0.014T. It is determined
by sampling (4.55) while taking into account the variability of the magnetic flux
measurements and of all geometrical dimensions including z0.
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The pdfs of the model parameters are determined by fitting the β-distributions
to the obtained data using the software environment “R” together with the package
fitdistrplus [338]. The limits (a, b) are defined considering a 20% tolerance interval
with respect to the extrema of the empirical data. A maximum likelihood estimation
is applied to determine the individual shape parameters p and q. The upper and
lower bounds of the equivalent uniform distributions are determined numerically in
a consecutive step by means of the inverse cumulative distribution function (cdf),
assuming that the uniform distributions cover 99% of the fitted β-cdfs.

The fitted pdfs are shown in Figure 4.22 together with their modes v̂, σ̂ , and
B̂r , which are the points of maximum probability density. The corresponding param-
eters are summarized in Table 4.5. The pdfs of the velocity and the conductivity
are in the expected range and are fairly symmetric with respect to the modes. On
the contrary, the values of the effective remanence are considerably lower compared
with the nominal values provided by the manufacturer. The maximum probability of
the fitted distribution is located at B̂r =1.32T, which is 7.7% lower compared with
Br =1.43T as specified by the manufacturer. Moreover, it can be observed that the dis-
tribution is not symmetric, which motivates the choice to model the pdfs by means of
β-distributions. In regard of the experimentally determined intervals from Figure 4.22,
it can be observed that the measurement uncertainty is considerably lower compared
to the degree of variation. Hence, it was possible to provide information about the
actual variability of the model parameters.

4.2.5.4.1 Experimental LET setup
In the setup under investigation, the optimized cylindrical PM of size [D, H ] =
[22.5 mm, 17.6 mm] is used (see Section 3.2). The layered specimen, which is made
of stacked aluminum sheets, is used throughout the analysis (see Figure 1.10). One
sheet contains a defect of size [Xd , Yd , Zd] = [12 mm, 2 mm, 2 mm] and is located in a
depth of d = 2 mm. The velocity and the lift-off distance are set to 0.5 m/s and 1 mm,
respectively.

4.2.5.5 Results and discussion
The gPC is evaluated for different grids G gPC and approximation orders p, considering
11 different positions of the magnet. The gPC is expanded as long as the number of
coefficients is smaller or equal to the number of sampling points (Nc ≤ Nd). The mean
error (4.53) is computed using NMC = 104 direct samples. The errors are calculated
for two characteristic magnet positions P1(x = 0), when the magnet is located right
over the defect (highly perturbed EC profile) and P2(x = 65.5 mm), when the magnet
is located between the defect and the outer edge of the specimen (unperturbed EC
profile). The estimated errors are summarized in Table 4.6.

Differences below 0.3% can be observed even in case of coarse grids, i.e. q = 2
(Ng = 16). The error is converging fast to the accuracy limit of the FEM indicated
by the slightly higher errors if the magnet is located in P1. The study indicates that
a grid with q = 3 points in each dimension in combination with an approximation
order of p = 3 is sufficient in this case to determine the uncertainties of both force
components with an error of < 0.18%.
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Figure 4.22 Statistical properties and modes of the input parameters: (a) velocity,
(b) conductivity, and (c) effective remanence. The graphs show the
histograms obtained by experiments (Exp), the associated empirical
pdfs (E-pdf), and the fitted distributions used in the numerical
simulations. The E-pdfs are obtained numerically using a Gaussian
kernel smoother together with a bandwidth, which equals 50% of the
bin width in the respective histogram. The labels u-fit and β-fit
correspond to the fits to the uniform- and β-distribution,
respectively [293]

Table 4.5 Limits and shape parameters of the fitted probability distributions of the
different model parameters [293]

pdf Parameter v σ Br h

Uniform a 0.4949 30.32 1.254 0.9
b 0.5051 30.77 1.365 1.1

β a 0.4906 30.22 1.201 0.86
b 0.5090 30.85 1.383 1.14
p 8.9109 4.6166 4.910 5
q 9.4273 5.0283 8.336 5
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Table 4.6 Averaged δF between gPC and MC for two characteristic magnet
positions P1 and P2 in case of β-distributions (p expansion order, Nc

number of coefficients, q number of grid points in one dimension, Ng

total number of grid points) [293]

q / N g
p N c pos.

2 / 16 3 / 81 4 / 256 5 / 625

1 5 P1 0.3613 0.3366 0.3326 0.3311
P2 0.2912 0.2911 0.2907 0.2908

2 15 P1 0.2851 0.1705 0.1614 0.1583
P2 0.1877 0.0178 0.0162 0.0149

3 35 P1 – 0.1705 0.1615 0.1599
P2 – 0.0172 0.0163 0.0136

4 70 P1 – 0.2403 0.1615 0.1614
P2 – 0.1647 0.0164 0.0140

5 126 P1 – – 0.1615 0.1620
P2 – – 0.0172 0.0141

6 210 P1 – – 0.2034 0.1638
P2 – – 0.1263 0.0139

7 330 P1 – – – 0.1655
P2 – – – 0.0140

8 495 P1 – – – 0.2014
P2 – – – 0.1680

The estimated force profiles are depicted in Figure 4.23 together with the
experimental data.

The graphs show the uncertainty intervals μx|z ± 2σx|z for the forces Fx|z obtained
by the gPC in case of β-distributed random variables. The intervals are shown at
the 11 selected points of interest. The dashed line shows one single deterministic
simulation considering the modes of the input parameters. The measurements are
in the numerically predicted range when uncertainties are taken into account. The
relative standard deviation with respect to the mean value of both force components
is nearly independent of the observation point and amounts 3.8% and 5.2% in case
of β- and uniform-distributed random variables, respectively. Moreover, the pdfs of
the forces are evaluated by sampling the gPC expansion 106 times. They are shown
in the lower part of Figure 4.23 in the event that the magnet is located right over the
defect at the point P1. The pdfs are compared to those obtained by the MC method
using NMC = 104 direct samples. As expected from the estimated errors, a very good
agreement between both approaches can be observed.
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Table 4.7 First order Sobol indices of Fx and Fz averaged over 11 magnet positions
calculated with a grid of q = 3 points in each direction and an expansion
order of p = 3 [293]

pdf S (1)
x,B S (1)

z,B S (1)
x,h S (1)

z,h S (1)
x,v S (1)

z,v S (1)
x,σ S (1)

z,σ

uni 88.4 84.2 9.6 10.2 1.3 3.7 0.7 1.9
β 87.9 83.7 10.2 10.7 1.2 3.6 0.7 2.0

The first-order Sobol indices of Fx and Fz are determined at each of the 11
points and showed only minor variations with respect to the magnet position. They
are averaged over all M positions and listed in Table 4.7.

The first-order Sobol indices are most significant and almost cover the total
variance. Keeping in mind that the whole system is treated as a black box, assuming
that the experimentalist has no detailed knowledge about the applied magnet, it is
observed that the uncertainty in the magnetic remanence has with ~85% the greatest
influence on the total variance of the resulting forces. In addition, the lift-off distance
contributed to approximately ~10%, whereas the velocity and the conductivity showed
only minor impact.

4.2.5.6 Conclusions
The present study shows that the analysis of uncertainties by means of gPC-based
methods can be readily used for extended experimental validation in the framework
of LET. The applied methodology is very efficient in terms of computation time
compared to traditional MC approaches. The gPC already converged after Ng = 81
simulations using an order p = 3 approximation. The statistical properties of the
velocity, the conductivity, and the magnetic remanence were determined experimen-
tally. The use of β-distributions allowed to model each variable individually and in a
more realistic sense compared with uniform distributions. The analysis provides the
possibility to identify most influencing parameters to improve the measurement accu-
racy of the experimental setup. This serves as a starting point to reduce the variance
of the resulting Lorentz forces and to increase the SNR, which directly enhances the
reproducibility and the defect detection capabilities of the LET method.

The study shows that the magnetic remanence is the most influencing factor
when considering the absolute value of the Lorentz force. If possible, it should be
determined in advance using the proposed experimental setup. It could be observed
that the effective remanence is generally lower compared with the values specified
by the manufacturer. This should be taken into account during the optimization of
magnet systems in the future. However, the use of the dimensionless scaling factor
from (3.27) allows to correct the remanence variations retrospectively by increasing
the velocity accordingly, while ensuring that the system does not violate the constraints
and remains to operate in the linear Rm regime. Nevertheless, its value does not change
over time and is thus not contributing to the noise level considering the SNR. The
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quantities, which may change over time, are the lift-off distance and the velocity.
Since the EC density is highest at the surface of the specimen, the lift-off distance
should be kept at a constant level to decrease the disturbances resulting from lift-off
variations.

Despite of that, the velocity variations have an apparently small share of about
1–4% to the total variance, their time-dependent nature blurs the defect signal and
reduces the SNR. Comparing the relative contribution to the experimental data of
the defect depth study in Section 3.2.5, it seems inherent that the velocity variations
and vibrations should be reduced as much as possible to keep the Lorentz force at
a constant level. This would enable the identification of weakest force perturbations
resulting from small or deep lying defects.

It is emphasized that the current study is valid for the proposed working point of
the system. It is assumed that the system operates in the linear regime of low to moder-
ate Rm, where the back-reaction of the induced ECs is moderate (QSA). If the working
point considerably changes, the study has to be repeated together with an estimation
of the involved uncertainties. In the same way, alternative numerical approaches have
to be considered, as for example MDA or MMA described in Section 2.4.3.2.

During the present analysis, it is observed that the velocity profile obeys charac-
teristic oscillations, which superimpose the rectilinear part of the motion. So far, the
influence of sinusoidal velocity profiles on the Lorentz force has not been investi-
gated in detail. In the next section, this effect is studied further and a full 3D analytical
approach is presented to solve this kind of electromagnetic field problem.
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Chapter 5

Lorentz force evaluation
Hartmut Brauer1

5.1 Identification of conductivity anomalies

Nondestructive material testing and evaluation is a vast interdisciplinary field as
well as a challenge due to the variety of applications. Whereas the focus of NDT
is to detect and localize anomalies within a specimen, the reconstruction of defect
properties (dimensions, shape, structure, and composition) and their influence on
the material’s usability is the focus of NDE. Defect identification and assessment
are very important aspects of quality assurance. Nondestructive material testing is
understood as the noninvasive examination of any type of specimen without changing
or altering the properties of the body under test to check whether the specimen contains
anomalies. Anomalies are any type of defect or change in the material properties that
can be of natural or artificial origin, influencing the usefulness or serviceability of
that object [6]. NDT has turned from a rather empirical procedure dependent on the
experience of the examiners into a more quantitative measurement technique that
serves to determine the influence of material anomalies on the structural health of the
object [339]. To classify the existing NDT techniques according to their limitations
and not only according to the employed physical phenomenon, a separation in visual,
surface, and volumetric methods was proposed [3]. However, often these methods
have been classified as either electromagnetic or acoustic [12,36,340–344].

Biomedical applications require usually the determination of electrical conduc-
tivity of human tissues. Thus, similarities/dissimilarities between the optimized sensor
setups have been investigated and compared with previous findings [345]. There exist
very different strategies for the electrical conductivity measurement. The invasive pro-
cedure requires direct contact of electrodes to the body, which can lead to artifacts.
An alternative approach is the use of induction coils inducing electrical currents in the
tissues. This results in changes of the coil’s impedances. These changes are used to
obtain information about the tissue conductivity. This is in practice a very important
information since the abnormal or diseased tissue has different electrical properties
compared to the normal one.

A very similar approach can be used to determine the conductivity distribution
of metallic specimen. If the permanent magnet system is approximated by a dipole

1 Advanced Electromagnetics Group,Technische Universität Ilmenau, Germany
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model the same strategy for the solution of the inverse problem as in magnetocar-
diography can be applied. This serves as the basic idea for proposing a new method
for noncontact, NDE of solid conductive materials, termed LFE. In contrast to the
bioelectromagnetic applications, where magnetic flux is measured at points above the
volume conductor, in LFE the Lorentz force acting on a permanent magnet moving
relatively to the specimen is measured.

The inverse problem of the LFE technique, which has been introduced for inverse
calculations of LET signals in [98], is to characterize the geometry of the underlying
defects. A straightforward approach is applied to solve this inverse problem directly
and estimate the defect parameters. The geometrical parameters of the defect, such as
the center of gravity, depth, and extension, can be defined as the unknown variables in
x. Other approaches are to determine the eddy current distribution and the conductivity
distribution in the conductor. In these reconstruction approaches, the vector x com-
poses the unknown moments of the equivalent current dipoles or the unknown voxel
conductivities. Solving an inverse problem implies to minimize the error between
measured ym and forward calculated data yf with respect to the unknown parameters
composed in x:

min
x

(
ym − yf

) = min
x
(ym − G(x)) , (5.1)

where the operator G represents a projection of the model parameters on the measured
signals. For solving such problems, a large number of inverse calculation methods is
available in the literature.

One class of inverse methods are scanning methods. The simplest scanning
method is the goal function scan (GFS). The value of the goal function, e.g. the
error function ym = G(x), is computed for different combinations of the parameters
to be determined. The inverse solution is set to the parameter combination with the
smallest goal function value. The method has the advantage that the course of the goal
function can be scrutinized. However, the major drawback is that the method requires
a large number of forward calculations causing high computational costs. Thus, the
GFS is only feasible if the number of unknown parameters is small, i.e. only one source
is to be determined. The method has already been applied to reconstruct sources in
the human brain from electroencephalography (EEG) and magnetoencephalography
measurements [346].

When solving linear inverse problems, engineers and scientists are aware of
changing of the condition number with respect to the L2 norm with matrix dimen-
sions. It turns out that the increment/decrement of the condition number with respect to
the L2 norm depend on the over- or under determination of the linear inverse problem.
It is known that the exclusion of sensors from a sensor array decreases the condition
number with respect to the L2 norm only in the case of underdetermined linear inverse
problem. Similarly, when the problem is overdetermined, exclusion of sources from
a grid of dipoles decreases the condition number with respect to the L2 norm. Influ-
ence of changing the number of sensors in overdetermined problems and number of
sources in underdetermined problems depends on particular singular values of the
corresponding kernel matrix. Reduction of the dependency on the smallest singular
value and increment in the numerical stability of the evaluation comparing to the
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condition number with respect to the L2 norm is achieved through the inverse average
decay of singular values ρ, which are related to the inverse of area under the curve of
singular values of a kernel matrix. The larger the area under the curve is, the smaller
is the ρ, and consequently the better conditioned is the linear inverse problem. This
measure of conditioning is not invariant under scaling.

When the magnetic flux density has to be measured in a number of points of
a scanning plane, magnetic sensors are usually arranged uniformly and oriented in
parallel. Numerical simulations have shown that random variations in the sensor
directions can considerably improve the condition of the magnetostatic linear inverse
problem [347]. The improvement can usually be achieved for many ill-conditioned,
linear inverse problems, but this is not always the case. For a given source grid
and magnetic sensor array, Petkovic has studied whether the cases when variations
of sensor orientations lead to an improvement of the condition of the corresponding
linear inverse problem can be defined in a strict mathematical way [345]. The possible
improvement in condition leads finally to more stable inverse solutions.

5.2 Inverse solution techniques

5.2.1 Theory

Design optimization is a multidisciplinary study employing both scientific methods
and technological approaches to satisfy technical, economical, and social require-
ments in an optimal manner. Today, because of the rapid depletion of energy resources,
scarcity of economic and material resources, strong technological competition and
increasing environmental awareness, engineers are under immense pressure to pro-
duce optimal designs. On the other hand, the advent of new technology and materials,
as well as the imminent introduction of many mandatory international regulations on
electrical products, is making it increasingly difficult to obtain an optimal design of an
electromagnetic device or system using traditional analytical or synthetic approaches.
In this regard, an increasing effort has been devoted to the study of inverse problems
or optimizations in computational electromagnetics in the last three decades.

Generally, the design optimization in an inverse problem is to find solutions that
best compromise a host of, and often conflicting, objective functions. Moreover, each
objective function is usually a multimodal nonlinear one. Furthermore, highly sophis-
ticated models such as finite element analysis are exclusively invoked in performance
computations. All these complications aggregate the difficulty in developing feasible
numerical methodologies for inverse problems.

The first theories of inverse problems date to the end of the 19th century and
the beginning of the 20th century. One of the first inverse problems solved in the
past was Newton’s discovery of forces making planets move in accordance with the
Kepler’s laws. Determination of the body’s position and shape using the values of
its potential presents an inverse problem in potential theory. Research regarding the
internal structure of the Earth’s crust involved electromagnetic fields in the theory
of the inverse problems. Nowadays, more and more applications deal with inverse
problems. One of them is computerized tomography [348]. The aim is often the
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determination of the density distribution from profiles of its line integrals, playing an
important role in biomedical engineering and NDT.

A special class of inverse problems are linear inverse problems. They can be writ-
ten as Lx = b, where L is a linear operator describing the explicit relationship between
the Hilbert space x and the Hilbert space b. Minimizing the residual ‖Lx − b‖, one
could find the best approximate solution of the discrete linear inverse problem. In the
case of less measurement data b than unknown parameters x, this solution presents
the minimum norm solution that minimizes ‖x‖ among all residual minimizers. A
mathematical problem is well-posed if a solution exists, the solution is unique, and
the solution depends continuously on the data.

The last requirement of continuity is related to the stability of the solution of lin-
ear inverse problems [349]. Continuity is a necessary but not sufficient condition for
stability. This means that even if the problem is well-posed it may be ill-conditioned.
Ill-conditioned problem means that small changes in the initial data lead to large
changes in the solution. Thus, the existence of a proper figure of merit is an imper-
ative for the estimation of ill-conditioning of linear inverse problems, as well as the
availability of appropriate solution techniques. Efficient solution strategies for these
inverse problems need to know whether a problem is ill-conditioned as well as its
degree of ill-conditioning. A comprehensive theoretical analysis of known figures of
merit has been done by Petkovic [345], considering the conditioning of linear inverse
problems theoretically.

The most widely used indicator of ill-conditioning is a formulation of the con-
dition number with respect to the L2 norm. As a norm-wise condition measure, it
gives the error bound of the worst conditioned component in the solution vector and
therefore it overestimates the condition of a kernel matrix. Computation of the condi-
tion number with respect to the L2 norm requires computation of the singular values
of the kernel matrix of the corresponding linear inverse problem. This measure of
conditioning strongly depends on the smallest singular value of a matrix.

Based on geometrical properties of rows/columns of a kernel matrix, new error
measures have been developed. The error measure allows selecting the most linearly
independent rows and performing the estimation with these rows only. This reduces
computational costs and improves a stability of linear inverse solution. Numerical
stability, indication of the worst conditioned component or of a mean conditioning of
all components, requirement for pseudo inverting of a matrix, affection by scaling or
by matrix dimensions, makes one of the figures of merit favorable for measuring of
conditioning of the linear inverse problem.

5.2.2 Classification of inverse problems

Inverse problems are solved to obtain insight into the underlying system parameters
based only on the observed output data. This is extremely useful in a wide range
of engineering issues. For instance, in geological prospecting, the properties of the
interior structure of the earth such as density and conductivity are determined based
on measurements performed on the surface. In medical imaging, computer tomogra-
phy is used to examine the interior structure of the human body. The attenuation of
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X-rays by the human body is evaluated. Another example in the framework of medical
diagnostics is the reconstruction of activated cortex regions in the human brain using
EEG where measurements are recorded from the surface of the human head. In the
inverse scattering method, the shape of an object is determined based on the waves
scattered by it. In this framework, acoustic and electromagnetic scattering are most
widely applied [350,351].

Inverse problems can be classified into nonlinear and linear problems. Their
distinction can be well explained by considering the corresponding formulation of
the forward problem

y = G(x), (5.2)

where the vector y ∈ RM×1 denotes the measured signals and M is the number of
measurement points. The vector y ∈ RN×1 contains the N model parameters. The
operator G represents a projection of the model parameters on the measured signals.
It comprises information about the sensor and source positions and configuration.
In the forward problem y is calculated using the known model parameters. In the
associated inverse problem, the model parameters are unknowns to be estimated. If
the problem is linear, (5.2) can be reformulated as

y = Kx (5.3)

with the gain matrix K ∈ RM×N describing a linear mapping between model parame-
ters and output data. In case of a nonlinear problem, the relation between model and
data values is more complex and G in (5.2) is a nonlinear operator. The properties of
forward and inverse problems differ in the sense that forward problems are usually
classified as well-posed, whereas inverse problems are mostly ill-posed. The defini-
tion of well-posed or ill-posed problems is related to Hadamard [352,353]. A problem
is well-posed if it fulfills the following three conditions:

1. For all possible data, there is a solution (Existence).
2. This solution is unique (Uniqueness).
3. This solution depends steady on the data (Stability).

If at least one of these criteria is not fulfilled, the problem is said to be ill-posed.
Even if the stability condition is fulfilled, the inverse problem can be sensitive to
noise in the data. A small change in the input data may have a significant impact on
the solution. If this is the case, the problem is said to be ill-conditioned [354]. The
degree of ill-conditioning of the inverse problem can be determined by calculating a
condition number of the gain matrix.

Additionally, inverse problems can be subdivided into overdetermined and under-
determined problems. An overdetermined problem has more sensor points than
unknown sources to be determined and vice versa for an underdetermined problem.
Moreover, constraints can be imposed on the inverse problem. In real-world applica-
tions, often boundary and parameter constraints have to be considered. A widespread
approach to solve an inverse problem is the minimum norm estimation (MNE). MNE
is widely applied in biomedical engineering to localize current sources in the human
brain and heart [346,355–357]. MNE is often applied to reconstruct current density
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distributions and especially distributed current sources. A regular grid of elementary
current dipoles with fixed positions but unknown moments is defined in the region of
the distributed current source. Optimal dipole moments are obtained by minimizing
the norm of the vector difference between the measured data and the forward solution
given in (5.3).

Further, MNE has been applied in magnetic nanoparticle imaging [358] and to
detect buried ferromagnetic objects based on measured magnetic fields [359]. In the
framework of NDT, this approach has been used to reconstruct pipeline defects from
MFL measurement data [360]. Moreover, the authors in [361] applied the minimum
L2 norm approach to magnetic tomographic data. Further, ECT signals have been
inverted with MNE to estimate flaws in metals [362]. In Figure 5.1, an overview of
methods for the solution of inverse field problems is given.

Another approach to minimize the error function is to use optimization tech-
niques. They can be divided into deterministic and stochastic methods. Widely applied
deterministic methods are the simplex method [363], the Newton method [364], and
the Levenberg–Marquardt algorithm [365,366]. Results of deterministic methods are
reproducible provided that the search area, the starting point, and the termination
criterion remain unchanged.

However, they often impose constraints such as differentiability, continuousness,
and convexity of the goal function. Further, they perform a local search, i.e. they
are likely to be trapped by local minima if the initial values are not chosen precisely
enough. The deterministic methods are used to optimize the magnetic dipole models
of the permanent magnet configurations [100]. Stochastic optimization algorithms
overcome the starting point problem by defining multiple starting points on the goal
function landscape. Most stochastic optimizers are zero-order algorithms, i.e. they do
not depend on the derivative of the goal function. Even more, the goal function does
not have to fulfill the constraints of continuity and convexity. The probability that
they are trapped by local minima is smaller than for deterministic algorithms. Due to
the stochastic nature, results of multiple trials scatter with a small variance around the
global minimum. One drawback of stochastic optimization algorithms compared with
deterministic methods is that more goal function evaluations are required and thus the
computational cost is higher. Further, stochastic algorithms implicate the challenge
of adjusting at least one intrinsic control parameter, e.g. weighting parameters that
influence the step size of the algorithm. These parameters can have a significant
impact on the result.

Stochastic optimization algorithms can be classified into the Monte Carlo (MC)
method, simulated annealing (SA), evolutionary algorithms (EAs), swarm intelli-
gence (SI) methods, and Tabu search (TS). SA algorithms adapt physical processes,
e.g. the basic concept of the cooling process in metallurgy [367]. SI methods are
naturally inspired and exploit the natural collective and social behavior of swarms
(fishes, birds, ants, bacteria, etc.) reaching for some target, e.g. animals searching
for food. Among them, the particle swarm optimization (PSO) and the ant colony
optimization (ACO) are the most prominent members [368,369].

The EAs are also biologically inspired. They are based on Darwin’s theory of
evolution. The theory states that a population evolves by random selection, genetic
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mutation and recombination. Mutation generates innovation in the population and
recombination intermingles information. Selection is determined by the survival-of-
the-fittest principle. EAs can be divided into the main branches: evolution strategies
(ESs) [370,371] and genetic algorithms (GA) [372,373]. In evolution strategies, the
objective variables are real-valued and continuously, whereas in GA they are binary
coded.

Hence, mathematical operations for evolving the population are arithmetic in
ES, but logical in GA. The ES combine mutation and recombination, and in GA
recombination has priority over mutation. Traditional mutation is based on proba-
bility density functions. In ESs, a survivor selection is applied, e.g. after offspring
generation it is decided which population members from the combined parent and
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offspring population will survive to the next generation. The selection procedure in
GAs is based on probability functions. Contrary, in ES selection is either determin-
istically or randomly (roulette wheel selection) performed, i.e. for selecting the next
generation, ranking of the individuals or a tournament selection can be applied. In
traditional GAs, parent selection is performed. Prior to mutation and recombination,
parents that will produce off-springs are selected based on a probabilistic approach.
Survivor selection as in ESs ensures that the best-so-far solution is retained, i.e. elitism
can be included. In the parent selection used in traditional GA, this requirement of
elitism is violated because parents that will produce off-springs are selected before
the evolution process. Since researches have evaluated that elitism has significant
positive influence on the performance of an algorithm, this principle has also been
incorporated in modern GAs [374].

Due to their advantages, stochastic algorithms are applied in the framework of
NDT and NDE for inverse calculations of material defects, where the characteristics
of the goal function are inherently unknown. The PSO has been applied for defect
reconstruction using ECT signals [375,376]. For the same purpose, the authors in
[377,378] have applied a GA. In all applications, conductivity reconstructions were
applied to identify the defect. Moreover, ESs have been of interest in electromagnetic
inverse scattering problems [379,380] and for the analysis of composite materials
[381].

New figures of merit have been developed, which can be applied to a large variety
of linear inverse problems, e.g. to biomedical applications and NDT of materials [98].
The condition of the inverse problem depends on the sensor space (the applied grid
of measurement points) and the source space (the region containing the unknown
parameters). The most widely used ones include the condition number with respect to
the L2-norm. Several condition numbers have been introduced in the literature [382].
In [345], positions and orientations of magnetic sensors around a volume conductor
have been optimized minimizing several figures of merit. The best results have been
found for nonuniform sensors distribution on the whole conductor surface. Thus,
it has been confirmed finally that such ill-posed inverse problems have no unique
solutions, and quite different sensor sets can perform equally well.

The same approaches have been applied to LET. Based on this approximation
method, a new inverse procedure for defect identification has been derived which is
called LFE [98]. The LFE technique will be described circumstantially in Section 5.3.

In LFE, the goal function scanning (GFS) can be applied to determine the depth
and extensions of defects. An enhancement of the GFS is the multiple signal classi-
fication (MUSIC) method, which originates from information theory [383]. In this
method, multiple sources are determined by scanning subspaces of the goal func-
tion with single sources. Another scanning method is beamforming, which has been
developed in the field of radio communication where multiple antennas are used. The
working principle of beamforming algorithms is to reduce the interference between
signals coming from multiple source with a spatial filter [384].

As already described previously, although an inverse problem is generally for-
mulated as a multiobjective optimization one, it is generally converted into a single
objective problem in the early stage of studies due to the gap between the strict
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requirement on heavy computational burdens and the state of science and technology.
Since the objective function is generally a multimodal one and due to the inefficiency
of traditional deterministic and stochastic optimal algorithms in finding the global
optimal solution of such a problem, the attentions of the research have been given to
the development of new stochastic optimal methods. The EA has become the standard
for solving global optimizations in different engineering disciplines because it can
find global optimal solutions that are often not attainable using traditional (determin-
istic) algorithms. On the other hand, there are many challenges in the next steps toward
the development of more efficient EAs, which have to be addressed extensively:

● the fast computation methodology and model for computing robust performance
parameters and constraint treatments,

● the robust-oriented optimizer for both robust and global optimal solutions,
● theoretical issues for existing numerical methodologies and models, and many

others.

Although EA is playing an increasingly important role in the study of inverse problems,
the excessive demand for computer resources often renders these methods inefficient
or impractical for some practical design problems that call for repetitive usage of
finite element solutions. To circumvent this problem, the response surface method-
ology (RSM) has been introduced to reduce the number of function evaluations that
involve time consuming computer simulations without sacrificing the quality of the
numerical solutions [385]. Furthermore, in practical engineering designs, impreci-
sion and uncertainty are often inevitable and unavoidable. For example, it is usually
very difficult to produce a product exactly in accordance to design specifications.
The operating conditions will also vary with time. Hence, if the optimal solution is
very sensitive to small variations of the designed parameters, it is possible that slight
variations in the optimized variables could result in either significant performance
degradation or infeasible solutions. The preferred design is thus not the global optimal
solution in terms of the objective function, it should be the robust one that has good
performances in terms of objective function and robust performance against slight
perturbations. Consequently, the robust optimal design methodology is becoming a
topical issue in computational electromagnetics.

5.2.3 Regularization

To obtain stable solutions of the inverse problems (which are usually ill-posed), regu-
larization methods have to be applied. Regularization exploits a priori information of
the solution and is performed by adding additional information in the form of weight-
ing parameters or function terms to the error function in (5.1). Additional function
terms are penalty terms that introduce constraints to the solution space, e.g. specific
error bounds.

Regularization is performed by constraining the solution with a norm showing the
desired properties. If the L2-norm is applied, the inverse solution tends to be smeared.
Common methods to calculate the solution are the truncated singular value decompo-
sition (TSVD), the Landweber iteration, the Tikhonov-Phillips regularization, and the
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asymptotic regularization. In the TSVD, small singular values are omitted in order
to obtain a stable solution [386]. This approach was also used to reconstruct con-
ductivities in the first application of LFE [98]. The Landweber iteration has been
applied successfully for solutions of electrical capacitance tomography [387,388]. In
Tikhonov–Phillips regularization, an additional penalty term is introduced leading to
a system matrix that can be inverted [389,390]. Tikhonov’s method uses, in place of
the problem that calculates the minimum-norm least squares, the minimization of the
functional

min
x∈X

‖Ax − y‖2 + λ ‖x‖2 , (5.4)

where λ is the regularization parameter, which specifies the amount of regulariza-
tion. It can often be estimated using the L-curve technique [391]. The regularization
incorporates appropriate weighting of this term with respect to the error function. If
another norm than the L2 norm is applied, the inverse solution tends to be sparse. The
resulting inverse problem is nonlinear and can be solved using weighted least squares
algorithms.

5.3 Lorentz force evaluation

A wide variety of methods exist for NDE of electrically conducting nonferromag-
netic objects. These include ultrasonics [392,393], radiography [394], thermography
[395,396], tomography [361], MFL [397], and ECT [6,398–400]. LET has been intro-
duced in 2008 [71]. This is similar to ECT and thus LET is also belong to the class
of electromagnetic testing methods. The origins of LET and of electromagnetics in
general goes back to the work of Faraday in 1832, Lenz in 1834, and Lorentz in 1892.
Faraday’s law of induction states that an electromotive force is generated in a con-
ductor, if the conductor is moving in a magnetic field or exposed to a time-varying
magnetic field [85]. This electromotive force gives rise to eddy currents flowing in the
conductor. According to Lenz’law, the eddy currents are directed in such a way that the
magnetic field induced by them opposes the magnetic field that produced them [401].
This justifies the law of energy conservation, which would not be fulfilled if both mag-
netic fields have equal direction. The electromagnetic force exerted on the conductor
(i.e. the Lorentz force) has been derived first in [402]. In the 1970s, studies of forces
exerted on moving coils and magnets above an electrically conducting nonferromag-
netic slab have been extensively performed in the framework of the development
of magnetic levitated transport systems [60,62,63,65,66,115]. The studies investi-
gated linear moving planar objects and rotating cylinders. Later Saslow [58] provided
a comprehensive analysis of the Maxwell’s theory for electromagnetic suspension
with special focus on motion-induced eddy currents and forces. Recent theoretical
studies of the force acting on a magnetic dipole positioned above a slowly mov-
ing conductor have been performed in [116]. Further, the Lorentz force principle is
also used in the LFV to estimate the velocity in an electrically conducting fluid. In
this contactless method, the fluid moves across magnetic field lines and the force
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acting on the magnetic field lines is measured [89,90]. Even more, in Lorentz force
sigmometry the electrical conductivity of metals or fluids is determined by exploiting
the dependence between the conductivity and the magnitude of the measured Lorentz
force (see Section 6.1) [403]. Following the idea of LFV, LET has been introduced
by Brauer and Ziolkowski [71]. Material anomalies, such as changes in conductiv-
ity, defects, cracks, or inclusions, distort the eddy current distribution in the object
under test and, consequently, also the Lorentz force measured at the magnetic sys-
tem. Thus, defect/anomalies in the conductive material produce perturbations in the
Lorentz force signals. It has been done extensive basic research to show that the direct
relationship between changes in force and material anomalies can be used to detect
defects.

A popular academic approach to explain the physics underlying LET is the creep-
ing magnet problem [94,403,404], where the motion of a small spherical permanent
magnet traveling in an electrically conducting pipe is investigated. Due to the move-
ment, eddy currents are induced in the pipe. The resulting Lorentz forces exerted
on the permanent magnet reduce the velocity of the falling magnet. This example is
extended to ring magnets in [405], where a falling permanent magnet ring surrounds
the conductor.

In conventional ECT, an excitation coil, which carries alternating current and has
to be actively operated, provides the primary magnetic field. Moreover, the material
under test is usually stationary. The signals measured are changes in the impedance
in the pick-up coil. A limitation of ECT is the frequency-dependent skin depth which
restricts the method to defects lying at the surface or close to the surface. Contrary to
ECT, the primary magnetic field in LET is generated by the permanent magnet, i.e.
it does not require frequency-dependent currents. The impedance measurements are
replaced by measuring the Lorentz force exerting on the permanent magnet. Since
eddy currents induced in the conductor are caused by the relative motion, LET is
especially suitable for investigating moving objects. Hence, this NDT method is also
called motion-induced eddy current testing (MIECT). If additionally the detected
defect has to be identified with respect to depth, material properties, and shape recon-
struction, the procedure is called Motion-induced eddy current testing and evaluation
(MIECTE).

In the literature can be found several techniques, which try to avoid the frequency-
dependent skin depth of the classical ECT. In [406–408], a stationary magnetic field
is provided by a coil carrying a direct current and the conductor is in motion. Another
modification of LET called velocity induced eddy current testing (VIECT) has been
introduced [73,75,76]. This method incorporates motion-induced eddy currents in a
conductor underneath a permanent magnet, but instead of force signals, changes in
the secondary magnetic field generated by the induced eddy currents are measured
using magnetic field sensors (Hall, GMR, or others) [13,78].

Based on the estimation of the conductivity distribution and using a dipole model
like in bio-electromagnetic studies, a new method for contactless NDE of solid
conductive materials, the LFE technique, has been developed [98]. As in the LET
approach, the relative motion between a permanent magnet and a solid conductive
specimen produces eddy currents inside the bar. When the bar has a defect, the
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distribution of eddy currents can be modeled as a superposition of eddy currents
in the system without defect and the distribution of exactly opposite eddy currents
flowing in the defect region with changed conductivity (equal to the conductivity
of the bar in the case of zero conductivity of the defect). The influence of a defect
with different conductivity on the Lorentz force exerted on the magnet due to eddy
currents is assumed to be equal to the subtraction of the Lorentz forces caused by
a defect-free system and a target with defect (Figure 5.2). In this case, the defect
has to be modeled as a conductive region with conductivity of the specimen, σ0. The
resultant force signal is called defect response signal (DRS) (Figure 5.2, right). The
LFE approach has been applied to the reconstruction of long and wide parallelepiped
subsurface cracks (Figure 5.3) using simulated and measured data.

Because the forward solution has to be determined very often, fast calcula-
tion techniques are strongly recommended. A very simple approach is based on a
defect model where the only the defect region is approximated by a set of uniformly
distributed electric current dipoles. The simplest approach for generation of DRSs
(Figure 5.4(a)) has been described already in Section 2.2.5 (see also Figure 2.35). The
limitation of this source model is that these dipoles do not contribute to the current flow
in the specimen. Thus, another forward computation of the DRs has been developed
which defines the secondary current dipoles in a larger region. The extended area

Fx
Fz – =

σ0σd=0
σ0 σd=σ0

Figure 5.2 Simplest approach to model a defect (rectangular slit) in a conductive
specimen (conductivity σ0), described by the difference of a defect-free
specimen and a specimen with defect
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Figure 5.3 A package of thin aluminum sheets used as a test specimen moving with
constant velocity below the permanent magnet [345]
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Figure 5.4 Defect modeling in an LET forward problem: (a) Simplest approach for
the defect region (defect region is subdivided into voxels, each with a
current dipole). (b) Extended area approach [112]

approach (EAA) is defined with respect to the region around the defect where the
eddy current distribution is disturbed mostly from the defect (Figure 5.4(b)). More
details about this approach can be found in Section 2.2.7.

In the LFE technique, MNE methods are often applied to the reconstruction of
eddy current distributions, which are responsible for DRSs that are measured by the
LET system (Figure 5.5).

Solving an inverse problem in a fully 3D source space requires the use of high
computational resources, including large memory space and long computation times.
To avoid the inversion of very large kernel matrices, the defect reconstruction is split
into three steps:

● determination of a depth of the intermediate plane of a defect,
● determination of the length of a defect in a moving direction of a specimen, and
● reconstruction in x-y-plane, parallel to the upper surface of the bar and the

scanning plane.

Determination of the depth of the long defect was precisely determined using
both measurement and data obtained by finite elements method [98]. In the case of
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Figure 5.5 Experimental setup for the LET measurements in the laboratory

wide defect, a depth of its intermediate plane is slightly moved toward the surface, but
still being in an acceptable range of error (i.e. less than 1 mm for defects as assumed
in Figure 5.6).

Determination of a subsurface defect depth requires to involve as much as possible
a priori knowledge about the defect, e.g. it is usually assumed that in the specimen
exists only one defect and the type of the defect is known.

The length of such defect with main orientation in the direction of movement of
the solid bar was successfully determined in all cases, whereas the reconstruction in the
x-y-plane was satisfactory as well. For the long subsurface defect, the solution using
FEM data shows errors of 1 mm in y-direction and 3 mm in x-direction. For the wide
defect, an error of about 1 mm in both directions has been achieved. Reconstructed
conductivities in the case of long subsurface defect, obtained using measurement data
are smeared out around the defect, but with an acceptable error.

The results have indicated that LET and LFE have great potential for investi-
gating defects in nonferromagnetic conductors, especially in laminated composites.
Consequently, the LFE technique has been further improved. Because the forward
problem in LFE requires fast numerical calculations of the eddy currents, of the
magnetic fields, and of the Lorentz forces, exhaustive investigations to improve
the modeling of the permanent magnet configurations have been made [100,156].
The existing semianalytic forward calculations were further improved due to the use
of the EAA [99]. Furthermore, thereby different defect simulations could be taken
into account, because the computation of the eddy current distributions in the spec-
imen has been adapted much closer to the physics of the electromagnetic field. All
these measures have been contributions to the main goal, the development of better,
i.e. faster inverse solution methods. Because of the complexity of the LFE method,
there always has to be found a compromise of an optimal forward solver (accu-
racy vs. computational costs) and a fast defect identification technique. This results
in the application to two examples, the inspection of multi layered structures and
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Figure 5.6 (a) Setup of a test specimen with an internal defect; (b) force profiles of
an LET measurement (scan in x-direction), with drag force, Fx, and lift
force, Fz; and (c) scanning area above the specimen surface together
with a grid of acquisition points used in the simulations [156]

composite materials. In the first case, a special evolution strategy, the differential
evolution, is applied to reconstruct internal defects in multi layered materials, e.g.
Alucobond (see Section 6.2) [101]. In Section 6.3, the inspection of glass lami-
nate aluminum reinforced epoxy (GLARE) with the goal function scan method is
presented [156].
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5.4 Summary

It has been shown that the LFE is an interesting alternative to the well-established ECT
technique when in nonferromagnetic conductors deep internal defects/anomalies have
to be identified. In such cases, complicated structures with moving components lead
to very high computational costs, i.e. it is highly preferably to apply fast numerical
models for solving the forward problem. Solving the inverse problem, i.e. the identi-
fication of defects or conductivity anomalies, requires efficient solution strategies. In
most cases, the number of optimization methods that can be applied for this purpose
is limited because usually only derivative-free methods can be used. It will be shown
in the following chapter that, in particular, the use of stochastic optimization methods
can lead to efficient solution strategies.

Nevertheless, application of different inversion algorithms (including improved
forward modeling in the defect region), regularization techniques or usage of more
complex permanent magnet configurations (to generate a maximum magnetic flux
density) define the next steps to improve the reconstruction accuracy of the LET and
LFE as options of the MIECTE.



Chapter 6

Applications
Robert P. Uhlig1, Hartmut Brauer1, Konstantin Weise1

and Marek Ziolkowski1,2

6.1 Sigmometry

The following part describes how LET can be applied for nondestructive material
parameter evaluation. Parts of the presented content have been published in [93] and
have led to a patent of invention [409].

6.1.1 Introduction and motivation

LET as described previously in its main application is a technique for defectoscopy.
Defectoscopy techniques themselves are not meant to provide absolute values describ-
ing the specimen’s state but indicating the risk of the presence of a defect. Therefore,
the specimen is tested by a system of sensors under certain, quasi constant condi-
tions. The system response of the object under test is usually compared with the
system response of a reference specimen containing reference defects. That proce-
dure is allowing for a lack of knowledge about the particular testing conditions but
does not allow for an evaluation of absolute defect parameters. These remain in best
cases estimates.

In case that there is a need for absolute values describing the specimen’s state,
e.g. defect size, defect kind, characteristic material properties of the specimen must
be known. The characteristic key material property of any application utilizing eddy
currents is the electrical conductivity of the specimen. In fact, one further feature of the
before presented LET is the ability of the nondestructive and contactless determination
of the specific electrical conductivity of the specimen.

Up to now, the determination of the electrical conductivity is performed, applying
only a few established measurement techniques [410–412]. While fluids are usually
treated with amperometric and potentiometric measurements, the established solid-
state body measurements are the impedence spectroscopy and the four-point-method.
All named methods suffer from the fact that there is the immanent need for contact
with the specimen, which might be difficult to provide, e.g. in hot metals or for fast

1 Advanced Electromagnetics Group, Technische Universität Ilmenau, Germany
2 Applied Informatics Group, West Pomeranian University of Technology, Poland



244 Motion-induced eddy current testing and evaluation

moving specimens. Available contactless methods, as e.g. the eddy current method
[411], are strongly dependent on deviations in lift-off distance and cover only the
subsurface region which might differ from the rest of the specimen due to oxide layers.
Methods applying alternating electro-magnetic fields cannot provide conductivity
measurements from within the specimen since they are limited due to the frequency
dependent skin effect.

The application of LET as NDE technique overcomes the above-mentioned dis-
advantages. It provides contactless measurements deep inside the material, no matter
whether it is a fluid or solid body. Since the Greek letter σ is used internationally to
abbreviate the electrical conductivity, and the exploited physical effect is the Lorentz
force, the method shall be called “Lorentz force sigmometry” (LoFoS) in the following
section.

6.1.2 Basic principle

The basic problem under investigation is sketched in Figure 6.1. A conducting, non-
magnetic plate of arbitrary thickness is moving in the magnetic field generated by a
permanent magnet or a set of current-driven coils. The magnet is located at a constant
lift-off distance δz above the plate with the magnetization direction transversal to the
moving direction.

It has been shown in the previous parts that the drag component of the Lorentz
force Fx, i.e. along the movement direction, depends linearly on the relative velocity
v, whereas the lift force component Fz is proportional to the square of v for small v.
Due to the fact that the measurement setup is neither significantly changing in size
and speed nor in location, these dependencies can be rewritten utilizing the magnetic
Reynolds number as

Fx ∝ Rm, (6.1)

Fz ∝ Rm
2. (6.2)

Equivalent
solenoid

Permanent
magnet

Conducting
plate

nI0

W

L

σ, μ0

D

d
w l

z
y

v

δz

x

Figure 6.1 The sample problem—conducting plate moving with a constant velocity
beneath a permanent magnet or a solenoid
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The magnetic Reynolds number Rm is a nondimensional value that specifies the
ratio between convection and the diffusion of the magnetic field [236]. It can be
calculated according to

Rm = μ0 σ v L, (6.3)

where μ0 is the vacuum permeability, σ is the electrical conductivity, v is the rel-
ative velocity between the conductor and the magnetic field source, and L is the
characteristic length scale. The advantage of describing the measurement conditions
with the magnetic Reynolds number is the summary of physical dependencies of the
measurement result within one value.

Obviously, the determination of electrical conductivity is possible by measuring
the drag force component Fx. Since it depends linearly on the Reynolds number,
and the Reynolds number itself depends linearly on the conductivity, there must be a
calibration coefficient β that fulfills the following equation:

σ = β Fx. (6.4)

The calibration coefficient is usually determined by calibration with reference speci-
mens, but it can be provided by numerical calibration as well. It mainly depends on
the geometry of the used magnet system, the relative velocity and strongly on the
lift-off distance, and on the magnetic flux density B [91].

As stated above, the strong dependency on lift-off distance is a main uncertainty
of contactless evaluation techniques that creates high uncertainties in measurement
results. Manufacturing tolerances and mechanical oscillations during the measure-
ment procedure lead to deviations in lift-off distance of several 100 μm resulting in
measured force deviations of several millinewton depending on the set lift-off dis-
tance. Additionally, the magnetic field strength of the permanent magnet is difficult
to determine due to the fact that magnetization direction and mounting errors have to
be taken into account. Furthermore, the magnetic properties are strongly depending
on temperature.

A modified measurement approach is supposed to help overcome the disadvan-
tages stated above while measuring the drag force component only. As a consequence
of (6.1) and (6.2), the lift-to-drag force ratio Fz/Fx depends linearly on Rm as well:

Fz

Fx
∝ Rm. (6.5)

For thin plates of infinite extension, it is found that, regardless the particular
shape of the magnetic field source, the lift-to-drag (force) ratio can be written as

Fz

Fx
∝ v

w
, (6.6)

where w is the characteristic velocity of the plate (given by w = 2/(μ0 σ D), where D
is the thickness of the thin plate) [60]. The estimation done applying (6.6) is limited
to plates and sheets as long as their thicknesses do not exceed the motional skin depth
δ given by

δ = D

√
1

2 Rm
, (6.7)
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and while the relative velocity is kept in low Rm-range which is the case up to moderate
velocities (v ≤5 m/s) [61]. Considering L = D/2 to be the characteristic length scale
of the present assembly, (6.5) simplifies to

Fz

Fx
= Rm. (6.8)

The result implies that the lift-to-drag ratio neither depends on the magnetic field �B
of the magnetic field source nor on the lift-off distance δz [cf. (6.3)]. Assuming that
the conductivity of the plate under test is homogeneous and isotropic, (6.8) can be
rewritten by analogy to (6.4) as

σ = α Fz
Fx

, (6.9)

where the calibration coefficient α depends only on the geometry of the magnetic
field source, the relative velocity, and (weakly) on the distance between the plate and
the magnetic field source.

Since the calibration coefficient α is unknown a priori, it has to be determined by
the utilization of at least two reference specimens. The conductivity of these specimens
can be given by means of certificated methods, such as the Van-der-Pauw-method
[410,413] and should be approved by the National Metrology Institute.

6.1.3 Semianalytical and numerical calibration

The so far described application is only valid for thin plates and sheets. To extend the
validity of the findings, the calibration is performed for the typical application prob-
lem shown in Figure 6.1. In total, two methods are applied to calculate the drag force
component Fx and the lift force component Fz acting on a moving parallelepipedial
magnet: a semianalytical one presented in Section 2.2 that can be applied to configu-
rations with small magnets compared to the tested specimen (L, W � w, l, d, D), and
a fully numerical one presented in Section 2.4, without these restrictions.

To validate the obtained calibration coefficients experimentally later on, the
geometry of the existing experimental setup according to Table 6.1 is taken into
account. The magnetization of the permanent magnet is considered to be coaxial with
the z-axis of the defined coordinate system. Due to model restrictions the plate is
considered to be infinite, which means that the chosen dimensions are big enough in
case of the fully numerical model to not show effects of edges on the results.

The lift-to-drag ratio is analyzed as a function of the specimen’s conductivity.
The comparison between the semianalytical method and the fully numerical method
is shown in Figure 6.2. To prove the stated dependencies, the lift-to-drag ratio is
calculated for different lift-off distances δz and different relative velocities v. Both
models show a very good agreement in the whole range of considered conductivities.
This result verifies the use of the semianalytical model for simplified model config-
urations, where edge effects are absent. The numerical model should be utilized if
specimens with finite dimensions, or if more complex magnet systems are used.

The obtained calibration curves shown in Figure 6.2 are the basis for LoFoS
implementation.
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Table 6.1 Geometrical and material properties used for comparison of the
analytical with the numerical model and experiments

Parameter Figure 6.2 Experiments

Specimen length L 0.25 m 0.25 m
Specimen width W 0.25 m 0.05 m
Specimen depth D 0.05 m 0.05 m
Magnet length l/Diameter Ø 0.015 m Ø 0.015 m
Magnet width w 0.015 m –
Magnet height d 0.025 m 0.025 m
Remanent flux density Br 1.17T 1.17T
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Figure 6.2 Calibration curves for plates obtained semianalytically (A) and
numerically (N) for various velocities: (A) infinite plate with thickness
50 mm; (N) W × H × L = 250 × 50 × 250 mm. (a) Lift-off δz = 3 mm.
(b) Lift-off δz = 5 mm
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The assumption of a linear dependency is verified in certain limits. As the veloc-
ity rises the linearity of the calibration curves reduces. This fact has been foreseen
as the analytical model in (6.8) is valid only for low velocities and conductivities.
Nevertheless, a basic linear fitting is applied to the calibration curves by fitting the
following equation to the data points applying the method of least squares:

σ = α Fz
Fx

+ σoff. (6.10)

The resulting calibration coefficients α and the corrective offset σoff are presented in
Table 6.2 within the simulation range σ = 20–60 MS/m.

6.1.4 Experimental validation

The validity of the numerical predictions presented above is to be shown by means
of experiment. The experimental setup is shown in Figure 6.3. Due to disturbing
effects of inertia, and since this application is most common in industrial environment,
the relative motion between the permanent magnet and the material under test is
realized by a linear belt-driven drive carrying the specimen rather than the permanent

Table 6.2 Basic linear fitting coefficients for plate calibration applying the
semianalytical model

Coefficients δz = 3 mm δz = 5 mm

v (m/s) 0.5 1.0 1.5 0.5 1.0 1.5
α (MS/m) 299.95 171.51 129.89 266.35 153.42 117.06
σoff (MS/m) −1.44 −4.11 −6.56 −1.50 −4.34 −6.96

v

x
z

y

1

2

3

(a) (b)

Figure 6.3 Experimental measurement setup: (a) photography of the experimental
setup; (b) sketch of the experimental setup identifying the components:
(1) 3D force sensor, (2) permanent magnet, and (3) specimen mounted
on a linearly belt-driven sledge
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magnet. The velocity range is v = 0–3.75 m/s which is sufficient to reach intermediate
magnetic Reynolds numbers for highly conductive materials.

The acting Lorentz force is measured by a three-dimensional force sensor that
is realized by a deformation body to which three resistive strain gages are applied.
The absolute force in longitudinal and transversal direction of the specimens motion
is limited to

∣∣Fx,y

∣∣ ≤ 3 N whereas in vertical direction the limitation is |Fz| ≤ 10 N.
In vertical direction, the mass of the sensor system needs to be considered as acting
force offset. The force component transversal to the motion direction Fy is used as a
quality measure for the alignment of the permanent magnet with respect to the object
under test in the presented experiment. At the symmetry line, the transversal force
component should vanish, Fy = 0. This statement is valid for any specimen whose
shape is symmetrical to the movement direction.

6.1.4.1 Methodology characterization
The calibration of the conductivity measurement has to be performed with at least two
specimens of known conductivity. For that, two solid-state bars are considered. As
known from the above presented numerical models, there are two key performance
parameters for the uncertainty of measurement: (i) the velocity v and (ii) the lift-off
distance δz. While the velocity v should have an almost linear dependency on the
lift-to-drag ratio and thus, on the calibration coefficient, the influence of the lift-off
distance δz should be neglectable.

The predicted linear drag force component and the corresponding quadratic lift
force component behavior by [60] can be seen in Figure 6.4. Especially for the Al-
alloy bar with a known conductivity of σAl =20.4 MS/m, the linear and quadratic
models are well fitting. The copper bar shows a three times higher conductivity
and therefore allows for higher Reynolds number regimes. For high velocities, the
predicted behavior is not valid anymore; the drag force component is rising nonlinearly
whereas the lift force component does rather linearly than quadratic.

Surprisingly, the lift-to-drag ratio of both the Al-alloy specimen and the copper
bar show a quite linear dependency to velocity for a much bigger range of velocity
than the single components (cf. Figure 6.5). The experiments with the copper bar
validate the linear behavior even on the bounds of the existing conductivity range.

As described earlier, controlling the strong dependency of the Lorentz force on
the lift-off distance is crucial for the industrial application of since the measured con-
ductivity is influenced directly due to that deviation. Concerning the lift-off distance,
there exists a conflict of objectives: on the one hand a smaller lift-off distance δz
increases the total measured Lorentz force whereas on the other hand the sensitivity
to changes in lift-off distance rises significantly, e.g. surface roughness.

Some authors argue that a permanent magnet can be modeled by an equiva-
lent magnetic dipole [90]. For a dipole a reduction in Lorentz force closely to δz−3

is expected. Results shown in Figure 6.6 imply that the dipole model is valid only
if the permanent magnet is sufficiently far away from the specimen. In the vicin-
ity of the permanent magnet of arbitrary shape, the Lorentz force is scaled with
approximately δz−4.7.



250 Motion-induced eddy current testing and evaluation

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0
0.0

0.0 0.5 1.0 1.5 2.0
υ (m/s)

(N): Al, δz = 3 mm
(E): Al, δz = 3 mm
(N): Cu, δz = 5 mm
(E): Cu, δz = 5 mm

(N): Al, δz = 3 mm
(E): Al, δz = 3 mm
(N): Cu, δz = 5 mm
(E): Cu, δz = 5 mm

υ (m/s)

F x
 (N

)
F z

 (N
)

2.5 3.0 3.5 4.0

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

(a)

(b)

Figure 6.4 Acting Lorentz force depending on relative velocity between specimen
and permanent magnet at a lift-off distance of δz = 3 mm (Al-alloy) and
at δz = 5 mm (Cu); (N) numerical results, (E) experiment. (a) Drag
force. (b) Lift force
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Figure 6.6 Lorentz force depending on lift-off distance for Al-alloy specimen
(velocity v = 2 m/s). (a) Drag force. (b) Lift force

The strong sensitivity to varying lift-off distances is significantly reduced by
utilizing the lift-to-drag ratio as shown in Figure 6.7. Edge effects of the specimen,
and the arbitrary-shaped magnetic field source with orientation misalignment are
most likely responsible for the remaining slight increase in lift-to-drag ratio.

Both effects the dependency on velocity and lift-off distance lead to the conclu-
sion that utilizing the lift-to-drag ratio rather than the single Lorentz force components
has huge advantages concerning the sensitivity to measurement setup imperfec-
tions. The overall measurement error can be estimated by the total derivative of the
lift-to-drag ratio

d

(
Fz

Fx

)
= Fx dFz − Fz dFx

F2
x

, (6.11)

where the values denoted by a d symbolize the measurement uncertainties. The overall
measurement error of the presented experiment can be read from Figure 6.8 for fixed
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velocity and lift-off distance. Since velocity and lift-off distance influence the error
in opposite way, the use of medium velocities and small lift-off distances is proposed
to minimize measurement uncertainties without exceeding the medium Rm-range.

6.1.4.2 Conductivity measurement
Lorentz force measurement depends on the operational conditions, i.e. relative veloc-
ity, lift-off distance, and magnetic field. Therefore, a calibration with standard conduc-
tor targets is required. Since the force sensor itself can be calibrated by national mass
standards, the result of the Lorentz force measurement can be traced back to SI units.

For simplicity, the calibration is performed with two materials, e.g. copper
and aluminum. It is definitely required to calibrate with more standard materials
and impose a higher order dependency to obtain more accurate results. Calibrat-
ing the measurement setup applying different velocities is recommended as well.
The presented results use calibrations at velocities v1 = 0.5 m/s, v2 = 1.0 m/s, and
v3 = 0.5 m/s that suit best for the particular measurement setup ensuring a medium
magnetic Reynolds number Rm.
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Figure 6.9 Calibration curves for the used bar geometry (W × H × L = 50 mm ×
50 mm × 250 mm) for different velocities obtained numerically: (a)
lift-off distance δz = 3 mm, the particular example from Table 6.4 is
visualized colorfully, (b) lift-off distance δz = 5 mm
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Table 6.3 Basic linear fitting coefficients for bar calibration applying the
numerical model

Coefficients δz = 3 mm δz = 5 mm

v (m/s) 0.5 1.0 1.5 0.5 1.0 1.5
α (MS/m) 417.91 216.26 151.43 389.46 201.54 140.89
σoff (MS/m) −0.26 −1.04 −2.18 −0.25 −1.01 −2.10

Table 6.4 Obtained conductivity values using LoFoS

Parameter Unit Aluminum Copper

v m/s 1.5 1.5
δz mm 3 3
Fx N 0.735 1.92
dFx N 0.015
Fz N 0.115 0.789
dFz N 0.050
Fz
Fx

± d
(

Fz
Fx

)
– 0.157 ± 0.065 0.411 ± 0.022

σ ± u MS/m 21.59 ± 9.82 60.08 ± 3.46

Due to the very good agreement between experimental data and numerical results,
a purely numerical calibration is valid as well. For the used measurement setup, the
calibration graphs are shown in Figure 6.9 and the obtained calibration coefficients α
are summarized in Table 6.3 for linear fitting. In the present example, reference bars
of aluminum alloy (σAl = 20.4 MS/m) and copper (σCu = 57.92 MS/m) are utilized.
The given conductivities have been approved with the eddy current device Sigmatest
2.0069 (Institut Dr. Foerster GmbH & Co. KG).

For the final conductivity determination, the purely numerically obtained cal-
ibration curves are used (cf. Figure 6.9). The measurement uncertainties and the
intermediate results are given in Table 6.4. Applying the linear calibration coeffi-
cients from Table 6.3 and taking into account the uncertainty calculation according
to (6.11) the conductivities σAl = 21.59 MS/m and σCu = 60.08 MS/m are measured.
The combined uncertainties of uAl = 9.82 MS/m and uCu = 3.46 MS/m are based
on the uncertainty of the applied force sensor and could be reduced by repeating
measurements and the application of a more appropriate sensor concerning the
measurement range.

6.1.5 Findings

The presented application called LoFoS has a few advantages over present avail-
able and established conductivity measurement techniques. The main advantage is
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that LoFoS is contactless. Therefore, it can be applied continuously during produc-
tion process. LoFoS can be applied to a variety of specimens including these whose
physical condition is fluid. The only limitation from measurement point of view is
given by the minimal measurable Lorentz force components of the applied force
sensor.

In difference to other noncontact methods, the considered conductivity is not
only limited to the surface of the specimen. Since direct magnetic fields are used, the
penetration depth is not limited by the source frequency but by the relative velocity
between specimen and magnetic field source.

Due to the exploitation of the lift-to-drag ratio, the measurement procedure is
quite robust to changes in lift-off distance, velocity, and magnetic field strength. For
a wide range of conductivities, the ratio is linearly dependent on the conductivity
which offers accurate results even for two-point-calibration. Finally, the measured
conductivity is directly traceable to SI units if calibration has been provided by
appropriate references.

6.2 Defectocscopy of multilayered structures

6.2.1 LET measurements of alucobond specimen

In the framework of NDT, the detection and reconstruction of defects in laminated
composites is of major interest. Composites consists of alternating metal and isolating
layers and have a high strength and damage tolerance. Therefore, they are especially
useful for weight-critical, safety-related components such as aircraft fuselages [414].
Due to periodic and extensive in-service loads, fatigue fractures in the metal layers can
occur. Alucobond is a multi layered composite (facade material) usually consisting
of two thin sheets of aluminum (0.5 mm each), separated by an isolating kernel of
polyethylene (3–5 mm, σ = 0) (Figure 6.10).

It is very stable as well as flexible at the same time. The bottom aluminum cover
sheet contains an artificial cylindrical hole (diameter = 5 mm) at the center of the
specimen.

250 mm

50 m
m

0.5 mmAluminum alloy
Polyethylen

Aluminum alloy 0.5 mm 5 mm

x

y

3 mm

Figure 6.10 Three-layered alucobond composite specimen used in the experimental
setup and view of the artificial defect in the lower cover sheet
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Table 6.5 Parameters of the LFE setup

Conductor (alucobond)

Dimension (L × W × H ) 250 mm × 50 mm × 4 mm
Thickness of metal sheets 0.5 mm
Conductivity of metal sheets 30.1 MS/m
Velocity v 0.5 m/s

Defect

Shape Cylinder
Radius Rd 2.5 mm
Height Hd 0.5 mm
Depth d 3.5 mm

Permanent magnet

Shape Cylinder
Radius Rp 7.5 mm
Height Hp 25 mm
Remanence 1.17T
Lift-off δz 1 mm

As in the usual experimental LET setup described previously, the test spec-
imen moves under the fixed cylindrical permanent magnet, with a small liftoff
distance between magnet and specimen’s surface. The detailed parameter values for
the conductor, defect, and permanent magnet are summarized in Table 6.5.

To identify the defect, the Lorentz force evaluation (LFE) has been applied [345].
LFE evaluates perturbations in Lorentz force signals obtained from LET. The LFE
reconstruction scheme was applied to two sets of simulated Lorentz force data. Two
different laminated specimens, consisting firstly of stacked aluminum sheets having
each a thickness of 2 mm whereas one sheet contains a cylindrical defect with a radius
of 2.5 mm (at different depths, d =2 mm or 4 mm). The depth corresponds to the upper
surface coordinate of the layer. For depth reconstruction, it is applied a set of voxel
grids positioned at the depths d = {0, 2 mm, 4 mm, 6 mm, 8 mm}. All optimizations
are performed with 50 repetitions. The second specimen was the alucobond shown in
Figures 6.10 and 6.11. Simulated data are obtained using a finite element model of
the laminated specimen moving under the cylindrical permanent magnet.

6.2.2 Forward simulations

In the forward approximations, only LET systems with permanent magnets of simple
geometries are considered. A typical configuration of the LET system is shown in
Figure 6.11.

Using the simplest possible approximation, the permanent magnet is represented
by a single magnetic dipole positioned at rp = [xp, yp, zp]T (Figure 5.5). The magnetic
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Figure 6.11 LET simulation setup for an anisotropic specimen

dipole has the magnetic moment m = mez = Vpez, with Vp denoting the volume of
the permanent magnet. The magnetic dipole produces at any point r = [x, y, z]T the
magnetic flux density

B = μ0

4π

[
3

m · (r − rp)

|r − rp|5 (r − rp) − m
|r − rp|

]
. (6.12)

Previous investigations have shown that the condition outlined above is fulfilled, if the
specimen has a characteristic length of L = Hc ≤ 50 mm, is composed of aluminum
alloy, and the measuring velocity is not larger than 0.5 m/s [241]. Then, the influence
of the secondary magnetic field resulting from the induced eddy currents on the total
magnetic field can be neglected [weak reaction approach (WRA)]. Consequently,
the magnetic field in the conductor can be reduced to the primary magnetic field
of the permanent magnet. In these LFE studies only low velocities are considered,
since otherwise the violation of the limitations assumed for the LET measurements
is likely to have noticeable effects. A validation of the WRA for low velocities can
be found in [156]. Moreover, defects are assumed to be ideal, i.e. the conductivity of
the defect equals zero and no eddy currents flow in the defect region. Furthermore,
the forward solutions do not take into account the boundary conditions at the edges
of the conductor, i.e. the conductor is considered to have infinitively large x- and
y-extensions. This simplification holds if the defect is much smaller than the conduc-
tor, {dx, dy} � {Lc, Wc}. Taking into account the WRA and the fact that with respect to
the global coordinate system the conductor is in motion (Figure 5.6(a)), eddy currents
can be calculated using Ohm’s law for moving conductors

�J = σ (−∇ϕ + v × B) , (6.13)
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where ϕ is the electric scalar potential. For this simple approximation, the real defect
region of conductivityσd = 0 is substituted with the electric conductivityσ0 and forms
a fictitious conducting region. The eddy currents are only considered in the defect
region and flow in exact opposite direction as for a conductor without a defect, i.e.
�j = −j0. To calculate the simple approximation of the DRS,�F (1), a finite volume
discretization of the fictitious conducting defect region is applied. The defect region
is substituted with a regular grid of volume elements (voxels). The voxels have the
elementary volume VE = �x�y�z and conductivity σ0 (Figure 5.4(a)). In each voxel,
a current dipole pk is placed at the center of gravity described by rk = [xk , yk , zk ]T

with k = 1, . . . , K , where K denotes the number of voxels. The entirety of all current
dipoles is a discrete approximation of the continuous eddy current distribution in the
defect region. The moment of the kth current dipole equals pk = �jkVE . The eddy
current density �jk can be calculated with the help of (6.13) as

�jk = σ (∇ϕk − v × Bk) , (6.14)

where Bk is the magnetic flux density at the position of the kth current dipole cal-
culated using (6.13). To find an analytic expression for ϕk calculated in (6.12), it is
exploited that the interfaces between the metal layers are electrically isolating and
�z � {Lc, Wc}. The conductor is assumed to be anisotropic, i.e., the diagonal con-
ductivity tensor [σ ] = diag(σxx, σyy, σzz) has the entries σxx = σyy = σ0 and σzz = 0.
Thus, the eddy currents flow only in the x-y–planes and the z-component vanishes,
i.e. jz = 0. Under the condition that the permanent magnet is modeled with one mag-
netic dipole, the potential ϕk at the point rk = [xk , yk , zk ]T can be determined from
∂ϕ/∂z = v by analytically. Then, the DRS profile can be approximated with the help
of the electric current dipoles as

�F(1) =
∫

Vd

�j × B dV ≈ VE

K∑
k=1

�jk × Bk

= σ0VE

K∑
k=1

(∇ϕk − v × Bk ) × Bk . (6.15)

To improve the forward solution, the extended area approach (EAA) has been applied
[112]. For the extended approximation of the DRS, the eddy currents in the area
outside the defect produced by current dipoles in the defect region are taken into
account as well (see Figure 5.4(b)). Current dipoles in the K voxels covering the
defect region are calculated as described previously. Then, the distortion current
density�je of the eth current dipole in the extended region outside the defect can be
approximated by superimposing the current densities from the defect region and the
surrounding specimen. Finally, the DRS can be approximated with respect to (6.14) as

�F(2) =
∫

V
�j × B dV ≈

K∑
k=1

�jk × Bk dV

︸ ︷︷ ︸
defect region

+
E∑

e=1

�je × Be dV

︸ ︷︷ ︸
region outside defect

. (6.16)
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Figure 6.12 Defect response eddy current distribution in the defect region (light
red cones) and in the surrounding extended region (red cones) [156].
(a) Cuboidal defect. (b) Cylindrical defect

This approach results in a current flow as shown in Figure 6.12 for a cuboidal and
cylindrical defect, respectively. Here is always assumed that the defect is located in
one layer only. The solution is finally verified with solutions using very fine finite
element models. The distributions are calculated in the x-y–plane for the center of
the defect (d = −3 mm) in that moment where the magnetic dipole is positioned just
above the center of the defect (xp = yp = 0). For better visualization, the axes are
limited to the range −5 mm ≤ (x, y) ≤ 5 mm. It can be observed that the continuity
equation ∇ · j = 0 is not fulfilled, if only eddy currents in the region covering the
defect are taken into account for forward simulations (light red cones). Thus, the EAA
leads to a much better approximation of the physics of the field.

6.2.3 Defect identification

In general, the problem of defect identification can be formulated as an optimization
problem, which searches for an optimal defect profile by minimizing the normalized
root mean square error (NRMSE) (2.34) of measured and simulated force signals.
For this purpose, optimization strategies based on deterministic algorithms have been
extensively used. However, they often fail to converge to the global optimum if the
objective function has multiple local minima. To overcome this drawback, an opti-
mization scheme based on a global stochastic optimization algorithm, the differential
evolution (DE) is proposed. It belongs to the class of Evolutionary Algorithms that
mimic Darwin’s theory to describe the biologically evolution process [415]. DE is
a population-based, real-valued, and continuous optimization algorithm. An initial
population evolves by generating off-springs in terms of random genetic mutation,
crossover, and selection of population members (Figure 6.13).
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Figure 6.13 Flow chart of DE. The current generation is denoted by index g

The population is initialized by calculating Np random population members. The
number of elements in each member is equal to the number of voxels. Mutation
describes the process of change or perturbation in random elements of the individual.
For each population member, a mutant vector xm is calculated by the sum of one
randomly sampled member x(1) and the difference between two other random vectors,
x(2) and x(3), weighted with the mutation scale factor F as:

xm = x(1) + F(x(2) − x(3)). (6.17)

Then, in binomial crossover, the parent and mutant exchange elements. The kth
element of the resulting trial vector xt is equal to

xt
k =

{
xm

k if rk ≤ Cr

xk otherwise.
(6.18)

where Cr denotes the crossover probability. Furthermore, the next generation is
selected based on the principle of the survival of the fittest. Selection is performed as
a one-to-one competition between parent and corresponding trial vector. The mem-
ber having the smaller objective value is passed on to the next generation. Since the
conductivity in the conductor can only be equal to zero (no defect) or one (defect),
the objective values are calculated based on parameter vectors having a binary con-
ductivity distribution. The binary objective variables are obtained by thresholding
the continuous variables with a predefined threshold. The optimization is terminated
if the NRMSE between measured and forward calculated data did not change for
g = 500 generations.

6.2.3.1 Inverse solution strategy
The aim of the inverse calculation scheme is to reconstruct the conductivity distribu-
tion in the laminated specimen. The first approximation of the defect response signal
as outlined in Section 6.2.2 is applied for forward calculations. Since the defect is
represented with a fictitious conducting region, regions with high conductivity in the
inverse solution are interpreted as defect regions. The applied defect reconstruction
strategy consists of four steps. First, the depth of the defect is estimated, i.e. the layer
at which the defect is expected is determined. Each layer of the laminated compos-
ite is modeled as an individual, two-dimensional regular grid of voxels, where the
unknown conductivities are the variables of the objective function. Then, the DE is
applied to minimize the NRMSE of measured and forward calculated data, separately
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for each layer. After convergence, the corresponding NRMSE is obtained for each
depth. Finally, the defect depth corresponds to that layer with the minimum error
among all layers.

The procedure starts with the definition of source space as a regular grid of voxels
(one layer) with the unknown conductivities. This has to be done for each of the NL

metal layers of the composite, where the defect is assumed to be located in. Voxels
are defined with sizes of�x ×�y ×�z and they are distributed equally in quadratic
source spaces, which are positioned in the x-y–planes of the metal layers and have
the dimensions −ls ≤ (x, y) ≤ ls. The depth of the source space and the height of
the voxels are equal to the depth and thickness of the metal sheets, respectively. The
number of voxels NS in the source space is defined as NS = [2ls/�x][2ls/�y]. The
unknown conductivity distribution for each metal sheet is summarized in a vector
σ = [σ1, σ2, ..., σNS ] with respect to the number of voxels in the defect region.

Using the DRS profile �F = [�F1
x ,�F1

y ,�F1
z , ...,�FM

x ,�FM
y ,�FM

z ]T mea-
sured at M points, i.e.�F ∈ R3M×1, Eq. (6.15) can be reformulated into the following
linear system of equations�F = Kσ , where K ∈ R3M×Ns is the gain matrix between
the NS unknown conductivities of voxels from the source space and the DRS at M
measurement points. The goal function f (σ ) that needs to be minimized in the LFE is
assigned to the NRMSE between the forward calculated Lorentz force profiles�F (A)

and the observed �F (obs) formulated as

f (σ ) = NRMSE(σ ) =

√
1

3M

∑3
i=1

∑M
m=1

[
�F (A)

i,m (σ ) − F (obs)
i,m (σ )

]
max

m=1...3M

[
�F(obs)

m (σ )
]

− min
m=1...3M

[
�F(obs)

m (σ )
] . (6.19)

In this study, �F (A) profiles are calculated by the first approximation of the analytic
forward procedure described in the previous chapter, whereas �F (obs) profiles are
either simulated numerically or measured.

6.2.4 Results and discussion

Since the choice of the intrinsic DE control parameters Np, F , and Cr can have
significant influence on the global optimum searching capability, the described
reconstruction strategy has been applied for all combinations of Np = {20, 40, 60},
F = {0, . . . , 1}(step 0.1), and Cr = {0, . . . , 1}(step 0.1). The results for the variation
of the intrinsic control parameters are shown for a population size of Np = 40 in Fig-
ure 6.14. The values are averaged over 50 optimizations. The figure shows the average
NRMSE for the variation of F and Cr for each Cr and optimal F corresponding to
a minimum error value. For all Cr , the minimum lies in the interval F = [0.5, 0.7].
If F is smaller than the optimal value, the NRMSE increases with increasing Cr . A
strong dependence of the NRMSE and estimated radius can be observed. Parameter
combinations with increased/decreased population (Np = {20, 60}) did not yield any
performance improvement.

Based on the outlined results, the parameter combination Np = 40, F = 0.5,
and Cr = 0.1 has been selected [101,156]. The results are in good agreement with
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recommendations found in literature, where have been proposed to set F between
0.4 and 0.9. This ensures that the trial and mutant vector are significantly different
which yields an increased population diversity. Moreover, a low Cr value results
into a search that changes each direction separately, which is an effective strategy to
minimize decomposable functions as in LFE [416].

Figure 6.15 shows the defect response profiles�F = [�Fx,�Fy,�Fz]T caused
by the defect in the vicinity of the center of the specimen (x = 0). Residual distur-
bances resulting from parameter deviations and inaccuracies that occurred during
measurements can be seen outside the defect region.

In this chapter, an inverse calculation strategy based on a stochastic optimiza-
tion algorithm called DE was proposed. The findings show that the reconstruction
scheme yielded correct depth estimates. The geometry estimates had errors less than
4% relative to the size of the defect. Other reconstruction approaches for LFE have
obtained comparable errors [345].

In the inverse strategy, the binarization of continuous-valued population members
and area opening to obtain the DE solution is employed. These processing steps accel-
erate the convergence of the DE. Without these steps, it is likely that the DE would tend
to converge to a similar final solution if the termination criterion is changed, i.e. more
function evaluations would be required without changing the overall best solution.

Differential mutation and one-to-one selection are reported to be the strengths
of the DE compared with other evolutionary strategies [416]. Differential mutation
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ensures a high-population diversity and improves the convergence. Individuals adapt
to the search space because the scaled difference vectors gradually conform to the
space. It is not necessary to use a predefined probability density function to define
the step size, which is also the case for other stochastic optimization algorithms. One-
to-one selection ensures that the overall best solution is retained. These aspects have
contributed to selecting the DE algorithm [101,156].

Furthermore, the continuous-valued DE individuals enable to drop in future stud-
ies the assumption that the defect has zero conductivity. By omitting the binarization
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for selection operation, other defects can be analyzed in addition to metal frac-
tures, such as corrosion. This extension would be more difficult to achieve with a
binary-valued algorithm, e.g. genetic algorithm.

The reconstruction results are more accurate when the defect was located closer
to the surface of the conductor. The reason might be that the influence of the metal
layers between the permanent magnet and the layer containing the defect on the force
signals were not considered in the approximate forward solution. Further, the results
show that the reconstructed defect has a slightly smaller x-extension but slightly larger
y-extension than the real defect. This phenomenon is likely to be explained by two
aspects. First, the resolution of LET is poorer in the y- than in the x-direction. Because
the eddy currents below the permanent magnet flow in the y-direction, the magnitude
decay is slower in the y-direction than in the x-direction. Second, the y-extension of
the sensor space is too small to provide sufficient information about the y-extension
of the defect. However, the current experimental setup does not allow to increase the
y-extension of the sensor space. A possible solution to overcome this drawback is to
measure the specimen twice, whereas in the second measurement the specimen in
rotated by 90 degrees in the x-y–plane.

In this study, the permanent magnet was modeled with one magnetic dipole,
having an optimized position, although a multiple-dipole-model (MDM) with more
than one magnetic dipole would provide a more accurate solution of the magnetic
field. The reason was that the use of the MDM does not allow to formulate the inverse
problem into a linear system of equations. Hence, this would result in a significantly
increased computing time. However, the computing time was in the range of a few
hours for a single optimization run. This is a significant increase compared to the
about 15 s observed for one simulation with a single magnetic dipole.

The optimization problem considered in this study has 900 unknowns (voxels
in the source space) if �x = �y =1 mm. Therefore, it can be treated as a high-
dimensional nonlinear problem. The complexity increases with the dimension of the
problem and the performance of the DE is often expected to be degraded for problems
with many optimization variables [416]. This explains the less accurate results if the
voxel size is below 1 mm. In the present study, it was shown that the basic DE provides
robust and satisfying inverse solutions within a reasonable computational costs when
it is applied to the LFE problem with appropriate voxel size [101].

Two aspects can be addressed as limitations of the proposed method. Only the
very simple approximation of forward calculated signals was considered, because
the determination of the eddy currents for multiple defect regions with arbitrary
shape, that are likely to occur during the optimization, is challenging. For simula-
tion data, these errors are in the range of a few percent. However, the comparison
between the measured and forward calculated DRSs shows that the presence of
interfering signals yields significantly larger deviations for the measured Lorentz
forces (Figure 6.16). This explains the larger NRMSEs obtained after DE conver-
gence and impedes the depth reconstruction. On the other hand, the resolution of
the system might be not good enough to obtain more accurate depth reconstruction
for measured data. The resolution can be improved by applying sophisticated magnet
systems.
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6.3 Inspection of composites

6.3.1 Composite material

In industry, the market share of composites is even increasing much faster, and
composites are now widely used in aerospace industry, automotive industry, marine
industry, etc. Composites or composite materials are combinations of two or more
materials, in such a way that the separate material phases can still be distinguished
after manufacturing. Composites are typically designed with a particular use in mind,
such as added strength, efficiency, or durability (Figure 6.17).

In most cases, the term composite or composite material refers to fiber-reinforced
plastics, because this is by far the most important category of composite materials. In
these fiber-reinforced plastics, the plastic is reinforced with fibers to make a light and
strong material. The material in which the fibers are embedded is called the matrix,
while the fibers are called the reinforcement.

Composites, also known as fiber-reinforced polymer (FRP) composites, are made
from a polymer matrix that is reinforced with an engineered, man-made or natural
fiber (such as glass, carbon, or aramid), or other reinforcing material. The matrix
protects the fibers from environmental and external damage and transfers the load
between the fibers. The fibers, in turn, provide strength and stiffness to reinforce the
matrix and help it resist cracks and fractures. In many industrial products, polyester
resin is the matrix and glass fiber is the reinforcement. But many combinations of
resins and reinforcements are used in composites, and each material contributes to
the unique properties of the finished product: fiber provides strength and stiffness,
while more flexible resin provides shape and protects the fiber.

Many terms are used to define FRP composites. Modifiers have been used to iden-
tify a specific fiber such as Glass Fiber Reinforced Polymer (GFRP), Carbon Fiber
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Figure 6.17 Composites are formed by combining materials together to form an
overall structure with properties that differ from individual properties
of the components

Reinforced Polymer (CFRP), and Aramid Fiber Reinforced Polymer (AFRP). Another
familiar term used is Fiber-Reinforced Plastics. In addition, other acronyms have been
developed over the years and their use depended on geographical location or market
use. For example, Fiber-Reinforced Composites (FRC), Glass-Reinforced Plastics
(GRP), and Polymer Matrix Composites (PMC) can be found in many references.

Beside the fiber-reinforced plastics, there are a wide variety of composite mate-
rials: metal matrices with metal fibers, ceramic matrices with metal or ceramic fibers,
etc. Even steel reinforced concrete could be classified as a composite, although it is
rarely considered to be part of the composites family. The matrix can basically be
any type of plastic: epoxy, polyester, vinyl ester, polypropylene, etc. The fibers are
typically glass, carbon (graphite), or aramid. The fiber reinforcement can take any
form: a mat of short chopped fibers, a woven fabric, a unidirectional arrangement of
fibers, and many others. One of the big advantages of fiber-reinforced composites
is that the stiffness and strength can be tailored to the specific loading conditions. If
the loading of the composite component is dominantly oriented in one direction, you
can apply the fiber reinforcement mainly in that direction. This makes the composite
anisotropic. It means that its stiffness and strength are not the same in every direction,
but can differ for every direction in the material.

A special type of composite laminate is the sandwich composite, where some of
the middle layers of the laminate are replaced by a very lightweight core material,
typically being foam, balsa wood, or metallic honeycombs. Sandwich composites are
very attractive because they are very lightweight structures with a very high bending
stiffness and usually good impact and fatigue resistance. They can be found in ship
hulls, floor panels, architectural claddings, etc. The composites industry continues to
evolve. The use of FRP composites has already transformed the marine, automotive,
and aerospace markets. There is huge potential for a similar technology shift in the
architectural and building & construction segments as the industry takes advantage of
the design flexibility, durability, low weight, corrosion resistance, and other properties
that composites offer. Composite materials have fueled the growth of new applica-
tions in markets such as transportation, construction, corrosion-resistance, marine,
infrastructure, consumer products, electrics, aerospace, appliances, and business
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equipment. Composites are used in industrial applications where corrosion resistance
and performance are critical. Generally, premium resins (e.g. isophthalic resin or
vinyl ester) are required to meet corrosion-resistance specifications. Other specialty
resins may be used depending on the chemical resistance properties required. Fiber-
glass is almost always used as the reinforcing fiber. Industrial composite products
include underground storage tanks, scrubbers, piping, fume hoods, water treatment
components, and pressure vessels. The sector of the advanced composites industry is
characterized by the use of high-performance resin systems and high-strength, ultra-
stiff fiber reinforcement. The aerospace industry, including military and commercial
aircraft, is the major customer for advanced composites.

Due to the complex structures of the composites with very different and often not
precisely known material properties, it is difficult to provide appropriate techniques
for testing and evaluation. If the MIECT technique should be applied, only electrically
conducting materials can be evaluated, i.e. with NDT methods like LET the conductive
components of the composite devices can be evaluated because there the eddy current
flow is induced. Furthermore, the evaluation of composite materials and in particular
the identification of defects or conductivity anomalies need the numerical modeling
of the eddy current flow in these conducting components. Thus, in the following
chapter laminated composite materials will be considered.

6.3.2 Glass laminate aluminum reinforced epoxy (GLARE)

New materials are developed and used to support the trend of a more ecological and
economical society. Especially composite materials can withstand stronger mechan-
ical stress but at the same time they are a big challenge for NDT and NDE. In this
chapter, measurement results using LET for Glass Laminate Aluminum Reinforced
Epoxy (GLARE) samples are presented and compared with simulations [417,418].

GLARE is a fiber metal laminate (FML) composed of several very thin layers of
metal (usually aluminum) interspersed with layers of glass-fiber “pre-preg,” bonded
together with a matrix such as epoxy. The unidirectional pre-preg layers may be aligned
in different directions to suit the predicted stress conditions (Figure 6.18). GLARE
is made of thin-stacked aluminum sheets with glass fiber laminated in between the
sheets. It is mainly used in aerospace industry because of its mechanical properties
and low specific weight [419,420]. Typically GLARE is tested nondestructively with
ultrasonic [421] or thermography [396].

Although GLARE is a composite material, its material properties and fabrication
are very similar to bulk aluminum metal sheets. It has far less in common with com-
posite structures when it comes to design, manufacture, inspection, or maintenance.
GLARE parts are constructed and repaired using mostly conventional metal material
techniques. Its major advantages over conventional aluminum are:

● Better damage tolerance behavior, especially impact and metal fatigue
● Better corrosion resistance
● Better fire resistance
● Lower specific weight
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sheets

Furthermore, it is possible to tailor the material during design and manufacture such
that the number, type, and alignment of layers can suit the local stresses and shapes
throughout the aircraft. This allows the production of double-curved sections, complex
integrated panels or very large sheets, for example.

GLARE is a successful FMLs, patented by Akzo Nobel in 1987, which has
entered commercial application in the Airbus A380 (Figure 6.19) [420]. In the 1970s
and 1980s, especially researchers at the Faculty of Aerospace Engineering, Delft
University of Technology, have done much of the R&D on FML. Besides the appli-
cations on the Airbus A380 fuselage, GLARE has multiple “secondary” applications.
GLARE is also the material used in the ECOS3 blast-resistant Unit Load Device. This
is a freight container shown to completely contain the explosion and fire resulting from
a bomb such as that used over Lockerbie. Other applications include among others
the application in the Learjet 45 and in the past also in cargo floors of the Boeing 737.

GLARE is currently produced by Cytec Engineered Materials in Wrexham, UK
who supplies it to theAirbusA380 component manufacturing facilities at Stork Fokker
in the Netherlands as well as at Airbus in Nordenham, Germany. Test specimens
made of GLARE (from airbus A380 fuselage) at the Premium AEROTEC GmbH
in Nordenham, Germany, a supplier of Airbus, have been used for LET measure-
ments in the university laboratory at the Technische Universität Ilmenau, Germany
(Figure 6.20). While a simple manufactured sheet of GLARE will be more expensive
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Figure 6.19 Airbus A380
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Figure 6.20 Test specimen (GLARE): (a) test piece of A380 fuselage (cabin
window); (b) two specimens (each 350 mm × 150 mm) with machined
defects included in the second aluminum layer (2) and third aluminum
layer (1); same defects in both Al layers: a drill hole (diameter =
2 mm) and a through slot (1 mm × 10 mm)

than an equivalent sheet of aluminum, considerable production savings can be made
using the aforementioned optimization. A structure properly designed for GLARE
will be significantly lighter and less complex than an equivalent metal structure, and
will require less inspection and maintenance and enjoy a much longer lifetime-till
failure, making it a cheaper, lighter, and safer option overall.

GLARE is a composite material made of laminating thin aluminum sheets with
glass fiber layers in between. Figure 6.20(a) shows the composition of eight aluminum
(light gray) and seven glass-fiber laminate layers (dark gray). In the present study, two
GLARE samples (aluminum alloy No 3.1354, σ =17 MS/m) shown in Figure 6.20(b)
are used. Both specimens are 350 mm × 150 mm and made of five aluminum sheets,
each 0.4 mm thick, with 0.25 mm glass fiber laminate between the sheets, resulting in
a total thickness of the specimen of 3 mm. Both specimens have as machined defects
a slot (10 mm × 1 mm) and a drilled hole (diameter = 2 mm) at the marked spots in
one of their aluminum layers. Specimen1 has the defects in the third aluminum layer
(defect depth = 1.3 mm) and specimen2 in second layer (defect depth = 0.65 mm),
counted from the top layer.
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6.3.2.1 Magnetic field measurement
To measure the magnetic field formed by the applied magnet system, a Hall probe is
fixed to the z-slide. Thereby, the probe can be moved in the y-z–plane. The magnet
system is fixed to the x-slide; hence, the Hall probe can be positioned in all three
spacial dimension in relation to the magnet system. The probe is moved along a grid
and takes a reading at every gridpoint. The AS-N3DM probe by Projekt Elektronik
Mess- und Regelungstechnik GmbH [422] is used to measure the magnetic field of
the magnet system. It is a triaxial Hall probe with a range of ±2 T. Two permanent
magnet configurations have been applied: A longitudinally magnetized cylindrical
magnet (diameter = 22.5 mm, height = 17.6 mm) and a radially magnetized Halbach
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Figure 6.21 Halbach configuration for detection of subsurface defects (a and b).
The bottom figure (c) illustrates the focusing effect of this design for
the z-component of the magnetic induction, compared with that of a
cylindrical magnet
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configuration (diameter = 24.8 mm, height = 14.5 mm) with a high-permeable disc
made of iron–cobalt alloy VACOFLUX 50 [256]. Both magnet systems are the results
of the optimization procedure presented in [245].

The structure of the Halbach system is shown in Figure 6.21. The idea behind
the Halbach configuration is to increase the magnetic flux density near the surface
of the magnet system. Because of this focusing effect due to the highly saturated
FeCo-part, the Halbach magnet system is expected to perform better for small defects
and defects close to the surface of the specimen. The design of this magnet system has
been found by means of a optimal design process which has been described previously
in Section 3.2.

Figure 6.22 shows the magnetic flux density components of the used magnet
systems. The top pictures show the measured data for the Halbach structure, whereas
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the bottom pictures show data for the cylindrical magnet. The x-component is not
shown because it is very similar to the y-component, only rotated around the z-axis
by 90◦. The magnetic flux density is measured at a distance of 1 mm from the hous-
ing of the probe to the surface of the magnet system. The Bz-component produced
by the cylindrical magnet forms a circular plateau, whereas for the Halbach magnet
it is cone-shaped. The plateau is only half (≈ 400 mT) as strong as the cone tip of
the Halbach magnet (≈ 800 mT). It can be observed that the contour lines for the
Halbach magnet are much denser than for the cylindrical magnet. A similar behavior
can be observed in the By graphs. Thus, it can be noted that the magnetic flux density
B0 below the Halbach magnet is much more focused than for the cylindrical magnet.
Thus, a specimen moved under the Halbach magnet should result in a higher measured
Lorentz force.

6.3.2.2 Force measurements
The experiments have been performed on the multi-purpose measuring platform
BASALT-C MMP-15 available at the university laboratory (Figure 6.23) [423].

The mechanical system is set on a granite block with high mass to increase the
inertia, thereby reducing external influences on the force sensing unit. On the block,
a granite portal is installed which spans over the linear drive. On the portal, spindle
drives in z- and y-direction are mounted. The one end of the force sensor is fixed to
the z-slide while on the other end the magnet system is attached. Thus, the magnet
system can be positioned freely above the surface of the specimen. All drives are
controlled via a panel PC located in the control cabinet. The measurement data are
also gathered by this computer.

In this study, two magnet systems have been used (see Section 3.2), either a
cylindrical permanent magnet or the Halbach magnet is positioned above the GLARE
specimen at the lift-off δ (Figure 6.24) [417].

(a) (b)

Force
sensor

GLARE

z-drive

x-drive

Magnet

Figure 6.23 Measurement setup for GLARE specimen: (a) multipurpose
measurement platform MMP-15; (b) LET measurement of GLARE
specimen
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Figure 6.24 Sketch of the LET configurations for GLARE samples using different
permanent magnet systems

The sample specimen is mounted onto the x-slide. The slide moves the specimen
with a constant velocity crossing the magnetic field B0 produced by the magnet
system. Due to the relative motion between B0 and conductive parts, eddy currents
are induced in the specimen resulting in the Lorentz force acting on the specimen. The
corresponding counterforce F = [Fx, Fy, Fz]T exerts on the magnet and is measured
with a three-axial strain gauge force sensor. The sensor with the magnet system can
be positioned at a desired y-coordinate to perform a scan of the sample for various
x-positions.

To perform LET experiments, a specimen is mounted on the x-drive and the
magnet system is positioned at a desired y-coordinate above the specimen. The
z-coordinate is set by moving the magnet system down, until a specified gap to
the specimen (lift-off distance δ) is left. The specimen starts to accelerate from a
start position outside the magnetic field of the magnet system. After reaching the
desired velocity, the PC starts to collect the measured force and positional data with a
sampling frequency fS . After leaving the magnetic field, the specimen is stopped and
moved back to the starting position. Now, the scan can be repeated at the same or a
different y-coordinate.

The force sensor used during measurements is the K3D40 [104]. It is a triaxial
sensor with ± 2 N nominal force in all three directions. As stated above, it is mounted
to the z-drive. On the other end, a plate with a notch is mounted. The counterpart of
this notch is part of the magnet system mounting bracket, which enables to mount the
magnet system at a reproducible position.

The LET experiments have been performed with a specimen velocity of v =
200 mm/s and a lift-off δ = 1 mm. The y-coordinate was incremented by 0.5 mm over
the 150 mm width of the specimen. For every y-coordinate 25 measurements were
performed, and averaged to reduce random errors in the data. The surface scan leads



274 Motion-induced eddy current testing and evaluation

80

10

5

–5

–50
–25

0
25

50 –50
–25

0
25

50

y (m
m)

0

60
40
20

–20
–40
–60

200
100

0

–100
–200

80

60

40

20

0

–20

–40

–60

10

8

6

4

2

0

–2

–4

–6

–50
0

50x (mm)

x (mm)

Fz (mN)

Fz (mN)

y (m
m)

0

(a)

(b)

Figure 6.25 LET scan of a GLARE specimen: (a) total scan of GLARE sample with
the two defects in the center (see Figure 6.20(b)); (b) zoom into the
region around the defects

to a plot of the lift force profile shown in Figure 6.25 obtained for the GLARE sample
presented in Figure 6.20(b).

Both the cylindrical magnet and the Halbach magnet have been used to scan the
GLARE specimen. The coordinate system is set in the center of the specimen.

Figure 6.26 shows the x- and z-component of the measured forces (drag and lift
force) along the centerline of the specimen, where no defect is present. The leading



Applications 275

300 80

60

40

20

–20

–40

–60

–80
–200 –100 0 100

x (mm)

CYL
HLB

CYL
HLB

200

0

250

200

150

100

50

0

–50
–200 –100 0

x (mm)(a) (b)

F x
 (m

N
)

F z
 (m

N
)

100 200

Figure 6.26 Measured forces exerting on the cylindrical and Halbach magnet. (a)
Drag force. (b) Lift force

edges of the specimen entered the magnet field at x ≈ −175 mm. The trailing edge
left the magnet field at x ≈ − 175 mm. The lift force Fz has a positive and negative
peak at these positions, whereas the drag force Fx rises to a plateau and drops back
to zero. According to the theory, the plateau should be constant since there are no
parameter changes over the specimen. Figure 6.26(a) shows that the plateau has a dent,
which is caused by the uneven surface resulting in a change of the lift-off distance.
Both the cylinder magnet and the Halbach magnet show this behavior.

For the Halbach magnet, the maximum forces are clearly higher and the general
force profile is sharper comparing to the cylindrical magnet. This is the result of
the focused magnetic flux density produced by the Halbach magnet. Because the
structure of the Halbach magnet leads to the field focusing effect just below the
magnet bottom, much higher magnetic flux density values could be achieved. This
results in significantly higher Lorentz forces (especially for the drag force) which are
about 25% − 30% higher than those for the cylindrical permanent magnet.

Figure 6.27 presents a comparison of the Lorentz force acting on the magnet
depending on the defect depths. Here only the results for the Halbach magnet are
shown. The plots are cropped to the range −50 mm ≤ x ≤ 50 mm. The solid lines
correspond to the slot defect while the dotted lines to the drill hole defect. The
results for GLARE specimens (1) and (2) are depicted with red and green color,
respectively.

It can be noted that the deformed uneven surface affects Fx a lot and makes
it difficult to find out, where the deeper defect is located [Figure 6.27(a)]. In Fig-
ure 6.27(b), it can be observed that the deflections caused by the slot defect are a
little bit larger for the specimen (2) than for the specimen (1). Since the specimen (2)
has the defects in the second aluminum layer, they are 0.65 mm closer to the magnet
system then in specimen (1) and this indeed results in a stronger deflection in the
force. The drill hole is hardly distinguishable in the z-component. From the drill hole
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Figure 6.27 Measurements of the Lorentz force exerting on the Halbach magnet by
scanning both GLARE samples (see Figure 6.20(b)) which is moving
in x-direction. (a) Drag force. (b) Lift force

signals, it cannot be concluded which the deeper defect is, since the noise oscillations
in the signal are too high [417,418].

6.3.2.3 Defect localization
Similar to the procedure described in Section 6.2 for alucobond samples, appro-
priate inverse solution strategies have to be developed to localize the defect by
means of the LET measurements and modeling of the electromagnetic field dis-
tributions in the moving conductor. It is the objective of this chapter to demonstrate
the defect detectability for the aluminum alloy layers in the GLARE material (see
Figure 6.20(b)), containing two artificial defects in different aluminum layers, i.e.
at different depths. A further aim is to evaluate the performance of Lorentz force
sensor system containing the already mentioned Halbach magnet configuration (see
Figure 6.21). Based on numerical simulations, it has been shown that the cylindri-
cal Halbach structure has, compared to a cylindrical permanent magnet, a superior
performance in detecting small subsurface defects [245]. Similar to the approach in
Section 6.2.3 where the DE has been applied, here the goal function scan (GFS) is
performed in order to reconstruct the defect [101,156,415]. The NRMSE between
the numerically calculated and measured Lorentz force signals is used to define the
goal function. A finite element model is used to calculate the magnetic flux den-
sity, including the EAA for the force calculation described in Section 5.3. This is
necessary, because no analytic solution exists and the cylindrical Halbach structure
contains a FeCo-component with a nonlinear B(H ) curve. This cannot be modeled
with the magnetic dipoles model as it was possible in the case of Section 6.2. To verify
the localization results, radiographic and through-transmission ultrasonic testing as
alternative NDT techniques have been applied to the GLARE test object. The general
setup of the study is shown in Figure 6.28.
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Figure 6.28 Setup for subsurface defects localization in GLARE samples [156]

The GFS method has been applied to solve the inverse problem. In this method,
the landscape of the goal function is investigated for a set of grid points uniformly
distributed in the search space. Similar to the previous Section 6.2, the goal function
is defined as the NRMSE between forward calculated and measured data (6.19).
Since the GFS method is limited to one defect, it is evident to use the geometry
parameters of the defect as design variables. Then, the location of the defect, i.e., the
x- and y-coordinates of its center of gravity, can be determined straightforwardly. The
defect location is assigned to the position at which the �Fx-component of the DRS
has the largest absolute amplitude. Thus, only the depth and the x- and y-extension
of the defect remain to be determined. Therefore, the goal function is evaluated
for all combinations of the x-extension dx = {5 : 0.5 : 15} mm, the y-extension dy =
{0.5 : 0.5 : 5} mm, and all physically possible defect depths d = {0, 0.65, 1.3, 1.95,
2.6} mm.

Figure 6.29 shows the DRS measured from the GLARE specimen containing a
defect in the second aluminum layer. The DRS obtained with the cylindrical Halbach
structure is compared with the DRS obtained with the cylindrical permanent magnet.
The DRS of the Halbach structure has a significantly larger absolute amplitude than
that of the cylindrical permanent magnet. In particular, defect perturbations in the
�Fy-component are hardly to be distinguished from noise and interfering signals, if
the cylindrical permanent magnet is used. Contrary, they are distinctly visible if the
cylindrical Halbach structure is applied. Further, the slopes in the DRS are steeper
if the Halbach structure is applied. Thus, the area spanned by the DRS is in either
coordinate direction smaller than for the cylindrical permanent magnet.
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Figure 6.29 Measured and preprocessed DRS obtained from measurements of the
GLARE specimen. LET experiments are performed using two magnet
systems: the cylindrical Halbach structure and a cylindrical
permanent magnet. The defect is positioned in the second aluminum
(d = 0.65 mm). (a) Halbach magnet. (b) Cylindrical magnet

Figure 6.30 compares the �Fx- and �Fz-component of the forward calculated
DRS to the measured data at the symmetry line y = 0. The forward calculated DRS
has a smaller absolute amplitude than the measured data. The corresponding NRMSE
of the �Fx- and �Fz-component are 8.94% and 8.18%, respectively.

The GFS is applied to each aluminum layer separately. The results show that there
exists one local minimum in each single aluminum layer. Thus, if the optimization
function is considered separately for each layer, it is convex. The minimum NRMSE
in the five layers correspond to the correct defective second layer. The corresponding
defect extensions are {dx, dy} = {9.5, 2.5} mm. It can be observed that with increasing
depth of the metal layer the defect extensions corresponding to the local minima in
the single layers increase. Furthermore, because the goal function is relatively flat,
the minimums cannot be distinguished precisely. All minima, global and local, differ
from each other by less than 1.5% only [156].

For comparison, the NDT techniques radiographic and through transmis-
sion ultrasonic testing are applied to detect the defect in the GLARE specimen
(Figure 6.31).
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Figure 6.31 (a) Results of radiographic testing and (b) through-transmission
ultrasonic testing of the GLARE specimen (provided by Premium
AEROTEC GmbH, Nordenham). Both projections are performed on
the x-y–plane of the specimen

In the radiographic testing, the used X-ray generator is operating with 15 kV
and a current flow of 35 μA. The ultrasonic testing is performed by the company
Premium AEROTEC GmbH Nordenham, which has manufactured the GLARE test
objects. An automatic scanning system using water-coupling of the ultrasonic waves
with the squirter technique is applied [424]. The probes use a frequency of 5 MHz.
The resolution of the method equals 1 mm in each direction. Both methods scan the
GLARE specimen in z-direction, i.e. perform projections on the xy-plane. A scanning
in x- and y-direction is due to the setup and specifications of the NDT testing systems
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Table 6.6 Results compared for the radiographic testing, the ultrasonic testing, and
the GFS in LFE. The NDT methods are applied to estimate the
parameters of the defect in the GLARE material. The nominal defect
parameters equal dx = 10 mm (x-extension), dy = 1 mm (y-extension), and
d = 0.65 mm (depth)

Parameters Radiography Ultrasonics LET & LFE

dx (mm) 10.6 8.3 10.5
dx (mm) 0.9 1 5
d (mm) – – 1.3

not possible. The x- and y-extension of the GLARE specimen are too large to position
the specimen accordingly. Further, neither the used x-rays nor the ultrasonic waves
are able to penetrate the specimen in x- and y-direction. Thus, they deliver no depth
information of the defect.

Table 6.6 depicts the defect parameters estimated from the images in Figure 6.31,
and compares them to the results of LFE, i.e. the defect parameters assigned to
the global minimum in the goal function. The x-extension found with radiography
is slightly larger than the nominal value. Contrary, with ultrasonic testing the x-
extension is estimated smaller. The results of the GFS in LFE are comparable to those
of the radiographic testing. In case of the y-extension, the imaging techniques provide
accurate results and outperform the LFE method. However, a depth estimation is not
possible with either imaging technique, but solely with LFE.

The evaluation of the goal functions shows that the reconstruction of the x-
extension of the defect has a very small error. However, the reconstruction error in
y-direction is large. In Section 6.2, the y-extension of the defect has also been recon-
structed too large. The reason might be that the resolution of LET in y-direction is
worse than in x-direction, and that the y-extension of the sensor space is not large
enough. The aluminum layer assigned to the global minimum of the goal function is
positioned directly below the layer in which the defect is included. Thus, the error in
the depth reconstruction equals 0.65 mm. However, this error can be considered as
very small, because the aluminum layers in the GLARE sample are rather thin than the
layers of the composites evaluated in Section 6.2. This aspect also explains why the
local minima of the goal function (one local minimum in each layer) lie in the range of
about 1.5% only. There are still many options to improve the MIECTE solution strate-
gies. In future studies, the experimental setup could be enhanced with the main aim to
reduce the interfering signals and the noise in the measured data. On the other hand,
there is enough scope for development of more appropriate inverse solution strategies,
depending on the problem under consideration, and with higher numerical efficiency.

6.3.3 Carbon fiber reinforced polymer (CFRP)

6.3.3.1 Introduction to FRP
A composite is a material that is composed of two or more constituent materials. One
subgroup of composite materials are fiber-reinforced composites that consist of fibers
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embedded in a polymer or metal matrix. A second class are laminates that consist of
a set of thin sheets of different materials bounded together. These can be metal alloys,
polymers, or composites themselves. A special type, the FMLs, is hybrid composite
structures made of alternating layers of a metal, mostly an aluminum alloy, and an
adhesive fiber-reinforced epoxy resin. All materials in a composite remain separate
and distinct, and retain their physical and mechanical characteristics. However, their
combination has superior properties including higher bearing and tensile strength, bet-
ter damage and fatigue tolerance, larger corrosion resistance, and less weight [414].
Due to their outstanding features, composite materials are increasingly used in weight-
critical components, where high stiffness is required. Fields of application comprise
naval architecture, aerospace, railway supply, automotive industry, paneling of build-
ings, and sporting goods. Nowadays, the airframes of commercial airplanes comprise
by more than half of advanced composites. Widely applied are carbon fiber-reinforced
plastics. CFRP becomes very popular when there are high demands on the mechan-
ical properties of a part. Most CFRP parts are made by laminating different types
of carbon fiber fabrics on another. This type of composite material has one of the
highest strength-to-weight ratios available. Therefore, CFRPs are mostly applied in
aerospace, automotive, and sports. Because the fibers are electric conductors, non-
destructive eddy current–based methods have been already successfully applied on
CRFPs [398]. The Airbus A350 XWB is built of 52% CFRP [425] including wing
spars and fuselage components, overtaking the Boeing 787 Dreamliner, for the air-
craft with the highest weight ratio for CFRP, which was held at 50% [426]. This was
one of the first commercial aircraft to have the wing spars made from composites. The
AirbusA380 was one of the first commercial airliners to have a central wing-box made
of CFRP; it is the first to have a smoothly contoured wing cross-section instead of the
wings being partitioned span-wise into sections. This optimizes aerodynamic effi-
ciency [427]. Moreover, the trailing edge, along with the rear bulkhead, empennage
and unpressurised fuselage are made of CFRP [428]. Many aircraft that use CFRP
have experienced delays with delivery dates due to the relatively new processes used
to make CFRP components, whereas metallic structures have been studied and used
on airframes for years, and the processes are relatively well understood. But CFRP
has become a notable material in structural engineering applications and in particular
in lightweight design. Studied in an academic context as to its potential benefits in
construction, it has also proved itself cost-effective in a number of field applications
like strengthening concrete, masonry, steel, cast iron, and timber structures. Its use
in industry can be either for retrofitting to strengthen an existing structure or as an
alternative reinforcing (or pre-stressing) material instead of steel from the outset of
a project. A recurrent problem is the monitoring of structural ageing, for which new
methods are constantly investigated, due to the unusual multimaterial and anisotropic
nature of CFRP [429]. During the manufacturing process, material abnormalities such
as porosities and debonding of sheets can arise. Further, defects can occur during life
cycle, because materials are exposed to high stress. External impacts such as lightning
strokes, bird strikes, and stone chipping can give rise to surface damages. Moreover,
with increasing operating time composites wear out and the strength and durability
are reduced. Fatigue cracks are the consequence. Early fatigue damages usually occur
in the subsurface microstructure of the material. Most likely cracks occur in the area
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close to welding seams and riveted joints. Modes of failures include fiber breaking
and matrix cracking in the fiber-reinforced matrix, and cracks in metal layers. Ongo-
ing in-service load yields propagation of the defects. In transport systems, material
failure during operation can have significant safety implications. Therefore, qual-
ity standards are very high and regular in-service inspections and maintenance are
required to comply them. Large impact damages on the surface can be visually iden-
tified. In order to detect small and subsurface defects, high-resolution NDT methods
are required. Ultrasonic have been proven to be an effective tool to check compos-
ites after manufacturing, whereas the common ECT is widely applied for in-service
controls of airplanes [400].

6.3.3.2 CFRP test specimens
In general, LET and LFE are suitable to detect and reconstruct defects occurring in
electrically conducting parts of composites, because the working principle of LET
is based on eddy currents induced in electrically conducting materials. Thus, basi-
cally LET should have great potential to inspect abnormalities in the metal layers
of laminates, because the single metal layers are made of monolithic material and
have isotropic electrical conductivities. On the other hand, it is not clear whether
LET can also be applied to fiber-reinforced composites with a metal matrix and
those with electrically conducting fibers in a polymer matrix such as carbon fiber-
reinforced plastics. Due to the fibers and their directed orientations, the material is
highly anisotropic. This impedes significantly the modeling of the material, which is
inevitable for fundamental research.

These aspects have been the motivation for an investigation whether the MIECT
technique can be applied to CFRP material. Based on the encouraging results of
inspection of GLARE samples, four different CFRP specimens for testing with LET
were fabricated in the university workshop (Figure 6.32). They have all the same size
of 275mm × 275mm × 20mm and contain each 45 vol.% carbon fibers. The main
fiber directions are in the bi-directional case alternating 0◦ and 90◦, whereas in the
quasi-isotropic case it is following the series: 0◦, 45◦, −45◦, 90◦, 45◦, −45◦, 90◦, etc.

Whereas the same unidirectional noncrimped fabric was used for specimen-1,
-2, and -3, in specimen-4 a plain weave structure was included. According to [430],
the eddy currents increase when there are more contact points between the fibers in
the laminate. Since specimen-4 is made from a weave, where the fibers cross each
other inside the single layers and therefore a lot of contact points should exist, such
specimens have been selected to be used in the study. More details about the specimens
are given in Table 6.7.

6.3.3.3 Conductivity measurement
A very crucial point is the measurement of the electrical conductivity of the mate-
rial under test. It is very hard to find any measurement data for the conductivity of
CFRP in the literature [21,431]. Therefore, a few CFRP samples with different fiber
orientations (uni-directional, bi-directional, quasi-isotropic, and plain weave struc-
ture, each containing 45 vol.% of fibers) have been manufactured in the university
workshop [417]. Before they can be investigated using the LET technique, their
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Figure 6.32 Four different CFRP samples used for the LET application (top-left:
plain weave; top-right: bi-directional; bottom-left: uni-directional;
bottom-right: quasi-isotropic)

Table 6.7 Details of the fabrication and layer structure of the CFRP specimens

Specimen No. 1 2 3 4

Layer structure

Uni-directional Bi-directional Quasi-isotropic Fiber fabric

Specific fabric 620 g/m2 620 g/m2 620 g/m2 400 g/m2

weight
Layer directions 0◦ 0◦, 90◦ −45◦, 0◦, 45◦, 90◦ plain weave
Number of layers 29 29 32 40
Total thickness 20 mm 20 mm 22 mm 20 mm
Estimated fiber 45 45 45 45

vol.%
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electrical conductivity tensor has to be measured. Depending on the manufacturing
process, CFRP materials show a very anisotropic behavior. The eddy currents can
only flow in the carbon fibers, i.e. there should be enough contact points between the
carbon fibers enabling the flow of eddy currents and leading to the Lorentz forces
which are finally measured. These contacts between the fibers are often due to the
fabrication disturbed by nonconducting polymer, plastics, or epoxy resin resulting
in conductivity values which are two or three orders of magnitude less than those of
metallic material (e.g. σAl = 37 MS/m).

Thus, the conductivities of the CFRP samples defined inTable 6.7 were measured
in all three spatial directions. Therefore, from each CFRP sample has been cropped
small stripes (Figure 6.33).

(a)

(b)

Figure 6.33 Preparation of CFRP samples for conductivity measurements: (a)
uni-directional plate and (b) weave structure
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(a)

(b)

Figure 6.34 CFRP stripes clamped between two copper electrodes to measure the
conductivity: (a) in length direction; (b) in thickness direction

Each stripe has been clamped between two copper electrodes (Figure 6.34)
enabling the conductivity measurement in each axis. The results are given inTable 6.8.
They agree very good with the values available in the literature [21,431]. It can be seen
that conductivity values have been determined in fiber direction between 6000 and
14000 S/m (depending on the degree of anisotropy of the sample), and perpendicularly
to the fiber direction values of about 1–2 S/m, whereas in thickness direction only
values of 0.1–0.8 S/m have been found. Especially the values perpendicularly to the
fiber direction are highly questionable, because this is the situation used to consider
during LET measurements. This results in strong problems for the data recording of
force measurements in the case of such low-conducting materials, because the signals
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Table 6.8 Electrical conductivity measurement results of CFRP samples

Meas. Sample Fiber Meas. direction Conductivity Std. dev.
No No orientation vs fiber (S/m) (S/m)

orientation (I = 1 A)

1 1 Uni-directional 1 0◦ 136, 44.371 1.121
2 1 Uni-directional 1 90◦ 1.232 0.008
3 2 Uni-directional 2 0◦ 8, 822.616 0.407
4 2 Uni-directional 2 90◦ 1.853 0.010
5 3 Quasi-isotropic 0◦ 5, 673.893 0.466
6 3 Quasi-isotropic 90◦ 3, 679.416 0.257
7 4 Bi-directional 0◦ 7, 514.567 0.725
8 4 Bi-directional 90◦ 5, 806.940 0.278
9 5 Weave 0◦ 9, 724.785 0.603

10 5 Weave 90◦ 8, 064.015 0.444
11 1 Uni-directional 1 thickness 0.169 3.055E − 04
12 2 Uni-directional 2 thickness 0.234 3.798E − 04
13 3 Quasi-isotropic thickness 0.787 3.028E − 04
14 4 Bi-directional thickness 0.270 2.283E − 04
15 5 Weave thickness 0.099 2.727E − 04

are up to eight orders of magnitude less than those found during measurements of an
aluminum specimen.

6.3.3.4 Measurements with CFRP samples
ECT is widely used for online inspection of electrically conducting components
for its unique advantages such as noncontact, speediness, and low cost, and it is
notably appropriate for the detection of surface thin-opening cracks. There are already
considerable published experimental results on the ECT of CFRP composites. The
capabilities of ECT for CFRP include figuring out the internal structure (fiber orienta-
tion and ply sequence) and detecting cracks, delamination, inclusions, or others [432].
Eddy currents are usually created through electromagnetic induction by an excita-
tion coil. Eddy currents are induced electrical currents that flow in a circular path
through the (conductive) specimen which caused a new magnetic field reversely to
the excitation field. This excited field can be measured with a second, receiving coil.
Carbon fiber based materials show a low electrical conductivity and in most cases an
anisotropic behavior. It depends on the specimen’s characteristics whether the conduc-
tivity is sufficient to measure deviations in the material by using eddy current methods.
Thus, eddy current measuring is a well-established method for characterization of
surfaces (crack detection) or material differentiations, caused by conductivity or per-
meability variations. CFRP is characterized as layered and heterogeneous anisotropic
material, which makes it very difficult to interpret ECT signals and to quantitatively
analyze the defects. But discontinuities can be localized in CFRP and in other lam-
inated materials, if the material properties are appropriate [433]. The dimensions of
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the smallest detectable defects are in the range of a few millimeters. Special single
sensors and eddy current sensor arrays have been successfully developed [398,399].
If the sensor is not optimized for the required frequencies which are suitable to detect
deeper defects, the chaotic conductivity arrangements makes it very complicate to
inspect deeper areas. In such cases, larger sensors with lower resolution but higher
penetration depth can be applied even at higher frequencies. It can be stated for ECT,
where an electromagnetic field is usually applied orthogonal to the surface of CFRP
laminate, that there is expected that the induced eddy currents should circulate in
the composite. Unfortunately, this can only lead to a closed current loop, if the eddy
currents can pass through the fibers in an area via the fiber–fiber contacts, i.e. a
conducting material is needed for an eddy current flow. There is no other way for low
frequency applications. If high-frequency currents are applied, the loops can only
be closed via the capacitive coupling. In this case, there is a combination of electric
current flow and dielectric displacement currents induced in the composite and thus,
no longer an eddy current loop exists. In the low-frequency range (less about 1 MHz),
where the ECT is usually applied, displacement currents are negligible compared to
electric currents [434]. Thus, the eddy current path in CFRP composite is directly and
strongly related to the material characteristics and the material modeling. If the cur-
rents circulate according to the capacitive bridges, the carbon fiber and resin matrix
should be considered individually. The very few references reporting own conductiv-
ity measurements on CFRP samples support this conclusion [417,431]. The resistance
in vertical direction of the fibers is so high, that there is no electrical current flow.
This is simply due to the well-known fact that current always takes the path of least
resistance.

6.3.3.5 Numerical modeling of CFRP
It is challenging to model the electromagnetic field in CFRP because of its spe-
cific properties. Numerical simulations are needed for better understanding of ECT
applications on CFRP materials. In addition, it is also essential for the technology
optimization and defect reconstruction. Menana and Feliachi [435,436] proposed a
model based on an integro-differential formulation in terms of the electric vector
potential. The finite element method (FEM) has also been widely used to the model-
ing of the ECT problems. A finite element analysis code based on the A − ϕ method
was used by Cacciola et al. [437] to compute the magnetic flux density and eddy
currents in the CFRP structure due to the probe velocity and presence of defects.
Cheng et al. [431] proposed a numerical solver for simulation of ECT signals of lam-
inated CFRP composite based on the reduced vector potential FEM approach with
edge elements. For the modeling of the CFRP laminate, the anisotropic impedances
in the three directions of the material are measured where the sample has a thickness
of only one millimeter. It was proven that in this case the numerical solver can predict
the ECT signals of CFRP with good accuracy. Barbato et al. [438,439] assumed for
full-wave numerical modeling of CFRP composites at low frequencies to be modeled
at the macroscopic scale by a complex dielectric permittivity tensor. He et al. [440]
applied the scanning pulsed eddy current method and used the magnetic field intensity
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changes as well as the conductivity variations to characterize different types of defects
in CFRP laminates and honeycomb sandwich panels. They observed a better defect
detectability especially for deep defect. Li et al. [430,441] used inductive probes to
characterize the CFRP samples including the identification of the fiber directions. It
has been shown by experiments that the resistance of CFRP increases with the appear-
ance of internal damage, such as fiber breakage and delamination. This indicates that
conductivity is closely related to other composite properties. Li et al. [441] assumed a
set of contact points between the single fibers in a ply enabling the eddy current flow,
but a model of eddy current paths is not given there. In addition, they conducted 3D
FEM simulations, although the modeling of commercially available CFRP samples
has not been clearly demonstrated.

In the year 2013, Bui et al. from the University of Nantes presented a thermo-
inductive NDT modeling applied to CFRP composites [442]. A 3D magneto-thermal
finite-element-model has been used to calculate eddy currents and thermal distribu-
tions in pieces with or without flaw. Therefore, the electrical conductivity distribution
in the CFRP composite needed for the FEM simulations was described by a random-
ized approximation. The carbon fibers were placed randomly in the cross section.
Because these fibers are usually not straight but undulated, this fiber undulation
can generate electrical contacts between fibers. These contacts are assumed to be
randomly distributed in the composite and depending on the rate of filling per unit
volume. Micrographic cut observations reveal that for a filling rate of the order of
60%, the mean distance between two contacts is about 500μm. The electric conduc-
tivity in fiber direction is almost independent of the number of contacts. It can be
estimated with good precision, if the volume filling rate of the fibers per unit vol-
ume is multiplied by the electrical conductivity of carbon (66,000 S/m). To obtain
the transversal conductivities while taking the electrical contacts into account, a volt-
amperometric simulation in an equivalent impedance network has been performed.
In the 3D FEM simulation, degenerated hexahedral Whitney elements were used to
model the CFRP composites. These elements were used to model anisotropic mul-
tilayer composite containing flaws, thereby the meshing of the thin regions of the
composite is avoided and the anisotropic multilayer characteristic of the materials
as well as flaws inside their volume can be considered. The eddy current problem
was solved using the A − ϕ formulation [443]. This 3D FEM model represents a
remarkable step forward because it enables an almost realistic approximation of the
electrical conductivity distribution in the CFRP composites, at least for a large part
of the materials which are used in practice.

Although a lot of works have been done on the electromagnetic modeling, the
electrical impedance characteristics and the origin of eddy current path in CFRP
materials are still not systematically explored and analyzed. Therefore, the feasibility
of modeling CFRP laminate with homogeneous anisotropic layers has not been clearly
demonstrated. In addition to that, there is no numerical solver so far that is reported
to be capable of dealing with the probe motion problem in CFRP testing, and the
accuracy of calculated detecting signals is not verified by comparing with the real
test data.
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Figure 6.35 Filtered force signals for CFRP and PVC. (a) Drag force. (b) Lift force

6.3.3.6 LET experiments with CFRP
In this context, it was also the motivation for our experiments, to study the usabil-
ity of the LET system for the inspection of CFRP samples. The CFRP specimen
4 (plain weave, Table 6.7) in combination with the Halbach magnet configuration
(see Section 3.2.4) has been used [417]. The LET experiments have been performed
with a specimen velocity of v =200 mm/s and a lift-off δ =1 mm. CFRP specimen
measurements at five different lateral positions (y-coordinates) over the middle of
the specimen were carried out. In this case, the goal was not to find defects but
rather to detect the specimen structure with LET. The results have been compared
with measurements with a nonconductive PVC bar. The recorded signals are filtered
using a running average filter (window width = 17 ms). The resulting force signals
are presented in Figure 6.35.

It can be observed that the noise in relation to the signal is very large, therefore
the Fx-component cannot be interpreted. The Fz-signal has a plateau with the length
corresponding to the specimen length, which is 250 mm for PVC and 275 mm for
CFRP. Because the nonconductive PVC bar creates almost the same plateau in the
measured force profile, the observed force cannot be the result of eddy currents
induced in the specimen. Probably aerodynamic effects exerting on the magnet system
and result in the measured force.

6.3.3.7 Summary
If the MIECT technique is applied to the NDT of CFRP material, the following main
issues have to be taken into account:

● Preparation of appropriate samples;
● Availability of the material characteristics (in particular the electrical

conductivity);
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● Numerical modeling and computation of the motion-induced eddy current field
distributions;

● Appropriate (fast) inverse solution strategies for defect identification.

It has been shown that the MIECT technique can be applied successfully to the
nondestructive inspection of FMLs using the experimental setup with the MMP-15
available at our university laboratory. The magnetic field distributions generated by
two magnet systems, the Halbach structure and the cylindrical permanent magnet,
have been measured and evaluated. The effect of various magnet systems, optimized
for different applications, on LET are demonstrated. The advantages of the numer-
ically optimized Halbach configuration for detection of small defects in rather thin
specimens are exploited. Due to the fact that the computation of transient field prob-
lems including the conductor movement is still a complicated and time-consuming
task, the reconstruction of defects in laminated conductive materials based on Lorentz
force measurements remains a challenge.

Furthermore, carbon-fiber-reinforced polymer specimens have been investigated
as well. Unfortunately, this investigation was not successful. It turned out that the
inspection of CFRP using the existing LET measurement system is not possible.
Due to the very low electrical conductivity of the CFRP specimen, not enough eddy
currents have been induced in the sample and the resulting Lorentz force could not be
measured. Furthermore, there is still a lack of knowledge how the physical properties
of composite materials can be modeled in such a way that the inverse problem, i.e. the
identification of defects, can be solved in a reasonable time period. It can be expected,
even if it is not proved yet, that this conclusion holds not only for CFRP composites but
also for other fiber-reinforced materials with low electrical conductivities. Although
the results could perhaps become slightly better if a higher fiber filling rate (or fiber
vol.% rate) is used, this further remains a big challenge, but not only for MIECT.

6.4 Defectoscopy of friction stir welding

6.4.1 Friction stir welding (FSW)

Friction stir welding (FSW) is a solid-state joining process that uses a nonconsumable
tool to join two facing work pieces without melting the work piece material. It was
invented and experimentally proven atTheWelding Institute (TWI), Cambridge/UK in
December 1991 [444,445]. A nonconsumable rotating tool with a specially designed
pin and shoulder is inserted into the abutting edges of sheets or plates to be joined and
traversed along the line of joint (Figure 6.36). The tool serves two primary functions:
(a) heating of workpiece and (b) movement of material to produce the joint. The
heating is accomplished by friction between the tool and the workpiece and plastic
deformation of workpiece. The localized heating softens the material around the pin
and combination of tool rotation and translation leads to movement of material from
the front of the pin to the back of the pin. As a result of this process, a joint is produced
in “solid state.” During the FSW process, the material undergoes intense plastic
deformation at elevated temperature, resulting in generation of fine and equiaxed
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Figure 6.36 Schematic drawing of the principle of FSW [446]

recrystallized grains. The fine microstructure in friction stir welds produces good
mechanical properties [446,447].

FSW is emerging as a very effective solid-state joining technique. In a relatively
short duration after invention, several successful applications of FSW have been
demonstrated. FSW is primarily used on wrought or extruded aluminum and for
structures which need very high weld strength. Therefore, FSW is particularly found
in modern shipbuilding, trains, and aerospace applications. In addition to aluminum
alloys, FSW has been used successfully to join other metallic materials, such as copper,
titanium, steel, magnesium, and composites. Because of high melting point and/or low
ductility, successful joining of high melting temperature materials by means of FSW
was usually limited to a narrow range of FSW parameters. Preheating is beneficial
for improving the weld quality as well as increase in the traverse rate for high melting
materials such as steel [448]. Despite considerable interests in the FSW technology
in past decade, the basic physical understanding of the process is adverse. Some
important aspects, including material flow, tool geometry design, wear of welding
tool, microstructural stability, welding of dissimilar alloys and metals, still require
deeper understanding. However, it can be observed that new technologies are often
commercialized before a fundamental science emphasizing the underlying physics
can be developed. This seems to be the case for the FSW technology.

6.4.1.1 Imperfections/defects caused by FSW
The solid-state nature of FSW leads to several advantages over fusion welding methods
as problems associated with cooling from the liquid phase are avoided. Nevertheless,
FSW can be associated with a number of imperfections or defects, if it is not per-
formed properly. Insufficient weld temperature, due to low rotational speed or high
traverse speed, for example, mean that the weld material is unable to accommodate
the extensive deformation during welding. This may result in long, tunnel-like defects
(so-called wormholes) running along the weld, which usually occur inside the welding
seam. Low temperatures may also limit the forging action of the tool and so reduce
the continuity of the bond between the materials from each side of the weld. The light
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contact between the materials has given rise to the name kissing-bond. This defect is
particularly worrying since it is very difficult to detect using nondestructive methods
such as X-ray or ultrasonic testing. If the pin is not long enough or the tool rises
out of the plate then the interface at the bottom of the weld may not be disrupted
and forged by the tool, resulting in a lack-of-penetration (LoP) defect. This is essen-
tially a notch in the material, which can be a potential source of fatigue cracks. It is
widely accepted that material flow within the weld during FSW is very complex and
still poorly understood. Three different microstructural zones have been identified in
friction stir weld:

1. The nugget region experiencing intense plastic deformation and high-temperature
exposure and characterized by fine and equiaxed recrystallized grains.

2. The thermo-mechanically affected region experiencing medium temperature and
deformation and characterized by deformed and un-recrystallized grains.

3. The heat-affected region experiencing only temperature and characterized by
precipitate coarsening.

In each region the physical behavior of the material as well as the selected welding
parameters during the welding process will cause different potential defects. The tool
geometry is very an important factor for producing sound welds. However, at the
present stage, tool designs are generally proprietary to individual researchers and
only limited information is available in open literature. From the open literature, it is
known that a cylindrical threaded pin and concave shoulder are widely used welding
tool features. The welding parameters, including tool rotation rate, traverse speed,
spindle tilt angle, and target depth, are crucial to produce sound and defect-free weld.
It is well accepted that FSW can be generally described as a local extrusion process
and the stirring and mixing of material occurred only at the surface layer of the weld
adjacent to the rotating shoulder. Thus, the design of the tool shoulder together with
the applied force pushing the tool on the specimen surface, the rotational speed of
the tool, and the speed of welding along the specimen has an important impact on
the degree of changes of the material plasticity and on the potential appearance of
defects.

6.4.1.2 Typical weld seam defects
Wormholes: The so-called wormholes appear if process parameters are not correctly
chosen and the heat input is insufficient. This happens, if either the force the tool
is pushing with on the material is too low or the rotational speed of the tool is too
low. The wormhole channels often extend over the whole seam. The appearance of
wormhole defects can be reduced by increasing the rotational speed. On the other
hand, if the generation of wormhole channels is a desired effect, this can be achieved
by means of tuning the welding speed (Figure 6.37). In this way, e.g. cooling channels
could be realized inside the welding seam.

LoP and surface lack of fill: The LoP occurs at the weld root and is caused by
insufficient weld penetration caused by insufficient heat input or probe length. It
can become later-on the reason for fatigue cracks because the welding zone is not
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Figure 6.37 Wormholes appearing in the welding zone if the force on the tool or its
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Figure 6.38 Nugget zone constriction and surface lack of fill—welding defects due
to the transport of the bad conducting thin aluminum oxide sheet into
the welding zone [449]

completely going through the specimen’s thickness. This is a defect within the weld
which has to be detected from the opposite surface of the specimen (Figure 6.38).
This kind of defect is probably favor crack initiation (reduce in bending strength),
notch effects, and decrease in tensile strength as well as crosshead travel.

If aluminum specimens are welded, it often happens that the very thin, but bad
conducting aluminum oxide surface layer is moved inside the welding zone. The
surface lack of fill is caused by oxide layer on material surface and results in a
vertical Al2O3 layer across the weld seam. Its influence on tensile strength is still not
fully understood. It can be reduced by an enhanced material flow or by removing the
oxide layer.

Lack-of-Fusion: Lack-of-fusion (LoF) is a welding defect due to different cooling
down speeds in the seam causing a LoF between both phase interfaces. This interface
is marking a boundary separating regions whose electrical conductivity differs by
several orders of magnitude (Figure 6.39).



294 Motion-induced eddy current testing and evaluation

2000 μm

Warmholes

Lack of fusion
Eccentrical weld position

Figure 6.39 LoF is a welding defect due to different cooling down speeds in the
seam [449]

6.4.2 FSW experiments

In the literature, there have been defined numerous imperfections or defects, some of
them have been described already in the previous chapter [449–451]. Unfortunately,
these defects cannot be identified in a nondestructive way so far.

The following Al-specimens have been welded using the robot-based setup of the
Production Engineering Lab at the Technische Universitaet Ilmenau (Figure 6.40).

This FSW station uses a KUKA six-axis joint-arm robot. Two pieces of Al alloy
(thickness = 8 mm) were jointed on this FSW system (Figure 6.41). Following process
parameters have been chosen:

Figure 6.40 Robot-based FSW station, with KUKA joint-arm robot
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(a) (b)

Figure 6.41 (a) Robot-based FSW of aluminum specimen in the production
engineering lab. (b) FSW on Al-specimen

● Material: Al-alloy, EN AW 6060 T66
● Dimension: 300 mm × 100 mm × 8 mm
● Feed rate: 400 mm/min
● Tool rotation speed: 2,000–3,000 rpm
● Tool force: 8 kN
● Surface treatment: milled

The main goal of this study was to analyze, whether there is a lack of penetration in
the welding zone, how deep is it and can be found other imperfections/defects in or
close to the welding seam. This has to be shown in an exhaustive nondestructive way.
The analysis of the welding seam should be done by means of MIECT measurements
which have been described already earlier in the book.

6.4.3 NDT of friction stir welds

FSW is well known for its reproducibility and freedom from traditional fusion weld-
ing imperfections such as shrinkage cavities or slag inclusions. But, if FSW should be
widely accepted as a joining method, reliable but also cost-effective process-specific
quality assurance activities have to be developed. So far there is neither a common
standard defect catalogue for FSW, which summarizes all relevant irregularities and
describes their allowable sizes for different applications nor a standardized test spec-
ification for FSW welds. Moreover, it is even not fully understood, how different
imperfections of the weld are affecting its mechanical properties during static and
dynamic load.

Off-line methods include nondestructive tests, commonly applied in welding
engineering and in testing the quality of FSW joints. Most popular NDT methods
include visual testing, penetrant inspection, ultrasonic examination, X-ray testing, and
ECT. Other useful techniques include modern methods such as synchrotron radiation
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and computer tomography [451]. Standards (EN ISO 25239-5 and AWS D17.3)
recommend the following NDT methods for testing FSW welding imperfections
[452,453]:

● Visual testing (VT),
● Liquid penetrant inspection (LPI),
● X-ray testing (CT)
● Ultrasonic testing (UT)

In addition, the standard AWS D17.3 enables carrying out other tests such as
acoustic emission, ECT, neuron radiography, leak tests, etc. Individual types of tests
have various intended uses and various levels of detectability of specific welding
imperfections.

ECT of FSW joints is frequently used, even if it is not one of the techniques that
are explicitly recommended by the standard for the inspection of FSW joints [452].
It should be further noted that the depth of eddy currents induced in the specimen,
depends on the frequency, conductivity, and permeability of the material under test.
A decrease of the frequency is accompanied by an increasing penetration depth of
the electromagnetic field. In the case of thin joints, imperfections could be expected
in the whole cross-section. ECT of FSW joints often requires individually designed
transducers, which optimizes the technique of the NDT method [454–456]. As men-
tioned earlier, ECT can be used for a variety of inspection tasks [457]. The idea is
the inspection of welded joints using pencil probes as a replacement for the more
conventional magnetic particle or liquid penetrant inspection techniques. A major
advantage is that the process may be used under water and can be used to scan welds
through paint and other coatings. With respect to detection of linear defects such as
cracks and LoF the defect should break the lines of the eddy currents ideally at right
angles—as with magnetic particle inspection defects parallel to the eddy currents are
likely to remain undetected. It is important therefore that the weld is scanned in the
correct direction. Cracks as small as 0.5 mm deep and 5mm in length are capable
of being detected. A more general overview is given in Table 6.9 where the features,
advantages and disadvantages of the eddy current method are presented [451].

Like for established welding techniques it is necessary to provide NDT for
assuring the integrity of structural welds by identifying cracking, porosity and other
“well-known” flaws that can compromise weld strength. The NDT methods proposed
for FSW so far, such as ultrasound and eddy current arrays and x-ray techniques,
are suitable to only a limited extent for application in SME production, because
they are expensive, time-consuming, and not flexible enough. In addition, however,
there are some FSW-specific irregularities affecting fatigue behavior and corrosion
resistance, such as flat wormholes, oxides lines and blisters (small pores near to
surface), which are difficult to identify with conventional NDT. Therefore, there is
still exists the need for further development of NDT techniques. This is especially
true for in-process NDT methods, which allow the automatic joint quality inspection
during welding. Such devices offer the possibility for a 100% monitoring of welds.
Integrated into a feedback control algorithm, they will help to reduce weld imper-
fections. This is important especially for oxide lines—sometimes also referred as
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Table 6.9 ECT in testing FSW joints

Features Advantages Disadvantages

Inclusions, cracks, and Quick method Time-consuming manual
gas pores testing

Incomplete root Tests are carried out Possibly difficult
penetration during one run interpretation of test

results

Overlapping metal Tests cover the whole joint Limited depth of
imperfection detection

Oxide layer in a weld C-type scanning facilitates Location of an
the interpretation of results imperfection affects its

detectability

Material coatings and Possibility of process Material must be a
the measurement of automation conductor
their thickness

Surface and subsurface Continuous archiving of Method is sensitive to
imperfection data the physical properties

of a material

Measurement of Contact between the test Surface porosity may
conductivity and piece surface and the cause improper
permeability transducer is not necessary indications

Grain size measurement

Possibility of
determining the size
of an imperfection

kissing bonds or joint line remnants—which are difficult to inspect in a post-process
inspection. Process optimization is required in order to prevent such imperfections.
The detection of conventional flaws, like LoP and LoF, is an important NDT task
but they can be reduced or even avoided by a suitable clamping, tool pin length, and
machine setup. Similar simple preventive measures do not exist for process-specific
flaws, such as collapsed nugget, wormholes, or oxide lines. For FSW, wormholes,
are process-specific too, because, unlike to fusion welding, they are not formed
by gases. Here, their formation is dependent on the material flow around the tool
pin and the generated frictional heat. Wormholes have a significant impact on the
fatigue properties. Fatigue tests show, that they act as an initiator for a crack network
and result in a forced fracture of the weld [458]. To improve the reliability in FSW
nondestructive inspection using ECT, alternative methods or new probes have been
investigated. Mandache et al. [459] applied the PECT technique to study lacks of
penetration as defects. A new NDT EC probe, the so-called IOnic probe, was devel-
oped and tested in different FSW defect conditions [460]. This new EC probe allows
a 3D-induced eddy currents in the material, deeper field penetration, independence
of the deviation between the probe and the material surface, and easy interpretation
of the output signal based on a comprehensible qualitative change. This probe can be



298 Motion-induced eddy current testing and evaluation

applied advantageously, in particular if micro-defects with size of 50–200 μm have
to be detected. The usage of conventional EC probes demonstrates that there is no
distinctive signal feature that can allow to distinct between each defect condition.
Indeed, the absolute planar spiral probe can only reproduce the global spread increase
of current field due to the FSW bead. Such probes are not able to distinguish small
suddenly variations of conductivity, caused by a local root defect with small size.
These results illustrate the difficulty of NDT of FSW when using conventional EC
probes. Conventional axisymmetric EC probes such as planar circular spiral probes
are not able to distinguish FSW micro defects with depth below 200 μm. The exper-
imental results show that the IOnic probe is able to identify different levels of FSW
root defects, by a qualitative perturbation of the output signal.

6.4.4 MIECT measurements of friction stir welds

The current situation for NDT of friction stir welds is characterized by the application
of only few conventional techniques (visual inspection, ultrasound, liquid penetration
inspection, and computer tomography), as mentioned in the standards [452]. Elec-
tromagnetic testing methods like ECT is not widely spread. But if metals such as
aluminum have to be investigated, it is worth to take into account the utilization of
the MIECT technique to identify imperfections or defects in the welding region. It
is important to know what happens below the surface and deeper inside the welds or
in the welding zones. In the previous chapter, it has been described which aluminum
alloy specimen has been jointed by means of the FSW system available in the Pro-
duction Engineering Lab. This sample has been used for MIECT measurements on
the MMP-15 platform, where the main goal was to identify different depths of LoP
or perhaps other imperfections/defects in or near the welding zone (Figure 6.42).
The parameters used for the MIECT measurements are:

● Magnet: cylindrical Halbach structure (with DiLET coil)
● Orientation of specimen: welded side facing the magnet
● Velocity: 200 mm/s
● Lift-off distance: 1 mm
● Scan width: −30 mm (0.5 mm step) to 30 mm
● Sampling frequency: 1000 Hz
● Low-pass cut-off frequency: 50 Hz
● Scanline repetitions: 25

An aluminum specimen has been analyzed using the MIECT technique applied
on the multipurpose measuring platform MMP-15 (Figure 6.42(b)). During the move-
ment of the FSW sample, the profiles of the Lorentz forces exerting on the permanent
magnet (lift-off distance = 1 mm) have been measured. Figure 6.43(a) shows the drag
force along the length of the specimen and has been cut at the central line (y = 0),
i.e. just above the welding seam.

If there is no disturbance due to imperfections or defects, the drag force profile
has a plateau over the entire length of the specimen. In this case, it can be clearly seen
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Figure 6.42 (a) FSW of the Al-specimen. (b) MIECT measurement of the FSW
specimen on MMP-15

that the welding changes the conductivity distribution, compared to the region outside
the welding zone. The starting point and the endpoint of welding can be identified as
well as an additional defect close to the endpoint.

In the zoomed plot (Figure 6.43(b)) it can be observed that at the defect position
the force signal is significantly smaller than in the neighborhood. This means, that
there is a remarkable difference in the electrical conductivity, e.g. due to a hole in the
seam. This has been confirmed by an afterward visual inspection.

Figure 6.44 presents the lift force recorded along a band with a width of 60 mm
at both sides of the centerline (y = 0) where the welding seam is marked by the two
red-dashed lines. It is obvious that the lift force is more sensitive to the conductivity
changes in the welding zone. Again, the edge effect caused by the ends of the sample
gives the largest signal. In addition, it should be noted that the lift force signals contain
obviously more information about the internal defect than the drag force signals due
to more details in the force profile in the vicinity of the defect.
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The signals shown in Figure 6.45 are the result of some postprocessing of drag
force and lift force. It turned out that the lift-to-drag-ratio, i.e. the relation of lift
force to drag force, reduces the sensitivity to the lift-off distance and conductivity
deviations. This results in data which show higher contrasts than the signals separately.
The position of the defect can be identified in this figure at about 2.5 mm beside the
centerline (red-dashed lines). Furthermore, there could be localized a new, so far
unidentified deviation close to the starting point. This unexpected finding has been
identified afterward as a micro-defect, not visible at the surface.

In a second measurement run a DiLET sensor has been used. This is a differential
sensor consisting of a permanent magnet configuration combined with a coil contain-
ing a large number of windings. In this sensor system, the motion of the specimen
in the static magnetic field will induce a voltage in the coil that can be measured
and then used for the defect detection. If the magnet system has been optimized with
respect to the desired kind of measurement task, a much higher magnetic flux density
can be achieved in the region of interest. The magnitude of the measured voltage is



302 Motion-induced eddy current testing and evaluation

40

30

20

10

0

–10

3

2

1

0

–1

–2

–3

–20

–30

–40

40
20
0

–20
–40
–20 0

–20 –150
(a)

(b)
–80

20

2

Defect
(2.5 mm off centerline)

x (mm)

0

–2

U
 (m

V
)

y (mm)
0
–20 –60 –40 –20 0 20 40 60 80

–100

U
 (m

V
)

–50
0

50
100

150

Defectx (mm)y (mm)
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proportional to the velocity, i.e. increasing the measurement speed will lead to higher
voltage signals, presupposed the sampling rate is high enough.

The DiLET sensor generally yields to a higher sensitivity of the entire sensor
system (Figure 6.46(a)), but it leads also to rather noisy data which can be observed
as the ripples in Figure 6.46(b). On the other hand, the voltage profile confirms the
position of the defect at 2.5 mm beside the centerline (Figure 6.45).

6.4.5 Potential applications of MIECT

The encouraging results of the investigation of FSW specimen give reason to continue
in this direction. The following three regions of interest will be taken into consideration
for the next steps:

6.4.5.1 Nondestructive defect detection of FSW
The general aim of NDT techniques applied to FSW is the detection of imperfec-
tions and/or defects. This includes the determination of the electrical properties
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(e.g. electrical conductivity) as an alternative for the peak-to-peak measurement, the
estimation of the oxide band (so-called kissing bonds), the identification of nugget
collapses, or the investigation at both the advancing and the retreating side of the
welding joint. Further, it would be very helpful to provide a technique to identify any
LoP from the welding surface in a nondestructive way, especially for thick material
components, i.e. much thicker than the penetration depth of the electromagnetic field.

6.4.5.2 Material science
There is a high potential for the development of the MIECT technique if the structure
transformation in different materials during welding can be evaluated. The investiga-
tion of grain size–affected properties in similar and dissimilar aluminum alloys is a
promising field of application, with a high impact on lightweight constructions or air-
craft engineering. Furthermore, the interaction between process parameter and grain
structure is highly interesting. This include the improvement of the understanding
of the necessary structural adjustment for components with high static and dynamic
stresses, the entire friction stirring process or the electrical characterization of the
interfaces between different grain sizes.

6.4.5.3 Process control and monitoring
An important improvement would be the integration of the MIECT into the welding
process itself, either for surface-based inspection or for weld root-based inspection.
This would generally qualify the whole process monitoring, both with a tracking
system for the process control and with an independent, nondestructive weld seam
inspection for the quality control of the welding process.

6.5 Application to ferromagnetic materials

The content of the book is focused on the application of MIECT methods and in partic-
ular LET in the framework of non-ferromagnetic materials this far. A lot of parallels to
the traditional eddy current method could be identified. However, the moderate rate of
change of the magnetic field with respect to the specimen together with the application
of NdFeB magnets obeying high-energy densities lead to considerable advantages in
terms of penetration depth, which is the physical limit of traditional ECT.

This section is devoted to provide an outlook and to reveal the potential of the
MIECT/LET method regarding its usage in combination with ferromagnetic mate-
rials. Typical areas of application are for example railway testing, steel casting, or
pipeline inspection, where safe operation is paramount. In most application scenar-
ios, motion is inherently present and already part of the operation, which privileges
MIECT in general especially when it comes to online and in process inspection.

The general approach of MIECT in case of ferromagnetic specimen resembles
the principle of magnetic flux leakage (MFL) [461], which is one of the most popular
methods of pipeline inspection. In MFL, the specimen is subjected to an external
magnetic field. Defects are detected on the basis of the leakage magnetic field,
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i.e. B(p,s), which is sensed by for example Hall effect sensors or GMRs [461]. However,
MIECT extends the principle to moving parts.

In the following, areas which are subject to review compared with the testing of
nonferromagnetic material are enlightened and discussed. Because of distinct differ-
ences in the underlying physics, it cannot make claims to completeness since it would
require a comprehensive retreatment of the content presented this far. However, the
major issues are emphasized.

The nonlinear relationship between the magnetic field and the magnetic flux
requires a reformulation of the governing equations. The primary magnetic field B(p) is
now altered in the presence of the ferromagnetic specimen. Therefore, it can be further
divided into a part containing only the magnetic flux generated from the permanent
magnet itself as in case of nonferromagnetic specimen B(p,m) and into a distorted part,
resulting from the ferromagnetic specimen B(p,s) such that B(p) = B(p,m) + B(p,s). The
backreaction of the motional eddy currents, i.e. their magnetic flux is the secondary
part B(s). One fundamental difference compared with nonferromagnetic specimen is
that the distorted part of the primary field B(p,s) leads to considerable Kelvin forces
attracting the magnet to the specimen. In this way, the Kelvin force acts against the
Lorentz force and a complex interaction between both can be observed. Another ele-
mentary difference arises when considering the presence of a defect and the time
derivatives of the mentioned field components. Now, additionally to a varying sec-
ondary magnetic field from the induced eddy currents (∂B(s)/∂t �= 0) the distorted
part of the primary magnetic field changes over time as well (∂B(p,s)/∂t �= 0). The
latter plays a key role and privileges the application of differential magnetic field
sensors, e.g. coils, to sense field variations in addition to the force as it is presented
in Chapter 3.

This requires changes of the numerical simulation environments and additional
effort to propose efficient approaches since nonlinear magnetic materials involve
higher computational cost because of the usage of iterative solvers. Note that some
of the semianalytical approaches presented so far in Section 2.2 already include the
possibility to model linear ferromagnetic materials. It is also incorporated in the
analysis of oscillatory motion in Section 2.2.4, which could serve as a reference
solution for first numerical simulations and implementations thereof.

The availability of efficient numerical approaches would enable the revision
of optimal magnet designs by replacing the proposed forward model and a possi-
ble redefinition of the quantity of interest depending on the applied sensor system.
The remaining procedures of the proposed optimization strategy remains unaltered
because of its general attempt.

In the same course, the uncertainty and sensitivity analysis should be retreated in
order to identify most influencing parameters. The uncertainty analysis of nonlinear
magnetic materials in the framework of the gPC is more intricate but information
about its treatment can be found in [462]. Note that because of the attraction and
magnification of the magnetic flux into the specimen, the useful signal will be pos-
itively influenced by being more sensitive with respect to the material properties of
the specimen.
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The major differences also necessitates a revision of the experimental setup and
the applied sensors. Because strong Kelvin forces are present, the lift-off distance
between the magnet and the specimen plays a major role during the design process of
new systems. Besides of the Lorentz force, magnetic field sensors such as coils, Hall
effect sensors or GMRs are becoming of particular interest depending on the final
application.

The maybe greatest influence of introducing ferromagnetic materials can be
observed in terms of defect evaluation and in solving the inverse problem. The diffi-
culty, as pointed out in the preceding discussion, lies in the estimation of the primary
magnetic field distribution B(p) = B(p,m) + B(p,s) and the associated eddy current dis-
tribution. Efficient forward models would again provide an indispensable starting
point. A promising solution approach lies in the use of magnetic dipoles in addition
to presently used current dipoles to determine the total magnetic flux and the resulting
eddy current distribution.

Notwithstanding the above, the introduction of ferromagnetic materials engen-
ders a series of new challenges. The calculation of the electromagnetic fields is more
complex and costly and so are all related tasks depending on those. However, appli-
cations like in-service high-speed railway inspection give reason enough to pursue
the effort to further elaborate the MIECT method in this direction.



This page intentionally left blank 



References

[1] Shull PJ. Nondestructive Evaluation. Theory, Techniques, and Applications.
New York, NY: Marcel Dekker Inc.; 2002.

[2] Garcia-Martin J, Gomez-Gil J. Comparative evaluation of coil and Hall probes
in hole detection and thickness measurement on aluminum plates using
eddy current testing. Russian Journal of Nondestructive Testing. 2013;49(8):
482–91.

[3] Aastroem T. From fifteen to two hundred NDT-methods in fifty years. In:
17th World Conference on Nondestructive Testing, Shanghai, China; 25–28
Oct. 2008. p. 283.

[4] Wu X, Zhang C, Goldberg P, et al. Early pottery at 20000 years ago in
Xianrendong cave. Science. 2012;336(6089):1696–1700.

[5] Krautkrämer J, Krautkrämer H. Werkstoffprüfung mit Ultraschall. Berlin:
Springer-Verlag; 1986.

[6] Hellier CJ. Handbook of Nondestructive Evaluation. 2nd ed. New York, NY:
McGraw-Hill Education LLC; 2013.

[7] Foerster F. Theoretische und experimentelle Grundlagen der zerstörungs-
freien Werkstoffprüfung mit Wirbelstromverfahren. I. Das Tastspulverfahren.
Zeitschrift für Metallkunde. 1952;43:163–71.

[8] Morgner W. In Memoriam Friedrich Foerster. In: Invited Lecture at 100th
Birthday of Friedrich Förster (in German), German Society of Nondestructive
Testing (DGZfP), Hundisburg, Germany; Feb. 2008. p. 1–61.

[9] Mix PE. Introduction to Nondestructive Testing: A Training Guide. 2nd ed.
Hoboken, NJ: Wiley; 2005.

[10] Non-DestructiveTesting and Inspection Market byTechnique (VisualTesting,
Magnetic Particle, Liquid Penetrant, Eddy Current, Ultrasonic, Radiographic,
Acoustic Emission), Method, Service, Vertical, and Geography—Global
Forecast to 2023 [Market Report]. MARKETSandMARKETS; 2017.

[11] Eddy Current Testing Market by Type (conventional Eddy Current, ACFM,
RFT, Eddy Current Array, Pulsed Eddy Current, Near-Field Testing, Near-
Field Array, Partial Saturation Eddy Current), Service, Vertical, and
Geography—Global Forecast to 2022 [Market Report]. MARKETSand-
MARKETS; 2016.

[12] Jiles DC. Review of magnetic methods for nondestructive evaluation (Part
2). NDT International. 1990;23(2):83–92.

[13] García-Martín J, Gómez-Gil J, Vázquez-Sánchez E. Non-destructive tech-
niques based on eddy current testing. Sensors. 2011;11(3):2525–65.



308 Motion-induced eddy current testing and evaluation

[14] Sophian A, Tian GY, Fan M. Pulsed eddy current non-destructive testing and
evaluation. Journal of Mechanical Engineering. 2017;30:500–14.

[15] Huang S, Wang S. New Technologies in Electromagnetic Non-Destructive
Testing. Singapore, China: Springer; 2016.

[16] Omar M. Nondestructive Testing Methods and New Applications. Rijeka,
Croatia: InTech; 2012.

[17] Dodd CV, Deeds WE. Analytical solutions to eddy-current probe-coil
problems. Journal of Applied Physics. 1968;39(6):2829–38.

[18] Nair NV, Melapudi VR, Jimenez HR, et al. A GMR-based eddy current
system for NDE of aircraft structures. IEEE Transactions on Magnetics.
2006;42(10):3312–14.

[19] Wincheski B. Deep flaw detection with giant magnetoresistive (GMR)
based self-nulling probe. 26th Annual Review of Progress in Quantitative
Nondestructive Evaluation. 2010; p. 465–72.

[20] Chomsuwan K,Yamada S, Iwahara M, et al. Application of eddy-current test-
ing technique for high-density double-layer printed circuit board inspection.
IEEE Transactions on Magnetics. 2005;41(10):3619–21.

[21] Cheng J, Ji H, Qiu J, et al. Role of interlaminar interface on bulk conduc-
tivity and electrical anisotropy of CFRP laminates measured by eddy current
method. NDT & E International. 2014;68(1):1–12.

[22] Mizukami K, MizutaniY,TodorokiA, et al. Detection of delamination in ther-
moplastic CFRP welded zones using induction heating assisted eddy current
testing. NDT & E International. 2015;74(1):106–11.

[23] Kreutzbruck M,Allweins K, Heiden C. Fluxgate-magnetometer for the detec-
tion of deep lying defects. In: Proceedings of the 15th World Conference on
Non-Destructive Testing, Rome, Italy; 15–21 Oct. 2000. p. 1–5.

[24] Ramos HG, Ribeiro AL. Present and future impact of magnetic sensors in
NDE. Procedia Engineering. 2014;86(1):406–19.

[25] Wincheski B, Yu F, Simpon J, et al. Development of SDT sensor based eddy
current probe for detection of deep fatigue cracks in multi-layer structure.
NDT & E International. 2010;43(8):718–25.

[26] Krause HJ, Kreutzbruck M. Recent developments in SQUID NDE. Physica
C: Superconductivity. 2002;368(1-4):70–79.

[27] Mueck M, von Kreutzbruck M, Baby U, et al. Eddy current nondestructive
material evaluation based on HTS SQUIDs. Physica C: Superconductivity.
1997;282(1):407–10.

[28] Weinstock H. A review of SQUID magnetometry applied to nondestructive
evaluation. IEEE Transactions on Magnetics. 1991;27(2):3231–36.

[29] Lobera-Serrano JA, Claycomb JR, Miller JH, et al. Hybrid double-D
sheet-inducer for SQUID-based NDT. IEEE Transactions on Appiled Super-
conductivity. 2001;11(1):1283–86.

[30] Tavrin Y, Krause HJ, Wolf W, et al. Eddy current technique with high tem-
perature SQUID for non-destructive evaluation of non-magnetic metallic
structures. Cryogenics. 1996;36(2):83–86.



References 309

[31] Jenks WG, Sadeghi, SSH, Wikswo JP. SQUIDs for nondestructive evaluation.
Journal of Physics D: Applied Physics. 1997;30(3):293–323.

[32] Braginski AI, Krause HJ. Nondestructive evaluation using high-temperature
SQUIDs. Physica C: Superconductivity. 2000;335(1–4):179–83.

[33] Chady T, Enokizono M. Multi-frequency exciting and spectrogram-based
ECT method. Journal of Magnetism and Magnetic Materials. 2000;215–
16:700–03.

[34] Chady T, Sikora R. Optimization of eddy-current sensor for multi-frequency
systems. IEEE Transactions on Magnetics. 2003;39(3):1313–16.

[35] Egorov AV, Polyakov VV, Salita DS, et al. Inspection of aluminum alloys by
a multi-frequency eddy current method. Defence Technology. 2015;11(2):
99–103.

[36] Mook G, Michel F, Simonin J. Electromagnetic imaging using probe
arrays. SV - JME (Strojniški vestnik - Journal of Mechanical Engineering).
2011;57(3):227–36.

[37] Postolache O, Ribeiro AL, Ramos HG. GMR array uniform eddy cur-
rent probe for defect detection in conductive specimens. Measurement.
2013;46(10):4369–78.

[38] Jun J, Hwang J, Lee J. Quantitative nondestructive evaluation of the crack
on the austenite stainless steel using the induced eddy current and the Hall
sensor array. In: Proceedings of the IEEE Instrumentation & Measurement
Technology Conference IMTC, Warsaw, Poland; 1–3 May 2007. p. 1–6.

[39] He Y, Pan M, Luo F, et al. Pulsed eddy current imaging and frequency spec-
trum analysis for hidden defect nondestructive testing and evaluation. NDT &
E International. 2011;44(4):344–52.

[40] Atherton DL. Remote field eddy current inspection. IEEE Transactions on
Magnetics. 1995;31(6):4142–47.

[41] Auld BA, Moulder JC. Review of advances in quantitative eddy current nonde-
structive evaluation. Journal of Nondestructive Evaluation. 1999;18(1):3–36.

[42] Mook G, Hesse O, Uchanin V. Deep penetrating eddy currents and probes.
In: Proceeding of 9th European Conference on NDT: ECNDT; 25–29 Sept.
2006. p. Tu.3.6.2(1–14).

[43] Almeida G, Gonzalez J, Rosado L, et al. Advances in NDT and materials
characterization by eddy currents. Procedia CIRP. 2013;7(1):359–64.

[44] Carlstedt M, Porzig K, Uhlig RP, et al. Application of Lorentz force eddy
current testing and eddy current testing on moving nonmagnetic conduc-
tors. International Journal of Applied Electromagnetics and Mechanics.
2014;45(1):519–26.

[45] Gasparics A, Daroczi CS, Vertesy G, et al. Improvement of ECT probes
based on fluxset type magnetic field sensor. Studies in Applied
Electromagnetics and Mechanics, Electromagnetic Non-Destructive Eval-
uation (II). 1998;14(1):146–51.

[46] Dogaru T, Smith ST. Giant magnetoresistance-based eddy current sensor.
IEEE Transactions on Magnetics. 2001;37(5):3831–38.



310 Motion-induced eddy current testing and evaluation

[47] Sikora R, Chady T, Gratkowski S, et al. Eddy current testing of thick alu-
minum plates with hidden cracks. Review of Quantitative Nondestructive
Evaluation. 2003;22(1):427–34.

[48] Tsukada K, Kiwa T, Kawata T, et al. Low-frequency eddy current imag-
ing using MR sensor detecting tangential magnetic field components for
nondestructive evaluation. IEEE Transactions on Magnetics. 2006;42(10):
3315–17.

[49] Yamada H, Hasegawa T, Ishihara Y, et al. Difference in the detection limits of
flaws in the depths of multi-layered and continuous aluminum plates using
low-frequency eddy current testing. NDT & E International. 2008;41(2):
108–11.

[50] Hamia R, Cordier C, Saez S, et al. Eddy-current nondestructive testing using
an improved GMR magnetometer and a single wire as inducer: a FEM per-
formance analysis. IEEE Transactions on Magnetics. 2010;46(10):3731–37.

[51] Cacciola M, Megali G, Pellicano D, et al. Modelling and validating ferrite-
core probes for GMR-eddy current testing in metallic plates. PIERS Online.
2010;6(3):237–41.

[52] Horng HE, Jeng JT,Yang HC, et al. Evaluation of the flaw depth using high-Tc
SQUID. Physica C: Superconductivity. 2002;367(1–4):303–07.

[53] Jeng JT, Horng HE, Yang HC. Crack detection for the graphite slab using the
high-Tc SQUID in unshielded environment. Physica C: Superconductivity.
2002;372–376(1):174–77.

[54] Allweins K, Gierelt G, Krause HJ, et al. Defect detection in thick aircraft
samples based on HTS SQUID-magnetometry and pattern recognition. IEEE
Transactions on Appiled Superconductivity. 2003;13(2):250–53.

[55] Fardmanesh M, Sarreshtedari F, Pourhashemi A, et al. Optimization of NDE
characterization parameters for a RF-SQUID based system using FEM anal-
ysis. IEEE Transactions on Applied Superconductivity. 2009;19(3):791–95.

[56] van Bladel J. Motion of a conducting loop in a magnetic field. IEE Proceedings
Pt A. 1988;135(4):217–22.

[57] van Bladel J. Foucault currents in a conducting sphere moving with constant
velocity. IEE Proceedings Pt A. 1988;135(7):463–69.

[58] Saslow WM. Maxwell’s theory of eddy currents in thin conducting sheets, and
applications to electromagnetic shielding and MAGLEV. American Journal
of Physics. 1992;60(8):693–711.

[59] Bachelet E. Foucault and eddy currents put to service. The Engineer. Oct
1912;114:420–21.

[60] Reitz JR. Forces on moving magnets due to eddy currents. Journal of Applied
Physics. 1970;41(5):2067–71.

[61] Reitz JR, Davis LC. Force on a rectangular coil moving above a conducting
slab. Journal of Applied Physics. 1972;43(4):1547–53.

[62] Richards PL. Magnetic suspension and propulsion systems for high-speed
transportation. Journal of Applied Physics. 1972;43(6):2680–91.

[63] Borcherts RH. Force on a coil moving over a conducting surface including
edge and channel effects. Journal of Applied Physics. 1972;43(5):2418–27.



References 311

[64] Borcherts RH, Davis LC, Reitz JR, et al. Baseline specifications for
a magnetically suspended high-speed vehicle. Proceedings of the IEEE.
1973;61(5):569–78.

[65] Davis LC. Drag force on a magnet moving near a thin conductor. Journal of
Applied Physics. 1972;43(10):4256–57.

[66] Shung-Wu L, Menendez RC. Force on current coils moving over a conducting
sheet with application to magnetic levitation. In: Proceedings of the IEEE.
1974;62(5):567–77.

[67] van Bladel J, de Zutter D. Magnetic Levitation: The track currents. Applied
Physics B: Lasers and Optics. 1984;34(4):193–201.

[68] de Zutter D. Levitation force acting on a three-dimensional static cur-
rent source moving over a stratified medium. Journal of Applied Physics.
1985;58(7):2751–58.

[69] Panas S, Kriezis EE. Eddy current distribution due to a rectangular cur-
rent frame moving above a conducting slab. Archiv für Elektrotechnik.
1986;69(3):185–91.

[70] Chady T, Spychalski I. Eddy current transducer with rotating permanent mag-
nets. In: 22nd International Workshop on Electromagnetic Nondestructive
Evaluation (ENDE 2017), Saclay, France; 2017. p. 2.

[71] Brauer H, Ziolkowski M. Eddy current testing of metallic sheets with
defects using force measurements. Serbian Journal of Electrical Engineering.
2008;5(1):11–20.

[72] Ziolkowski M, Brauer H. Fast computation technique of forces acting on
moving permanent magnet. IEEE Transactions on Magnetics. 2010;46(8):
2927–30.

[73] Ramos HMG, Rocha T, Pasadas D, et al. Velocity induced eddy cur-
rents technique to inspect cracks in moving conducting media. In: IEEE
International Instrumentation and Measurement Technology Conference
(I2MTC) Proceedings, The Depot, Minneapolis, MN, USA; 6–9 May 2013.
p. 931–34.

[74] Ramos HG, Rocha T, Pasadas D, et al. Faraday induction effect applied to the
detection of defects in a moving plate. Review of Progress in Quantitative
Nondestructive Evaluation. 2013;32(1):1490–97.

[75] Rocha TJ. Velocity Induced Eddy Current Testing [Dissertation]. Instituto
Superior Técnico Lisboa. Lisboa, Portugal; 2017.

[76] Rocha TJ, Ramos HG, Lopes Ribeiro A, et al. Studies to optimize the
probe response for velocity induced eddy current testing in aluminium.
Measurement. 2015;67(1):108–15.

[77] Ramos HG, RochaT, RibeiroAL, et al. GMR versus differential coils in veloc-
ity induced eddy current testing. In: IEEE International Instrumentation and
Measurement Technology Conference (I2MTC) Proceedings, Montevideo,
Uruguay; 12–15 May 2014. p. 915–18.

[78] Rocha TJ, Ramos HG, Lopes Ribeiro A, et al. Magnetic sensors assessment
in velocity induced eddy current testing. Sensors and Actuators A: Physical.
2015;228(1):55–61.



312 Motion-induced eddy current testing and evaluation

[79] Tan Y, Wang X, Moreau R. An innovative contactless method for detecting
defects in electrical conductors by measuring a change in electromagnetic
torque. Measurement Science and Technology. 2015;26: Art. ID 035602.

[80] Brauer H, Porzig K, Mengelkamp J, et al. Lorentz force eddy current testing:
a novel NDE - technique. COMPEL. 2014;33(6):1965–77.

[81] Pasadas DJ, RochaTJ, Ramos HG, et al. Remote field eddy current inspection
of metallic tubes using GMR sensors. In: IEEE International Instrumentation
and Measurement Technology Conference (I2MTC) Proceedings, The Depot,
Minneapolis, MN, USA; 6–9 May 2013. p. 1–4.

[82] Pasadas DJ, Ribeiro AL, Ramos HG, et al. Comparative evaluation of
coil and hall probes in hole detection and thickness measurement on
aluminum plates using eddy current testing. ACTA IMEKO. 2015;4(2):
62–67.

[83] Tajima N, Yusa N, Hashizume H. Application of low-frequency eddy current
testing to the inspection of a double-walled tank in a reprocessing plant.
Nondestructive Testing and Evaluation. 2018;33(2):189–97.

[84] Gowatski S, Miner G.The use of the low frequency electromagnetic technique
to detect and quantify the amount of magnetite deposits in stainless steel
superheater tubes due to exfoliation. Power Plant Chemistry. 2011;13(8):
484–91.

[85] Faraday M. The Bakerian lecture. Experimental researches in electricity.
Philosophical Transactions of the Royal Society of London. 1832;122:
163–94.

[86] Shercliff JA.TheTheory of Electromagnetic Flow-Measurement. Cambridge:
Cambridge University Press; 1962.

[87] Feng CC, Deeds WE, Dodd CV.Analysis of eddy current flow meters. Journal
of Applied Physics. 1975;46:2935–40.

[88] Baumgartl J, Hubert A, Müller G. The use of magnetohydrodynamic effects
to investigate fluid flow in electrically conducting melts. Physics of Fluids
A. 1993;5:3280–89.

[89] Thess A, Votyakov E, Kolesnikov Y. Lorentz force velocimetry. Physical
Review Letters. 2006;96(16):Art. ID 164501.

[90] ThessA,Votyakov E, Knaepen B, et al. Theory of the Lorentz force flowmeter.
New Journal of Physics. 2007;9(8):299.

[91] Uhlig RP. An experimental validation of Lorentz force eddy current testing.
Ilmenau, Germany: Universitätsverlag Ilmenau; 2014.

[92] Zec M, Uhlig RP, Ziolkowski M, et al. Finite element analysis of nondestruc-
tive testing eddy current problems with moving parts. IEEE Transactions on
Magnetics. 2013;49(8):4785–94.

[93] Uhlig RP, Zec M, Brauer H, et al. Lorentz force eddy current testing:
a prototype model. Journal of Nondestructive Evaluation. 2012;31(4):
357–72.

[94] Donoso G, Ladera CL, Martín P. Damped fall of magnets inside a conducting
pipe. American Journal of Physics. 2011;79(2):193–200.

[95] Uhlig RP, Zec M, Ziolkowski M, et al. Lorentz force sigmometry: a con-
tactless method for electrical conductivity measurements. Journal of Applied
Physics. 2012;111(9):Art. ID 094914.



References 313

[96] Uhlig RP, Zec M, Ziolkowski M, et al. Lorentz force eddy current testing: val-
idation of numerical results. In: Proceedings of the Electrotechnical Institute.
2011;251:135–45.

[97] Zec M, Uhlig RP, Ziolkowski M, et al. Three-dimensional numerical inves-
tigations of Lorentz force eddy current testing. Studies in Applied Electro-
magnetics and Mechanics, Electromagnetic Nondestructive Evaluation XVI.
2014;38(1):83–93.
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[320] Plaskota L, Woźniakowski H. Monte Carlo and Quasi-Monte Carlo methods
2010. vol. 23. Berlin, Heidelberg: Springer; 2012.

[321] Xiu D. Fast numerical methods for stochastic computations: a review.
Communications in Computational Physics. 2009;5(2–4):242–72.

[322] Ghanem R, Higdon D, Owhadi H, editors. Handbook of Uncertainty
Quantification. Cham, Switzerland: Springer International Publishing; 2016.

[323] Le Maitre, OP, Knio OM. Spectral Methods for Uncertainty Quantification.
Dordrecht, Netherland: Springer; 2010.

[324] Knio OM, Le Maitre, OP. Uncertainty propagation in CFD using polynomial
chaos decomposition. Fluid Dynamics Research. 2006;38(9):616–40.

[325] Xiu D, Karniadakis GE. Modeling uncertainty in flow simulations via gen-
eralized polynomial chaos. Journal of Computational Physics. 2003;187(1):
137–67.

[326] Hosder S, Perez R, Walters R. A non-intrusive polynomial chaos method
for uncertainty propagation in CFD simulations. In: 44th AIAA Aerospace
Sciences Meeting and Exhibit, Aerospace Sciences Meetings; 2006. p. 1–19.
Available from: https://arc.aiaa.org/doi/pdf/10.2514/6.2006-891.



References 327

[327] Wan X, Xiu D, Karniadakis GE. Modeling uncertainty in three-dimensional
heat transfer problems. In: Advanced Computational Methods in Heat
Transfer (VII). vol. 46 of WIT Transactions on Engineering Sciences.
WITpress; 2004. p. 1–10.

[328] Xiu D, Karniadakis GE. A new stochastic approach to transient heat
conduction modeling with uncertainty. International Journal of Heat and
Mass Transfer. 2003;46(24):4681–93.

[329] Sandu A, Sandu C, Ahmadian M. Modeling multibody systems with
uncertainties. Part I: theoretical and computational aspects. Multibody
System Dynamics. 2006;15(4):369–91.

[330] Sandu C, Sandu A, Ahmadian M. Modeling multibody systems with
uncertainties. Part II: numerical applications. Multibody System Dynamics.
2006;15(3):241–62.

[331] Zein S. A polynomial chaos expansion trust region method for robust
optimization. Communications in Computational Physics. 2013;14(2):
412–24.

[332] Codecasa L, Di Rienzo L, Weise K, et al. Fast MOR-based Approach
to uncertainty quantification in transcranial magnetic stimulation. IEEE
Transactions on Magnetics. 2016;52(3):Art. ID 7200904.

[333] Askey R, Wilson JW. Some basic hypergeometric orthogonal polynomials
that generalize Jacobi-polynomials. Memoirs of the American Mathematical
Society. 1985;54(319):1–55.

[334] Eldred M, Burkardt J. Comparison of non-intrusive polynomial chaos and
stochastic collocation methods for uncertainty quantification. In: 47th
AIAA Aerospace Sciences Meeting including The New Horizons Forum
and Aerospace Exposition, Aerospace Sciences Meetings; 2009. p. 1–20.
Available from: https://arc.aiaa.org/doi/pdf/10.2514/6.2009-976.

[335] Babuška I, Tempone R, Zouraris GE. Galerkin finite element approxima-
tions of stochastic elliptic partial differential equations. SIAM Journal on
Numerical Analysis. 2004;42(2):800–25.

[336] Sobol IM. Global sensitivity indices for nonlinear mathematical models and
their Monte Carlo estimates. Mathematics and Computers in Simulation.
2001;55(1–3):271–80.

[337] Sudret B. Global sensitivity analysis using polynomial chaos expansions.
Reliability Engineering & System Safety. 2008;93(7):964–79.

[338] Delignette-Muller ML, Dutang C. fitdistrplus: An R package for fitting
distributions. Journal of Statistical Software. 2015;64(4):1–34.

[339] Achenbach JD. Quantitative nondestructive evaluation. International Journal
of Solids and Structures. 2000;37(1–2):13–27.

[340] Jiles DC. Review of magnetic methods for nondestructive evaluation. NDT
International. 1988;21(5):311–19.

[341] Ma X. Electromagnetic NDT and condition monitoring – a personal view.
In: Proceedings of the 17th International Conference on Automation and
Computing. 2011; p. 266–71.



328 Motion-induced eddy current testing and evaluation

[342] Grimberg R. Electromagnetic nondestructive evaluation: present and future.
Strojniški vestnik – Journal of Mechanical Engineering. 2011;2011(03):
204–17.

[343] Lim MK, Cao H. Combining multiple NDT methods to improve testing
effectiveness. Construction and Building Materials. 2013;38:1310–15.

[344] Heckel T, Thomas HM, Kreutzbruck M, et al. High speed non-destructive
rail testing with advanced ultrasound and eddy-current testing techniques.
In: NDE 2009 (Proceedings); 2009. p. 261–15.
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