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preface

Motivation

Augmented reality (AR) research aims to develop technologies that allow the real-time fu-
sion of computer-generated digital content with the real world. Unlike virtual reality (VR) 
technology, which completely immerses users inside a synthetic environment, augmented 
reality allows the user to see three-dimensional virtual objects superimposed upon the real 
world. Both AR and VR are part of a broader reality–virtuality continuum termed “mixed 
reality” (MR) by Milgram and Kishino (1994) (see Figure 1). In their view, a mixed reality 
environment is “one in which real world and virtual world objects are presented together 
within a single display anywhere between the extrema of the virtuality continuum.” 

Figure 1. Reality-virtuality continuum (Milgram & Kishino, 1994)
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State.of. the.Art

Mixed reality technology can enhance users’ perception and interaction with the real world 
(Azuma et al., 2001), particularly through the use of augmented reality. Using Azuma’s 
(1997) definition, an AR system has to fulfill the following three characteristics:

•  It combines both the real and virtual content,
•  The system is interactive and performs in real-time, and
•  The virtual content is registered with the real world.

Previous research has shown that AR technology can be applied in a wide range of areas 
including education, medicine, engineering, military, and entertainment. For example, vir-
tual maps can be overlaid on the real world to help people navigate through the real world, 
medical imagery can appear on a real patient body, and architects can see virtual buildings 
in place before they are built. 
Analyzing the proceedings of the leading AR/MR research symposium (The International 
Symposium on Mixed and Augmented Reality), we can identify several significant research 
directions, including:

•  Tracking.techniques: How to achieve robust and accurate overlay of virtual imagery 
on the real world

•  Display.technologies: Head mounted, handheld, and projection displays for AR
•  Mobile.augmented.reality: Using mobile computers to develop AR applications that 

can be used in outdoor settings
•  Interaction.techniques: Methods for interacting with AR content

•  Novel augmented.reality.applications

Overview

Although the field of mixed reality has grown significantly over the last decade, there have 
been few published books about augmented reality, particularly the interface design aspects. 
Emerging Technologies of Augmented Reality: Interfaces and Design is written to address 
this need. It provides a good grounding of the main concepts of augmented reality with a 
particular emphasis on user interfaces and design and practical AR techniques (from track-
ing-algorithms to design principles for AR interfaces). 
A wide range of experts from around the world have provided fully peer reviewed chapters 
for this book. The targeted audience is computer-literate readers who wish to gain an initial 
understanding of this exciting and emerging technology. This book may be used as the basis 
for a graduate class or as an introduction to researchers who want to explore the field of user 
interfaces and design techniques for augmented reality.
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Book.Structure.and.Use

This book is structured around the following four key topics:

•  Technologies that support augmented reality
•  Augmented reality development environments
•  Interface design and evaluation of augmented reality applications
•  Case studies of augmented reality applications

The first section, Introduction.to.Technologies.that.Support.Augmented.Reality, provides 
a concise overview of important AR technologies. These chapters examine a wide range of 
technologies, balanced between established and emerging new technologies. This insight 
provides the reader with a good grounding of the key technical concepts and challenges 
developers face when building AR systems. The major focus of these chapters is on track-
ing, display, and presentation technologies.
In Chapter.I, mixed reality applications require accurate knowledge of the relative positions 
of the camera and the scene. Many technologies have tried to achieve this goal and computer 
vision seems to be the only one that has the potential to yield non-invasive, accurate, and 
low-cost solutions to this problem. In this chapter, the authors discuss some of the most 
promising computer vision approaches, their strengths, and their weaknesses.
Chapter.II introduces spatially adaptive augmented reality as an approach to dealing with 
the registration errors introduced by spatial uncertainty. The authors argue that if program-
mers are given simple estimates of registration error, they can create systems that adapt to 
dynamically changing amounts of spatial uncertainty, and that it is this ability to adapt to 
spatial uncertainty that will be the key to creating augmented reality systems that work in 
real-world environments.
Chapter.III discusses design and principles of head mounted displays (HMDs), as well as 
their state-of-the-art examples, for augmented reality. After a brief history of head mounted 
displays, human vision system, and application examples of see-through HMDs, the author 
describes the design and principles for HMDs, such as typical configurations of optics, 
typical display elements, and major categories of HMDs. For researchers, students, and 
HMD developers, this chapter is a good starting point for learning the basics, state of the 
art technologies, and future research directions for HMDs.
Chapter.IV.shows how, in contrast to HMD-based systems, projector-based augmentation 
approaches combine the advantages of well-established spatial virtual reality with those 
of spatial augmented reality. Immersive, semi-immersive, and augmented visualizations 
can be realized in everyday environments—without the need for special projection screens 
and dedicated display configurations. This chapter describes projector-camera methods 
and multi-projector techniques that aim at correcting geometric aberrations, compensating 
local and global radiometric effects, and improving focus properties of images projected 
onto everyday surfaces.
Mobile phones are evolving into the ideal platform for portable augmented reality. In 
Chapter.V, the authors describe how augmented reality applications can be developed 
for mobile phones and the interaction metaphors that are ideally suited for this platform. 
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Several sample applications are described which explore different interaction techniques. 
The authors also present a user study showing that moving the phone to interact with virtual 
content is an intuitive way to select and position virtual objects. 
In Chapter.VI, the authors describe how to compute a 2D screen-space representation that 
corresponds to the visible portions of the projections of 3D AR-objects on the screen. They 
describe in detail two visible surface determination algorithms that are used to generate these 
representations. They compare the performance and accuracy tradeoffs of these algorithms, 
and present examples of how to use our representation to satisfy visibility constraints that 
avoid unwanted occlusions, making it possible to label and annotate objects in 3D environ-
ments. 
The second section, Augmented.Reality.Development.Environments, examines frame-
works, toolkits, and authoring tools that are the current state-of-the-art for the development 
of AR applications. As it has been stated from many disciplines, “Content is King!” For 
AR, this is indeed very true and these chapters provide the reader with an insight into this 
emerging important area. The concepts covered vary from staging complete AR experiences 
to modeling 3D content for AR.
AR application development is still lacking advanced authoring tools—even the simple pre-
sentation of information, which should not require any programming, is not systematically 
addressed by development tools. In Chapter.VII, the authors present APRIL, the augmented 
presentation and interaction language. APRIL is an authoring platform for AR applications 
that provides concepts and techniques that are independent of specific applications or target 
hardware platforms, and should be suitable for raising the level of abstraction at which AR 
content creators can operate.
Chapter.VIII.presents DART, The designer’s augmented reality toolkit which is an authoring 
environment for rapidly prototyping augmented reality experiences. The authors summarize 
the most significant problems faced by designers working with AR in the real world and use 
DART as the example to guide a discussion of the AR design process. DART is significant 
because it is one of the first tools designed to allow non-programmers to rapidly develop 
AR applications. If AR applications are to become mainstream then there will need to be 
more tools like this.
Augmented reality techniques can be used to construct virtual models in an outdoor environ-
ment. Chapter.IX presents a series of new AR user interaction techniques to support the 
capture and creation of 3D geometry of large outdoor structures. Current scanning technolo-
gies can be used to capture existing physical objects, while construction at a distance also 
allows the creation of new models that exist only in the mind of the user. Using a single AR 
interface, users can enter geometry and verify its accuracy in real-time. This chapter presents 
a number of different construction-at-a-distance techniques, which are demonstrated with 
examples of real objects that have been modeled in the real world.
Chapter.X describes the evolution of a software system specifically designed to support 
the creation and delivery of mixed reality experiences. The authors first describe some of 
the attributes required of such a system. They then present a series of MR experiences that 
they have developed over the last four years, with companion sections on lessons learned 
and lessons applied. The authors’ goals are to show the readers the unique challenges in 
developing an MR system for multimodal, multi-sensory experiences, and to demonstrate 
how developing MR applications informs the evolution of such a framework.
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The next section, Interface.Design.and.Evaluation.of.Augmented.Reality.Applications,.
describes current AR user interface technologies with a focus on the design issues. AR is 
an emerging technology; as such, it does not have a set of agreed design methodologies or 
evaluation techniques. These chapters present the opinions of experts in the areas of design 
and evaluation of AR technology, and provide a good starting point for the development of 
your next AR system.
Ubiquitous augmented reality (UAR) is an emerging human-computer interaction technique, 
arising from the convergence of augmented reality and ubiquitous computing. In UAR, 
visualizations can augment the real world with digital information, and interaction with the 
digital content can follow a tangible metaphor. Both the visualization and interaction should 
adapt according to the user’s context and are distributed on a possibly changing set of devices. 
Current research problems for user interfaces in UAR are software infrastructures, author-
ing tools, and a supporting design process. The authors in Chapter.XI.present case studies 
of how they have used a systematic design space analysis to carefully narrow the amount 
of available design options. The next step is to use interactive, possibly immersive tools to 
support interdisciplinary brainstorming sessions and several tools for UAR are presented.
The main goal of  Chapter.XII is to give characteristics, evaluation methodologies, and 
research examples of collaborative augmented reality systems from a perspective of hu-
man-to-human communication. Starting with a classification of conventional and 3D col-
laborative systems, the author discusses design considerations of collaborative AR systems 
from a perspective of human communication. Moreover, he presents different evaluation 
methodologies of human communication behaviors and shows a variety of collaborative AR 
systems with regard to display devices used. will be a good starting point for learning about 
existing collaborative AR systems; their advantages and limitations. This chapter will also 
contribute to the selection of appropriate hardware configurations and software designs of 
a collaborative AR system for given conditions.
Chapter.XIII.describes the design of interaction methods for tangible augmented reality 
applications. First, the authors describe the general concept of a tangible augmented reality 
interface and review its various successful applications, focusing on their interaction de-
signs. Next, they classify and consolidate these interaction methods into common tasks and 
interaction schemes. Finally, they present general design guidelines for interaction methods 
in tangible AR applications. The principles presented in this chapter will help developers 
design interaction methods for tangible AR applications in a more structured and efficient 
way, and bring tangible AR interfaces into more widespread use.
The final section, Case.Studies.of.Augmented.Reality.Applications, provides an explana-
tion of AR through one or more closely related real case studies. Through the examination of 
a number of successful AR experiences, these chapters answer the question, “What makes 
AR work?” The case studies cover a range of applications from industrial to entertainment, 
and provide the reader with a rich understand of the process of developing successful AR 
environments.
Chapter.XIV.explains and illustrates the different types of industrial augmented reality (IAR) 
applications and shows how they can be classified according to their purpose and degree 
of maturity. The information presented here provides valuable insights into the underlying 
principles and issues associated with bringing Augmented Reality applications from the 
laboratory and into an industrial context. 
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Augmented reality typically fuses computer graphics onto images or direct views of a scene. 
In Chapter.XV, an alternative augmentation approach is described as a real scene that is 
captured as video imagery from one or more cameras, and these images are inserted into 
a corresponding 3D scene model or virtual environment. This arrangement is termed an 
augmented virtual environment (AVE) and it produces a powerful visualization of the dy-
namic activities observed by cameras. This chapter describes the AVE concept and the major 
technologies needed to realize such systems. AVEs could be used in security and command 
and control type applications to create an intuitive way to monitor remote environments. 
Chapter.XVI.explores how mixed reality (MR) allows the magic of virtuality to escape the 
confines of the computer and enter our lives to potentially change the way we play, work, 
train, learn, and even shop. Case studies demonstrate how emerging functional capabilities 
will depend upon new artistic conventions to spark the imagination, enhance human experi-
ence, and lead to subsequent commercial success.
In Chapter.XVII.the author explores the applications of mixed reality technology for future 
social and physical entertainment systems. A variety of case studies show the very broad 
and significant impacts of mixed reality technology on human interactivity with regards to 
entertainment. The MR entertainment systems described incorporate different technologies 
ranging from the current mainstream ones such as GPS tracking, Bluetooth, and RFID tags 
to pioneering researches of vision based tracking, augmented reality, tangible interaction 
techniques, and 3D live mixed reality capture system.
Entertainment systems are one of the more successful uses of augmented reality technologies 
in real world applications. Chapter.XVIII.provides insights into the future directions of 
the use of augmented reality with gaming applications. This chapter explores a number of 
advances in technologies that may enhance augmented reality gaming. The features for both 
indoor and outdoor augmented reality are examined in context of their desired attributes for 
the gaming community. A set of concept games for outdoor augmented reality are presented 
to highlight novel features of this technology.
As can be seen within the four key focus areas, a number of different topics have been pre-
sented. Augmented reality encompasses many aspects so it is impossible to cover all of the 
research and development activity occurring in one book. This book is intended to support 
readers with different interests in augmented reality and to give them the foundation that will 
enable them to design the next generation of AR applications. It is not a traditional textbook 
that should be read from front to back, rather the reader can pick and choose the topics of 
interest and use the material presented here as a springboard to further their knowledge in 
this fast growing field.
As editors is it our hope that this work will be the first of a number of books in the field that 
will help capture the existing knowledge and train new researchers in this exciting area.
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Chapter.I

Vision.Based.3D.Tracking.
and.Pose.Estimation.for.

Mixed.Reality

Pascal Fua, Ecole Polytechn�que Fédérale de Laussane (EPFL), Sw�tzerland

V�ncent Lepet�t, Ecole Polytechn�que Fédérale de Laussane (EPFL), Sw�tzerland

Abstract

Mixed reality applications require accurate knowledge of the relative positions of the camera 
and the scene. When either of them moves, this means keeping track in real-time of all six 
degrees of freedom that define the camera position and orientation relative to the scene, 
or equivalently, the 3D displacement of an object relative to the camera. Many technolo-
gies have tried to achieve this goal. However, computer vision is the only one that has the 
potential to yield non-invasive, accurate, and low-cost solutions to this problem, provided 
that one is willing to invest the effort required to develop sufficiently robust algorithms. In 
this chapter, we therefore discuss some of the most promising approaches, their strengths, 
and their weaknesses.
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Introduction

Tracking an object in a video sequence means continuously identifying its location when either 
the object or the camera are moving. More specifically, 3D tracking aims at continuously 
recovering all six degrees of freedom that define the camera position and orientation relative 
to the scene, or equivalently, the 3D displacement of an object relative to the camera.
Many other technologies besides vision have been tried to achieve this goal, but they all have 
their weaknesses. Mechanical trackers are accurate enough, although they tether the user to 
a limited working volume. Magnetic trackers are vulnerable to distortions by metal in the 
environment which are a common occurrence, and also limit the range of displacements. 
Ultrasonic trackers suffer from noise and tend to be inaccurate at long ranges because of 
variations in the ambient temperature. Inertial trackers drift with time.
By contrast, vision has the potential to yield non-invasive, accurate, and low-cost solutions 
to this problem, provided that one is willing to invest the effort required to develop suf-
ficiently robust algorithms. In some cases, it is acceptable to add fiducials, such as LEDs 
or special markers, to the scene or target object to ease the registration task. Of course, this 
assumes that one or more fiducials are visible at all times, otherwise, the registration falls 
apart. Moreover, it is not always possible to place fiducials. For example, augmented real-
ity end-users do not like markers because they are visible in the scene and it is not always 
possible to modify the environment before the application has to run.
It is therefore much more desirable to rely on naturally present features, such as edges, corners, 
or texture. Of course, this makes tracking far more difficult. Finding and following feature 
points or edges on many everyday objects is sometimes difficult because there may only 
be a few of them. Total, or even partial occlusion of the tracked objects typically results in 
tracking failure. The camera can easily move too fast so that the images are motion blurred; 
the lighting during a shot can change significantly; reflections and specularities may confuse 
the tracker. Even more importantly, an object may drastically change its aspect very quickly 
due to displacement. For example, this happens when a camera films a building and goes 
around the corner, causing one wall to disappear and a new one to appear. In such cases, 
the features to be followed always change and the tracker must deal with features coming 
in and out of the picture. Next, we focus on solutions to these difficult problems and show 
how planar, non-planar, and even deformable objects can be handled. 
For the sake of completeness, we provide a brief description of the camera models that all 
these techniques rely on, as well as pointers to useful implementations and more extensive 
descriptions in the appendix at the end of this chapter.

Fiducials-Based.Tracking

Vision-based 3D tracking can be decomposed into two main steps; First image processing 
to extract some information from the images, and second pose estimation itself. The addi-
tion in the scene of fiducials, also called landmarks or markers, greatly helps both steps. 



V�s�on Based 3D Track�ng and Pose Est�mat�on for M�xed Real�ty  3

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

They constitute image features easy to extract, and they provide reliable, easy to exploit 
measurements for pose estimation.

Point-Like.Fiducials

Fiducials have been used for many years by close-range photogrammetrists. They can be 
designed in such a way that they can be easily detected and identified with an ad hoc method. 
Their image locations can also be measured to a much higher accuracy than natural features. 
In particular, circular fiducials work best, because the appearance of circular patterns is 
relatively invariant to perspective distortion, and because their centroid provides a stable 
2D position, which can easily be determined with sub-pixel accuracy. The 3D positions of 
the fiducials in the world coordinate system are assumed to be precisely known. This can 
be achieved by hand, with a laser, or with a structure-from-motion algorithm. To facilitate 
their identification, the fiducials can be arranged in a distinctive geometric pattern. Once 
the fiducials are identified in the image, they provide a set of correspondences that can be 
used to retrieve the camera pose.
For high-end applications, companies such as Geodetic Services, Inc., Advanced Real-time 
Tracking GmbH, Metronor, ViconPeak, and AICON 3D Systems GmbH propose commer-
cial products based on this approach. Lower-cost and lower-accuracy solutions have also 
been proposed by the computer vision community. For example, the concentric contrasting 
circle (CCC) fiducial (Hoff, Nguyen & Lyon, 1996) is formed by placing a black ring on 
a white background, or vice-versa. To detect these fiducials, the image is first thresholded, 
morphological operations are then applied to eliminate too small regions, and a connected 
component labeling operation is performed to find white and black regions, as well as their 
centroids. Along the same lines, State, Hirota, David, Garett, and Livingston (1996) use 
color-coded fiducials for a more reliable identification. Each fiducial consists of an inner dot 
and a surrounding outer ring, four different colors are used, and thus 12 unique fiducials can 
be created and identified based on their two colors. Because the tracking range is constrained 
by the detectability of fiducials in input images, Cho, Lee, and Neumann (1998) introduce a 
system that uses several sizes for the fiducials. They are composed of several colored con-
centric rings where large fiducials have more rings than smaller ones, and diameters of the 
rings are proportional to their distance to the fiducial center to facilitate their identification. 
When the camera is close to fiducials, only small size fiducials are detected. When it is far 
from them, only large size fiducials are detected.
While all the previous methods for fiducial detection use ad hoc schemes, Claus and Fitzi-
gibbon (2004) use a machine learning approach which delivers significant improvements in 
reliability. The fiducials are made of black disks on white background, and sample fiducial 
images are collected under varying perspective, scale, and lighting conditions, as well as 
negative training images. A cascade of classifiers is then trained on these data.  The first 
step is a fast Bayes decision rule classification, the second one a powerful but slower near-
est neighbor classifier on the subset passed by the first stage. At run-time, all the possible 
sub-windows in the image are classified using this cascade. This results in a remarkably 
reliable fiducial detection method.
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Extended.Fiducials

The fiducials previously presented were all circular and only their center was used. By con-
trast, Koller et al. (1997) introduce squared, black on white fiducials, which contain small 
red squares for their identification. The corners are found by fitting straight line segments 
to the maximum gradient points on the border of the fiducial. Each of the four corners of 
such fiducials provides one correspondence and the pose is estimated using an Extended 
Kalman filter.
Planar rectangular fiducials are also used in Kato and Billinghurst (1999), Kato, Poupyrev, 
Imamoto, and Tachibana (2000), and Rekimoto (1998) and it is shown that a single fiducial 
is enough to estimate the pose. Figure 1 depicts their approach. It has become popular be-
cause it yields a robust, low-cost solution for real-time 3D tracking, and a software library 
called ARToolKit is publicly available (ARtoolkit).
The whole process, the detection of the fiducials and the pose estimation runs in real-time, 
and therefore can be applied in every frame. The 3D tracking system does not require any 
initialization by hand, and is robust to fiducial occlusion. In practice, under good lighting 
conditions, the recovered pose is also accurate enough for augmented reality applications. 
These characteristics make ARToolKit a good solution to 3D tracking, whenever the engi-
neering of the scene is possible.

Using.Natural.Features

Using markers to simplify the 3D tracking task requires engineering of the environment 
which end-users of tracking technology do not like or is sometimes even impossible, for 

Figure 1. Processing flow of ARToolKit: The marker is detected in the thresholded image, 
and then used to estimate the camera pose (Reproduced from Kato et al., 2000, © 2000 
IEEE, used with permission)

Input Image Thresholding Image Marker Detection

Virtual Image Overlay Pose and Position Estimation
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example, in outdoor environments. Whenever possible, it is therefore much better to be able 
to rely on features naturally present in the images. Of course, this approach makes tracking 
much more challenging and some 3D knowledge is often required to make things easier. 
For MR applications, this is not an issue since 3D scene models are typically available and 
we therefore focus here on model-based approaches.
Here we distinguish two families of approaches depending on the nature of the image features 
being used. The first one is formed by edge-based methods that match the projections of the 
target object 3D edges to area of high image gradient. The second family includes all the 
techniques that rely on information provided by pixels inside the object’s projection.

Edge-Based.Methods

Historically, the early approaches to tracking were all edge-based mostly because these 
methods are both computationally efficient, and relatively easy to implement. They are also 
naturally stable to lighting changes, even for specular materials, which is not necessarily true 
of methods that consider the internal pixels as will be discussed later. The most popular ap-
proach is to look for strong gradients in the image around a first estimation of the object pose, 
without explicitly extracting the contours (Armstrong & Zisseman, 1995; Comport, Marchand, 
& Chaumette, 2003; Drummond & Cipolla, 2002; Harris, 1992; Marchand, Bouthemy, & 
Chaumette, 2001; Vacchetti, Lepetit, & Fua, 2004a), which is fast and general.

RAPiD

Even though RAPiD (Harris, 1992) was one of the first 3D trackers to successfully run in 
real-time and many improvements have been proposed since, many of its basic components 
have been retained in more recent systems. The key idea is to consider a set of 3D points on 
the object, called control points, which lie on high contrast edges in the images. As shown 
in Figure 2, the control points can be sampled along the 3D model edges and in the areas 
of rapid albedo change. They can also be generated on the fly as points on the occluding 

Figure 2. In RAPiD-like approaches, control points are sampled along the model edges; 
the small white segments in the left image join the control points in the previous image to 
their found position in the new image, the pose can be inferred from these matches, even in 
presence of occlusions by introducing robust estimators (Reproduced from Drummond & 
Cipolla, 2002, © 2002 IEEE, used with permission)
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contours of the object. The 3D motion of the object between two consecutive frames can 
be recovered from the 2D displacement of the control points.
Once initialized, the system performs a simple loop. For each frame, the predicted pose, 
which can simply be the pose estimated for the previous frame, is used to predict which 
control points will be visible and what their new locations should be. The control points are 
matched to the image contours, and the new pose estimated from these correspondences via 
least-squares minimization.
In Harris (1992), some enhancements to this basic approach are proposed. When the edge 
response at a control point becomes too weak, it is not taken into account into the motion 
computation, as it may subsequently incorrectly latch on to a stronger nearby edge. As we 
will see next, this can also be handled using a robust estimator. An additional clue that 
can be used to reject incorrect edges is their polarity, that is whether they correspond to a 
transition from dark to light or from light to dark. A way to use occluding contours of the 
object is also given.

Making RAPiD Robust

The main drawback of the original RAPiD formulation is its lack of robustness. The weak 
contours heuristics is not enough to prevent incorrectly detected edges from disturbing the 
pose computation. In practice, such errors are frequent. They arise from occlusions, shadows, 
texture on the object itself, or background clutter.
Several methods have been proposed to make the RAPiD computation more robust. Drum-
mond and Cipolla (2002) use a robust estimator and replace the least-squares estimation by 
an iterative re-weighted least-squares to solve the new problem. Similarly, Marchand et al. 
(2001) uses a framework similar to RAPiD to estimate a 2D affine transformation between 
consecutive frames, but also replaces standard least-squares by robust estimation.
In the approaches previously described, the control points were treated individually, without 
taking into account that several control points are often placed on the same edge, and hence 
their measurements are correlated. By contrast, in Armstrong and Zisserman (1995) and 
Simon and Berger (1998), control points lying on the same object edge are grouped into 
primitives, and a whole primitive can be rejected from the pose estimation. In Armstrong 
and Zisseman (1995), a RANSAC methodology (Fischler & Bolles, 1981) is used to detect 
outliers among the control points forming a primitive. If the number of remaining control 
points falls below a threshold after elimination of the outliers, the primitive is ignored in 
the pose update. Using RANSAC implies that the primitives have an analytic expression, 
and precludes tracking free-form curves. By contrast, Simon and Berger (1998) use a robust 
estimator to compute a local residual for each primitive. The pose estimator then takes into 
account all the primitives using a robust estimation on the above residuals.
When the tracker finds multiple edges within its search range, it may end up choosing the 
wrong one. To overcome this problem, in Drummond and Cipolla (2002) the influence of a 
control point is inversely proportional to the number of edge strength maxima visible within 
the search path. Vacchetti et al. (2004a) introduce another robust estimator to handle multiple 
hypotheses and retain all the maxima as possible correspondents in the pose estimation.
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Texture-Based.Methods

If the object is sufficiently textured, information can be derived from optical flow (Basu, 
Essa, & Pentland, 1996; DeCarlo & Metaxas, 2000; Li, Roivainen, & Forchheimer, 1993), 
template matching (Cascia, Sclaroff, & Athitsos, 2000; Hager & Belhumeur, 1998; Jurie & 
Dhome, 2001, 2002), or interest-point correspondences. However the latter is probably the 
most effective for MR applications because they rely on matching local features. Given such 
correspondences, the pose can be estimated by least-square minimization, or even better, by 
robust estimation. They are therefore relatively insensitive to partial occlusions or matching 
errors. Illumination invariance is also simple to achieve. And, unlike edge-based methods, 
they do not get confused by background clutter and exploit more of the image information, 
which tends to make them more dependable.

Interest Point Detection and 2D Matching

In interest point methods, instead of matching all pixels in an image, only some pixels are 
first selected with an “interest operator” before matching. This reduces the computation time 
while increasing the reliability if the pixels are correctly chosen. Förstner (1986) presents 
the desired properties for such an interest operator. Selected points should be different from 
their neighbors, which eliminates edge-points; the selection should be repeatable, that is the 
same points should be selected in several images of the same scene, despite perspective dis-
tortion or image noise. In particular, the precision and the reliability of the matching directly 
depends on the invariance of the selected position. Pixels on repetitive patterns should also 
be rejected or at least given less importance to avoid confusion during matching.
Such an operator was already used in the 1970s for tracking purposes (Moravec, 1977, 1981). 
Numerous other methods have been proposed since and Deriche and Giraudon (1993) and 
Smith and Brady (1995) give good surveys of them. Most of them involve second order 
derivatives, and results can be strongly affected by noise. Several successful interest point 
detectors (Förstner, 1986; Harris & Stephens, 1988; Shi & Tomasi, 1994) rely on the auto-
correlation matrix computed at each pixel location. It is a 2×2 matrix, whose coefficients are 
sums over a window of the first derivatives of the image intensity with respect to the pixel 
coordinates, and its measures the local variations of the image. As discussed in Förstner 
(1986), the pixels can be classified from the behavior of the eigenvalues of the auto-corre-
lation matrix. Pixels with two large, approximately equal eigenvalues are good candidates 
for selection. Shi and Tomasi (1994) show that locations with two large eigenvalues can 
be reliably tracked, especially under affine deformations, and considers locations where 
the smallest eigen value is higher than a threshold. Interest points can then be taken to the 
locations that are local maxima of the chosen measure above a predefined threshold. The 
derivatives involved in the auto-correlation matrix can be weighted using a Gaussian kernel 
to increase robustness to noise (Schmid & Mohr, 1997). The derivatives should also be 
computed using a first order Gaussian kernel. This comes at a price since it tends to degrade 
both the localization accuracy and the performance of the image patch correlation procedure 
used for matching purposes.
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For tracking purpose, it is then useful to match two sets of interest points and extract from 
two images taken from similar viewpoints. A classical procedure (Zhang, Deriche, Faugeras, 
& Luong, 1995) runs as follows: For each point in the first image, search in a region of 
the second image around its location for a corresponding point. The search is based on the 
similarity of the local image windows centered on the points, which strongly characterize 
the points when the images are sufficiently close. The similarity can be measured using the 
zero-normalized cross-correlation that is invariant to affine changes of the local image inten-
sities, and make the procedure robust to illumination changes. To obtain a more reliable set 
of matches, one can reverse the role of the two images, and repeat the previous procedure. 
Only the correspondences between points that chose each other are kept.

Eliminating Drift

In the absence of points whose coordinates are known a priori, all methods are subject to 
error accumulation, which eventually results in tracking failure and precludes of truly long 
sequences.
A solution to this problem is to introduce one or more keyframes such as the one in the up-
per left corner of Figure 3, that is images of the target object or scene for which the camera 
has been registered beforehand. At runtime, incoming images can be matched against the 
keyframes to provide a position estimate that is drift-free (Genc, Riedel, Souvannavong, & 
Navab, 2002; Ravela, Draper, Lim, & Weiss, 1995; Tordoff, Mayol, de Campos, & Mur-
ray, 2002). This, however, is more difficult than matching against immediately preceding 
frames as the difference in viewpoint is likely to be much larger. The algorithm used to 
establish point correspondences must therefore both be fast and relatively insensitive to 
large perspective distortions, which is not usually the case for those used by the algorithms 
that need only handle small distortions between consecutive frames.

Figure 3.  Face tracking using interest points, and one reference image shown (top left) 
(Reproduced from Vacchetti et al., 2004b, © 2004 IEEE, used with permission)
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In Vacchetti, Lepetit, and Fua (2004b), this is handled as follows. During a training stage, 
the system extracts interest points from each keyframe, back-projects them to the object 
surface to compute their 3D position, and stores image patches centered around their loca-
tion. During tracking, for each new incoming image, the system picks the keyframe whose 
viewpoint is closest to that of the last known viewpoint. It synthesizes an intermediate image 
from that keyframe by warping the stored image patches to the last known viewpoint, which 
is typically the one corresponding to the previous image. The intermediate and the incoming 
images are now close enough that matching can be performed using simple, conventional, 
and fast correlation methods. Since the 3D position in the keyframe has been precomputed, 
the pose can then be estimated by robustly minimizing the reprojection error. This approach 
handles perspective distortion, complex aspect changes, and self-occlusion. Furthermore, 
it is very efficient because it takes advantage of the large graphics capabilities of modern 
CPUs and GPUs.
However, as noticed by several authors (Chia, Cheok, & Prince, 2002; Ravela et al., 1995; 
Tordoff et al., 2002; Vacchetti et al., 2004b), matching only against keyframes does not, 
by itself, yield directly exploitable results. This has two main causes. First, wide-baseline 
matching as described in the previous paragraph is inherently less accurate than the short-
baseline matching involved in frame-to-frame tracking, which is compounded by the fact 
that the number of correspondences that can be established is usually less. Second, if the 
pose is computed for each frame independently, no temporal consistency is enforced and 
the recovered motion can appear to be jerky. If it were used as is by an MR application, 
the virtual objects inserted in the scene would appear to jitter, or to tremble, as opposed to 
remaining solidly attached to the scene.
Temporal consistency can be enforced by some dynamical smoothing using a motion model. 
Another way proposed in Vacchetti et al. (2004b) is to combine the information provided by 
the keyframes which provides robustness with that coming from preceding frames, which 
enforces temporal consistency. This does not make assumptions on the camera motion and 
improves the accuracy of the recovered pose. It is still compatible with the use of dynami-
cal smoothing that can be useful in cases where the pose estimation remains unstable, for 
example when the object is essentially fronto-parallel.

Tracking.by.Detection

The recursive nature of traditional 3D tracking approaches provides a strong prior on the 
pose for each new frame and makes image feature identifications relatively easy. However, it 
comes at a price. First, the system must either be initialized by hand or require the camera to 
be very close to a specified position. Second, it makes the system very fragile. If something 
goes wrong between two consecutive frames, for example due to a complete occlusion of 
the target object or a very fast motion, the system can be lost and must be re-initialized 
in the same fashion. In practice, such weaknesses make purely recursive systems nearly 
unusable, and the popularity of ARToolKit (Kato et al., 2000) in the augmented reality com-
munity should come as no surprise. It is the first vision-based system to really overcome 
these limitations by being able to detect the markers in every frame without constraints on 
the camera pose.
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However, achieving the same level of performance without having to engineer the environment 
remains a desirable goal. Since object pose and appearance are highly correlated, estimating 
both simultaneously increases the performances of object detection algorithms. Therefore, 3D 
pose estimation from natural features without a priori knowledge of the position and object 
detection are closely related problems. Detection has a long history in Computer Vision. It 
has often relied on 2D detection even for 3D objects (Nayar, Nene, & Murase, 1996; Viola 
& Jones, 2001). However, there has been sustained interest in simultaneous object detection 
and 3D pose estimation. Early approaches were edge-based (Lowe, 1991; Jurie, 1998), but 
methods based on feature points matching have become popular since local invariants were 
shown to work better for that purpose (Schmid & Mohr, 1997).
Feature point-based approaches to be the most robust to scale, viewpoint, and illumination 
changes, as well as partial occlusions. They typically operate on the following principle. 
During an offline training stage, one builds a database of interest points lying on the object 
and whose position on the object surface can be computed. A few images in which the object 
has been manually registered are often used for this purpose. At runtime, feature points are 
first extracted from individual images and matched against the database. The object pose 
can then be estimated from such correspondences. RANSAC-like algorithms (Fischler & 
Bolles, 1981) or the Hough transform are very convenient for this task since they eliminate 
spurious correspondences while avoiding combinatorial issues.
The difficulty in implementing such approaches comes from the fact that the database images 
and the input ones may have been acquired from very different viewpoints. As discussed 
in this chapter, unless the motion is very quick, this problem does not arise in conventional 
recursive tracking approaches because the images are close to each other. However, for 
tracking-by-detection purposes, the so-called wide baseline matching problem becomes a 
critical issue that must be addressed.
In the remainder of this section, we discuss in more detail the extraction and matching of 
feature points in this context. We conclude by discussing the relative merits of tracking-by-
detection and recursive tracking.

Feature.Point.Extraction

To handle as wide as possible a range of viewing conditions, feature point extraction should 
be insensitive to scale, viewpoint, and illumination changes. Note that the stability of the 
extracted features is much more crucial here than for the techniques described in this chapter 
where only close frames were matched. Different techniques are therefore required and we 
discuss them next.
As proposed in Lindeberg (1994), scale-invariant extraction can be achieved by taking 
feature points to be local extrema of a Laplacian-of-Gaussian pyramid in scale-space. To 
increase computational efficiency, the Laplacian can be approximated by a Difference-of-
Gaussians (Lowe, 1999). Research has then focused on affine invariant region detection to 
handle more perspective changes. Baumberg (2000), Schaffalitzky and Zisserman (2002), 
and Mikolajczyk and Schmid (2002) used an affine invariant point detector based on the 
Harris detector, where the affine transformation that makes equal the two eigen values of 
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the auto correlation matrix is evaluated to rectify the patch appearance. Tuytelaars and Van-
Gool (2000) achieve such invariance by fitting an ellipse to the local texture. Matas, Chum, 
Martin, and Pajdla (2002) propose a fast algorithm to extract Maximally Stable Extremal 
Regions demonstrated in a live demo. Mikolajczyk et al. (2005) give a good summary and 
comparisons of the existing affine invariant regions detectors.

Wide.Baseline.Matching

Once a feature point has been extracted, the most popular approach to matching it is first to 
characterize it in terms of its image neighborhood and then to compare this characterization 
to those present in the database. Such characterization, or local descriptor, should not only 
be invariant to viewpoint and illumination changes, but also highly distinctive. We briefly 
review some of the most representative next.

Local Descriptors

Many such descriptors have been proposed over the years. For example, Schmid and Mohr 
(1997) compute rotation invariant descriptors as functions of relatively high order image 
derivatives to achieve orientation invariance; Tuytelaars and VanGool (2000) fit an ellipse to 
the texture around local intensity extrema and uses the generalized color moments (Mindru, 
Moons, & VanGool, 1999) as a descriptor. Lowe (2004) introduces a descriptor called SIFT 
based on multiple orientation histograms, which tolerates significant local deformations. 
This last descriptor has been shown in Mikoljaczyk and Schmid (2003) to be one of the 
most efficient. As illustrated by Figure 4, it has been successfully applied to 3D tracking 
in Se, Lowe, and Little (2002) and Skrypnyk and Lowe (2004) and we now describe it in 
more detail.

Figure 4. Using SIFT for tracking-by-detection: (a) Detected SIFT features; (b) (c) they 
have been used to track the pose of the camera and add the virtual teapot (Reproduced from 
Skrypnyk & Lowe, 2004, © 2004 IEEE, used with permission)
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The remarkable invariance of the SIFT descriptor is achieved by a succession of carefully 
designed techniques. First the location and scale of the keypoints are determined precisely 
by interpolating the pyramid of Difference-of-Gaussians used for the detection. To achieve 
image rotation invariance, an orientation is also assigned to the keypoint. It is taken to be 
the one corresponding to a peak in the histogram of the gradient orientations within a region 
around the keypoint. This method is quite stable under viewpoint changes, and achieves an 
accuracy of a few degrees. The image neighborhood of the feature point is then corrected 
according to the estimated scale and orientation, and a local descriptor is computed on the 
resulting image region to achieve invariance to the remaining variations, such as illumina-
tion or out-of-plane variation. The point neighborhood is divided into several, typically 4×4, 
subregions and the contents of each subregion is summarized by an height-bin histogram of 
gradient orientations. The keypoint descriptor becomes a vector with 128 dimensions, built 
by concatenating the different histograms. Finally, this vector is normalized to unit length 
to reduce the effects of illumination changes.

Statistical Classification

The SIFT descriptor has been empirically shown to be both very distinctive and computa-
tionally cheaper than those based on filter banks. To shift even more of the computational 
burden from matching to training, which can be performed beforehand, we have proposed 
in our own work an alternative approach based on machine learning techniques (Lepetit, 
Lagger, & Fua, 2005; Lepetit & Fua, 2006). We treat wide baseline matching of keypoints 
as a classification problem, in which each class corresponds to the set of all possible views 
of such a point. Given one or more images of a target object, the system synthesizes a large 
number of views, or image patches, of individual keypoints to automatically build the train-
ing set. If the object can be assumed to be locally planar, this is done by simply warping 
image patches around the points under affine deformations, otherwise, given the 3D model, 
standard computer graphics texture-mapping techniques can be used. This second approach 
relaxes the planarity assumptions.
 The classification itself is performed using randomized trees (Amit & Geman, 1997). Each 
non-terminal node of a tree contains a test of the type: “Is this pixel brighter than this one?” 
that splits the image space. Each leaf contains an estimate based on training data of the 

Figure 5. Detection and computation in real-time of the 3D pose: (a) A planar object; (b) (c) a 
full 3D object (Reproduced from Lepetit et al., 2005, © 2005 IEEE, used with permission)
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Figure 6. Real-time detection of a deformable object. Given a model image (a), the algorithm 
computes a function mapping the model to an input image (b). To illustrate this mapping, 
the contours of the model (c) are extracted using a simple gradient operator and used as a 
validation texture which is overlaid on the input image using the recovered transformation 
(d). Additional results are obtained in different conditions (e)-(h). Note that in all cases, the 
white outlines project almost exactly at the right place, thus indicating a correct registration 
and shape estimation. The registration process, including image acquisition, takes about 80 
ms and does not require any initialization or a priori pose information. (Reproduced from 
Pilet et al., 2005a, © 2005 IEEE, used with permission)
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Figure 7. Augmenting a deformable object: (a) Reference image with overlaid mesh; (b) 
input image; (c) deformed mesh registered to the input image. (d) The original pattern 
has been erased and replaced by a blank but correctly shaded image. (e) A virtual pattern 
replaces the original one; it is correctly deformed but not yet relighted. (f) The virtual pat-
tern is deformed and relighted (Reproduced from Pilet et al., 2005b, © 2005 IEEE, used 
with permission)
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conditional distribution over the classes given that a patch reaches that leaf. A new image 
is classified by simply dropping it down the tree. Since only pixel intensities comparisons 
are involved, this procedure is very fast and robust to illumination changes. Thanks to the 
efficiency of randomized trees, it yields reliable classification results. As depicted by Fig-
ure 5, this method has been successfully used to detect and compute the 3D pose of both 
planar and non-planar objects.
As shown in Figure 6, this approach has been extended to deformable objects by replacing 
the rigid models by deformable meshes and introducing a well designed robust estimator. 
This estimator is the key to dealing with the large number of parameters involved in mod-
eling deformable surfaces and rejecting erroneous matches for error rates of up to 95%, 
which is considerably more than what is required in practice (Pilet, Lepetit, & Fua, 2005a, 
2005b). It can then be combined with a dynamic approach to estimating the amount of light 
that reaches individual image pixels by comparing their gray levels to those of the reference 
image. This lets us either erase patterns from the original images and replace them by blank 
but correctly shaded areas, which we think of as Diminished Reality, or to replace them by 
virtual ones that convincingly blend-in because they are properly lighted. As illustrated by 
Figure 7, this is important because adequate lighting is key to realism. Not only is this ap-
proach very fast and fully automated, but it also handles complex lighting effects, such as 
cast shadows, specularities, and multiple light sources of different hues and saturation.

From.Wide.Baseline.Matching.to.3D.Tracking

As mentioned before, wide baseline matching techniques can be used to perform 3D tracking. 
To illustrate this, we briefly describe the SIFT-based implementation reported in Skrypnyk 
and Lowe (2004).
First, during a learning stage, a database of scene feature points is built by extracting SIFT 
keypoints in some reference images. Because the keypoints are detected in scale-space, the 
scene does not necessarily have to be well-textured. Their 3D positions are recovered using 
a structure-from-motion algorithm. Two-view correspondences are first established based 
on the SIFT descriptors, and chained to construct multi-view correspondences while avoid-
ing prohibitive complexity. Then the 3D positions are recovered by a global optimization 
over all camera parameters and these point coordinates, which is initialized as suggested in 
Szeliski and Kang (1994). At run-time, SIFT features are extracted from the current frame, 
matched against the database, resulting in a set of 2D/3D correspondences that can be used 
to recover the pose.
The best candidate match for a SIFT feature extracted from the current frame is assumed 
to be its nearest neighbor, in the sense of the Euclidean distance of the descriptor vectors 
in the point database. The size of the database and the high dimensionality of these vectors 
would make the exhaustive search intractable, especially for real-time applications. To al-
low for fast search, the database is organized as a k-d tree. The search is performed so that 
bins are explored in the order of their closest distance from the query description vector, 
and stopped after a given number of data points has been considered as described in Beis 
and Lowe (1997). In practice, this approach returns the actual nearest neighbor with high 
probability.
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As discussed in this chapter, recovering the camera positions in each frame independently 
and from noisy data typically results in jitter. To stabilize the pose, a regularization term that 
smoothes camera motion across consecutive frames is introduced. Its weight is iteratively 
estimated to eliminate as much jitter as possible without introducing drift when the motion 
is fast. The full method runs at four frames per second on a 1.8 GHz ThinkPad.

The.End.of.Recursive.Tracking?.

Since real-time tracking-by-detection has become a practical possibility, one must wonder 
if the conventional recursive tracking methods that have been presented in the previous 
sections of this survey are obsolescent.
We do not believe this to be the case. As illustrated by the case of the SIFT-based tracking 
system (Skrypnyk & Lowe, 2004) previously discussed, treating each frame independently 
has its problems. Imposing temporal continuity constraints across frames can help increase 
the robustness and quality of the results. Furthermore, wide baseline matching tends to be 
both less accurate and more computationally intensive than the short baseline variety.
As shown, combining both kinds of approaches can yield the best of both worlds; Robust-
ness from tracking-by-detection, and accuracy from recursive tracking. In our opinion, 
this is where the future of tracking lays. The challenge will be to become able, perhaps by 
taking advantage of recursive techniques that do not require prior training, to learn object 
descriptions online so that a tracker can operate in a complex environment with minimal a 
priori knowledge.

Conclusion

Even after more than 20 years of research, practical vision-based 3D tracking systems still 
rely on fiducials because this remains the only approach that is sufficiently fast, robust, 
and accurate. Therefore, if it is practical to introduce them in the environment the system 
inhabits, this solution surely must be retained. ARToolkit is a freely available alternative that 
uses planar fiducials that may be printed on pieces of paper. While less accurate, it remains 
robust and allows for fast development of low-cost applications. As a result, it has become 
popular in the augmented reality community.
However, this state of affairs may be about to change as computers have just now become 
fast enough to reliably handle natural features in real-time, thereby making it possible to 
completely do away with fiducials. This is especially true when dealing with objects that 
are polygonal, textured, or both (Drummond & Cipolla, 2002; Vacchetti et al., 2004b). 
However, the reader must be aware that the recursive nature of most of these algorithms 
makes them inherently fragile. They must be initialized manually and cannot recover if the 
process fails for any reason. In practice, even the best methods suffer such failures all too 
often, for example because the motion is too fast, a complete occlusion occurs, or simply 
because the target object moves momentarily out of the field of view.
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This can be addressed by combining image data with data provided by inertial sensors, gy-
roscopes, or GPS (Foxlin & Naimark, 2003; Klein & Drummond, 2003; Jiang, Neumann, 
& You, 2004; Ribo & Lang, 2002). The sensors allow a prediction of the camera position or 
relative motion that can then be refined using vision techniques similar to the ones described 
in this chapter. When instrumenting the camera is an option, this combination is very ef-
fective for applications that require positioning the camera with respect to a static scene. 
However, it would be of no use to track moving objects with a static camera.
A more generic and desirable approach is therefore to develop purely image-based meth-
ods that can detect the target object and compute its 3D pose from a single image. If they 
are fast enough, they can then be used to initialize and re-initialize the system as often as 
needed, even if they cannot provide the same accuracy as traditional recursive approaches 
that use temporal continuity constraints to refine their estimates. Techniques able to do just 
this are just beginning to come online (Lepetit et al., 2005; Lepetit & Fua, 2006; Skrypnyk 
& Lowe, 2004). And, since they are the last missing part of the puzzle, we expect that we 
will not have to wait another twenty years for purely vision-based commercial systems to 
become a reality.

Camera.Models

Most cameras currently used for tracking purposes can be modeled using the standard pin-
hole camera model that defines the imaging process as a projection from the world to the 
camera image plane. It is often represented by a projection matrix that operates on projective 
coordinates and can be written as the product of a camera calibration matrix that depends 
on the internal camera parameters and an rotation-translation matrix that encodes the rigid 
camera motion (Faugeras, 1993). Note, however, that new camera designs, such as the so-
called omni-directional cameras that rely on hyperbolic or parabolic mirrors to achieve a 
very wide field of views, are becoming increasingly popular (Geyer & Daniilidis, 2003; 
Swaminathan & Nayar, 2003).

Camera.Matrices

The 3D tracking algorithms described here seek to estimate the rotation-translation matrix. 
It is computed as the composition of a translation and a rotation that must be appropriately 
parameterized for estimation and numerical optimization purposes. While representing 
translations poses no problem, parameterizing rotation is more difficult to do well. Several 
representations have been proposed, such as Euler angles, quaternions, and exponential 
maps. All of them present singularities, but it is generally accepted that the exponential map 
representation is the one that behaves best for tracking purposes (Grassia, 1998).
Since distinguishing a change in focal length from a translation along the camera Z-axis 
is difficult, in most 3D tracking methods, the internal camera parameters are assumed to 
be fixed. In other words, the camera cannot zoom. These parameters can be estimated dur-
ing an offline camera calibration stage, for example by imaging once a calibration grid of 
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known dimensions (Faugeras, 1993; Tsai, 1987) or several times a simpler 2D grid seen 
from several positions (Sturm & Maybank, 1999; Zhang, 2000). 

Handling.Lens.Distortion

The pinhole camera model is very realistic for lenses with fairly long focal lengths but does 
not represent all the aspects of the image formation. In particular, it does not take into ac-
count the possible distortion from the camera lens, which may be non-negligible especially 
for wide angle lenses.
Since they make it easier to keep target objects within the field of view, it is nevertheless 
desirable to have the option to use them for 3D tracking purposes. Fortunately, this is eas-
ily achieved because lens distortion mostly is a simple 2D radial deformation of the image. 
Given an estimate of the distortion parameters, it can be efficiently undone at run-time using 
a look-up table, which allows the use of the standard models previously discussed.
The software package of OpenCV allows the estimation of the distortion parameters using a 
method derived from Heikkila and Silven (1997). This is a convenient method for desktop 
systems. For larger workspaces, plumb line based methods (Brown, 1971; Fryer & Goodin, 
1989) are common in photogrammetry. Without distortion, the image of a straight line will 
be a straight line, and conversely the distortion parameters can be estimated from images 
of straight lines by measuring their deviations from straightness. This is a very practical 
method in man-made environments where straight lines, such as those found at building 
corners, are common.

The.Camera.Calibration.Matrix

In most 3D tracking methods, the internal parameters are assumed to be fixed and known, 
which means that the camera can not zoom because it is difficult to distinguish a change in 
focal length from a translation along the camera Z-axis. These parameters can be estimated 
during an offline camera calibration stage, from the images themselves. Classical calibration 
methods make use of a calibration pattern of known size inside the field of view. Sometimes 
it is a 3D calibration grid on which regular patterns are painted (Faugeras, 1993; Tsai, 1987). 
Zhang (2000) and Sturm and Maybank (1999) simultaneously introduced similar calibra-
tion methods that rely on a simple planar grid seen from several positions. They are more 
flexible since the pattern can be simply printed, attached to a planar object, and moved in 
front of the camera.
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Abstract

This chapter introduces spatially adaptive augmented reality as an approach to dealing 
with the registration errors introduced by spatial uncertainty. It argues that if program-
mers are given simple estimates of registration error, they can create systems that adapt to 
dynamically changing amounts of spatial uncertainty, and that it is this ability to adapt to 
spatial uncertainty that will be the key to creating augmented reality systems that work in 
real-world environments. 
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Introduction

Augmented reality (AR) systems merge computer-generated graphics with a view of the 
physical world. Ideally, the graphics should be perfectly aligned, or registered, with the 
physical world. Perfect registration requires the computer to have accurate knowledge of the 
structure of the physical world and the spatial relationships between the world, the display, 
and the viewer. Unfortunately, in many real-world situations, the available information is not 
accurate enough to support perfect registration. Uncertainty may exist in world knowledge 
(e.g., accurate, up-to-date models of the physical world may be impossible to obtain) or 
in the spatial relationships between the viewer and the world (e.g., the technology used to 
track the viewer may have limited accuracy).  
In this chapter, we present an approach to creating usable AR systems in the presence of 
spatial uncertainty, implemented in a toolkit called OSGAR. In OSGAR, registration errors 
arising from spatial uncertainty are estimated in real-time and programmers are provided 
with the necessary scaffolding to create applications that adapt dynamically to changes in 
the estimated registration error. OSGAR helps programmers adapt both the output (e.g., 
creating augmentations that are understandable even though they are not perfectly registered) 
and input (e.g., interpreting user interaction) of AR systems in the presence of uncertain 
spatial information. While the effects of registration error are most obvious on the output 
side (i.e., misregistration between the graphics and the physical world), the impact of spatial 
uncertainty on the input side of an AR system is equally important. For example, a user 
might point at one object in the real world (using their finger, a 3D input device, or even a 
2D cursor on a display) but, because of tracking errors, the computer could infer that they 
are pointing at an entirely different object.
This work has been motivated by two complementary observations. First, AR could be 
useful in many environments where it is impractical or impossible to obtain perfect spatial 
knowledge (e.g., many military, industrial, or emergency response scenarios). Second, many 
of the applications envisioned in these environments could be designed to work without 
perfect registration, if registration error estimates were available to the programmer. Con-
sider, for example, an emergency-response scenario where personnel have AR systems to 
display situation awareness information (e.g., sensor information from unmanned air- and 
ground-vehicles, directions, or status updates from co-located or remote personnel). Much 
of this situational information would benefit from tight registration with the world (e.g., “life 
signs detected below here” with an arrow pointing to a specific pile of rubble) but would 
also be useful if only moderate registration was possible (e.g., “life signs detected within 
10 feet”). Such a system will need to be robust enough to adapt to the variable accuracy of 
wide-area outdoor tracking technologies like GPS, and to withstand unpredictable changes 
in the physical environment (e.g., from fire, flooding, or explosions). The key observation 
behind OSGAR is that developers could implement these sorts of applications, which adapt 
to changing tracking conditions, if they have estimates of the uncertainty of that world 
knowledge and of the accuracy of the tracking systems being used.
In this chapter, we will first briefly define what we mean by “spatially adaptive AR,” sum-
marize the sources of registration error in AR systems, and highlight some prior work rel-
evant to AR systems that adapt to spatial uncertainty. To motivate the design of OSGAR, 
we then present the idea of adaptive intent-based augmentations that automatically adapt 
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to registration error estimates. Next, we summarize the mathematical framework we use to 
estimate registration errors in OSGAR. Then, we describe the major features of OSGAR 
that provide programmers with registration error estimates and support the creation of AR 
systems that adapt to spatial uncertainty. We conclude this chapter with some thoughts about 
designing meaningful AR systems in the face of spatial uncertainty.

Spatially.Adaptive.Augmented.Reality.Systems

We believe that perfect registration is not a strict requirement for many proposed applica-
tions of AR. Rather, the domain, the specific context, and the intent of the augmentation 
determine how accurate the registration between the graphics and the physical world must 
be. For instance, a medical AR application used during surgery will certainly require much 
better registration than an AR tour guide. In either case, if a programmer is given an esti-
mate of the registration error that will be encountered during runtime, he or she can design 
the input and output of an AR system to deal with these errors in a manner appropriate for 
the domain.
We call an AR system that can dynamically adapt its interface to different amounts of spatial 
uncertainty a spatially adaptive AR system. OSGAR is designed to provide the programmer 
with runtime estimates of the registration error arising from spatial uncertainty, allowing 
applications to adapt continuously as the user works with them. By providing programmers 
with simple estimates of the impact of spatial uncertainty on registration error, programmers 
can focus on how to deal with these errors. For example, what is the best way to display an 
augmentation when there is a certain amount of error?  Which kinds of augmentations should 
be used, and in which situations? How should transitions between different augmentations 
be handled when the amount of error changes? How does registration error limit the amount 
of information that can be conveyed? By freeing programmers from dealing with devices 
directly and worrying about the impact of each source of uncertainty, they can begin to focus 
on these important questions.
From the application developer’s point of view, OSGAR provides a layer of abstraction that 
enables the application to be fine-tuned to the capabilities and limitations of the tracking 
technology available at runtime. Such an abstraction layer is analogous to that provided by 
the graphical interfaces on modern computers. The abstraction layers allow one to develop 
device independent applications, decoupling the application from the underlying hardware 
infrastructure. Beyond simply providing device independence, such libraries allow the 
programmer to query the capabilities of the hardware and adapt to them. Similar kinds of 
abstractions are needed before AR applications (indeed, any application based on sensing 
technologies) will ever leave the research laboratories and be put to use in real life situa-
tions.
From the user’s point of view, spatially adaptive AR systems are much more likely to con-
vey reliable information. As spatial uncertainty (and thus registration error) changes, the 
system adapts to help ensure the intent of the augmentation is clear, rather than having to 
gear output to the worst-case registration error to avoid misinformation. 
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Registration.Error

There are many causes for registration error in AR systems, which (for this discussion) we 
classify as tracking errors, alignment and calibration errors, modeling errors, and latency. 
For an in-depth discussion of the causes of registration error, see Holloway (1997).
Tracking errors are perhaps the best-known and best-studied causes of uncertainty. Any 
tracking system measures the pose (position and orientation) of the camera using some kind 
of physical sensor. There are literally hundreds of papers which describe different methods 
based on a variety of sensing technologies (e.g., magnetic, ultrasonic, inertial, computer 
vision, etc.), as well as hybrid systems that combine more than one of these technologies. 
However, as noted by Welch and Foxlin (2002), there is no “Silver Bullet” that is likely to 
solve the tracking problem.
Related to, but distinct from tracking, are the issues of alignment and calibration. Align-
ment errors arise when multiple sensors and/or cameras are used, and are errors in the rigid 
body transformation between the sensor and camera coordinate frames. Alignment can be 
addressed using precision machining (so the dimension and location of sensors are known 
very accurately), but such solutions are very brittle (i.e., changing the physical configura-
tion causes alignment information to be lost). As a result, there are many algorithms for 
calculating the needed rigid body transformations from a set of sensor measurements, es-
pecially for the so-called wrist-hand calibration problem. Although the errors introduced 
by these algorithms are often small (on the order of millimeters in position and less than 
a degree in orientation), they are still sufficient to produce visibly noticeable registration 
errors. Calibration errors arise when it is necessary to calculate other characteristics of the 
sensors (such as the scale factors) or when calculating the intrinsic parameters of the display 
(a camera or a head mounted display). The intrinsic parameters of a camera are its field of 
view, its center of projection, and the distortion in the image. These can be computed very 
precisely using automated camera calibration techniques. However, in optical see-through 
systems, users must be involved in the alignment and calibration process. Algorithms such 
as SPAAM (Tuceryan & Navab, 2000) have been proposed, but are highly intrusive and 
user fatigue can lead to errors in the calibration parameters.
Modeling errors occur because any model approximates the real object it represents. Whether 
a model is created by hand using a ruler, or using more advanced methods to automatically 
generate the models, the mere use of these processes introduces uncertainty into the final 
models. The development of automated, large-scale building models, for example, using 
LIDAR data, yields further errors, typically on the order of meters. Furthermore, in many real 
world contexts, the environment will often be modified subsequent to the modeling step.
A final source of registration error is the end-to-end latency through all components of 
the system. This includes the time that passes between an action happening in the physi-
cal world (e.g., the user moving), the action being sensed, the sensor communicating the 
updated information to the application and, finally, the application updating the display 
accordingly. Other temporal issues include time synchronization across multiple devices 
and the discrete update times of displays and the rendering subsystems, all of which have 
the effect of increasing registration error. 
The common message of Holloway (1997) and Welch and Foxlin (2002) is that registration 
error is unlikely to be eliminated except under carefully controlled conditions. For example, 
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in UNC’s Ultrasound-guided breast biopsy system, great care was taken to minimize relative 
and end-to-end latency (Jacobs, Livingston, & State, 1997). Research aimed at developing 
better tracking systems or reducing end-to-end system latency is important, but it will not 
alone solve the problems preventing AR systems from gaining acceptance in many real-
world environments. For example, while AR prototypes are usually “tuned” to compensate 
for registration errors induced by the available tracking technology, such approaches are 
brittle. If the tracker characteristics or environment changes for the worse, the tuned ap-
plication will fail.
The brittleness of tuned applications manifests itself in ways besides complete failure. 
Tracking quality is rarely uniform, especially in wide-area scenarios (such as a factory or a 
whole city), and is likely to improve as technology changes. If the application is tuned for a 
given technology, it will not take advantage of situations where performance is substantially 
better. Worse, as technology improves, such applications may need to be entirely rewritten 
to leverage the possibilities afforded by tighter registration.
The approach presented here avoids these problems by discouraging application develop-
ers from tuning applications to a specific technology or expected registration error. By 
implementing a layer of abstraction between the sensors and the application developer that 
provides continuous estimates of the current registration errors, application developers are 
encouraged to create applications that adapt as registration errors change. In doing so, they 
must implement a range of interface options for different amounts of registration error, pos-
sibly including support for tighter registration than is currently possible. The reasons for 
run-time changes in the magnitude of registration error are hidden from the programmer, 
and may be the result of non-uniformity in tracking quality, updated hardware, or unusual 
environmental conditions (e.g., weather effects, power failures).

Background.and.Related.Work

Since the early 1990s, many different augmented reality application prototypes have been 
developed, many of which are discussed elsewhere in this book. Most application prototypes 
have relied on the characteristics of a specific tracking system and been tuned to perform 
appropriately with that system, as previously discussed. We will not provide a complete 
overview of the range of applications that have been proposed or prototyped over the years, 
but instead focus on those applications that have dealt with registration error in some non-
trivial way, or serve to highlight the need for flexible estimates of registration error. 
The medical domain is one in which tight registration is necessary for AR to be useful. Pro-
totypes supporting in-situ visualization of medical data (Bajura, Fuchs, & Ohbuchi, 1992; 
Navab, Bani-Hashemi, & Mitschke, 1999) require the data to be correctly aligned with the 
patient, especially when the visualization is used during a medical procedure such as ultra-
sound-guided needle biopsy (State et al., 1996) or robotically assisted minimally invasive 
cardiovascular surgery (Traub et al., 2004). Medical systems can achieve excellent registration 
because the environment can be carefully controlled, modeled, and instrumented.
Most system prototypes have ignored the impact of changing tracker quality on registration 
error. For example, outdoor applications that use GPS and sourceless orientation sensors 
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cannot reasonably rely on accurate registration. As a result, applications tune their output 
to the expected accuracy. For example, the Touring Machine (Feiner, MacIntyre, Höllerer, 
& Webster, 1997) was a mobile AR system designed to provide information about the 
Columbia University campus. Building-level registration could be achieved but pixel-level 
registration could not. As a result, only building labels were displayed. Most prototypes, 
however, have simply ignored registration error and rendered the graphics assuming they 
would align with the physical world. As an example, the various GUI techniques imple-
mented in the Tinmith system assume that the graphics are properly registered (Piekarski 
& Thomas, 2001). In fact, most prototypes do not even account for simple tracker errors, 
such as the loss of GPS accuracy (or even total GPS failure) when a person goes to a place 
surrounded by buildings or trees. 
The bulk of the work on reducing registration error in AR systems has focused on reducing 
error by increasing tracking quality or reducing apparent system latency. For example, Azuma 
and Bishop (1994) offer improved registration in two areas. First, they demonstrate accurate 
static registration across a wide variety of viewing angles and positions through accurate 
tracking and careful calibration and modeling. Second, they reduce dynamic errors that occur 
from user head motion by using inertial sensors to predict future head locations. 
While most AR applications would benefit from improved registration, a more important 
factor affecting deployment and acceptance is that the application must function properly 
under varying environmental conditions. AR applications need to be useful not only when 
all conditions are ideal and every component of the system is functioning properly; they 
need to be guaranteed to degrade gracefully when one or multiple subsystems present some 
deficiency.
The problem of dealing with registration error has received more attention on the output 
side of AR system design than on the input side. While claims that “improved trackers will 
fix graphical misalignment” can be used to dismiss the impact of misregistered graphics, the 
effect of spatial uncertainty on user interaction is often to make an AR prototype completely 
unusable. To ameliorate the impact of spatial errors on interaction with AR systems, various 
ad-hoc methods have been attempted. For example, Olwal, Benko, and Feiner approximate 
intrinsic errors through the use of geometric shapes (Olwal et al., 2003). Kaiser et al. employ 
multi-modal interaction techniques to help the user select objects, in the hope that one mode 
of interaction can compensate for the deficiencies in the other modes (Kaiser et al., 2003). 
However, neither approach is based on accurate estimates of the registration error. 

Adaptive. Intent-Based.Augmentations

To show how estimates of registration error can be used, we have built some example aug-
mentation widgets that modify their graphical representation based on the magnitude of the 
error estimate, such that the intent of the augmentation is preserved (Robertson & MacIntyre, 
2003). We refer to such augmentations as adaptive intent-based augmentations, because 
the widgets encapsulate a semantically meaningful augmentation (e.g., “highlight object,” 
“label object with text”) and use those semantics to generate and continuously modify the 
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graphical representation at runtime. We build on the concept of intent-based illustrations 
introduced by Seligmann and Feiner (1991). Their intent-based illustration system used 
a set of style strategies, or visual effects, to implement the communicative goals in a 3D 
virtual environment. 
The design of our adaptive augmentations is informed by principles developed in cognitive 
psychology, particularly those that attempt to explain how we perceive the world around us. 
Two important sources for our designs are Gestalt psychology and Beiderman’s concept of 
geons. Gestalt psychologists believe that humans see and recognize objects as a whole, not 
by identifying individual features (Koffka, 1935). They believe in five main principles of 
perceptual organization: proximity (why people group things that are close to each other in 
physical space), similarity (why people group similar objects together), good continuation 
(why we group together objects whose contours form a continuous straight or curved line), 
closure (why humans mentally fill in gaps in an object to see a complete figure), and common 
fate (why elements that move together get grouped together). More recently, Biederman 
argued that when people view objects they divide them into simple geometric components, 
such as cylinders, cones, and blocks, called geons (Biederman, 1987). He proposed 36 such 
primitives from which humans can quickly construct mental representations of a very large 
set of common objects. For instance, rather than seeing a flashlight as a complicated object, 
a person might break the flashlight up into one short, thick cylinder for the light portion, one 
longer, slender cylinder for the handle portion, and a flat rectangular block for the switch. He 
also showed that when people view incomplete drawings, they are still capable of identifying 
the objects if the intact portions of the picture include object vertices. Without the vertices, 
the person’s ability to perceive the underlying geons is compromised. 

Intent-Based.Augmentation.Examples

Our intent-based augmentations use visual context to help the user understand the intent of 
the augmentation. Adding additional graphical detail around the augmentation leverages 
the viewer’s ability to perceive the overall structural similarities of the physical and virtual 
worlds, and quickly deduce their relationship even though they are not aligned with each 
other. We have identified several strategies for creating visual context that can help viewers 
understand the intent of an augmentation: general visual context, detailed visual relation-
ships, and inset windows.
General visual context refers to additional details provided to give the user a frame of 
reference to situate the graphical augmentation relative to the physical target object. In our 
implementation, the amount of detail increases with the magnitude of the estimated registra-
tion error between the augmentation and its intended target.
Figure 1 shows an example of adding general visual context to an augmentation. The intent 
of Figure 1(a) is to show where a red block and a blue block are located on a Lego board. 
However, there are two red and two blue blocks located on the board and they are placed 
in exactly the same configuration. Registration error prevents a user from knowing which 
pair of blocks is the intent of the augmentation. Figure 1(b) shows the same scene with the 
edges of the base-plate added. By showing their location relative to the edges of the Lego 
board, the user can reason that the blocks closest to the edges are actually the intended tar-
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gets of the augmentation. (Note that in each of these examples and the examples to follow, 
the Lego board is shown as a perfect square, when in reality the Lego board has rounded 
edges. This was done to simplify the model, but does not reduce the disambiguating power 
of this cue.)
Detailed visual relationships are more detailed graphics intended to convey the precise 
relationship between the target of the augmentation and other objects close to it. These 
objects are used by the user when there are many similar objects close to each other and it 
is unclear which object is the actual target of the augmentation.
Figure 2 shows an example of adding detailed visual relationships to an augmentation. A 
user is supposed to place the yellow block onto the correct squares of the Lego board. Fig-
ure 2(a) shows the minimal output of an AR system. Because there are registration errors, 
the user cannot determine where the block needs to be placed. Figure 2(b) shows the same 
scene, but now the AR system provides some general visual context in the form of the loca-

Figure 1. In (a) no additional context is given; in (b) general visual context (the outline 
of the Lego board) is added to the augmentation, disambiguating which pair of pieces the 
augmentation belongs with 

(a). (b).
 

Figure 2. In (a) no additional context is given; in (b) general visual context (the outline of 
the Lego board) is added to the augmentation; in (c) additional detailed visual relationships 
are shown (white Lego peg outlines), further clarifying the intent of the augmentation

(a) (b)

(a) (b) (c)
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tion of the Lego board. Because the corner of the board in the display roughly aligns with 
that in the real world, the user can roughly determine where the block should be placed. 
However, the display does not provide enough information to specify exactly where the 
block should be located. Figure 2(c) extends the context by drawing the Lego pegs from 
the corner of the board to the corner of the yellow blocks. Therefore, the user can quickly 
and accurately confirm the accurate placement of the block by counting the number of pegs 
from the corner.
Finally, when a target is not visible in the user’s view frame or if a registration error is par-
ticularly large, an inset window can be used to show what the user should be seeing. 
Testing each of these strategies is the subject of ongoing research. Which style strategies 
convey the intent of different augmentations in the most appropriate manner? How much 
context is too much context? How much is too little? Do various rendering techniques con-
vey intent better than others? Do the visualizations actually help the users or just distract 
them? However, to answer these questions different cues must be implemented and tested. 
We describe below an online framework to support the implementation and testing of these 
cues. 

A.Framework. for.Estimating.Registration.Errors

The foundation of our research is the ability to take estimates of the spatial uncertainty 
affecting an AR system and use them to estimate the resulting registration error impacting 
the user experience. We have implemented our ideas in OSGAR, an AR toolkit built on 
top of the open-source 3D scene-graph OpenSceneGraph (OSG). Before we discuss the 
mechanisms used by programmers to create adaptive displays and interaction techniques, 
we first describe how these estimates are obtained in our system. For a detailed discussion, 
see Coelho, MacIntyre, and Julier (2004).
In our implementation, we allow spatial uncertainty to be associated with any transforma-
tion in an AR system. A transformation matrix is therefore considered to be the mean of a 
probability distribution function (PDF) that approximates the actual value of that transfor-
mation. No restrictions are placed on the content of the transformation matrices; the system 
is assumed to be composed of a sequence of arbitrary 4x4 transformations. We encode the 
accuracy of the transformation as the covariance of an independent Gaussian distribution of 
each of the matrix elements, giving the programmer a relatively simple representation for 
the error estimate of a transformation, in a form that can be efficiently manipulated.  While 
such a Gaussian model is an obvious simplification, it is unclear how better to measure and 
quantify the distribution of an arbitrary transformation matrix without sacrificing simplicity, 
consistency and efficiency. 
The spatial location of any 3D point in the AR system is specified by a sequence of trans-
formations. Uncertainty estimates are considered to be view-independent, and estimate the 
accuracy of a point’s pose in the world as determined by the aggregated accuracy of this 
sequence of transformations. By combining the view-independent uncertainty of a point with 
the view-independent uncertainty of the viewer, view-dependent registration error estimates 
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in screen-space can be computed as a 2D probability distribution of the projection of the 
point onto the view plane, shown as ellipses around the vertices of the cubes in Figure 3. 
The error ellipses of its vertices can be aggregated to approximate the registration error of 
an object. Two useful approximations are the “outer” region (shown in green in Figure 3) 
or an “inner” region (shown in white in Figure 3), indicating where some part of the object 
could or should occupy (respectively).

Figure 3. OSGAR automatically computes registration error estimates for objects in the 
scene graph; the “*” ellipse is the error region around a 3D pointer

*

Figure 4. Creating graphics for a point in space: In (a) a point associated with a series 
of rigid transformations is displayed; in (b) there is uncertainty associated with the same 
point’s position in space

  
(a).Displaying.a.point. (b).Displaying.an.uncertain.point.

 

  
(a).Displaying.a.point. (b).Displaying.an.uncertain.point.

 
(a) Displaying a point (b) Displaying an uncertain  point
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Estimating.Registration.Error

The effects of spatially uncertain transformations in the form of registration error can be 
estimated by observing the effect of the uncertainty on the projection equations. Because 
the analysis is fundamentally time varying, all the following quantities are referenced with 
respect to the discrete time index k. Each time step can, for example, refer to an individual 
frame. It is not necessary for each time step to be of equal length.
Consider the problem of determining the pixel coordinate y(k) of a point p(k) in world 
coordinates, as illustrated in Figure 4. Assume that the position of p(k) is known perfectly. 
If there is some uncertainty, due to modeling errors or the fact that p(k) might be a tracked 
object, the model can be easily extended to include these additional terms.
The projection can be broken into two steps: transforming from world coordinates to head 
coordinates (with coordinates p'(k) ) and then applying the perspective transformation to 
project the point to the view plane. The transformation from p(k) to p'(k) is governed by the 
(homogeneous) model transformation matrix M(k):

p'(k)=M(k)p(k)

M(k) is a composite transformation that includes the inverses of the transformation matrices 
formed by the sensor readings. Therefore, tracking errors contribute to registration errors 
through an erroneous value of M(k). These errors can be both spatial and temporal. Fur-
thermore, the tracker value used is likely to be predicted from raw measurements using an 
implicit motion model and an assumed time step length. Both the model and the time step 
length can be inaccurate.
The problem of calculating the error bounds can therefore be stated as follows. For a 3D 
point p(k) with tracker measurement[x(k),X(k)], calculate the 2D mean and covariance of 
y(k), [y(k.) Y(k)], when p'(k) is projected into screen space.
Originally, we used a parametric representation for the sequence of matrices that were composed 
to form the transformation matrix M(k). Given this set of independent uncertain parameters, 
we used the unscented transform (Julier & Uhlmann, 2004) to estimate y(k) regardless of the 
number of uncertain parameters influencing the transformation M(k). However, the current 
implementation of OSGAR uses linearization. Although the limitations of linearization are 
widely known, we adopted this route for expediency when switching from a parametric 
representation to a matrix-based representation. This approach allows us to recursively 
propagate the error down a scene graph that applies arbitrary matrix transformations, which 
was not possible using the parametric representation and the unscented Transform.

Propagating.Spatial.Uncertainty

Each transformation is assumed to be associated with a graph node. Specifically, let Mi
j  be 

the true relative transformation from node I to node J, Mr
n is the cumulative transforma-

tion matrix from the root node R to an arbitrary node N. Let j
iM̂  be the measured relative 

transformation from node i to node j.
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The problem is to estimate the statistics of n
iM̂  given that errors could be introduced at the 

transformation of any node in the tree. The error introduced at a node is assumed to be the 
additive matrix:

i i i
r r rM M Mˆ = + δ

Assuming that the error introduced at a node is independent of the error introduced at 
preceding nodes, the equation to propagate the error recursively down the scene graph is 
as follows:

1
1

i i i
r i rM M Mˆ ˆ ˆ −

−=

1 1
1 1

i i i i i
r i r i rM M M M M− −

− −δ = δ + δ

Discussion

Choosing to represent the transformation as a generic transformation matrix of sixteen 
independent values and assuming uncertainty to be additive has three main difficulties:

1. It is more computationally expensive. If one assumed, for example, that the matrix only 
encoded translation rotation and scale then only nine parameters would be required. 
However, this is at the cost of introducing complicated nonlinear transformations at 
each node to recover the parameters (and their uncertainties) after a transformation is 
applied.

2. It does not capture the nonlinear constraints which exist between matrix elements. 
For example, large orientation errors are additive. These could be partially overcome 
by using more sophisticated models. For example, the error could be treated as being 
multiplicative and of the form I + δMi

i-1 where I is the identity matrix. A recursive 
relationship exists in this case. The mean term is the same but the error propagation 
term becomes δMr

i = δMr
i-1 + (Mr

i-1)-1δMi
i
-1Mr

i-1. 
3. It only supports unimodal distributions. Some trackers may need more complex 

distributions to accurately represent their error characteristics. For example, tracking 
systems based on ultrawideband suffer from multipath signal interference and so there 
are several discrete potential solutions.

Despite these limitations, we believe the chosen representation is appropriate for our needs 
for the following reasons:

1. The transformation operations on each node are simple. The transformation consists of 
a single matrix multiplication which only involves basic arithmetic operations. More 
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elaborate models could be used, but at the risk of introducing lag and thus causing 
larger registration errors. 

2. The complexity of specifying nonlinearities (e.g., tracker errors) are only introduced 
at the nodes where these errors are generated. 

3. If nodes do not introduce their own sources of error, the first term in the error propaga-
tion is not needed, reducing complexity even further.

4. Any type of matrix operation can be supported. Therefore, not just errors in the location 
of objects, but also their sizes, the position and projection properties of the viewer, 
etc., can be handled in a uniform way.

5. Chains of static transformations can be exactly combined together into a single trans-
formation step. 

Error.Estimation

The 2D elliptical region that estimates the registration error of an individual point in 3D 
space is computed statistically. The registration error represents the region on the screen that 
corresponds to where the 2D projection of the 3D point is likely to be. To compute the reg-
istration error for an object, not just a single point, we follow a simple two-step process:

1. Compute the region on the screen for each vertex of the object, and 
2. Aggregate the regions computed in the previous step to generate two regions repre-

senting the object as a whole.

The error ellipse corresponds to applying step one of the computation of the error estima-
tion, while both the inner and outer regions correspond to step two, when the vertex-related 
estimates are aggregated to generate on object estimate. These regions form the basis for 
designing both proper adaptive augmentations and suitable user interaction mechanisms.

The.Architecture.of.OSGAR.

OSGAR is based on the mathematical framework described above. Figure 5 shows the 
architecture of OSGAR, emphasizing how OSG and OSGAR are integrated. The first, funda-
mental, difference between OSGAR and other 3D scene graphs is the addition of the OSGAR 
Transform, a subclass of OSG Transform (the OSG 3D transformation node, analogous to 
that found in any scene-graph library) that supports uncertain transformations. In OSGAR, 
any transformation matrix is considered to be the mean of a probability distribution function 
(PDF) for that transformation, instead of just a single known transformation. 
Using OSGAR Transform, internal nodes in the scene graph can have spatial uncertainty 
associated with them, and uncertain transformations can be mixed freely in the scene graph 
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with exact (OSG Transform) ones. A covariance matrix inside the OSGAR Transform nodes 
represents the uncertainty associated with a transformation (if no uncertainty information 
is specified for a transformation, it is assumed to be exact and its covariance is zero). The 
mean of the PDF (i.e., the original transformation) is used for culling, rendering, and so 
on, as in regular scene graphs. Uncertainty is propagated down the scene graph by a pre-
processing pass through the graph, as described next, and stored as matrix estimates at the 
internal group nodes.
The second difference between OSGAR and other scene graphs is the addition of new OSGAR 
Group nodes (the nodes internal to the graph, used to structure the hierarchical relationships 
in the world) that use the view-dependent error estimate to compute a 2D view-dependent 
convex hull of the points in the 3D hull of the geometry in the scene graph under the node. 

Figure 5. OSGAR main components: OSGAR is built on top of OpenSceneGraph
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The points in the 2D hull are used to compute the registration error estimates. The OSGAR 
Group subclasses, Error Assessment and Error Region, provide methods for programmers 
to retrieve two different representations of the registration error estimates of the objects in 
the subgraph under them.
The Region subclasses provide the programmer with a collection of closed regions (illustrated 
in Figure 3). An error ellipse for each vertex in the 2D hull, an outer region (the convex hull 
of all points in the error ellipses) representing the region that the object might intersect, and 
an inner region representing the region the object should intersect.
The Assessment subclasses provide the programmer with a single floating-point value 
representing an assessment of the magnitude of the registration error. The assessment is 
computed using two user-defined methods: metric is run on each of the vertices in the 2D 
hull, giving a floating-point value for each. An aggregator is run on the set of vertices and 
floating point values, and returns the single floating value for the object. There are many 
possible metrics that could be used by an Assessment object, such as the maximum of the 
main axis of the ellipses, the area of the ellipse, etc. As an aggregator function, one can 
consider the closest vertex, the average of all vertices, etc.

Implementation.Details

Since scene graphs allow multiple paths to reach a node, a list of error estimates, tagged with 
the corresponding path, is stored on each of these group nodes. To handle these new nodes, 
three new specialized scene graph traversals (called visitors in OSG) were implemented. 
These three visitors are responsible for optimizing, computing the view independent uncer-
tainty and the view dependent error estimate respectively.

Optimization Traversal

A number of pre-preprocessing steps are performed on the scene graph so that unnecessary 
computation is avoided during the next two traversals. For example, this visitor determines 
which nodes need to have their error estimates recomputed based on changes to the graph 
and transformations, limiting the nodes the subsequent visitors must visit. It also precom-
putes a simpler representation for complex objects, dramatically reducing the number of 
vertices processed.

View Independent Traversal

This visitor propagates the spatial uncertainty estimates down the graph, computing the view 
independent spatial uncertainty at each node in the graph. As an example, the uncertainty in 
the location of a tracked object is independent of the direction from which that object was 
viewed. These values are stored at the group nodes. Since there might be more than one 
path to a group node, a list of estimates is stored in these nodes. Each estimate is tagged 
with the path so that the proper one can be retrieved when needed.
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View Dependent Traversal

This visitor uses the view independent spatial uncertainty to compute the final registration 
error estimate in 2D screen space for a point located at the origin of a node (for Error As-
sessment OSGAR Group nodes) or for the geometry contained in the subgraph rooted at a 
node (for Error Region OSGAR Group nodes). The error estimate is only computed where 
the programmer has requested it by using a subclass of one of these two nodes in their 
graph structure.

First, the view independent value computed for the camera node is combined with the view 
independent uncertainty at the node, giving the total uncertainty for a node relative to the 
viewer (the 3D camera). The spatial uncertainty from the viewer’s perspective is then pro-
jected into 2D screen space in one of the two ways mentioned above. This computation also 
takes into account the uncertainty associated with the projection matrix, allowing uncertainty 
in the camera’s intrinsic parameters to be accounted for.

Adapting.Output.with.OSGAR.

We have implemented one subclass of error assessment (LOE) and two subclasses of error 
region (bounding regions, label placer) as examples of how programmers can leverage the 
OSGAR Group classes to build applications that adapt their output to spatial uncertainty.

• Level.of.error.(LOE).switches: The LOE automatically chooses between different 
children of the graph, allowing the application developer to specify different augmenta-
tions corresponding to the same real object. The most appropriate augmentation will 
be chosen accordingly, depending on the registration error estimate computed in real 
time.

• Bounding.regions:.This group displays a graphical representation of the 2D convex 
hulls computed by the Region node. This class can display the vertex ellipses, the in-
ner region, the outer region, or any combination. Figure 3 shows three cubes with all 
regions displayed. It can be used for prototyping, debugging or as a crude highlight 
for the region an object is expected to occupy.

• Label.placer: The label placer computes where to position the labels for a given 
object based on the computed inner and outer regions of the model. One has the op-
tion to keep the label always inside the object or guarantee that the label will never 
block the object. This class computes where to place the label to follow one of those 
constraints. The label placer uses a callback that specifies how to position the labels, 
for which we have implemented two very simple examples. The first callback posi-
tions the label where there is the most space available, computed from the sides of 
the object to the limits of the screen. The second callback always tries to position the 
label in this order: right, top, bottom, and then left.
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Disambiguating. Input.Using.OSGAR

Handling interaction in augmented reality (AR) systems is a challenging problem. Many 
compelling AR systems in military, industrial and entertainment domains envision users 
operating in mobile 3D environments where they interact with the world, such as by pointing 
at physical objects to obtain information about them. While AR interaction shares many traits 
with interaction in other 3D environments, such as virtual reality, it differs in one important 
way: much of what the user sees and interacts with are physical objects about which the 
system has imperfect information, especially regarding their geometry and pose (position 
and orientation) relative to the user.
Errors in tracking the pose and modeling the geometry of objects in the world most obvi-
ously manifest themselves to the user in the form of registration error between the object 
and any virtual augmentation being rendered in relation to that object (e.g., a label on a 
piece of equipment or a virtual lamp sitting on a physical table). These errors also introduce 
ambiguity into user interaction, especially in selection tasks. Furthermore, registration error 
is rarely constant, so it can be difficult for a user to adapt to.
This section shows how to leverage registration error estimates, such as those provided by 
OSGAR, to calculate selection probabilities for objects in AR systems (Coelho, MacIntyre, 
& Julier, 2005). This approach provides a simple yet robust foundation for creating interac-
tion techniques in AR environments, and can feed directly into the multi-modal approaches 
described by other authors (Kaiser et al., 2003; Olwal, Benko, & Feiner, 2003).
Selection in OSGAR is achieved by detecting the collisions between the selection pointer 
and objects in the scene. The key difference is that by using the registration error estimates 
computed by OSGAR, it is possible to robustly tell what a user might be trying to select 
and provide feedback to help them make unambiguous selections.

Figure 6. Direct selection: When direct selection is possible, the system reports the likeli-
hood of each object been selected

(a).likelihoods. (b).selections.
 (a) Likelihoods (b) Selections
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Given the registration error estimate regions in Figure 3, the basic selection algorithm is 
as follows: 

1.. Intersect the (solid magenta) region around the pointer with the regions around objects 
(green hulls) or points (blue ellipsoids) of interest, and

2.. Return a list of all hits with additional useful information about each hit target, in-
cluding the relative depth and likelihood of this being the target.

One metric for the likelihood is the area of intersection between the error estimation regions, 
but (as discussed next) the implementation gives programmers the flexibility to define their 
own evaluation callbacks.
Programmers can use the information in the hit list to implement domain-specific interaction 
techniques, analogous to how the OpenGL selection mechanism (which returns a list of all 
objects under a pixel, along with their depth ordering) is used to implement more complex 
techniques. In OpenGL, the simple selection technique is to select the closest object; similarly, 
a simple selection in OSGAR might be to select the closest object, or to select the object 
with the highest likelihood. In Figure 6(a), the highest likelihood is highlighted the darkest 
red. In Figure 6(b), two possible selection targets are shown in blue.
OSGAR error estimates can be further leveraged to implement indirect selection methods 
for when the user cannot unambiguously select a single object. An implementation of 
indirect selection is illustrated in Figure 7. A set of target labels is created, one for each 
possibly selected object. The labels are positioned automatically by the system (in this case, 
horizontally) depending on the magnitude of the error estimate of the pointer; the labels 
automatically spread themselves out further as the pointer error estimate increases. The user 
can select a single object unambiguously by selecting the corresponding label, since this 
indirect selection mechanism guarantees that the location on the screen of the targets will 
allow each target to be selected individually. 

Figure 7. Indirect selection: When the location of the selection targets can be controlled 
by the application, positioning the interaction elements in well spaced locations allows the 
user to interact with the system unambiguously

(a). (b).
 (a) (b) 
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Conclusion

Registration errors caused by spatial uncertainty are an inherent problem in most AR applica-
tions. Rather than assume that spatial uncertainty can be eliminated, we have presented an 
approach to AR system design where the programmer is provided with estimates of registra-
tion error that they can use to create AR applications that function robustly in dynamically 
changing real world settings. 
This chapter presented a framework that allows the application developer to reason about 
the constantly changing characteristics in the environment in a form that is straight-forward 
to use. That is, error is presented in terms of pixels on the screen, rather than absolute 3D 
distances in the environment. We introduced new concepts for adapting augmentations and 
disambiguating input based on these changing characteristics. 

Acknowledgments

The authors would like to thank Brendan Hannigan for many of the low-level AR libraries 
used by OSGAR and Mike Ellison for the VidCapture wrappers for DirectShow (which are 
the basis for our video library). We also would like to thank UNC Chapel Hill for use of the 
VRPN library (which we used to communicate with sensors and trackers) and the UW HIT 
Lab for the ARToolkit (which we use for fiducial marker tracking). This work was supported 
by the Office of Naval Research under Contract N000140010361.

References

Azuma, R., & Bishop, G. (1994). Improving static and dynamic registration in an optical 
see-through HMD. Computer Graphics (Proceedings of Siggraph) (pp. 197-204).

Bajura, M., Fuchs, M., & Ohbuchi, R. (1992, July 26-31). Merging virtual objects with 
the real world: Seeing ultrasound imagery within the patient. Paper presented at the 
SIGGRAPH, Chicago.

Biederman, I. (1987). Recognition by components: A theory of human image understanding. 
Psychological Review, 1994, 115-147.

Coelho, E. M., MacIntyre, B., & Julier, S. (2004, November 2-5). (osgAR): A scenegraph 
with uncertain transformations. Paper presented at The International Symposium on 
Mixed and Augmented Reality, Arlington, VA.

Coelho, E. M., MacIntyre, B., & Julier, S. (2005, October 23-26). Supporting interaction in 
augmented reality in the presence of uncertain spatial knowledge. Paper presented at 
The ACM Symposium on User Interface Software and Technology, Seattle, WA.



��   Robertson, Coelho, MacIntyre & Jul�er

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of 
Idea Group Inc. is prohibited.

Feiner, S., MacIntyre, B., Höllerer, T., & Webster, A. (1997). A touring machine: Prototyping 
3D mobile augmented reality systems for exploring the urban environment. Personal 
Technologies, 1(4), 208-217.

Holloway, R. L. (1997). Registration error analysis for augmented reality. Presence: Tele-
operators and Virtual Environments, 6(4), 413-432.

Jacobs, M., Livingston, M. A., & State, A. (1997, April 27-30). Managing latency in com-
plex augmented reality systems. Paper presented at The Symposium on Interactive 
3D Graphics, Providence, RI.

Julier, S. J., & Uhlmann, J. K. (2004). Unscented filtering and nonlinear estimation. Pro-
ceedings of the IEEE, 92(3), 401-422.

Kaiser, E., Olwal, A., McGee, D., Benko, H., Corradini, A., Li, X., et al. (2003, November 
5-7). Mutual disambiguation of 3D multimodal interaction in augmented and virtual 
reality. Paper presented at The International Conference on Multimodal Interfaces 
Vancouver, BC. Canada.

Koffka, K. (1935). Principles of Gestalt psychology. New York: Harcourt Brace & Com-
pany.

Navab, N., Bani-Hashemi, A., & Mitschke, M. (1999). Merging visible and invisible: Two 
camera-augmented mobile C-arm (CAMC) applications. Paper presented at The 2nd 
International Workshop on Augmented Reality, San Francisco.

Olwal, A., Benko, H., & Feiner, S. (2003, October 7-10). SenseShapes: Using statistical ge-
ometry for object selection in a multimodal augmented reality system. Paper presented 
at the International Symposium on Mixed and Augmented Reality, Tokyo, Japan.

Open Scene Graph. (n.d.). Retrieved from http://www.openscenegraph.org
Piekarski, W., & Thomas, B. (2001, October 29-30). Tinmith-evo5: An architecture for sup-

porting mobile augmented reality environments. Paper presented at the International 
Symposium on Augmented Reality, New York.

Robertson, C., & MacIntyre, B. (2003). Adapting to registration error in an intent-based 
augmentation system. In A. Y. C. Nee & S. K. Ong (Eds.), Virtual and augmented 
reality applications in manufacturing (pp. 143-163). London: Springer Verlag.

Seligmann, D., & Feiner, S. (1991). Automated generation of intent-based 3D illustrations. 
Computer Graphics, 25(4), 123-132.

State, A., Livingston, M. A., Hirota, G., Garrett, W. F., Whitton, M. C., Fuchs, H., et al. (1996, 
August 4-9). Technologies for augmented-reality systems: Realizing ultrasound-guided 
needle biopsies. Paper presented at the SIGGRAPH, New Orleans, LA.

Traub, J., Feuerstein, M., Bauer, M., Schirmbeck, E. U., Najafi, H., Bauernschmitt, R., et al. 
(2004, June 23-26). Augmented reality for port placement and navigation in robotically 
assisted minimally invasive cardiovascular surgery. Paper presented at the Computer 
Assisted Radiology and Surgery, Chicago.

Tuceryan, M., & Navab, N. (2000, October 5-6). Single Point Active Alignment Method 
(SPAAM) for optical see-through HMD calibration for AR. Paper presented at the The 
International Symposium on Augmented Reality, Munich, Germany.

Welch, G., & Foxlin, E. (2002). Motion tracking: No silver bullet, but a respectable arsenal. 
IEEE Computer Graphics and Applications, 22(6), 24-38.



An Introduct�on to Head Mounted D�splays for Augmented Real�ty   �3

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

Chapter.III

An.Introduction.to.
Head.Mounted.Displays.
for.Augmented.Reality

K�yosh� K�yokawa, Osaka Un�vers�ty, Japan

Abstract

This chapter introduces design and principles of head mounted displays (HMDs), as well 
as their state-of-the-art examples, for augmented reality (AR). Section 2 introduces a 
brief history of head mounted displays, human vision system, and application examples of 
see-through HMDs. Section 3 describes designs and principles of HMDs, such as typical 
configurations of optics, typical display elements, and major categories of HMDs. Section 
4 gives typical characteristics of HMDs, such as resolution, field of view, and distortion. 
Section 5 describes human perceptual and health issues such as depth perception and safety. 
Finally, Section 6 gives conclusions with future challenges and prospects. For researchers, 
learners, and HMD developers, this chapter is a good starting point to learn basics, state 
of the art technologies, and future research directions of HMDs. For system developers 
and end-users, this chapter will give a good insight to HMDs to choose a suitable HMD 
for their purposes.
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Introduction

Ever since Sutherland’s first see-through HMD in the late 1960s, attempts have been made 
to develop a variety of HMDs by researchers and manufacturers in the communities of 
virtual reality (VR), AR, and wearable computers. Because of HMD’s wide application 
domains and technological limitations, however, no single HMD is perfect. This is why it 
is extremely important to appropriately appreciate pros and cons of each HMD, its abilities, 
and limitations. As an introduction to the following discussion, this section introduces three 
issues related to HMDs; a brief history of HMDs, human vision system, and application 
examples of HMDs.

Brief.History.of.Head.Mounted.Displays

The idea of a head mounted display was first patented by McCollum in 1945 (McCollum, 
1945). Heilig also patented a stereoscopic television HMD in 1960 (Heilig, 1960), then he 
developed and patented a stationary VR simulator, the Sensorama Simulator in 1962, which 
was equipped with a variety of sensory devices including a binocular display to give the user 
virtual experiences. Comeau and Bryan at Philco Corporation built Headsight in 1961, the 
first actual HMD (Comeau & Bryan, 1961). This was more like a today’s telepresence system. 
Using a magnetic tracking system and a single CRT mounted on a helmet, Headsight shows 
a remote video image according to the measured head direction. Bell Helicopter Company 
studied a servo-controlled camera-based HMD in the 1960’s. This display provides the pilot 
with an augmented view captured by an infrared camera under the helicopter for landing 
at night. In a sense that the real world image is enhanced in real-time, this is the first video 
see-through AR system, though computer-generated imagery was not yet used.
The first HMD coupled with head tracking facility and real-time computer-generated image 
overlay was demonstrated by Sutherland in the late 1960’s (Sutherland, 1965, 1968). This 
tethered display, called “Sword of Damocles,” has a set of CRT-based optical see-through 
relay optics for each eye, allowing each eye to observe a synthetic imagery and its surround-
ing real environment simultaneously from a different vantage point.
Since the early 1970s, the U.S. Air Force has studied HMD systems as a way of providing the 
aircrew with a variety of flight information. As the first system in this regard, the AN/PVS-
5 series Night Vision Goggle (NVG) was first tested in 1973. The Honeywell Integrated 
Helmet and Display Sighting System (IHADSS) is one of the most successful see-through 
systems in Army aviation, which was first fielded in 1985 (Rash & Martin, 1988). In 1982, 
Furness demonstrated the Visually Coupled Airborne Systems Simulator (VCASS), the US 
Air Force’s “super-cockpit” VR system (Furness, 1986).
The large expanse, extra perspective (LEEP) optical system, developed in 1979 by Eric 
Howledtt, has been widely used in VR. The LEEP system, originally developed for 3D 
still photography, provides a wide field of view (~110°(H) x 55°(V)) stereoscopic viewing. 
Having a wide exit pupil of about 40 mm, the LEEP requires no adjustment mechanism for 
interpupillary distance. Employing the LEEP optical system, McGreevy and Fisher have 
developed the virtual interactive environment workstation (VIEW) system at the NASA 
Ames Research Center in 1985. Using the LEEP optics, VPL Research introduced the first 
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commercial HMD, EyePhone, in 1989. The EyePhone encouraged VR research at many 
institutes and laboratories. Since then, a variety of HMDs have been developed and com-
mercialized.

Human.Vision.System

Vision is the most reliable and complicated sensory, providing more than 70% of the total 
sensory information. Figure 1(a) shows the structure of a human eye. When light travels 
through the cornea, it enters the pupil. The pupil is a round opening in the center of the iris, 
which adjusts the pupil’s aperture size. After the light travels through the pupil, it will enter 
the crystalline lens, which refracts the light on the retina. There are two types of photoreceptor 
cells; rods and cones, on the retina. The retina contains about seven million cone cells and 120 
million rod cells. As shown in Figure 1(b), most cones exist in the fovea, while rods widely 
exist on the retina except for the fovea. Three types of cone cells, corresponding to different 
peak wavelength sensitivities, cooperatively provide color perception within spectral region 
of 400 to 700 nm. The cones function under the daylight (normal) condition and provide 
very sharp visual acuity, the ability to resolve spatial detail. The rods function even under the 
dim light condition, though they provide lower visual acuity than cones do. Normal visual 
acuity can identify an object that subtends an angle of 1 to 0.5 minute of arc.
Field of view (FOV) of the human eye is an oval of about 150°(H) by 120°(V). As both 
eyes’ FOVs overlap, the total binocular FOV measures about 200°(H) by 120°(V) (Barfield, 
Hendrix, Bjorneseth, Kaczmarek, & Lotens, 1995). The innermost region corresponding to 
the fovea is only 1.7° in diameter. Outside this region, the visual acuity drops drastically. To 
compensate, one needs to move the eyes and/or the head. An area in the view that fixation 
can be accomplished without head motion is called the field of fixation, which is roughly 
circular with a radius of about 40° to 50°. However, head motion will normally accompany 
to maintain the rotation angle of the eyes smaller than 15°. The horizontal FOV slowly 
declines with age. From nearly 180°(H) at age 20, to 135°(H) at age 80.
Depth perception occurs with monocular and/or binocular depth cues. These cues can be 
further categorized into physiological and psychological cues. Physiological monocular depth 
cues include accommodation, monocular convergence, and motion parallax. Psychological 

Figure 1. (a) Human eye structure; (b) density of cones and rods

(a) (b)
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monocular depth cues include apparent size, linear perspective, aerial perspective, texture 
gradient, occlusion, shades, and shadows. Binocular convergence and stereopsis are typical 
physiological and psychological binocular depth cues, respectively. Binocular convergence 
is related to the angle between two lines from a focused object to the both eyes, while ste-
reopsis is about the lateral disparity between left and right images. Stereopsis is the most 
powerful depth cue for distance up to 6 to 9 meters (Boff, Kaufman, & Thomas, 1986), and 
it can be effective up to a few hundreds of meters.
The human eye has the total dynamic sensitivity of at least 1010, by changing the pupil 
diameter from about 2 mm to 8 mm. According to the intensity of the light, the dynamic 
range is divided into three types of vision; photopic, mesopic, and scotopic (Bohm & 
Schranner, 1990). Photopic vision, experienced during daylight, features sharp visual acu-
ity and color perception. In this case, rods are saturated and not effective. Mesopic vision 
is experienced at dawn and twilight. In this case, cones function less actively and provide 
reduced color perception. At the same time, peripheral vision can be effective to find dim 
objects. Scotopic vision is experienced under starlight conditions. In this case, peripheral 
vision is more dominant than the foveal vision with poor visual acuity and degraded color 
perception because only the rods are active.

AR.Applications.of.Head.Mounted.Displays

As readers may find elsewhere in this book, HMDs have a variety of applications in AR 
including military, medicine, scientific visualization, manufacturing, education, training, 
navigation, and entertainment. When considering the use of an HMD, it is important to 
identify crucial aspects in the target application.
A wide FOV HMD is preferred when the image overlay needs to surround the user. Army 
aviation is an example, in this regard, where the aviator often needs to see in every direction. 
Through the HMD, the aviator sees a variety of situational information, including pilotage 
imagery, tactical, and operational data (Buchroeder, 1987). In this case, a monocular display 
is often sufficient, as most targets are distant. Size and weight of the HMD are relatively less 
crucial, as the display-integrated helmet can be suspended from the cockpit ceiling.
A high resolution HMD is preferred for a dexterous manipulation task. For example, angu-
lar pixel resolution as well as registration accuracy is crucial in medical 3D visualization. 
Medical 3D visualization eliminates necessity for frequent gaze switching between the 
patient’s body at hand and images of the small camera inside the body on a monitor during 
laparoscopic and endoscopic procedures (Rolland, Wright, & Kancherla, 1996). Stereoscopic 
view is also important for accurate operations. Wide FOV, on the other hand is not crucial, 
as the image overlay is needed in a small area.
A lightweight, less-tiring HMD is especially preferred for end-users and/or for tasks with 
a large workspace. Early examples in this regard include Boeing’s AR system for wire 
harness assembly (Caudell & Mizell, 1992), KARMA system for end-user maintenance 
(Feiner, MacIntyre, & Seligmann, 1993), and an outdoor wearable tour guidance system 
(Feiner, Macintyre, Tobias, & Webster, 1997). In these systems, moderate pixel resolution 
and registration accuracy often suffice. Safety and user acceptance issues, such as periphery 
vision and a mechanism for easy attachment/detachment, are of importance.
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Hardware. Issues

Optical.and.Video.See-Through.Approaches

There are mainly two types of see-through approaches in AR; optical and video. Figure 2 
shows (a) a typical configuration and (b) a commercial product of an optical see-through 
display. With an optical see-through display, the real and synthetic imagery are combined 
with a partially transmissive and reflective optical device, typically half-silvered mirror. 
The real world is left almost intact through the optical combiner, while the synthetic imag-
ery is optically overlaid on the real image. In most optical see-through HMDs, the optical 
combiner is normally placed at the end of the optical path just in front of the user’s eyes. 
In the case of a half-silvered mirror, the real scene is simply seen through it, whereas the 
synthetic imagery is reflected on it. The imaging device cannot be placed in front of the eyes. 
Instead, it is normally located above the optical combiner, or to the side of the user’s head 
with relay optics. Advantages of optical see-through HMDs include a natural, instantaneous 

Figure 2. Optical see-through display: (a) Configuration; (b) example HMD (Image courtesy 
of i-O Display Systems)

Figure 3. Video see-through display: (a) Configuration, and (b) example HMD (used with 
permission from Trivisio Prototyping GmbH)

(a) (b)

(a) (b)
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view of the real scene, seamlessness between aided and periphery views, and (generally) 
simple and lightweight structures.
Figure 3 shows (a) a typical configuration and (b) a commercial product of a video see-
through display. With a video see-through display, the real world imagery is first captured 
by a video camera, then the captured image and the synthetic imagery are combined elec-
tronically, and finally the combined imagery is presented to the user. Electronic merging 
can be accomplished by frame grabbers or chroma-keying devices. As there are very few 
commercial video see-through HMDs, most of them are manually built, using a closed-view 
(non see-through) HMD and one or two video cameras. Advantages of video see-through 
HMDs over optical see-through HMDs include pictorial consistency between the real and 
the synthetic views and the availability of a variety of image processing techniques. With 
appropriate vision-based tracking and synchronous processing of the captured and the ren-
dered images, geometric and temporal consistencies can be accomplished.

Ocularity

Ocularity is another criterion for categorizing HMDs. There are three types of ocularity; mon-
ocular, biocular, and binocular. These categories are independent of the type of see-through. 
Table 1 shows applicability of each combination of ocularity and see-through types.
A monocular HMD has a single viewing device, either see-through or closed. It can be 
relatively small and provides unaided real view to the other eye. A monocular HMD is 
preferable, for example, for some outdoor settings, where less obtrusive real view is cru-
cial and stereoscopic synthetic imagery is not necessary. The Army aviation and wearable 
computing are good examples of the application. With a monocular HMD, the two eyes see 
quite different images. This causes an annoying visual experience called binocular rivalry. 
This deficiency is prominent when using video see-through displays.
A biocular HMD provides a single image to both eyes. As both eyes always observe an 
exact same synthetic image, a problem of binocular rivalry does not occur. This is a typical 
configuration for consumer HMDs, where 2D images such as televisions and video games 
are primary target contents. Some biocular HMDs have optical see-through capability for 
safety reasons. However, an optical see-through view with a biocular HMD is annoying in 
AR systems because of binocular rivalry. For AR, biocular video see-through HMDs are 
preferable for casual applications, where stereo capability is not crucial but convincing 
overlaid imagery is needed. MagicBook is a good example in this regard (Billinghurst, 
Kato, & Poupyrev, 2001).

Binocular (Stereo) Biocular Monocular

Optical see-through Very good Confusing Good

Video see-through Very good Good Confusing

Table 1. Combinations of ocularity and see-through types
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A binocular HMD has two separate displays with two input channels, one for each eye. 
Because of the stereo capability, binocular HMDs are preferred in many AR systems. There 
is often confusion between binocular and stereo. A binocular HMD can function as a stereo-
scopic HMD only when two different image sources are properly provided.

Eye-Relief

A HMD needs to magnify a small image on the imaging device to produce a large virtual 
screen at a certain distance to cover the user’s view (Figure 4(a)). For small total size and 
rotational moment of inertia, the eye-relief (the separation between the eyepiece and the 
eye) is desirable to be short. However, too small eye-relief causes the FOV to be partially 
shaded off, and it is inconvenient for users’ with eyeglasses. As a compromise, eye-relief 
of a HMD is normally set between 20 to 40 mm.
Eye-relief and the actual distance between the eye and the imaging device (or the last im-
age plane) are interlinked to each other, because a magnifying lens (the eyepiece functions 
as a magnifying lens) has normally equivalent front and back focal lengths. For example, 
when the eye-relief is 30 mm, the distance between the eye and the image will be roughly 
60 mm. Similarly, the larger the eye-relief becomes, the larger the eyepiece diameter needs 
to be, which introduces heavier optics but a larger exit pupil size. The exit pupil should 
be as large as possible, at least around 10 mm in diameter. The eyepiece diameter cannot 
exceed the interpupillary distance (IPD) that varies among individuals from 53mm to 73 
mm (Robinett & Rolland, 1992).

Relay.Optics.Design

Once the eye-relief is determined, the size of the imaging device can be calculated based 
on the required FOV. For example, if the required horizontal FOV is 30° and the eye-relief 
is 30 mm, an imaging device of 0.8 inch in diagonal is needed (30[mm] × tan(30[deg]/2) 

Figure 4. (a) Eye-relief and viewing distance; (b) an off-axis relay optics design (Image 
taken from U.S. Patent 4,854,688, Hayford & Koch, 1989)

(a) (b)
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× 2 × (5/4) / 25.4 = 0.79). In this sense, if the eyepiece is solely used for the entire optics, 
flexibility in the selection of the imaging device is severely limited. Relay optics solve this 
problem and allow larger FOV in exchange for larger total size and weight. Relay optics 
are normally folded and placed around the head to minimize rotational moment of inertia. 
Relay optics form virtual images and an exit pupil that are collimated by the eyepiece. In 
such pupil-forming systems, the pupil needs to be positioned within a specific area to avoid 
eclipse.
Most of the relay optics designs are on-axis, that is, each optical element is aligned on the 
center of the optical axis. Off-axis design is more attractive as it can provide a larger FOV 
in a smaller layout. Figure 4(b) is an example of off-axis design that achieves a FOV of 50° 
(Hayford & Koch, 1989). However, in off-axis design, trapezoidal distortion and astigmatism 
occur as well as aberrations, which are difficult to eliminate.

Eyepiece.Design

Mainly due to recent progress of high-resolution, small imaging devices, HMDs with a 
modest FOV that are lightweight and small have become possible by using the simple 
eyepiece design. Figure 5 shows three typical eyepiece designs. In early HMDs, refractive 
optics have been used (Figure 5(a)). In this case, at least three lenses are normally required 
for aberration correction and the size in depth and weight of the optics are difficult to re-
duce. Optical see-through capability is achieved by placing an optical combiner between 
the eyepiece and the eye.
Catadioptric designs (Figure 5(b)) contain a concave mirror and a half-silvered mirror. 
Light emitted from the imaging device is first reflected on the half-silvered mirror toward 
the concave mirror. The light is then reflected on the concave mirror, travels through the 
half-silvered mirror, and focuses on the eye. This configuration reduces the size and weight 
significantly. Besides, chromatic aberration is not introduced, which is the inability of a 
lens to focus different colors to the same point. Optical see-through is achieved by simply 
making the concave mirror semi-transparent. However, the eye receives only 1/4 of the 
original light of the imaging device at most, because of the half-silvered mirror. A beam-
splitting prism is often used in place of the half-silvered mirror to increase the FOV at the 
expense of weight.

Figure 5. Typical eyepiece designs: (a) Refractive; (b) catadioptric; (c) free-form prism

(a) (b) (c)
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More advanced eyepiece designs use a free-form prism, developed by Canon in 1995 (Figure 
5(c)). This configuration reduces the thickness and weight without loss of light efficiency. 
For example, 34° horizontal FOV is achieved with the prism’s thickness of 15 mm. The inner 
side of the front surface functions as a concave mirror. The inner side of the back surface 
is carefully angled. At first, the light from the imaging device bounces off this surface with 
total reflection. Second, the reflected light travels through this surface to the eye, because 
of small incident angles. To provide optical see-through capability, a compensating prism 
can be attached at the front side (on the right side of Figure 5(c)).

Other.Types.of.HMD.Design

A Holographic Optical Element (HOE), a kind of diffractive grating, has been used for 
lightweight optics in HMDs. Due to its diffractive power, a variety of curved mirror shapes 
can be formed on a flat substrate. A HOE can also function as a highly transparent optical 
combiner due to its wavelength selectivity. Based on these unique characteristics, very thin 
(a few millimeters), lightweight, and bright optical see-through HMDs have been proposed 
(e.g., Kasai, Tanijiri, Endo, & Ueda, 2000). Small exit pupils and color alternation in see-
through vision are typical drawbacks of HOE-based HMDs.
Light-guide Optical Element (LOE) developed by Lumus Vision Ltd. offers fairly large field 
of view (>40°) with extremely thin (4 mm) optics and a large exit pupil (~15mm) (Allen, 
2002). As shown in Figure 6, image components from an image source are first coupled into 
the LOE with total internal reflection. Those image components are then coupled out of the 
LOE using carefully designed reflecting surfaces. Advantages of the LOE include thin and 
lightweight structure, bright see-through capability, clear periphery view, and potentially 
inexpensive manufacturing.
While normal HMDs present a virtual screen at a certain distance in front of the user’s eye, 
some HMDs form no virtual screen (Figure 7). The virtual retinal display (VRD), devel-
oped at the University of Washington, scans modulated light directly onto the retina of the 
eye based on the principle of Maxwellian-view. The VRD eliminates the need for screens 
and imaging optics, theoretically allowing for very high resolution and wide FOV. A VRD 

Figure 6. Light-guide optical element (LOE)
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assures focused images all the time regardless of accommodation of the eye, in exchange 
for a small exit pupil.
Head mounted projection displays (HMPD) present a stereo image onto the real environment 
from a pair of miniature projectors (Fisher, 1996). A typical configuration and an example of 
HMPD are shown in Figure 8. From the regions in the real environment that are covered with 
retroreflective materials, the projected stereo image is bounced back to the corresponding eyes 
separately. Without the need for eyepiece, this design is less obtrusive, and it gives smaller 
aberrations and larger binocular FOV up to 120° horizontally. The HMPD in Figure 8(b), 
developed by Rolland et al.  is an extra lightweight one with external fabric using OLED as 
a microdisplay and having 2 arcmin resolution, 42° diagonal FOV.

Display.Elements

Miniature cathode ray tubes (CRTs) have been used in early and high-end HMDs, primarily 
due to their availability, high contrast, and high resolution (~1600x1200). CRTs generate 

Figure 7. Locations of the image with regard to the type of HMD

Figure 8. Head mounted projection display: (a) Configuration; (b) example HMPD (Image 
courtesy of Professor Jannick Rolland, ODALab and Nvis)

(a) (b)
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images by scanning an electron beam to strike a phosphor-coated surface. Main drawbacks 
of CRTs include weight, size (especially in depth), power consumption, high voltage, and 
heat. Field-sequential (time-multiplexed) full-color capability is normally provided by us-
ing liquid crystal shutters or a spinning color-wheel, because a shadow mask for miniature 
CRTs (~1 inch) is difficult to fabricate. CRTs, however, have been replaced by flat panel (FP) 
devices in most HMDs, except for some applications that require very high luminance.
FP devices offer miniature imaging devices with reduced thickness, weight, and power 
consumption. Liquid crystal displays (LCDs), the most common FP devices, consist of matrix 
cells, each of which functions as a separate light valve by applying an electric field. Among a 
variety types of LCD, active matrix LCDs (AMLCDs) driven by thin film transistors (TFTs) 
in the twisted nematic (TN) mode are most commonly used. They are normally coupled with 
a light source, such as the cold-cathode fluorescent tube (CCFT). To achieve color LCDs, 
a subpixel approach with RGB color filters is commonly employed. A resolution of XGA 
(1024 × 768) is achieved in today’s commercial LCD-based HMDs.
Liquid Crystal on Silicon (LCOS) is a liquid crystal matrix array formed on a reflective 
silicon-based mirror substrate. Because switching devices are hidden under the mirror 
surface, the aperture ratio can be very high. For this reason, LCOS technology offers very 
high resolution (>~1280 × 1024). As a variation, ferroelectricity liquid crystal on silicon 
(FLCOS) uses ferroelectricity liquid crystal, which has very short response time (1~100 µs) 
enough to achieve full-color by a field-sequential technique.
An organic light emitting diode (OLED) is a variation of electroluminescence (EL) which 
has a matrix array of phosphor material between glass substrates. By applying an electric 
field, each cell emits light. Without the need for a dedicated light source, an OLED-based 
HMD offers reduced thickness and weight, low power consumption, and a wide viewing 
angle. Drawbacks of an OLED include short life span and low color purity, which have 
recently been improved.

Characteristics. of.Head.Mounted.Displays

Resolution

Resolution of the display system defines the fidelity of the image. Resolution of the total 
system is limited by those of optics and the imaging device. In the case of video see-through, 
resolution of the camera must be taken into consideration as well. A modulation transfer 
function (MTF) is often used to quantify the way modulation is transferred through the 
system. If the system is linear, convolution of the individual components’ MTFs give the 
MTF of the entire system. However, angular resolution and the number of total pixels are 
conveniently used to assess each component. Regarding resolution of the synthetic image, 
an ideal HMD will need to have as many as 12000 × 7200 pixels to compete with the human 
vision. This is, unfortunately, unobtainable from the current technology.
To compromise, one needs to choose either of three options; (1) higher angular resolution 
with a narrower FOV, (2) lower angular resolution with a wider FOV, and (3) array multiple 
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screens (called tiling). Medical visualization and Army aviation are suitable for first and 
second options, respectively. The border between first and second options is not clear, but 
50° horizontally is a reasonable threshold. Third option is promising, but it also introduces 
increased weight, size, and rendering complexity. The Kaiser Electro-Optics “full immersion 
head mounted display” is the extreme in this regard (non see-through), which has 12 LCD in 
3 × 2 arrangements for each eye, providing 176° × 47° (However, resolution of each screen 
is only about 254 × 227). Another way of using multiple screens is a combination of first 
and second options (Longridge, Thomas, Fernie, Williams, & Wetzel, 1989). The idea is to 
provide a high-resolution screen and a wide FOV screen in a concentric layout. Mimicking 
the human vision system, this configuration gives highest resolution to where needed.
In AR systems, resolution of the real scene is a different story. Optical see-through displays 
provide close to the best scene resolution that is obtained with the unaided eye. Aberrations 
and distortions introduced by the optical combiner are negligible. Video see-through displays, 
on the other hand, provide digitized real images. The resolution in this case is limited by 
that of both the camera and the display. Captured images by a standard NTSC video camera 
typically have a resolution of 640 (or 720) × 480, but recent IEEE 1394 digital video cameras 
have higher resolution up to 1600 × 1200 at 15 fps, or 1024 × 768 at 30 fps.

Field.of.View

For an HMD for AR, a field of view can be classified into a number of regions. An aided 
(or overlay) FOV is the most important visual field in AR where the synthetic imagery is 
overlaid onto the real scene. An aided FOV of a stereo HMD typically consists of a stereo 
FOV and monocular FOVs. Narrow FOV HMDs (<~60°(H)) commonly have 100% overlap, 
whereas wide FOV HMDs (>~80°(H)) often have a small overlap ratio, e.g., 50%. Outside 
of the aided FOV consists of the peripheral FOV and occluded regions blocked by the 
HMD structure. The real scene is directly seen through the peripheral FOV, whereas none 
of the real or synthetic imagery is viewed in the occluded regions. The real view’s transi-
tion between the aided and peripheral views is designed to be as seamless as possible. The 
occluded regions must be as small as possible.
A necessary aided FOV is task-dependent. In medical 3D visualization, such as breast needle 
biopsy, only a limited region in the visual field needs to be aided. Some studies claim that 
performance gain is saturated at the FOV of around 60°. However, aided peripheral vision 
is important for situation awareness and navigation tasks (Arthur, 2000). Larger peripheral 
FOVs reduce required head motion and searching time.
In optical see-through HMDs, overlay FOVs larger than around 60° are difficult to achieve 
due to aberrations and distortions. However, optical see-through HMDs tend to have a simple 
and compact structure, leaving wide peripheral FOV for direct view of the real scene. In 
the video see-through approach, the FOV of the display needs to match that of the camera 
to maximize both undistorted overlay FOV and unaided real world FOV in periphery. A 
camera with a viewing angle narrower than that of the display will only result in expanded 
blocked regions. Nagahra, Yagi, and Yachida (2005) proposed a very wide FOV HMD 
(180°(H) with 60°(H) overlap) using a pair of ellipsoidal and hyperboloidal curved mirrors 
(see Figure 9). Coupled with a pair of omni-directional cameras, this display can be a very 
wide FOV video see-through HMD.
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Distortions.and.Aberrations

Image distortions and aberrations cause incorrect registration and rendered depths, eyestrain 
and disorientation in AR. In a stereo HMD, differences in distortion between left and right 
images must be minimized to achieve correct stereopsis. CRT-based HMDs are prone to 
image distortion. First, producing a square image by scanning electron beams is not trivial. 
Second, as it takes several milliseconds to scan an image, image distortion on the retina will 
occur with rapid head motion. Rapid head motion also induces annoying color separation 
with field-sequential color systems.
Lenses and curved mirrors introduce a variety of optical aberrations. Typical distortions 
include pincushion, barrel and trapezoidal. Without introducing additional optical elements, 
optical distortions can be corrected electronically by pre-distorting the source image. In opti-
cal see-through HMDs, distortion must be corrected optically, which may increase weight 
and size of the optics. The HMPDs are generally free from distortion, as they do not have 
eyepiece-related problems.
Chromatic aberrations occur due to refractive power (a prism effect) of the lenses. To com-
pensate, achromatic lenses are normally used, which consist of convex and concave lenses. 
Reflective optical elements such as concave mirrors do not induce chromatic aberrations. 
Considering that “full-color” displays actually have only RGB components, chromatic aber-
rations can be compensated by separately pre-distorting R, G, and B planes at the expense 
of increased rendering costs. Although not widely used to date, this technique is worth 
considering when designing wide FOV systems.
Spherical aberrations are induced by the spherical shape of the lens surface. With lateral shift 
of the eye, the image gets distorted and blurred. Similarly, field curvatures cause blurred 
imagery in the periphery. Pre-distorting techniques are not effective to correct these aber-
rations. Instead, aspheric and/or achromatic lenses can be used.

Figure 9. A 180-degree FOV HMD: (a) Optics of the HMD unit; (b) prototype HMD (Im-
ages taken from Nagahara, Yagi, and Yachida, 2005, © 2005 The Institute of Electronics, 
Information and Communication Engineers, used with permission)

(a) (b)
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Occlusion

Occlusion is a strong depth cue. In the real world, orders of objects in depth can be recognized 
by observing overlaps among them. Correct mutual occlusion between the real and the 
synthetic scenes is often essential in AR applications, such as architectural previewing. To 
present correct occlusion, depth information of both the real and the synthetic scenes are 
needed. Depth information of the synthetic imagery is normally available from the depth 
buffer. While depth information of the real scene can be acquired in advance for a static 
scene, or by real-time range sensors such as a high-speed stereovision system.
Once the depth information is acquired, occlusion is represented differently with optical and 
video see-through approaches. In both cases, a partially occluded virtual object can be repre-
sented by simply omitting rendering the occluded regions. Similarly, a partially occluded real 
object can be presented in a video see-through approach simply by rendering the occluded 
virtual object. However, the same effect in an optical way is quite difficult to achieve, as the 
real scene is always seen through the partially transmissive optical combiner.
Some approaches to tackle this problem include (1) using a luminous synthetic imagery to 
make the real scene virtually invisible, (2) using a pattern light source in a dark environment 
to make part of real objects invisible, (3) using a HMPD with retroreflective screens. First 
approach is common in flight simulators but it also restricts available colors (to only bright 
ones). Second and third approaches need a special setup in the real environment. Another 
approach is a pixel-based light-modulating mechanism embedded in the see-through optics. 
The most advanced prototypical HMD to date in this regard is ELMO-4 (Kiyokawa, Billin-
ghurst, Campbell, & Woods, 2003), which employs a relay design to introduce a transparent 
LCD panel positioned at an intermediate focus point. Figure 10 shows design and image 
examples of ELMO-4.

Latency

Latency in AR systems is a temporal lag from the measurement of the head position to the 
moment the rendered imagery is presented to the user. This leads to inconsistency between 
visual and vestibular sensations. In an optical see-through HMD, latency is observed as a 
severe registration error with the head motion, which further introduces motion sickness, 
confusion, and disorientation. In such a situation, the synthetic imagery swings around the 
real scene. In a video see-through HMD, this problem can be minimized by delaying the 
real image to synchronize it with the synthetic imagery. This approach eliminates apparent 
latency between the real and the synthetic scenes, at the expense of artificial delay intro-
duced in the real scene.
To compensate latency, prediction filters such as an extended kalman filter (EKF) have 
been successfully used. Frameless rendering techniques can minimize the rendering delay 
by continuously updating part of the image frame. Taking advantage of nonuniformity of 
visual acuity and/or saccadic suppression, limiting regions and/or resolution of the synthetic 
imagery using an eye-tracking device helps reduce the rendering delay (Luebke & Hallen, 
2001). Viewport extraction and image shifting techniques take a different approach. With 
these techniques, a synthetic imagery larger than the screen resolution is first rendered, and 
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then a portion of it is extracted and presented to the user according to the latest measure-
ment (Kijima & Ojika, 2002).

Depth.of.Field

Depth of field refers to the range of distances from the eye (or a camera) in which an object 
appears in focus. In the real life, the eye’s accommodation is automatically adjusted to focus 
on an object according to the distance, and objects outside the depth of field appear blurred. 
On the other hand, the synthetic imagery is normally seen at a fixed distance. Therefore, it is 
impossible to focus on both the real and the synthetic imagery at the same time with an optical 
see-through HMD, unless the focused object is at or near the HMD’s viewing distance.
This problem does not occur with a video see-through display, though captured real objects 
can be defocused due to the camera. To avoid blurred video images, the camera is prefer-
able to be auto-focus, or to have a small aperture size. However, fixed focus of the synthetic 
imagery is problematic because accommodation and convergence are closely interlinked in 
the human vision system. Adjusting one of these while keeping the other causes eyestrain. 

Figure 10. (a) ELMO-4 optics design; (b) its appearance, and overlay images seen through 
ELMO-4; (c) without occlusion; (d) with occlusion and real-time range sensing (Images 
taken from Kiyokawa et al., 2003, © 2003 IEEE, used with permission)

(a) (b)

(c) (d)
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To support natural accommodation-convergence coupling, 3DDAC developed at ATR uses 
movable relay lenses and eye-tracking mechanisms embedded in the headset (Omura, Shiwa, 
& Kishino, 1996).
Due to a standard pinhole camera model, every rendered object is always in focus. To 
provide depth-of-field effects, post-process filtering and multi-pass rendering have been 
proposed. Varicose mirror displays are a promising approach to solve all of these issues 
(Schowengerdt & Seibel, 2004).

Brightness.and.Contrast

Brightness and contrast of the synthetic imagery should be adjusted to those of the real 
image. These factors severely affect pictorial consistency and sense of reality as well as 
visibility of the overlay information. In an optical see-through HMD, it is difficult to match 
them for a very wide range of luminance values of the real scene. No imaging device is 
bright enough to be comparable to the sunshine. Instead, some products allow transparency 
control. In video see-through systems, brightness matching is achieved inherently. Instead, 
low contrast (low dynamic range) of the captured image is often a problem. To compensate, 
real-time high dynamic range (HDR) techniques could be used, though the author is not 
aware of a successful example.

Eyepoint.Offset

Unlike optical see-through systems, video see-through HMDs are difficult to eliminate the 
eyepoint offset between the user’s eye and the camera viewpoint. Mounting a stereo camera 
above the HMD introduces a vertical offset, causing a false sense of height. Horizontal offsets 
introduce errors in depth perception. Canon’s COASTAR display eliminates eyepoint offset 
with a fairly wide FOV (51°(H) × 37°(V)) by using a free-form prism (Takagi, Yamazaki, 
Saito, & Taniguchi, 2000). As another problem, the viewpoint for rendering must match 
that of the eye (for optical see-through) or the camera (for video see-through). As a render-
ing viewpoint, the center of eye rotation is better for position accuracy, whereas the center 
of the entrance pupil is better for angular accuracy (Vaissie & Rolland, 2000). Although 
human IPD alters dynamically because of eye rotation, this dynamic IPD has not yet been 
compensated in real-time to the author’s knowledge.

Human.Perceptual. Issues

Depth.Perception

Even when geometrical consistency is achieved, it is often difficult to determine depths of 
virtual objects correctly in augmented reality. This is due primarily to (1) HMDs’ inability 
to support depth cues, (2) lack of standard rendering approaches, and (3) visual congestion. 
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First, as we have seen in this chapter, standard HMDs do not support every depth cue of 
the human vision system. Depth perception can be improved by rendering other types of 
monocular depth cues (e.g., shades, shadows, aerial perspective, texture gradient and so 
on) when appropriate.
Second, some of those rendering techniques may not be preferable in some situations. 
Virtual objects in an AR application are often rendered in a simple way (e.g., wire-framed) 
purposely so as not to obstruct visibility of the real scene. Such objects are less informative 
in terms of depth perception. The typical X-ray vision effect also causes confusion in depth 
perception. To support correct depth perception in such situations, Livingston et al. (2003) 
proposed a variety of combinations of visualization techniques, varying for example edge 
drawing styles and surface opacity.
Third, in some AR applications, virtual annotations and labels may overlap or congest. Visual 
congestion degrades the visibility of the object of interest, making it difficult to perceive its 
distance. To alleviate label overlaps, relocation techniques in the screen space have been 
proposed (Bell, Feiner, & Hollerer, 2001).

User.Acceptance

Inappropriately worn HMDs will induce undesirable symptoms including headaches, shoul-
der stiffness, motion sickness, or even severe injuries. From an ergonomic point of view, 
HMDs must be as small, lightweight, and comfortable to wear as possible, as long as the 
visual performance satisfies the application requirements. Center of mass of a HMD must 
be positioned as close to that of the user’s head as possible. A well-balanced heavy HMD 
feels much lighter than a poorly balanced lightweight HMD.
Safety issues are of equally importance. By its nature, AR applications distract user’s volun-
tary attention to the real environment by overlaying synthetic information. Paying too much 
attention to the synthetic imagery could be highly dangerous to the real world activity. To 
prevent catastrophic results, AR applications may need to display minimal information as 
long as the target task is assisted satisfactory. Furthermore, HMDs restrict peripheral vision, 
which obstructs situation awareness of the surroundings. In video see-through, central vi-
sion will be lost under a system failure. To accommodate these problems, a flip-up display 
design is helpful (Rolland & Fuchs, 2001). When safety issues are of top priority, optical 
see-through HMDs are recommended.
From a social point of view, HMDs should have a low profile or “cool” design to be widely 
accepted. Video cameras used in the video see-through HMDs may face severe privacy 
and/or security issues. Bass, Mann, Siewiorek, and Thompson (1997) describe the ultimate 
test of obtrusiveness of a HMD as “whether or not a wearer is able to gamble in a Las 
Vegas casino without challenge.” When skilled experts are main target users, social issues 
are not crucial.

Adaptation

The human vision system is quite dynamic. It takes some time to adapt to and recover from a 
new visual experience. For example, wearing a HMD will cause the pupil’s dilation slightly. 
However, complete dilation may take over 20 minutes whereas complete constriction may 
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take less than one minute (Alpern & Campbell, 1963). Even though the visual experience 
is inconsistent with the real world, the human vision system adapts to the new environment 
very flexibly. For example, a great ability of adaptation to the inverted image on the retina 
has been proven for more than 100 years (Stratton, 1896). Similar adaptation occurs with 
AR systems with an eyepoint offset. Biocca and Rolland (1998) found that performance 
in a depth-pointing task was improved significantly over time using a video see-through 
system with an eyepoint offset of 62 mm in vertical and 165 mm in horizontal. Also found 
was a negative aftereffect, which can be harmful in some situations.
Long-term use of a HMD will increase the likelihood of user’s encounter to a variety of 
deficiencies, such as red eyes, fatigue, double vision, and motion sickness. Therefore, a 
recovery period should be given to the user whenever needed. The National Institute for 
Occupational Safety recommends a 15 minute of rest each after two hours of continuous 
use of a video display unit (VDU) (Rosner & Belkin, 1989). Extensive user studies must be 
conducted to develop similar recommendations for see-through HMDs.

Conclusion

Although decades have past since the first appearance of the HMD, there is no single “right” 
HMD due to technical limitations and wide variety of applications. Therefore, appropriate 
compromise must be made depending on the target application. Issues discussed in this 
chapter give some insights into the selection of a HMD. One must first consider whether 
optical or video see-through approach is more suitable for the target task. This is, in short, 
a trade-off between the real world visibility and pictorial consistency. Next consideration 
would be a trade-off between the field of view and angular resolution. The wider the FOV 
is, the heavier, the larger, and the more expensive the optics is likely to become. When the 
user needs to observe both near and far overlay information, an accommodation-capable 
(e.g., 3DDAC) or accommodation-free (e.g., virtual retinal displays) HMD may be the first 
choice. If true occlusion within nearly intact real views is necessary, the bulky ELMO-4 is 
the best candidate to date.
Technologies adaptable to HMDs have slowly but steadily progressed. In the near future, 
high-resolution (> ~1600 × 1200) and high-speed (> ~60Hz) digital video cameras, high-
resolution (> ~2560 × 2048) miniature FP displays will become common. As size and weight 
of a display unit decrease, the technique of tiling multiple displays may be revisited. High-end 
products and research prototypes will enjoy those technical advancements. It is a different 
story, however, if these technologies are adapted to consumer HMDs. Unfortunately, some 
manufacturers have given up the consumer HMD business due to the small market in past 
ten years. Researchers and system designers have an important role not only to expand 
the cutting-edge AR technology, but also to enlighten the public to the AR technology and 
foster its potential market.
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Chapter.IV

Projector-Based.
Augmentation

Ol�ver B�mber, Bauhaus Un�vers�ty, Germany

Abstract

Projector-based augmentation approaches hold the potential of combining the advantages 
of well-established spatial virtual reality and spatial augmented reality. Immersive, semi-im-
mersive, and augmented visualizations can be realized in everyday environments—without 
the need for special projection screens and dedicated display configurations. Limitations of 
mobile devices, such as low resolution and small field of view, focus constrains, and ergo-
nomic issues can be overcome in many cases by the utilization of projection technology. Thus, 
applications that do not require mobility can benefit from efficient spatial augmentations. 
Examples range from edutainment in museums (such as storytelling projections onto natural 
stone walls in historical buildings) to architectural visualizations (such as augmentations of 
complex illumination simulations or modified surface materials in real building structures). 
This chapter describes projector camera methods and multi-projector techniques that aim at 
correcting geometric aberrations, compensating local and global radiometric effects, and 
improving focus properties of images projected onto everyday surfaces.
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Introduction.

Their increasing capabilities and declining cost make video projectors widespread and 
established presentation tools. Being able to generate images that are larger than the actual 
display device virtually anywhere is an interesting feature for many applications that cannot 
be provided by desktop screens. Several research groups discover this potential by applying 
projectors in unconventional ways to develop new and innovative information displays that 
go beyond simple screen presentations.
Projector-based displays have clearly replaced head-attached displays for most virtual reality 
(VR) applications. Immersive surround screen displays and semi-immersive wall-like or 
table-like configurations are being used for visualizing two-dimensional or three-dimen-
sional graphical content.
Today, the majority of augmented reality applications focus on mobility. Thus, wearable or 
portable devices have become dominant in this area. However, an increasing trend toward 
projector-based displays for AR can be noticed. Projector-based augmentation approaches 
hold the potential of combining the advantages of well-established spatial virtual reality 
and spatial augmented reality (Bimber & Raskar, 2005d). Immersive, semi-immersive, and 
augmented visualizations can be realized in everyday environments–without the need for 
special projection screens and dedicated display configurations. Limitations of mobile de-
vices, such as low resolution and small field of view, focus constrains, and ergonomic issues 
can be overcome by the application of projection technology. For many applications, this 
requires the abdication of mobility, but not necessarily of portability. Several applications, 
however, do not require mobility and rather benefit from efficient spatial augmentations. 
Examples range from edutainment in museums (such as storytelling projections onto natural 
stone walls in historical buildings) to architectural applications (such as augmentations of 
complex illumination or surface material simulations in real building structures). The prob-
lems, limitations, potentials, and details of a variety of existing techniques toward projector 
based augmentations are described in this chapter.
A variety of stationary, movable, and hand-held projectors have been proposed for display-
ing graphical information directly on real objects or surfaces instead of performing optical 
overlays or video compositions. 
The Luminous Room (Underkoffler, Ullmer, & Ishii, 1999) for instance, describes an early 
concept for providing graphical display and interaction on each surface of an interior ar-
chitecture space. Co-located two-way optical transducers, called I/O bulbs, that consist of 
projector camera pairs capture the user interactions and display the corresponding output. 
With the Everywhere Displays projector (Pinhanez, 2001), this concept has been extended 
technically by allowing a steerable projection using a pan/tilt mirror. A similar approach is 
followed by Ehnes, Hirota, and Hirose (2004). Recently, it was demonstrated how context-
aware hand-held projectors, so-called iLamps, can be used as mobile information displays 
and interaction devices (Raskar et al., 2003).
Another concept called Shader Lamps (Raskar, Welch, Low, & Bandyopadhyay, 2001) at-
tempts to lift the visual properties of neutral diffuse objects that serve as projection screen. 
The computed radiance at a point of a non-trivial physical surface is mimicked by changing 
the bidirectional reflectance distribution function and illuminating the point appropriately 
with projector pixels. Animating the projected images allows creating the perception of mo-
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tion without physical displacement of the real object (Raskar, Ziegler, & Willwacher, 2002). 
This type of spatial augmentation is also possible for large, human-sized environments, as 
demonstrated in Low, Welch, Lastra, and Fuchs (2001). 
Projector-based illumination has become an effective technique in augmented reality to 
achieve consistent occlusion (Bimber, 2002; Noda, Ban, Sato, & Chihara, 1999) and illumi-
nation (Bimber, Grundhöfer, Wetzstein, & Knödel, 2003) effects between real artifacts and 
optically overlaid graphics. Video projectors instead of simple analog light bulbs are used 
to illuminate physical objects with arbitrary diffuse reflectance. The per-pixel illumination 
is controllable and can be synchronized with the rendering of the graphical overlays. This 
also makes the combination of high-quality optical holograms with interactive graphical 
elements possible (Bimber, 2004). Using a video projector to produce a controlled reference 
wave allows reconstructing the hologram’s object wave partially—not at those portions that 
are overlaid by integrated graphical elements. 
New optical combiners, together with real-time radiometric compensation methods, allow 
superimposing arbitrarily textured, flat surfaces, such as paintings efficiently (Bimber, Em-
merling, & Klemmer, 2005a). 
Other methods allow augmenting arbitrary—flat (Fujii, Grossberg, & Nayar, 2005; Nayar, 
Peri, Grossberg, & Belhumeur, 2003; Wang, Sato, Okabe, & Sato, 2005; Yoshida, Horii, & 
Sato, 2003) or geometrically non-trivial (Bimber, Wetzstein, Emmerling, & Nitschke, 2005b; 
Grossberg, Peri, Nayar, & Bulhumeur, 2004)—textured surfaces without the application of 
special optical combiners, such as transparent projection screens. They scan the surfaces’ 
geometric and reflectance properties and carry out a per-pixel displacement and radiometric 
compensation before the images are projected. 
Besides these examples, a variety of other techniques and applications have been described 
that utilize projectors and a structured illumination to achieve special effects and augmen-
tations. To describe them all is out of the scope of this chapter. More details can be found 
in the book Spatial Augmented Reality: Merging Real and Virtual Worlds (Bimber et al., 
2005d). 

Fundamental.Problems.and.Overview.of.Solutions

For conventional projection systems, the screen material is optimized for a projection, and 
its reflectance is uniform across the surface. If images are projected onto everyday surfaces, 
however, the following fundamental problems arise (cf. Figure 1, left):

1. If the surface is not planar, the projected images are geometrically warped and appear 
distorted to an observer. 

2. If the surface is not white but has a colored texture, the projected light is blended with 
the reflecting surfaces’ pigments.

3. Diffused light is scattered from one surface portion to others and is blended together 
with the direct illumination.



Projector-Based Augmentat�on   ��

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

4. Conventional projectors can focus on planar surfaces only. Projections onto geometri-
cally complex surfaces cause a regional defocus in the projected images.

5. Even if problems 1-4 can be avoided by pre-correcting the images before displaying 
them, slight misregistrations of projected pixels and the corresponding surface pig-
ments can lead to extreme visual artifacts.

6. Multiple projectors can have varying chrominance and luminance parameters, which 
leads to inconsistent image contributions.

7. If the surface is not Lambertian (i.e., not perfectly diffuse), a projector-based augmen-
tation might not be possible.

These points represent particular problems if the projected images contain stereo pairs to 
enable a stereoscopic 3D visualization on screen surfaces that are not optimized for projec-
tion. The reason for this is that the human visual system strongly relies on the extraction of 
salient structure features (such as edges, corners, etc.) for estimating disparities. Several of 
the image distortions previously described simply wash out these features (4), blend these 
features with physical features on the surface (2 and 5) or with scattered light from other 
surface portions (3), or misalign them (1). In the following, it is assumed that the projection 
surface is Lambertian to enable a projector-based augmentation. It is out of the scope of this 
chapter to describe photometric calibration techniques (such as chrominance mapping and 
luminance matching) and other multi-projector methods, such as cross-fading or shadow 
removal. The interested reader is referred to Brown, Majumder, and Yang (2005) for an 
overview of this area. This chapter also does not describe other important issues related to 
projector-based augmentation, such as projector hardware (electronic and optics), tracking 
and registration, networked rendering frameworks, projector-based interaction techniques 
and devices, etc.
Instead, this chapter presents a self-contained framework of basic rendering techniques that 
strive for a projector-based augmentation of everyday environments and surfaces (cf. Figure 
1, right). The corpus of this chapter describes projector-camera methods and multi-projector 
techniques that aim at correcting geometry, local and global radiometric effects, and focus  

Figure 1. Four exemplary problems resulting from a conventional projection onto a complex 
surface, and corrected projection (left); main components for enabling consistent stereo-
scopic projections on everyday (Lambertian) surfaces (right) (Right image reprinted from 
Bimber, 2005b, © IEEE)
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properties of projected images to minimize the distortions previously described. Based on 
these fundamental techniques, further methods are explained that enable the view-dependent 
correction of projected images. The rendering techniques described in this chapter can all be 
implemented as hardware-accelerated pixel shaders, and consequently support a pixel-precise 
correction at interactive frame-rates. Thus, the four modules shown in Figure 1—right are 
projector individual pixel shaders. Finally, a brief overview over current limitations and an 
outlook of future developments is discussed. 

Projecting.onto.Optimized.Surfaces.

For surfaces whose reflectance is optimized for projection (i.e., surfaces with a homogenous 
white reflectance), a geometric correction of the projected images is sufficient to provide 
an undistorted augmentation for an observer. Slight misregistrations of the images on the 
surfaces in the order of 2-3 pixels lead to geometric artifacts that, in most cases, can be 
tolerated. This section gives a brief overview over general geometry correction techniques 
for single and multiple projectors. 
If multiple projectors (P) have to be registered to a planar surface via camera feedback (cf. 
Figure 2, left), collineations with the plane surface can be expressed as camera-to-projector 
homographies (H). A homography matrix can be automatically determined by correlating a 
projection pattern to its corresponding camera image. The homographies are usually extended 
to homogenous 4 × 4 matrices to make them compatible with conventional transformation 
pipelines and consequently benefit from single pass rendering. Multiplied after the projec-
tion transformation, they map normalized camera coordinates into normalized projector 
coordinates. An observer located at the position of the calibration camera (C) perceives a 
correct image in this case. In cases where a head-tracked observer has to be supported the 
calibration camera can be placed orthogonal to the surface. The virtual scene is rendered 
from the perspective of the observer with an off-axis projection over the rectangular portion 
of the plane surface that is visible to the camera. The resulting image is then warped to the 
perspectives of the individual projectors via their camera-to-projector homographies.1 This 
can all be done within a single rendering pass. 
If the geometry of the projection surface is non-planar but known, a two-pass rendering 
technique can be applied for projecting the image in an undistorted way2 (Raskar et al., 
1999b). In the first pass, the image that has to be displayed is off-screen rendered from the 
perspective of the observer (C). This image O is then read back into the texture memory. In 
the second step, the geometry model of the display surface is texture-mapped with O while 
being rendered from the perspective of the projector. For computing the correct texture 
coordinates that ensure an undistorted view from the perspective of the observer projec-
tive texture mapping is applied (cf. Figure 2, center). This hardware accelerated technique 
dynamically computes a texture matrix that maps the 3D vertices (pi) of the surface model 
from the perspectives of the projectors (Pi) into the texture space of the observer’s perspec-
tive (C). However, projective texture mapping assumes a simple pinhole camera/projector 
model and does not take the lens distortion of projectors into account. This can cause mis-
registrations of the projected images in the range of several pixels—even if other intrinsic 



Projector-Based Augmentat�on   ��

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

and extrinsic parameters have been determined precisely. Projecting corrected images onto 
textured surfaces with misregistrations in this order causes immediate visual intensity artifacts 
that can make the fusion of projected stereo-pairs difficult. In Section 4, two pixel-precise 
registration techniques are described. The first method is also being applied by related ap-
proaches (Grossberg et al., 2004; Nayar et al., 2003). In Section 6, this method is extended 
toward view-dependent rendering. Note that some of the techniques described next (e.g., 
compensating secondary scattering and multi-focal projection) are also relevant for projec-
tion optimized surfaces.

Projecting.onto.Complex.Surfaces

For projections onto colored or textured surfaces, the images have to be color corrected in 
addition to a geometry correction. Recent work on radiometric compensation uses cameras in 
combination with projectors for measuring the surface reflectance as well as the contribution 
of the environment light. These parameters are then used for correcting the projected images 
in such a way that blending artifacts with the underlying surface are minimized.
Nayar et al. (2003), for instance, express the color transform between each camera and 
projector pixel as pixel-individual 3 × 3 color mixing matrices. These matrices are esti-
mated from measured camera responses of multiple projected sample images. They can be 
continuously refined over a closed feedback loop and are used to correct each pixel during 
runtime. Later, a refined version of this technique was used for controlling the appearance 
of two- and three-dimensional objects, such as posters, boxes, and spheres (Grossberg et al., 
2004). Wang et al. (2005) adapt this method to the properties of the human vision system 
by compressing the contrast of the input images. Fujii et al. (2005) applies a variation of 
the closed feedback loop method to handle dynamic environments by applying a co-axial 
projector-camera alignment.
This section begins with a simple implementation of geometric and radiometric image 
correction (Bimber et al., 2005a). In contrast to Fujii et al. (2005), Grossberg et al. (2004), 
Nayar et al. (2003), and Wang et al. (2005), it uses single disjoint camera measurements of 

Figure 2. Geometric correction via homographies (left) and projective texture mapping 
(center), example for using projective texture mapping (right) (Right image reprinted from 
Raskar et al., 2001, © Springer-Verlag)
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surface reflectance, environment light contribution, and projector form-factor components for 
a per-pixel radiometric compensation using hardware accelerated pixel shaders. However, it 
does not take the color mixing of the individual RGB channels into account. Furthermore, it 
is described how radiometric compensation can be enhanced by using multiple interplaying 
projectors for geometrically complex surfaces, or by applying additional transparent film 
materials overlaid over planar surfaces. Finally, it is explained how to compensate global 
illumination effects, such as scattering in addition to local ones. 

Radiometric.Compensation.with.a.Single-Projector.

In its simplest configuration, an image is displayed by a single projector (P) in such a way 
that it appears correct (color and geometry) for a single camera view (C). Thereby, the display 
surfaces must be Lambertian, but can have an arbitrary color, texture, and shape. 
The first step is to determine the geometric relations of camera pixels and projector pixels 
over the display surface. Well known structured light techniques (e.g., gray code scanning 
with phase shift) can be used for measuring the 1-to-n mapping of camera pixels to projector 
pixels (cf. Figure 3, left). This mapping is stored in a 2D look-up-texture having a resolution 
of the camera, which in the following is referred to as C2P map. A corresponding texture that 
maps every projector pixel to one or many camera pixels can be computed by reversing the 
C2P map. This texture is called P2C map. It has the resolution of the projector. The 1-to-n 
relations (note that n can also become 0 during the reversion process) are finally removed 
from both maps through averaging and interpolation.
Once the geometric relations are known, the radiometric parameters are measured. It can be 
assumed that a light ray with intensity I is projected onto a surface pigment with reflectance 
M. The fraction of light that arrives at the pigment depends on the geometric relation between 
the light source and the surface. A simple representation of what is known as form factor can 
be used for approximating this fraction: F=f*cos(α)/r2, where α  is the angular correlation 
between the light ray and the surface normal and r the distance (square distance attenuation) 
between the light source and the surface. The factor f allows scaling the intensity to avoid 
clipping (i.e., intensity values that exceed the luminance capabilities of the projector) and 
to consider the simultaneous contributions of multiple projectors. 
Together with the environment light E, the projected light fraction I is blended with the 
pigment’s reflectance M (cf. Figure 3, center):

R= EM+IFM             (1)

Thereby R is the diffuse radiance that can be captured by the camera. If R, F, M, and E are 
known, I can be computed with:

I=(R-EM)/FM             (2)
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In the single-projector approach, E, F, and M cannot be determined independently. Instead, 
FM is measured by projecting a white image (I=1) and turning off the entire environment 
light (E=0), and EM is measured by projecting a black image (I=0) under environment light. 
Note that EM also contains the black-level of the projector. 
Since this holds for every discrete camera pixel, R, E, FM, and EM are entire textures and 
equation 2 can be computed3 in real-time by a pixel shader. 
During runtime pixel, displacement mapping is realized by rendering a full-screen quad into 
the frame buffer of the projector. This triggers fragment processing of every projector pixel. 
A fragment shader maps all pixels from the projector perspective into the camera perspec-
tive (via texture look-ups in the P2C map) to ensure a geometric consistency for the camera 
view. All computations are then performed in camera space. The projection of the resulting 
image I onto the surface leads to a geometry and color corrected image that approximates 
the desired image R for the target perspective of the camera. 

Radiometric.Compensation.with.Multi-Projectors.

The simultaneous contribution of multiple projectors increases the total light intensity that 
arrives at the surface. This can overcome the limitations of equation 2 for extreme situations 
(e.g., small FM values or large EM values) and can consequently avoid an early clipping 
of I. 
If N projectors are applied, equation 1 extends to (cf. Figure 3, center):

R=EM+∑i
N Ii FMi       (3)

One strategy is to balance the projected intensities equally among all projectors i which 
leads to:

Figure 3. Pixel-precise geometric correction (left) and radiometric compensation (center); 
example of a projection onto a scruffy room corner (right): (a) two projectors uncorrected, 
(b) registered projectors, (c) geometry corrected projections, (d) radiometric compensated 
projections (Right image reprinted from Bimber et al., 2005c, © IEEE)
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Ii=   (R-EM)   
       ∑

N
j FMj

       
(4)

This equation can also be solved in real-time by projector-individual pixel shaders (based 
on individual parameter textures FMi, C2Pi, and P2Ci—but striving for the same final result 
R). Note that EM also contains the accumulated black-level of all projectors. 
If all projectors provide linear transfer functions (e.g., after a linearization) and identical 
brightness, a scaling of fi=1/N used in the form factor balances the load among them equally. 
However, fi might be decreased further to avoid clipping and to adapt for differently aged 
bulbs. 

Amplification Through Transparent.Projection.Screens

A clipping of I can also be minimized if the projection surface is coated with a transparent 
projection screen (e.g., a flexible transparent film material that diffuses a portion d and 
transmits a fraction t of the light projected onto it). This is a practical option for augmenting 
pictorial artwork, such as paintings or sketches (Bimber et al., 2005c).
If a light beam with incident radiance L is projected onto the transparent film material that 
is located on top of the surface (e.g., the canvas of a painting), a portion d of L is directly 
diffused from the film while the remaining portion t of L is transmitted through the film. 
The transmitted light tL interacts with the underlying pigment’s diffuse reflectance M on the 
canvas, and a color blended light fraction tLM is diffused. The portion tLMt is then trans-
mitted through the film, while the remaining part tLMd is reflected back toward the canvas 
where it is color blended and diffused from the same pigment again. This ping-pong effect 
between film material and canvas is repeated infinitely while for every pass a continuously 

Figure 4. Interaction of projected light and environment light with the screen canvas and the 
transparent projection film—sequence diagram (right); examples of interactive projections 
onto real painting (right) (Images reprinted from Bimber et al., 2005a, © IEEE)
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decreasing amount of light is transmitted through the film that contributes to the result-
ing radiance R. Mathematically, this can be expressed as an infinite geometric series that 
converges toward a finite value. The same is true for the environment light with incident 
radiance E that is emitted from uncontrollable light sources. Since these light sources also 
illuminate the canvas and the film material, the environment light’s contribution to R has 
to be considered as well.
Figure 4 describes this process in form of a sequence diagram. Note that in contrast to this 
conceptual illustration, there should be no physical gap between film material and canvas, 
and that the light interaction occurs at the same spot. 
If all parameters (L, E, M, t, and d) are known the resulting radiance R that is visible to an 
observer in front of the canvas can be computed:
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Since R (image that is expected to be seen) is known, the previous equation needs to be 
solved for L:
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+ −          (6)

This allows computing the incident radiance L that needs to be projected onto the film and the 
canvas to create the known result R. The radiant intensity I of the projector that is required 
to create L is related to a discretized pixel value and is given by:

1I L f
F

=
         (7)

where F=f*cosα/r2 is the form factor of the projector (see section 4.1). 
As described earlier, the contribution of multiple (N) projectors allows minimizing the 
clipping problem with:

∑
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Compensating.Secondary.Scattering.Through.Reverse......
Radiosity

The techniques described above can compensate only radiometric effects that result from a 
direct illumination of the surface. However, diffuse surface portions scatter a fraction of light 
to other surface portions. This amount of indirect illumination adds to the direct illumina-
tion and has to be compensated as well (Bimber, Grundhöfer, Zeidler, Danch, & Kapakos, 
2006b) (cf. Figure 5). Problematic is the fact that the amount of scattering depends on the 
projected compensated image (I) and vice versa. In computer graphics, the reverse situation 
(i.e., the global radiosity of each surface element) is determined based on a known illumi-
nation (I) and is computed by numerically solving a linear equation system. Some modern 
approaches implement this finite element model—which is commonly known as radiosity 
rendering—with pixel shaders and achieve interactive frame rates.
 Assume that the surface is subdivided into A discrete patches (e.g., in camera space or in 
parametric space). The form factor Fji describes the amount of radiance that is scattered from 
patch j to patch i. This can either be measured or be computed (if the surface geometry is 
known). The amount of radiance (Si) that is reflected by patch i which is a result of indirect 
scattering of light from all other patches can be described as: 

           
 A                                                       A     A

Si= ∑ (IjFjMj+EjMj)FjiMi+ ∑ ∑[(IkFkMk+EkMk)FkjMj]FjiMi+...
      

j,j≠i                          j,j≠i  k,k≠j 
  (9)

Note, that equation 9 presents only the first two scattering levels to a patch i (i.e., the radiance 
that is scattered directly from the patches j to patch i, and the radiance that is scattered from 
all patches k over all patches j to patch i). This can be rewritten into a recursive from:

Figure 5. Scattering of light between two surface patches (left): Example of compensated 
scattering (right): (a) uncorrected projection onto two-sided projection screen (c), (b) cor-
rected projection, (d) corrected amount of scattering (subtraction of images a and b) (Images 
reprinted from Bimber et al., 2006b, © IEEE)
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  A                                                                                     A

Si
1 = ∑(IjFjMj+EjMj)FjiMi       ,      Si

h = ∑Sj
h-1FjiMi

               

j, j≠i                                                                                                 j, j≠i

 
          (10)

Note, that Si
h indicates the h-th scattering level at patch i (i.e., the reflected radiance at 

patch i that can be contributed to scattering which arrives over h-1 intermediate patches). 
To compensate the direct illumination and the scattering, the following computation has to 
be performed:









−−= ∑

=

H

h

h
iiii

ii
i SMER

MF
I

1

1        (11)

As previously mentioned, the difficulty in this case is that Ii depends on Si
h and vice versa. 

This linear equation system can be solved numerically by approximating Ii through several 
iterations: 
Initially, Ii is computed for the direct case (equation 2). The result is used in the second 
iteration to compute a first estimate of scattering, and to compensate the direct and the ap-
proximated indirect illumination (equation 11). The result of this iteration is then used in a 
third iteration, and so on. This process is repeated until Ii converges (i.e., the results of two 
consecutive iterations do not reveal significant differences). 
While equations 10 and 11 can be implemented as pixel shaders, the iterations can be real-
ized as individual rendering passes. While frame-buffer objects offer an efficient way of 
exchanging the resulting textures Ii between different rendering passes, occlusion queries 
support the hardware accelerated comparison of two consecutive results Ii. Both techniques 
avoid the time consuming read-back of textures from the graphics card. The patches’ form 
factors Fji are efficiently compressed into a single parameter texture to keep the memory 
requirements on the graphics card at a minimum. This can be done offline. Note that only 
patches with form factors larger than a predefined threshold are selected. This leads to ad-
ditional resources and performance optimizations and does not affect the outcome’s quality 
significantly. Thus, the form-factor matrix F is a sparse matrix. 
A more efficient analytical solution to equations 10 and 11 exists. It was recently shown by 
Seitz, Matsushita, and Kutulakos (2005) that global interreflections can be removed from 
photographs of unknown scenes under unknown illuminations by applying an interreflec-
tion cancellation operator. It can also be shown that equation 10 equals a geometric series 
that converges when the number of scatter levels h approaches infinity. Thus the analytical 
complement to equation 11 is:

         

A

Ii =   1  (Ri - EiMi - ∑ RjFjiMj)
         

FiMi

                   
j,j≠i

             (12)
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This is similar to Seitz’s approach—but with a main difference. The interreflection cancel-
lation operator is not applied to an image that contains interreflections to remove them, but 
to an image that does not contain interreflections to compensate them when projecting the 
compensated image. This also proofs that the amount of indirect scattering which is pro-
duced by the compensated image throughout all scatter levels equals the amount of indirect 
scattering that is produced by the original image in the first level.
It is clear that equations 10-12 cannot be computed in real-time if A equals the resolution 
of the projector (or a camera with similar resolution). Consequently, all parameter textures 
have to be down-sampled to an acceptable patch resolution (e.g., A=128 × 128). The final 
compensated image can then be computed as follows:

 I'B = IB - ↑ (↓ IB - I'A)      (13)

Thereby, IB is the compensated image for direct illumination (computed as described in 
equations 2 or 4) in the projector resolution (B), I'A is the compensated image in patch 
resolution A (solved as previously described), and ↑ and ↓ indicate up and down sampling 
image operators (from B to A and vice versa). The result I'B contains the compensation of 
the direct illumination and the scattering, and is finally being displayed.
The extensions of equations 10-12 to support multi-projector configurations based on the 
balancing strategy described in section 4.2 are simply derived by replacing the single pro-
jector form factors by the sum of form factors of all projectors (see equations 3 and 4). As 
previously described, the projected intensities are then balanced equally among all projectors. 
Thus Ii is the same for each projector, and can easily be computed.

Multi-Focal.Projection

Today’s consumer projectors are designed and engineered to focus images on planar display 
surfaces. The Schleimpflug principle describes how to offset the focal plane by an off-axis 
configuration of the optical system. However, plane-focused images are partially blurred 
if projected onto surfaces with substantial depth differences. Special lenses, such as f-theta 
lenses, allow generating focused images on spherical surfaces. Planetariums and some 
cylindrical projection displays (Biehling et al., 2004) apply laser projectors to overcome 
this problem. Direct-writing-scanning-laser-beam projectors scan almost parallel beams of 
laser light onto the projection screen. Thereby, the laser beams remain constant in diameter 
over a substantial depth range. This results in a large focal depth and in the possibility to 
display sharp images in large dome-like or cylindrical theatres. The cost of a single laser 
projector, however, can quickly exceed the cost of several hundred conventional projec-
tors. But the development of low-cost laser-diodes is promising and can overcome these 
drawbacks in future. 
If the projection surface is multi-planar, multiple projectors can be arranged in such a way 
that they focus on individual planar sections (e.g., Low et al., 2001). This, however, becomes 
inefficient and sometimes impossible the more complex the surface becomes. 
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In this section a multi-focal projection technique (Bimber et al., 2006a) is described that 
projects images with minimal defocus onto geometrically and radiometric complex surfaces. 
This is essential to enable, for instance, stereoscopic projections supporting disparity-based 
depth perception on arbitrary surfaces (Bimber et al., 2005b). 
The multi-projector technique works as follows: Multiple conventional projectors with 
differently adjusted focal planes, but overlapping image areas are used (cf. Figure 6). They 
can be either arbitrarily positioned in the environment, or can be integrated into a single 
projection unit. The defocus created on the surface is estimated automatically for each 
projector pixel via camera feedback and structured light projection. If this is known, a final 
image with minimal defocus can be composed in real-time from individual pixel contribu-
tions of all projectors. 
The technique is independent of the surfaces’ geometry, color and texture, the environment 
light as well as of the projectors’ position, orientation, luminance and chrominance. In the 
following subsections it is explained how intensity spreads are measured, how relative 
focus values are estimated from the measured intensity spreads, and how the final images 
are composed from the simultaneous contributions of multiple projectors. 

Measuring.Intensity.Spreads.

The goal of a multi-focal projection is to estimate relative focus values caused by each pro-
jector pixel on all portions of an arbitrary display surface. Having this information, a final 
image with minimal defocus can be composed from multiple projector contributions. 
This sub-section describes the approach of measuring the intensity spreads of projected 
sample points. They are proportional to the defocus of the sampling projector on the cor-
responding surface portion. 

Figure 6. Multi-focal projection concept (left): Unstructured projector set, multiple projec-
tion units integrated in one projector, and two projectors projecting on plane. Example of 
multi-focal projection onto a curved screen (right). (Images reprinted from Bimber et al., 
2005b, © IEEE)
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Like for the geometric and radiometric image correction (Section 4), a structured light 
projection is applied in combination with camera feedback to estimate the focus values (cf. 
Figure 7, left). However, instead of displaying horizontal and vertical scan lines, a uniform 
grid pattern of circular sample points is used. Applying points instead of strips also allows 
determining the defocus parameters in multiple directions simultaneously.
Displaying a sample point from the projector’s view leads to a color and geometry distorted 
image of it in the camera’s view. This situation makes it impossible to estimate focus values 
for the corresponding surface area. The reason for this is that it is not detectable in this case 
whether the recorded intensity spreads of the sample point can be contributed to defocus or 
to external factors (e.g., geometric or radiometric distortion, or blending with the environ-
ment light on the surface, the projector’s position or orientation). 
To overcome this problem, the surface is sampled from the perspective of the camera instead 
of from the perspective of the projector. Measuring relative focus values within the same 
space and under the same conditions, enables a qualitative comparison between individual 
projector contributions. Thus, a sample point is initially defined in the camera perspective 
and is then geometrically warped into the perspective of the projector with the beforehand 
determined C2P map (Section 3.2). In addition, the sample point is color corrected with 
equation 2 to compensate the surface reflectance, the environment light, and the projector’s 
form factor contribution. Thereby, R>0 for pixels that belong to the sample point and R=0 
for all other pixels. 
If a perfectly sharp image is assumed (perfectly focused by the projector and by the camera) 
the image recorded by the camera contains the initially defined and undistorted sample point. 
In this case, it has retained its original circular shape in the defined size and appears in a 
uniform intensity that approximates the defined intensity and color R.
However, due to blur effects (caused either by the projector or by the camera) the shape and 
the intensity of the sample point are no longer uniform. The resulting intensity spread and 
intensity loss can be measured in the camera image. They are proportional to the relative 
defocus of the projector at this point. Measuring the defocus caused by different projectors 

Figure 7. Measuring intensity spreads on geometric and radiometric complex surfaces 
(left).Example of color coded focus estimations for the example shown in Figure 6, right 
(right): blue to green = best to worst focus. (Images reprinted from Bimber et al., 2006a, 
© IEEE)
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at the same sample point enables a qualitative and relative comparison and finally an optimal 
image composition. The camera’s parameters must not be changed during the measurements 
for multiple projectors that need to be compared. 

Relative.Focus-Estimation

As previously explained, a defocused sample point creates an intensity spread on the surface 
that is captured in the camera image. The intensities in the blurred area are not projected in 
a controlled way. They are also blended with the underlying surface reflectance. To estimate 
the focus values of a sample point consistently, the intensity spread has to be normalized 
in such a way that it becomes independent of the surface reflectance, the environment light 
and the projectors’ form factor contributions at the spread areas. Note that this normaliza-
tion cannot be carried out during the pre-correction step because the intensity spread has 
to be measured first.
The pre-correction applies equation 2 to compute and project the corrected sample point in 
such a way that it appears at coordinate x,y in the camera image: 

 Ix,y =(Rx,y -EMx,y)/FMx,y           (14)

As previously outlined, Rx,y>0 for pixels that belong to the sample point, and Rx,y=0 for all 
other pixels. 
The intensity spread R'x',y' in the blurred area x', y' is measured by the camera as well. It results 
from defocus and is a fraction f of the sample original point’s intensity that is blended with 
the surface reflectance in the blur area:

R'x',y'= fIx,yFMx',y'+EMx',y'         (15)

To normalize the intensity spread, f has to be determined. For this, the intensity the projector 
would have to produce in terms of creating the same radiance  R'x',y' by a direct illumination 
has to be estimated:

          
(R'x',y'- EM x',y')fIx,y =                        

   
FMx',y'

      (16)

Finally, f can be computed by comparing the results of equations 14 and 16:

         
fIx,yf =           

         
Ix,y

       (17)
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If the pixels in the captured camera image are normalized, a normalized intensity distribu-
tion of the sample point is received. This is independent of the surface reflectance of the 
projector’s form factor. Due to limitations of the projectors (brightness and dynamic range) 
and the camera (response and noise) their maxima of the intensity spreads might not equal 
one. A second normalization that lifts their maxima intensities to one (and the other intensi-
ties accordingly) enhances the quality of focus estimation that does not analyze the intensity 
loss of the spread.
Each sample point in the camera view corresponds to a distinct area on the display sur-
face. The focus of every projector is estimated within the same surface area (i.e., the same 
sample point in the camera view). To do this for the entire surface, multiple sample points 
are shifted within two-dimensional scan windows in the entire camera view.  A pixel-by-
pixel shift results in exact focus estimations for every single camera pixel. Thereby the 
projector-individual focus values computed for a sample point that is larger than a camera 
pixel are mapped to its center pixel. Alternatively, the same focus values can be mapped to 
all pixels of the sample point. This allows shifts in the size of the sample points’ radii and 
leads to shorter scanning times with lower precision. A third alternative is to map the focus 
values to the center pixel while performing larger shifts. The resulting voids can then be 
interpolated. This leads to even shorter scanning times but also to a further reduction of the 
precision. A planar surface, for example, requires capturing only one image with a coarse 
grid of sample points.
Thus, the normalized intensities f are used to estimate relative focus values. Common focus 
operators, such as intensity-based and frequency-based techniques, or point-spread methods 
can be applied for this. Frequency-based focus operators, such as Laplacian, discrete cosine 
transformation, or fast Fourier transformation, are often referred to in related literature. 
However, an even better result can be received by using the focus operator described in Tsai 
and Chou (2003), which is originally used to measure the blur on CRT screens. Applying 
the momentum preserving principle, this operator segments any discrete geometry of the 
intensity spread inside the corresponding search window into its foreground and background. 
The proportion of foreground relative to the background is used as focus value. 
The focal plane of the camera causes additional blur and influences the absolute focus val-
ues. However, since it remains constant for all projectors, the same amount of defocus is 
added in each measurement. This applies also to secondary scattering effects. Note that if 
the defocus of the camera is too high, small focus variations between the projectors might 
not be detectable with resolution, intensity response, and dynamic range provided by the 
camera. Consequently, the camera’s focus should be adjusted adequately to avoid extreme 
blur effects in the camera image. This allows computing relative focus values Φ that enable 
a quantitative comparison of corresponding projector pixels. 
The focus values are first determined for each color channel separately and the results are 
averaged. The momentum preserving operator in Tsai et al. (2003) proved also to be stable 
among the RGB channels. The operator is fast and robust against camera noise.
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Image.Compositions

The relative focus values Φi,x,y of each projector i that reaches a surface area which is visible 
in the camera pixel x,y are now known. An image from multiple projector contributions with 
minimal defocus can then be composed in real-time. Two general techniques are imaginable: 
An exclusive composition or a weighted composition. 

Exclusive Composition

An exclusive image composition allows only one projector (the one with the largest focus 
value) to cover a surface area which appears at pixel x,y in camera space: 

 Ii=wi(R-EM)/FMi, 


 Φ≥Φ

=
else

w yxjyxi
i 0

1 ,,,,      (18)

The binary weights wi are determined from the focus values  Φ offline, coded into a single 
texture map, and are passed to the projector-individual pixel shaders. Alternatively, a stencil 
mask can be computed for each projector. The mapping from camera space to projector 
space is given by the C2P maps.
Neighboring pixels of different projectors might not be correctly aligned on the surface. This 
is due to their potentially unequal sizes and orientations, as well as due to imprecision of the 
geometric calibration. The resulting overlaps and gaps can lead to visible artifacts. To reduce 
these artifacts, the weight texture must be smoothened using a low-pass filter. This results 
in soft edges and in non-binary weight values. Since neighboring pixel-contributions from 
different projectors can now overlap partially, a different composition method has to be ap-
plied to ensure a correct radiometric compensation. The weighted composition described in 
equation 19 can be used for this. But instead of computing normalized weights directly from 
the focus values, the softened weights of the exclusive weight texture are normalized. 

Weighted Composition

Another disadvantage of the exclusive composition method is that the total light intensity 
that arrives at the surface cannot be larger than that produced by a single projector. This 
causes visual artifacts at surface pigments with extremely low reflectance or bright envi-
ronment light. 
As explained in Section 4, the simultaneous contribution of multiple projectors can over-
come this problem. A weighted image composition represents a tradeoff between intensity 
enhancement and focus refinement:
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The intensity contribution and the form factor component of each projector i that covers the 
same surface area x,y in camera space is weighted. The weights wi are derived from the focus 
values and are normalized. They are not binary in this case. Projector contributions with 
high focus values are up-weighted, and contributions of projectors with low focus values 
are down-weighted. Together, however, all contributions will always produce the correct 
result R when being reflected by the surface. 
The weighted composition allows also to scale the focus values Φi up or down during 
runtime. This makes it possible to amplify or attenuate the contribution (and consequently 
the focus properties) of an individual projector i under retention of a correct radiometric 
compensation. 
Similarly as for the exclusive composition, a static alpha mask can be used alternatively for 
blending each projector’s output instead of weighing the result inside the pixel shaders.

View-Dependent.Pixel-Precise.Augmentations

For view-dependent applications (e.g., head-tracked stereoscopic visualizations), however, 
a single sweet spot (i.e., a single camera view) as assumed in Sections 4.1 and 4.2 is not 
sufficient. The extension toward a view-dependent correction of geometry and radiometric 
measurements is described in two variations: as an image-based and as a geometry-based 
approach. 

Image-Based.Approach

To create a radiometrically compensated and geometrically corrected projection for a single 
camera perspective, the geometric mapping between camera and projector(s), as well as the 

Figure 8. Image-based rendering approach (left): Five source cameras (1-5), one destina-
tion camera (d). Example of stereoscopic and head-tracked projection onto complex surface 
(right): With and without radiometric compensation, and occlusion effects. (Images reprinted 
from Bimber, 2005b, © IEEE)
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radiometric parameters have to be measured during calibration. This results in the param-
eter textures C2P, P2C, EM, and FM that are used by projector-individual pixel-shaders to 
perform a pixel-precise geometric and radiometric correction for the actual perspective in 
real-time. This process was described in Section 4.
Figure 8 (left) illustrates how this approach can be extended toward view-dependent im-
age-based rendering (Bimber et al., 2005b) that was inspired by unstructured Lumigraphs 
(Buehler, Bosse, McMillan, Gortler, & Cohen, 2001).
The set of parameters for multiple, unstructured source camera positions are measured: Pi2Cj, 
FMij, and EMij, where i is the projector index and j is the camera index. The camera can 
be tracked and its position and orientation can be stored together with each corresponding 
parameter set. Figure 8—left illustrates this for five unstructured source camera positions. 
For rendering the image correctly, it has to be defined where the image plane will appear 
in space. This can be done once before calibration by interactively aligning a 3D model of 
the image plane at the desired position in the real environment.4 If the camera is moved, the 
registered image plane has to be rendered according to the new camera perspective. Two 
different image plane types can be supported: An on-axis image plane remains at a fixed 
position in space but its orientation is updated in such a way that it is perpendicular to the 
vector that is spanned by the camera’s position and the central position of the image plane. 
The orientation and position of an off-axis image plane remains constant in space—no mat-
ter where the camera is located. 
If it is assumed to render a correct image only for one of the calibrated source cameras j, 
the following step is performed: The projection of the image plane into the camera’s per-
spective has to be computed first. This is done by off-screen rendering the registered image 
plane model from the perspective of this camera. The image plane is shaded with texture 
coordinates that allow a correct perspective mapping of the original image O onto it. These 
texture coordinates range from u=0..1 and v=0..1 for addressing and displaying the entire 
image O. In the following, this image plane texture is referred to as IP. Projector-individual 
pixel shaders can then carry out the following tasks: For each pixel of projector i find the cor-
responding radiometric parameters in FMij and EMij using Pi2Cj. Then find the corresponding 
pixel of the original image O by referencing Pi2Cj first to look-up the texture coordinate of 
O in IP. Using this texture coordinate, perform a look-up in O. Having all parameters, the 
color correction is performed (see Section 4) and the pixel is displayed. 
For a novel destination camera position that does not match any of the source camera 
positions, however, all parameters have to be computed rather than being measured: The 
geometric and radiometric parameter textures, as well as the direction vector for this novel 
camera perspective are interpolated from the measured parameters of the source cameras. 
A new image plane texture IP is then rendered from this interpolated perspective. For a 
correct interpolation, the position of the destination camera is projected onto the direction 
vectors of the source cameras. Two distances can now be computed for each source camera 
j (cf. Figure 8, left): The distance from the destination camera to its projection points on 
each source cameras’ direction vector (aj). And the distance from the destination camera’s 
projection points to each source cameras’ position (bj). These distances are used for comput-
ing penalty weights for each source camera with:

pj = αaj + (1-α)bj              (20)
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Note that all distances aj and bj have to be normalized over all source cameras before computing 
the penalties. The factor α allows weighting the contribution of each distance. Since a shift 
of the destination camera along a source direction vector causes less distortion than a shift 
away from it, aj must be weighted higher than bj. One possibility is to choose α=0.75. Note 
that neither the orientation of the destination camera, nor the intrinsic parameters of source 
or destination cameras have to be taken into account for computing the penalty weights. 
From all source cameras, a subset of k cameras with the smallest penalties is selected. This 
has to be done due to memory restrictions of current graphics cards. Only these k source 
cameras are considered for sampling the destination camera’s new parameter textures. For 
each of the k source cameras, a weight factor can be computed with:
       

Pj

         

1wj = ( 1-               )       

     
maxpk

        
 pj

          (21)

where maxpk is the maximum penalty among the k selected source cameras. Note that all 
weights have to be normalized after being computed. This implies that the source camera 
with the largest penalty (maxpk) among the k selected ones is weighted with 0. A source 
camera with close-to-zero penalty is first weighted with a value approaching infinity, but is 
then mapped to 1 after normalization.
The parameter textures and interpolated direction vector for the destination camera can 
now be computed, rather than being measured. This is performed with the pixel shaders by 
interpolating each parameter entry tj of Pi2Cj, FMij, EMij, and the original direction vectors 
among the k selected source cameras as follows:

td=∑k
jwjtj                (22)

Note that look-ups in FMij and EMij have to be carried out with the original (non-interpolated) 
Pi2Cj map while look-ups in IP have to be done with the interpolated projector-to-camera 
map. This allows the computation of the geometric warping, the image plane projection, and 
the radiometric parameters (surface reflectance, environment contribution, and black-level) 
for a novel destination camera. For completely diffuse surfaces, the radiometric parameters 
do not change. Weak specular effects, however, are taken into account with this method as 
well. To handle a flexible number of source cameras, the pixel shaders are not hard-coded, 
but dynamically generated and loaded onto the graphics card during runtime. This happens 
only if k is modified. 
The view-independent parameter textures, such as the scattering described in section 4.4 or 
the focus values described in Section 5 do not have to be interpolated.
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Geometry-Based.Approach

As explained earlier, projective texture mapping and two-pass rendering can be applied for 
image warping if the surface geometry is known. It is easy to see that the precision of this 
method strongly depends on the quality of the surface model and on an adequate registration 
between surface model and projectors. Misregistrations of 2-3 pixels that lead to geometric 
image distortions can be tolerated in case of simple non-textured surfaces. Performing the 
radiometric compensation with wrong parameters, however, leads to immediately visible 
color and intensity artifacts. They make the fusion of stereo pairs difficult. Next a varia-
tion of this geometric rendering method that is applicable for view-dependent radiometric 
compensation is described.
Knowing the pixel correspondence between two or more camera positions allows computing 
each surface point’s 3D position in space which is stored in projector individual geometry 
maps (GMi). A definite mapping of 3D surface points to projector pixels is provided implicitly 
through indexing GMi. The radiometric parameters (EMij and FMij) are measured for each 
camera-projector combination. The parameter textures that belong to the same projector are 
then averaged and Cj2Pi-mapped to projector individual look-up textures (EMi and FMi) that 
correspond to the indexing of GMi.
A texture matrix (TM) that transforms the 3D surface points into the perspective of the 
observer camera can then be computed. This matrix is a composition (TM = N*I*E) of ex-
trinsic (E: position and orientation transformations) and intrinsic (I: perspective projection) 
parameters of the observer camera followed by a transformation from normalized device 
coordinates into normalized texture space (N=translate[0.5,0.5,0.0]*scale[0.5,0.5,1.0] for 
OpenGL). Note that the same matrix is also applied for texturing by conventional projec-
tive texture mapping methods. The rendering of the geometry from the perspective of the 
projector(s), however, is different in the described approach.
For every projector pixel, the corresponding surface point SPi is looked up in GMi and is 
mapped into the perspective of the observer camera with TM*SPi. Consistent occlusion 
effects can be achieved by performing a depth test with the transformed scene points and 
the depth map of the virtual scene. Being in the camera space, the pixel of the original im-
age O can be referenced in the corresponding look-up textures, as described in Section 6.1. 
Remember that for performing a look-up in O, the texture coordinates of the defined image 
plane have to be referenced. Thus the image plane texture IP has to be computed for the 
perspective of the observer camera and passed to the pixel shader exactly as described in 
section 6.1. The radiometric parameters can be looked-up in EMi and FMi. Note that EMi, 
FMi, and GMi have projector resolution.
In contrast to conventional projective texture mapping approaches, this variation ensures 
that the look-up of the radiometric parameters for each projector pixel always matches with 
its corresponding surface pigment. Only the mapping into the observer’s camera perspec-
tive depends on the quality of the estimated geometry map and the precision of the tracking 
device. This, however, can only cause a geometric misalignment of the image–but no color 
or intensity artifacts. Intrinsic and extrinsic parameters of the projectors do not have to be 
acquired. Non-linear projector distortions are corrected by this method as well. 
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Potentials. and.Limitations

Projector-based augmentation has a great potential in many areas. However, there are 
also several technical limitations that have to be reported on current projector-camera ap-
proaches that are used for augmented reality. The fixed resolution of both—cameras and 
projectors—prevent from measuring and correcting small geometric details and colored 
pigments that fall below their resolutions. The solution to this problem is to ensure a higher 
spatial resolution (projector and camera) on a smaller surface area. This can be achieved 
by a larger number of stationary projectors and cameras5 or by an interactively tracked 
projector/camera device. Furthermore, off-the-shelf projectors and cameras suffer from a 
low dynamic range, which makes the capturing and compensation of a large color space 
impossible. Potential solutions are multi-channel projectors that provide a high-dynamic 
range in combination with multi-spectral imaging technology (Hill, 2002). High-dynamic 
range or dynamic range increase techniques represent further software solutions that can 
enhance the camera measurements. 
The high black-level of conventional projectors also makes it difficult to produce abso-
lutely dark areas. For multi-projector configurations, the black-level of each projector is 
being added. This prevents current projector-based AR configurations from using a large 
number of overlapping projectors for creating very bright images with a high contrast that 
can compensate all possible pigment colors. Optical filters can reduce the black-level–but 
they will also reduce the brightness. In some situations, local contrast effects (dark areas 
surrounded by bright areas are perceived darker than they actually are) reduce this problem 
on a perceptual level. 
Diffuse materials that perfectly absorb light in one or more bands of the spectrum are not 
well suited for a radiometric compensation approach. Fortunately, such materials are not 
very common in the real world. Most diffuse surfaces scatter at least a small portion of the 
light being projected onto them. Thus, this challenge reduces to the question of how much 
light can be projected for achieving the desired result. Strongly specular surfaces, however, 
will make a projector-based augmentation fail in general. To find a solution to this problem 
remains a challenge in the future of projector-based augmentation. Alternative concepts, 
such as mobile and spatial optical or video see-through technologies might be preferable 
in these situations. 
Future projectors will become compact in size and require little power and cooling. Con-
ventional lamps will be replaced by powerful LEDs. This makes them suitable for mobile 
augmented reality applications or spatial augmented reality configurations (Bimber et al., 
2005d) that apply large number projectors which are seamlessly integrated into everyday 
environments. Reflective technology (such as DLP or LCOS) will more and more replace 
transmissive technology (e.g., LCD). This leads to an increased brightness and extremely 
high update rates that will easily support multi-user stereoscopic visualizations with a single 
projection unit. Such enabling technologies make the implementation of novel imaging and 
display techniques possible, such as a simultaneous acquisition and display (Cotting, Naef, 
Gross, & Fuchs, 2004), or a programmable imaging directly over the digital micromirror 
array of the projector (Nayar & Boult, 2004). 
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Another advantage of projection technology over traditional display technology applied 
by the AR community is that its technological development is strongly driven by a large 
consumer electronics market. This will also lead in future to a fast technical progress and 
to continuously falling prices.
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Endnotes

1 Consistent depth values have to be ensured (Raskar, 1999a).
2  The intrinsic and extrinsic parameters of the projectors have to be determined first.
3  For each color channel separately.
4  Visual feedback for this process can be provided by rendering the image plane per-

spectively correct into the video stream of one source camera.
5  Or a single mobile camera covering a larger number of sample positions sequen-

tially.
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Abstract

Mobile phones are evolving into the ideal platform for augmented reality (AR). In this chapter, 
we describe how augmented reality applications can be developed for mobile phones and the 
interaction metaphors that are ideally suited for this platform. Several sample applications 
are described which explore different interaction techniques. User study results show that 
moving the phone to interact with virtual content is an intuitive way to select and position 
virtual objects. A collaborative AR game is also presented with an evaluation study. Users 
preferred playing with the collaborative AR interface than with a non-AR interface and 
also found physical phone motion to be a very natural input method. This results discussed 
in this chapter should assist researchers in developing their own mobile phone based AR 
applications.



Mob�le Phone Based Augmented Real�ty   ��

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

Introduction

In recent years, mobile phones have developed into an ideal platform for augmented real-
ity (AR). The current generation of phones has full color displays, integrated cameras, fast 
processors, and even dedicated 3D graphics chips. It is important to conduct research on 
the types of AR applications that are ideally suited to mobile phones and user interface 
guidelines for developing these applications. This is because the widespread adoption of 
mobile phones means that they could be one of the dominant platforms for AR applications 
in the near future. 
Traditionally AR content is viewed through a head mounted display (HMD). Wearing an 
HMD leaves the users hands free to interact with the virtual content, either directly or by 
using an input device such as a mouse or digital glove. However, for handheld and mobile 
phone based AR, the user looks through the screen and needs at least one hand to hold the 
device. The user interface for these applications is very different than those for HMD based 
AR applications. Thus, there is a need to conduct research on interaction techniques for 
handheld AR displays, and to produce formal user studies to evaluate these techniques.
In this chapter, we give an overview of the development path from mobile AR to mobile 
phone AR. We explain in detail how we developed an AR platform suited for mobile phones 
and discuss the uniqueness of mobile phone interaction for AR. We present sample applica-
tions and user studies performed to evaluate interaction techniques and metaphors.

Related.Work

The first mobile AR systems, such as Feiner’s Touring Machine (Feiner, MacIntyre, & Web-
ster, 1997), relied on bulky backpack worn computers and custom-built hardware. However, 
it was obvious that what was carried in a backpack would one day be held in the palm of 
the hand. Feiner showed the potential of mobile AR systems for outdoor context sensitive 
information overlay, while ARQuake (Thomas et al., 2002) showed how these same systems 
could be used for outdoor gaming.
At the same time these early mobile systems were being developed, Schmalstieg et al. (2002), 
Billinghurst, Weghorst, and Furness (1996), and Rekimoto (1996) were exploring early face-
to-face collaborative AR interfaces. Billinghurst’s Shared Space work showed how AR can 
be used to seamlessly enhance face-to-face collaboration (Billinghurst, Poupyrev, Kato, & 
May, 2000) and his AR Conferencing work (Billinghurst & Kato, 1999) showed how AR 
can be used to create the illusion that a remote collaborator is actually present in the local 
workspace. Schmalstieg’s Studierstube (Schmalstieg et al., 2002) software architecture is 
ideally suited for building distributed AR applications, and his team has developed a number 
of interesting collaborative AR systems.
Using Studierstube, Reitmayr, and Schmalstieg (2001) brought the mobile and collaborative 
research directions together in a mobile collaborative augmented reality interface based on a 
backpack configuration. Prior to this, Höllerer, Feiner, Terauchi, and Rashid (1999) had added 
remote collaboration capabilities to the University of Columbia’s touring machine, allowing 
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a wearable AR user to collaborate with a remote user at a desktop computer. Piekarski and 
Thomas (2002) also added similar remote collaboration capabilities to their Tinmith system, 
once again between a wearable AR user and a colleague at a desktop computer. However 
Reitmayr’s work was the first that allowed multiple users with wearable AR systems to 
collaborate in spontaneous ways, either face-to-face or in remote settings.
These projects showed that the same benefits that tethered AR interfaces provided for col-
laboration could also extend to the mobile platform, and new application areas could be 
explored, such as location based gaming.
Rekimoto’s Transvision system explored how a tethered handheld display could provide 
shared object viewing in an AR setting (Rekimoto, 1996) (see Figure 1). Transvision consists 
of a small LCD display with a camera mounted on the back. Two users sit across the table 
and see shared AR content shown on the phone displays. The ARPAD interface (Mogilev, 
Kiyokawa, Billinghurst, & Pair, 2002) is similar, but it adds a handheld controller to the 
LCD panel. ARPAD decouples translation and rotation. A selected object is fixed in space 
relative to the LCD panel and can be moved by moving the panel. Rotation is performed 
using a trackball input device.
As significant computing and graphics power became available on the handheld platform, 
researchers have naturally begun to explore the use of personal digital assistants (PDAs) for 
AR applications as well. First, there was work such as the AR-PDA project (Geiger, Klein-
njohan, Reiman, & Stichling, 2001) and BatPortal (Ingram & Newman, 2001) in which the 
PDA was used as a thin client for showing AR content generated on a remote server. Then 
in 2003, Wagner and Schmalstieg (2003b) ported the ARToolKit (2005) tracking library 
to the PocketPC and developed the first self-contained PDA AR application. Unlike the 
backpack systems, handheld collaborative AR interfaces are unencumbering and ideal for 
lightweight social interactions.
Mobile phone-based AR has followed a similar development path. Early phones did not have 
enough processing power so researchers explored thin client approaches. For example, the 
AR-Phone project (Cutting, Assad, Carmichael, & Hudson, 2003) used Bluetooth to send 
phone camera images to a remote sever for processing and graphics overlay. However, 
Henrysson recently ported ARToolKit over to the Symbian phone platform (Henrysson & 
Ollila, 2003), while Moehring developed an alternative custom computer vision and tracking 

Figure 1. The pioneering system, Transvision, which consisted of a small LCD display and 
camera and allowed collaborative hand-held augmented reality interaction (Rekimoto, 
1996) (Image courtesy of Jun Rekimoto, Sony CSL)
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library (Moehring, Lessig, & Bimber, 2004). This work enables simple AR applications to 
be developed which run at 7-14 frames per second.
An additional thread that our work draws on is AR interaction techniques. As mobile AR ap-
plications have moved from a wearable backpack into the palm of the hand, the interface has 
changed. The first mobile AR systems used head mounted displays to show virtual graphics 
and developed a number of very innovative techniques for interacting with the virtual data. 
For example, in the Tinmith system (Piekarski et al., 2002), touch sensitive gloves were 
used to select menu options and move virtual objects in the real world. Kurata’s handmouse 
system (Kurata, Okuma, Kourogi, & Sakaue, 2001) allowed people to use natural gesture 
input in a wearable AR interface, while Reitmayr et al. (2001) implemented a stylus based 
interaction method. 
PDA-based AR applications do not typically use head mounted displays, but are based instead 
around the LCD display on the PDA or handheld device. At least one of the user’s hands is 
needed to hold the PDA so some of the earlier mobile interaction techniques are not suitable. 
It is natural in this setting to use stylus input but there are other possibilities as well. In the 
AR-PAD project (Mogilev et al., 2002), buttons and a trackball on the display are used as 
input in a face-to-face collaborative AR game. Träskbäck and Haller (2004) use a tablet-PC 
and pen input for an AR-based refinery education tool. In Wagner’s indoor navigation tool 
(Wagner & Schmalstieg, 2003c), user input is also a combination of stylus interaction and 
knowledge of display position from visual tracking of markers in the environment.
Handheld AR applications, such as the Invisible Train (Wagner, Pintaric, Ledermann, & 
Schmalstieg, 2005), also show an interesting combination of interacting with the AR content 
by interacting in the world and with the device itself. In this case, the user moves around in 
the real world to select the view of the virtual train set and then touches the screen with a 
stylus to change the position of tracks on the train set (see Figure 2). Similarly in Wagner’s 
AR-Kanji collaborative game (Wagner & Barakonyi, 2003a), the user looks through the 
PDA screen to view real cards that have Kanji symbols printed on them. When the cards 

Figure 2. Invisible Train demonstrates collaborative hand-held augmented reality gaming 
(Wagner et al., 2005) (Image courtesy of D. Wagner)



��   Henrysson, Oll�la, & B�ll�nghurst

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of 
Idea Group Inc. is prohibited.

are seen through the screen, virtual models are seen corresponding to the translation of the 
Kanji characters. These can be manipulated by hand and the PDA shows the model from 
different viewpoints. There is very little stylus input required. These projects show that if 
the AR display is handheld, the orientation and position of the display can be used as an 
important interaction tool.

Bringing.Augmented.Reality. to. the.Mobile.Phone

To bring AR to the mobile phone we had to develop a robust, lightweight tracking solution. 
Given the widespread adoption of built-in cameras in mobile phones, optical tracking was 
an obvious choice. There are various optical tracking techniques including fitting a projec-
tion of a 3D model onto detected features in the video image and matching a video frame 
with photos from known positions and orientations. However, we wanted to have a general 
tracking method suitable for interaction studies with minimal preparation. We choose to 
work with the ARToolKit software library, which provided a well-tested solution for optical 
tracking. ARToolKit can be used to calculate the 3D pose of a camera relative to a single 
square tracking marker.
In order to develop self-contained AR applications for Symbian based mobile phones we 
needed to port the ARToolKit tracking library to the Symbian operating system. The origi-
nal implementation of ARToolKit uses double precision floating-points. However, both the 
mobile phones we are targeting and the PDA used by Wagner lack a floating-point unit, 
making floating-point arithmetic orders of magnitude slower than integer arithmetic. To 
overcome this, Wagner identified the most computational heavy functions and rewrote them 
to fixed-point using Intel’s GPP library.
Fixed-point representations use the integer datatype to provide both range and precision. 
If great precision is required (e.g., for trigonometric functions), 28 of the 32 integer bits 
are used for precision. Since there was no equivalent fixed-point library featuring variable 
precision available for Symbian, we wrote our own. We did extensive performance tests 
to select the algorithms that ran the fastest on the mobile phone. The average speed-up 
compared to corresponding floating-point functions was about 20 times. We started out 
by porting the functions rewritten by Wagner and continued backwards to cover most of 
functions needed for camera pose estimation. The resulting port runs several times faster 
than the non fixed-point version of ARToolKit. This speed-up was essential for developing 
interactive applications.
To provide 3D graphics capabilities, we decided on OpenGL ES (OpenGL ES, 2002), which 
is a subset of OpenGL 1.3 suitable for low-power, embedded devices. To make it run on 
these limited devices some members of the Khronos group removed redundant APIs and 
functions. Memory and processor demanding functions such as 3D texturing and double 
precision floating-point values have been removed along with GLU. A 16:16 fixed-point 
data type has been added to increase performance while retain some of the floating-point 
precision. The most noticeable difference is the removal of the immediate mode in favor of 
vertex arrays. Since Symbian does not permit any global variables the vertex and normal 
arrays must be declared constant, which limits the dynamic properties of objects. While 
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OpenGL ES takes care of the low level rendering there is still need for a higher-level game 
engine with ability to import models and organize the content into a scene graph. To import 
textured models from a 3D animation package we used the Deep Exploration tool from 
Right Hemisphere. This converts the exported model to C++ code with OpenGL floating-
point vertex arrays, which are converted into OpenGL ES compatible fixed-point vertex 
arrays using a simple program we wrote. This conversion is not perfect since the exported 
OpenGL array indexing differs slightly from the OpenGL ES one. 
Having this platform we were able to import complex 3D models and visualize them in an 
Augmented Reality application (see Figure 3). In this case, when the application recognizes 
the ARToolKit tracking marker a simple 3D model is overlaid on the live camera view. On 
a Nokia 6630 phone, this typically runs at 6-7 frames per second.

Interaction.Design. for.................................
.Mobile.Phone.Augmented.Reality.

In order to explore methods for virtual object manipulation in AR applications on a mobile 
phone, we need to consider the appropriate interaction metaphor. There are several key 
differences between using a mobile phone AR interface and a traditional head mounted 
display-based AR system. Obviously, the display is handheld rather than head worn meaning 
that the phone affords a much greater peripheral view of the real world. On the phone the 
display and input device are connected while they are separate for the HMD configuration. 
This means that with a mobile phone there is no need for a second device for interaction, 
configuration, or 2D menu browsing, which is the case for most HMD configurations.
These differences mean that interface metaphors developed for HMD-based systems may not 
be appropriate for handheld systems. For example, applications developed with a Tangible 

Figure 3. These two images demonstrate visualizations of complex objects using mobile 
phone augmented reality
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AR metaphor (Kato, Billinghurst, Poupyrev, Tetsutani, & Tachibana, 2001) often assume 
that the user has both hands free to manipulate physical input devices; this will not be the 
case with mobile phones. For phone-based AR applications, the user views the AR scene 
on the screen and needs at least one hand to hold the device.
These differences suggest that we look at the PDA applications for appropriate interface 
metaphors. However, there are also some key differences between a mobile phone and a 
PDA. The mobile phone is operated using a one-handed button interface in contrast to the 
two-hand stylus interaction of the PDA. It is therefore possible to use the mobile phone as a 
tangible input object itself. In order to interact we can move the device relative to the world 
instead of moving the stylus relative a fairly static screen.
Our approach is to assume the phone is like a handheld AR lens providing a small view 
into the AR scene. With this in mind, we assume that the user will more likely move the 
phone-display than change their viewpoint relative to the phone. The small form factor of 
the mobile phone lets us go beyond the looking-glass metaphor to an object-based approach. 
This means that input techniques can be developed largely based around motion of the phone 
itself, rather than keypad or button input on the phone.
For complex applications, we need 6 degree of freedom (DOF) manipulation. There have 
been many 6 DOF interface techniques developed for desktop applications, however there 
are a number of important differences between using a phone AR interface and a traditional 
desktop interface. Phone input options are limited since there is no mouse and keyboards 
are limited to a handful of high-end models. Limited screen resolution severely restricts 
the use of menus and multiple view-ports. We need input techniques that can be used one 
handed and only rely on a phone joypad and keypad input. Since the phone is handheld we 
can also use the motion of the phone itself to interact with the virtual object.
New opportunities in mobile phone interaction have emerged with the integration of cameras 
into the phones. Using simple image processing on the phone, it is possible to estimate the 
movement of the device, and implement 6 DOF manipulation. For example, we can fix the 
virtual object relative to the phone and then position and rotate objects by moving the phone 
relative to the real world. Bimanual interaction techniques can also be used; the dominant 
hand holding the phone and the non-dominant manipulating a real object on which AR 
graphics are overlaid.

Sample.Application:.Object.Manipulation.

To explore different object manipulation techniques, we have implemented tangible (iso-
morphic) interaction as well as keypad (isometric) interaction methods. In the tangible 
case, objects are selected by positioning virtual cross hairs over them, clicking, and hold-
ing down the joypad controller. Once selected, the object is fixed relative to the phone and 
moves when the user moves the phone. When the joypad is released, the object orientation 
and position is set to the final phone orientation and position. These two transformations 
can also be handled separately where the orientation or position is reset upon release. The 
keypad interface allows the user to isolate one axis at the time.
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To explore object rotation we implemented an ArcBall rotation technique (Chen, Mountford, 
& Sellen, 1988). The relative motion of the phone is used to rotate the currently selected 
object. The ArcBall allows the user to perform large 3DOF rotations using small move-
ments. In a desktop implementation, the mouse pointer is used to manipulate an invisible 
ball that contains the object to be rotated. The resulting rotation depends on where on the 
ball the user clicked and in which direction the pointer was dragged. In our phone interface, 
the center of the object is projected into screen coordinates and a virtual crosshair acts as a 
mouse pointer rotating the object.
In the keypad/joypad method, the objects continuously rotate or translate a fixed amount for 
each fraction of a second while the buttons are pressed. In contrast, when the virtual object 
is fixed relative to the phone (tangible input), the user can move the object as fast as they 
can move the phone. Therefore, the user should be able to translate or rotate the objects 
faster using tangible input techniques than with keypad input.
To test the interaction methods and explore how they could be combined, we implemented 
a scene assembly application. The application consists of a minimal scene with two boxes 
and a ground plane (see Figure 4). The boxes can be moved freely above the ground plane. 
When selected, the object is locked to the phone and highlighted in white. The virtual model 

Figure 5. The semi-transparent menu for selecting transformation mode

Figure 4. Example of object manipulation using a mobile phone; in this case, the user is 
performing scene assembly
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is fixed in space relative to the phone and so can be rotated and translated at the same time 
by moving the phone. When the keypad button is released the new transformation in the 
global (marker) space is calculated.
The keypad interface is used to modify all six degrees of freedom of the virtual objects. 
We chose to use the same buttons for both translation and rotation. To switch between the 
translation and rotation mode we implemented a semi-transparent menu activated by press-
ing the standard menu button on the joypad (see Figure 5). The menu layout consists of a 
3 by 3 grid of icons that are mapped to the keypad buttons 1 to 9. Once the translation or 
rotation mode is entered the menu disappears.
In both modes, we are handling transformation in three dimensions corresponding to the x, 
y, and z-axes of the local object coordinate system. Since the joypad is 5-way and pressing 
it always means selection, it can only handle two of the dimensions. Therefore, to translate 
the object in the x-y plane we use the four directions of the joypad and complement it with 
the 2 and 5 keys for translation along the y-axis. For rotation, we use the joypad to rotate 
around the x and z-axis, while the 2 and 5 buttons rotate the object around the y-axis.

User.Study:.Object.Manipulation

We performed a user study in order to test the usability of the manipulation techniques 
previously described. In the study, the users tried to position and orient blocks. The subject 
sat at a table, which had a piece of paper with a number of tracking makers printed on it. 
When the user looked through the phone display at the tracking marker, they saw a virtual 
ground plane with a virtual block on it and a wireframe image of a target block. The study 
was done in two parts, evaluating positioning and translating techniques separately. In the 
first, we tested the following three positioning conditions:

1. Object fixed to the phone (one handed).
2. Button and keypad input.
3. Object fixed to the phone (bimanual).

In each case, the goal was to select and move the block until it was inside the target wireframe 
block. In the second part of the experiment we tested the following rotation techniques:

1. ArcBall.
2. Keypad input for rotation about the object axis.
3. Object fixed to the phone (one handed).
4. Object fixed to the phone (bimanual).

For each condition, the virtual block was shown inside a wireframe copy and the goal was 
to rotate the block until it matched the orientation of the wireframe copy. 
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In the bimanual cases, the user was able to manipulate the tracking paper with one hand while 
moving or rotating the phone with the other, while in the other conditions the user wasn’t 
allowed to move the tracking marker. When the block was positioned or rotated correctly 
inside the target wire-frame it changed color to yellow showing the subject that the trial was 
over. For each trial, we measured the amount of time it took the user to complete the trial 
and also continuously logged the position or rotation of the block relative to the target.
After three trials in one condition we asked the subject to subjectively rate his or her per-
formance and how easy was it for him or her to use the manipulation technique. Finally, 
after all the positioning or orientation conditions were completed we asked the users to rank 
them all in order of ease of use.

Results

We recruited a total of nine subjects for the user studies, seven male and two female, aged 
between 22 and 32 years. None of the subjects had experience with 3D object manipulation 
on mobile phones but all of them had used mobile phones before and some of them had 
played games on their mobile phone.

Positioning

There was a significant difference in the time it took users to position objects depending 
on the positioning technique they used. Conditions A and C took less time than the keypad 
condition (condition B). Using a one factor ANOVA (F(2,24) = 3.65, P< 0.05) we found a 
significant difference in task completion times (see Table 1). 
For each of the conditions, subjects were asked to answer the following questions:

Q1:  How easy was it for you to position the object?
Q2:  How accurately did you think you placed the block?
Q3:  How quickly did you think you placed the block?
Q4:  How enjoyable was the experience?

Using a scale of 1 to 7 where 1 = very easy, 7 = not very easy. Table 2 shows the average 
results. 

Condition A:.Fixed.to.Phone B:.Keypad C:.Bimanual

Average.Time.(s) 8.51 21.15 14.01

Table 1. Average task completion times for positioning objects
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The users thought that when the object was fixed to the phone (conditions A and C) it was 
easier to position the object correctly (Q1) but they could position the model more accurately 
(Q2) with the keypad input. A one factor ANOVA finds a near significant difference in the 
results for Q1 (F(2,24) = 2.88, P = 0.076) and Q2 (F(2,24) = 3.32, P = 0.053). 
There was a significant difference in the other conditions. The users thought they could 
place the objects more quickly when they were attached to the phone (Q3) and the tangible 
interfaces were more enjoyable (Q4). A one factor ANOVA finds a significant difference in 
the results for Q3 (F(2,24) = 5.13, P < 0.05) and Q4 (F(2,24) = 3.47, P < 0.05). 
The users were asked to rank the conditions in order of ease of use (1 = easiest, 3 = most 
difficult). Table 3 shows the average ranking. Condition A and C were the best ranked condi-
tions. A one factor ANOVA gives a significant difference (F(2,24) = 5.36, P < 0.05). 

Orientation

There was also a significant difference in the time it took users to orient objects depending 
on the technique they used. Table 4 shows the average time it took the users to rotate the 

Condition A:.Fixed.to.Phone B:.Keypad C:.Bimanual

Average.Rank 1.44 2.56 2.00

Table 3. Average ranked choice between conditions (1 = highest)

Condition A:.Fixed.to.Phone B:.Keypad C:.Bimanual

Q1:Ease.of.use 5.8 5.0 5.8

Q2:.Accuracy. 5.4 6.0 5.1

Q3:.Speed 5.9 4.4 5.1

Q4:.Enjoyable 5.7 4.6 5.3

Table 2. Average responses for the subjective survey
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virtual block to match the wireframe target. Conditions A (ArcBall) and B (keypad input) 
are on average twice as fast as the Tangible Input rotation conditions (C and D). A one-factor 
ANOVA finds a significant difference between these times (F(3,32) = 4.60, P < 0.01). 
Subjects were also asked to answer the same survey questions as in the translation task, 
except Q1 was changed “How easy was it for you to rotate the virtual object?” There were 
no significant differences between these survey responses. The subjects thought that the con-
ditions were equally easy to use and enjoyable. The users were asked to rank the conditions 
in order of ease of use. There was also no significant difference between these results.

User.Feedback

In addition to survey responses, many users gave additional comments about the experience. 
Several commented that when the virtual object was attached to the phone they felt like they 
were holding it. In contrast, when the keypad was used they felt that they were looking at 
a screen. They felt like they were more in control and they could use their spatial abilities 
when manipulating the virtual object with tangible input. In contrast, those that preferred 
the keypad liked how it could be used for precise movements and also how you didn’t need 
to physically move yourself to rotate the object. Some users also commented on a lack of 
visual feedback about the rotation axis.
The block changed color when it was released inside the target but subjects thought it would 
have been good to change before it was released. They also felt visual cues showing the axis 
of rotation would be helpful, especially in the case of the ArcBall implementation. Those 
subjects that used two-handed input said that they felt they had more control because they 
could make gross movements with the camera and then fine tune the block position with 
small marker movements. 

Sample.Application-Face-to-Face.Collaborative.AR

To explore face-to-face collaborative AR we developed a simple two player game; AR Ten-
nis. Tennis was chosen because it could be played in either a competitive or cooperative 
fashion, awareness of the other player is helpful, it requires only simple graphics and it is 
a game that most people are familiar with. For a multiplayer game, we needed a way to 

Condition A:.ArcBall B:.Keypad C:.Fixed C:.Bimanual

Avg.Time.(s) 21.8 20.1 42.3 37.4

Table 4. Average task completion times for positioning objects
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transfer data between phones. Since our game is a face-to-face collaborative application we 
chose Bluetooth and wrote a simple peer-to-peer communications layer that enables data to 
be shared between the phones.
Our tennis application uses a set of three ARToolKit markers arranged in a line. When the 
player points the camera phone at the markers they see a virtual tennis court model super-
imposed over the real world (see Figure 6). As long as one or more of these markers are in 
the field of view then the virtual tennis court will appear. This marker set is used to establish 
a global coordinate frame and both of the phones are tracked in this coordinate frame.
There is a single ball that initially starts on one of the phones. To serve the ball the player 
points their phone at the court and hits the “2” key on the keypad. Once the ball is in play, 
there is no need to use the keypad any more. A simple physics engine is used to bounce the 
ball off the court and respond to when the player hits the ball with their camera phones. The 
racket is defined as a circle centered on the z-axis in the xy-plane of the camera space. This 
means that holding the phone corresponds to holding a virtual racket. If there is an intersec-
tion between the racket plane and the ball, the direction of ball is reversed. The direction and 
position vectors of the ball are sent over to the other phone using Bluetooth. By sending the 
position the simulations will be synchronized each round. When receiving data the device 
switches state from outgoing to incoming and starts to check for collision with the racket. 
Both devices check for collision with the net and if the ball is bounced outside the court. If 
an incoming ball is missed the user gets to serve. Each time the ball is hit there is a small 
sound played and the phone of the person that hits the ball vibrates, providing haptic and 
audio multi-sensory cues.
In order to evaluate the usability of mobile phones for collaborative AR we conducted a 
small pilot user study. We were particularly interested in two questions:

Figure 6. Tennis court superimposed on a marker visible from the mobile camera phone. The 
marker is placed between the players and the mobile phone is used like a racquet. (Image 
courtesy of Games Lab, Australian Centre for the Moving Image)
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1. Does having an AR interface enhance the face-to-face gaming experience?
2. Is multi-sensory feedback useful for the game playing experience?

To explore these questions we conducted two experiments, both using the AR tennis game 
we have developed.

Experiment.One:.The.Value.of.AR

In this first study, we were interested in exploring how useful the AR view of the game was, 
especially in providing information about the other player’s actions. Pairs of subjects played 
the game in each of the following three conditions:

A.. Face-to-face.AR: Where they have virtual graphics superimposed over a live video 
view.

B.. Face-to-face.non-AR: Where they could see the graphics only, not the live video 
input.

C.. Non.face-to-face.gaming: Where the players could not see each other and also could 
see the graphics only. There was no live video background used.

In the face-to-face conditions (A and B) players sat across a table facing each other sharing 
a single set of tracking markers. In condition C, the players sat with a black cloth dividing 
them and each used their own tracking marker.
Players were allowed to practice with the application until they felt proficient with the game. 
Then they were told to play for 3 minutes in each of the conditions. The goal was to work 
together to achieve the highest number of consecutive ball bounces over the net. This was to 
encourage the players to cooperate together. After each condition the number of ball bounces 
was recorded and also a simple survey was given asking the subjects how well they thought 
they could collaborate together. Six pairs of subjects completed the pilot study, all of them 
male university staff and students aged between 21 and 40 years.

Experiment.One.Results

In general, there was a large variability in the number of ball bounces counted for each 
condition and there was no statistically significant difference across conditions. This is not 
surprising because pairs used many different strategies for playing the game. However, we 
did get some significantly different results from the subjective user surveys. At the end of 
each condition, subjects were asked the following four questions:

Q1: How easy was it to work with your partner?
Q2:  How easily did your partner work with you?
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Q3:  How easy was it to be aware of what your partner was doing?
Q4:  How enjoyable was the game?

Each questions was answered on a scale from 1 to 7 where 1 = Not Very Easy and 7 = Very 
Easy. Table 5 shows the average scores for each question across all conditions.
The users found each condition equally enjoyable (Q4). Interestingly enough, despite simple 
graphics and limited interactivity the enjoyment score was relatively high. However, there 
was a significant difference in response to the first three questions. The user felt that there 
was a difference between the conditions in terms of how easy it was to work with their 
partner (Q1) and how easily their partner worked with them (Q2). For question 1 (ANOVA 
F(2,33) = 8.17, p < 0.05) and for question 2 (ANOVA F(2,33) = 3.97, p < 0.05). The face-
to-face AR condition was favored in both cases. Users felt that it was much easier to be 
aware of what their partner was doing (Q3) in the face-to-face AR condition with the live 
video background than in the other two conditions which had no video background (ANOVA 
F(2,15) = 33.4, p < 0.0001).
Subjects were also asked to rank the three conditions in order of how easy it was to work 
together. All but one of the users (11 out of 12) ranked the face-to-face AR condition first, 
confirming the results from the survey questions. 

Experiment.Two:.Multi-Sensory.Feedback

A second study was conducted to explore the value of having multi-sensory feedback in the 
collaborative AR application. In the game it was possible to play with audio and vibration 
feedback when the ball was hit. Players played the game in the following conditions: 

A:.FtF.AR B:.FtF.non-AR C:.Non.FtF

Q1 4.83 4.13 3.75

Q2 4.50 4.25 3.83

Q3 5.92 3.17 2.50

Q4 5.17 5.25 5.33

Table 5. Average subjective survey scores for AR Tennis
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A: Face-to-face AR with audio and haptic feedback. 
B: Face-to-face AR with no audio feedback but with haptic. 
C: Face-to-face AR with audio but no haptic feedback. 
D: Face-to-face AR with no audio and no haptic feedback.

These four conditions were used to explore which of the audio and tactile options the play-
ers found most valuable. Each pair of players played in each condition for one minute, 
once again counting the highest number of consecutive ball bounces over the net and also 
completing a survey after each condition. The same six pairs who completed experiment 
one also completed experiment two. After finishing the conditions for experiment one they 
would continue to complete the conditions for experiment two, so that they were trained 
on the system.

Experiment.Two.Results

As with the first experiment, there was a wide variability in the average number of ball 
bounces counted and no statistical difference across conditions. However, we did get some 
significantly different results from the subjective user surveys. At the end of each condition 
subjects were asked the following three questions:

Q1:  How easy was it to be aware of when you had hit the ball?
Q2:  How easy what it to be aware of when your partner had hit the ball?
Q3:  How enjoyable was the game?

A:.

Audio.+...............
Haptic

B:.

No.Audio.+.
Haptic

C:.

Audio.+......................
No.Haptic

D:.

No.Audio.+................
No.Haptic

Q1 5.75 5.00 5.33 3.17

Q2 5.42 4.17 5.17 3.33

Q3 5.83 4.83 4.83 4.17

Table 6. Subjective survey results from multi-sensory game play
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Once again each questions was answered on a scale from 1 to 7 where 1 = Not Very Easy and 
7 = Very Easy. Table 6 shows the average scores for each question across all conditions.
For awareness (Q1 and Q2) the conditions using audio (A and C) were ranked the best. 
For question 1 (ANOVA F(3,44) = 11.1, p < 0.0001) and for question 2 (ANOVA F(3,44) 
= 6.59, p < 0.001). They almost unanimously rated the condition that provided the most 
sensory output (audio, visual, haptic) as the most enjoyable (Q3) (ANOVA F(3,44) = 6.53, 
p < 0.001).
Subjects were also asked to rank the four conditions in order of how easy it was to work 
together. Almost all of the subjects ranked condition A best (10 out of 12 responses), fol-
lowed by condition C (audio but no haptic feedback), then condition B (haptic but no 
audio feedback) and finally condition D (no audio or haptic feedback). Thus, they almost 
unanimously rated the condition which provided the most sensory output (audio, visual, 
haptic) as easiest to work in and also as the most enjoyable. There also appears to be a 
clear preference for audio only output over haptic output. This could be in part due to great 
awareness cue that audio provides for both the user and their partner when they hit the ball. 
With haptic only feedback, for the player that is not hitting the ball it is equivalent to having 
no feedback at all.

Design.Recommendations

Users found that the tangible interface metaphor provides a fast way to position AR objects 
in a mobile phone interface because they just have to move the real phone where the block 
is to go. The subjects also felt that it was more enjoyable.
However, there seems to be little advantage in using our implementation of a tangible inter-
face metaphor for virtual object rotation. When the virtual object is fixed to the phone then 
the user often has to move themselves and the phone at the same time to rotate the object to 
the orientation they want, which takes time. Even when the person can use a second hand 
to rotate the tracking marker, this is still more time consuming than using the ArcBall or 
keypad input.
One of the main advantages of the keypad is that it just rotates the object around one axis 
at a time and so makes it easy for the user to understand what the rotation axis is and how 
to undo any mistakes. There is also a compromise between speed and accuracy that may 
affect performance. Tangible input techniques may be fast, but because they provide full six 
degree of freedom input, they may not be the best methods for precise input.
The collaborative AR game showed that face-to-face mobile games could benefit from com-
bining computer graphics with views of the real world. The use of multi-sensory feedback, 
especially audio and visual is important for increasing game enjoyment. There are certain 
types of games that appear suitable for collaborative AR on mobile phones. If visual track-
ing is used then the ideal games have a focus on a single shared game space. This enables 
the players to easily see each other at the same time as the virtual content.
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The screens on mobile phones are very small so collaborative AR games need only to use a 
limited amount of graphics and should mainly focus on enhancing the face-to-face interac-
tion. For example in our tennis game a very simple ball, court, and net model was used, but 
this was enough to keep users happily engaged.
The use of an appropriate tangible object metaphor is also important for the usability of 
mobile phone AR applications. In our case we wanted the player to feel like the phone was 
a tennis racket hitting balls over a virtual net. This is why the phone vibrated when a ball 
was hit and a racquet sound was made. Once they understood this metaphor, it was easy 
for users to move the phone around the court space to hit the ball. Physical manipulation 
of a phone is very natural so it provides an intuitive interaction approach for collaborative 
AR games.

Conclusion.and.Future.Work

Mobile phones provide an interesting opportunity for augmented reality technology to 
move into the mainstream, used by millions of people. However before this happens more 
research has to be conducted on the best AR interaction metaphors and techniques for 
mobile devices.
In this chapter we present our experiences with mobile phone based AR. We have developed 
an optimized version of ARToolKit for the mobile phone, and then using that explored a 
tangible input metaphor where we use the real phone motion to interact with AR content. 
We developed a basic interaction application for 6DOF object manipulation, and the first 
collaborative AR game for mobile phones.
One of the main limitations of our platform is the tracking. To be able to track the phone 
position using ARToolKit, the complete marker pattern must be visible. We have begun to 
experiment with feature tracking to allow one corner of the marker square to be outside the 
viewfinder. Another problem is that the current ARToolKit tracking only works in a limited 
range. If the user is too close to the marker, one or more corners will fall outside of the 
viewfinder. Too far away and the resolution is too low for marker identification.
Though the focus will remain on optical tracking due to the widespread availability of camera 
phones, other tracking techniques might be commonly available and make the transition to 
wide-area mobile phone AR possible. Many 3G phones have built-in GPS, which enables 
outdoor positioning. Some phones have also electronic compasses and tilt sensors built-in. 
These sensors combined will make it possible to obtain the orientation and position of the 
device.
We will continue to explore mobile phone based augmented reality. In the future we would 
like to employ the 6DOF manipulation techniques in a collaborative set-up and conduct more 
in-depth user studies. Other applications will also be developed to explore other aspects of 
mobile phone AR such as content creation and interfacing with intelligent environments.
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Chapter.VI

Representing.and.
Processing.Screen.Space.

in.Augmented.Reality

Bla�ne Bell, Columb�a Un�vers�ty, USA

Steven Fe�ner, Columb�a Un�vers�ty, USA

Abstract

View management involves computing what a user sees within a 3D environment when it is 
projected onto a display screen. Doing this interactively to create effectively laid out user 
interfaces for augmented reality, virtual reality, or any other kind of 3D user interface requires 
representing and processing screen space. In this chapter, we describe how to compute a 2D 
screen-space representation that corresponds to the visible portions of the projections of 3D 
objects on the screen. We describe in detail two visible-surface determination algorithms 
that are used to generate these representations: one based on a binary space partitioning 
tree, and one based on a hardware accelerated z-buffer and object buffer. We compare the 
performance and accuracy tradeoffs of these algorithms, and present examples of how to use 
our representation to satisfy visibility constraints that avoid unwanted occlusions, making 
it possible to label and annotate objects in 3D environments.
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Introduction

Augmented reality (AR) makes it possible to concurrently visualize both the real world and 
overlaid virtual information. While designing a conventional user interface requires deciding 
what information should be presented, and how and where it should be shown, designing an 
AR user interface thus requires addressing another crucial problem: the superimposed virtual 
information can occlude things that we would otherwise see in the real world. Therefore, 
to avoid obscuring important objects, it is necessary to determine the position and size of 
virtual objects within the user interface relative to what is seen in the real world.
View management (Bell, Feiner, & Höllerer, 2001) refers to the layout decisions that determine 
spatial relationships among objects in a 3D user interface. For an application to perform 
view management, it must compute the visibility of objects of interest in a 3D environment, 
as seen from a selected 3D viewpoint, taking into account visibility constraints. It also must 
represent and process the visibility information once it has been projected onto the 2D screen 
space representing the user’s view.
Figure 1 shows the order in which computations are done in our view management pipeline 
(Bell, Feiner, & Höllerer, 2005). To precisely maintain the specified visual constraints, this 
pipeline should get executed for each frame rendered. However, since some of these com-
putations can take a considerable amount of time to compute, asynchronous execution of 
the pipeline, as in the decoupled simulation model (Shaw, Green, Liang, & Sun, 1993), can 
preserve interactive rendering frame rates at the expense of view management accuracy. 
(These tradeoffs might be preferable depending on the user’s preference or task.)
In this chapter, we focus on how to compute the visibility information on which view man-
agement is based, as performed in step 3 of Figure 1. This occurs after the viewing specifi-
cation has been determined (step 2), and the 3D projection has been defined. The resulting 
visibility information will be used further down the pipeline to satisfy view management 
constraints, such as avoiding occlusion or determining placements for annotations that are 
close to the visible portions of associated objects.
Figure 2 demonstrates how we apply view management to a collaborative augmented reality 
environment. It is photographed through an optical see-through head-worn display, in which 

Figure 1.  View management computational pipeline: Screen space processing occurs in 
step 3
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the user directly views the real world through optics that also reflect graphics rendered on 
miniature LCDs. One user is sitting across from another, discussing a virtual model of the 
Columbia campus located between them. In response to a request from the user whose view 
is displayed, all virtual buildings have been annotated with their names. Each label is scaled 
within a user-selectable range and positioned automatically. A label is preferentially placed 
within a visible portion of its building’s projection. If there is no space to accommodate a 
label legibly within that projection, it is instead placed near the projection, but not overlap-
ping other buildings or annotations, and is connected to its building by an arrow. Additional 
annotations in the scene include a meeting agenda (shown at the left), a virtual copy of a 
building that one of the users has created, and popup information related to that building 
(both shown at the right). The projections of these annotations avoid other objects, including 
the visible user’s head, to maintain a clear line of sight between users.
In this example, the system needs to compute visibility for the virtual 3D environment, which 
consists of the campus buildings, and the real world, which consists of the other user’s body, 
the conference table, and additional objects that cannot be seen in this view. Determining 
visibility and occlusion requires the use of a visible-surface determination algorithm. How-
ever, none of the visible-surface determination algorithms that are conventionally used in 
3D computer graphics will directly produce the representations needed to solve view man-
agement constraints. To satisfy these constraints, which affect the placement of labels and 
other annotations, we use a visible-surface determination algorithm in combination with a 
2D spatial representation to represent the visible portions of the projections of 3D objects 
on the view plane. Each representation of a 2D spatial region consists of a list of rectangles 
that are axis-aligned, are possibly overlapping, and are the largest such rectangles that lie 
wholly inside that region.

Figure 2. View management in an augmented reality meeting scenario (Imaged through a 
tracked, optical see-through, head-worn display)
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We have used two different visible-surface determination algorithms: one based on a bi-
nary space partitioning (BSP) tree (Fuchs, Kedem, & Naylor, 1980), and one based on a 
hardware-accelerated z-buffer (Catmull, 1974) and object buffer (Atherton, 1981). In the 
rest of this chapter, we discuss the 2D spatial representation, we describe how to generate 
the desired 2D spatial representations using the BSP tree and the z-buffer, and we compare 
their performance and accuracy tradeoffs for different kinds of 3D applications. We then 
present examples of how to use these visibility representations to label and annotate objects 
in 3D environments.

Related.Work

Visible-surface determination algorithms have long been a research topic in computer 
graphics (Sutherland, Sproull, & Schumacker, 1974). However, standard visible-surface 
determination algorithms do not create a 2D screen-space representation that is suitable 
for view management. For example, the most common algorithm used for visible-surface 
determination is the z-buffer or depth-buffer algorithm (Catmull, 1974), in which the frame 
buffer is paired with a z-buffer of the same width and height as the frame buffer. Each frame 
buffer pixel thus has an associated z-value (depth value) in the z-buffer that represents the 
depth of the closest object rendered for that pixel. This makes it possible to account for 
scene visibility by iterating through the scene polygons and rendering each pixel only if 
its z-value is closer than the z-value already associated with that pixel. If a unique value is 
rendered into the frame buffer for each object, then the frame buffer becomes an object buf-
fer (Atherton, 1981) that can be used to determine the object visible at each pixel. However, 
since the results produce a discrete representation on the image plane with pixel granularity, 
we describe how additional processing can generate a representation that better supports 
view management.
List-priority visible-surface determination algorithms rely on explicit sorting of polygons 
in a view-dependent (back-to-front or front-to-back) order, splitting polygons to eliminate 
visibility conflicts. For example, the binary space partitioning (BSP) tree algorithm (Fuchs 
et al., 1980; Paterson & Yao, 1990; Schumaker, Brand, Gilliland, & Sharp, 1969; Thibault 
& Naylor, 1987) splits polygons during a preprocessing step in which a tree data structure 
is constructed. The visibility order for an arbitrary projection of a scene is determined by 
a view-dependent traversal of the tree, which needs to be modified only when the scene 
geometry changes. These algorithms assume that some additional representation is provided 
to accumulate the image-plane representation that results from rendering the polygons in 
the proper order. In this chapter, we also describe how a sorted list of polygons in visibility 
order can be used to generate an appropriate 2D image-plane representation.  (Similarly, the 
visibility skeleton (Durand, Drettakis, & Puech, 1997)—graph data structure that encodes 
all possible visibility relationships in a polygonal scene—could also be used to derive an 
image-plane representation for view management.) 
There are also other ways of representing what is visible on the image plane. Area-sub-
division algorithms partition the 2D image plane into regions of common visibility. For 
example, Warnock’s algorithm (Warnock, 1969) recursively subdivides the image plane 
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into quadrants, creating a representation that would later be known as a quad tree (Samet, 
1990). Unfortunately, this representation partitions the image plane into non-overlapping 
pieces. Consequently, it makes it relatively expensive to determine placements that are 
larger than any of the individual non-overlapping pieces, which is necessary for effective 
view management.
View management has also been accomplished using other types of representations and 
techniques. In one approach (Ali, Hartmann, & Strothotte, 2005), a scene object buffer is 
directly evaluated and annotations are laid out using a force-directed approach (Fruchter-
man & Reingold, 1991). Azuma and Furmanski (Azuma, 2003) perform interactive label 
placement by executing a radial search around a point to be labeled to find a free position, 
in the spirit of earlier work on static map label placement (Christensen, Marks, & Shieber, 
1995). While these approaches perform view management without using our separate 2D 
image-plane representation, it is more difficult for them to avoid overlap completely.

2D.Representation

The 2D visibility representation that we use to solve view management constraints consists 
of a list of axis-aligned rectangles for each visible region. Each of these rectangles within the 
lists is as large as it can be without extending past the boundaries of the region. Furthermore, 
there are no redundant rectangles (i.e., no rectangle is enclosed by another in the list), and 
the rectangles exhaustively cover the entire region. Once this representation is calculated, 
many view-management constraints can be solved by searching the 2D visible space of the 
objects on the view plane. For example, if any axis-aligned rectangle were to be drawn within 
the region, then at least one of these largest space rectangles will completely enclose the 
drawn rectangle. This makes it very easy for programmers to determine whether a desired 
rectangle can be drawn within the region by sequentially comparing it with each rectangle 
in the region’s representation.

Figure 3. 2D empty-space representation consists of axis-aligned largest rectangles (hori-
zontal stripes): (a) No scene objects; (b) one scene object (solid) is added; (c) second scene 
object (dotted) is added

(a) (b) (c)
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Figure 3 shows the rectangles that represent the empty space (i.e., the area where objects do 
not exist) within a rectangular area when there are no objects (part a), one object (part b), 
and two objects (part c). We have developed algorithms for adding, deleting, and moving 
objects within an arbitrary 2D space, which maintain the representation so that applications 
can query the empty space at any time (Bell & Feiner, 2000). Since these lists of rectangles 
represent an arbitrary space, they can also be used to represent the visible space of an object 
on the 2D view plane.

Computing Visibility Using a                        
Binary Space Partitioning (BSP) Tree

We can perform visible-surface determination by using the BSP tree algorithm (Fuchs et 
al., 1980) to efficiently sort the upright extents of the objects’ projections to produce the 
visibility order for an arbitrary projection of a scene. A BSP tree is a binary tree whose 
nodes typically represent actual polygons (or polygon fragments) in the scene. Because 
we need to determine the visibility order for objects, we use BSP tree planes to separate 
objects rather than individual polygons (Paterson & Yao, 1990; Schumaker et al., 1969). 
We choose these planes using the heuristics of Thibault and Naylor (1987). Although BSP 
trees are often used for purely static scenes, dynamic objects can be handled efficiently by 
adding these objects to the tree last and removing and adding them each time they move 
(Chrysanthou & Slater, 1992).

Figure 4. (a) 3D view of our campus; (b) bird’s eye view of the campus scene, which includes 
semi-transparent splitting planes for the BSP tree; eye icon and lines indicate the user’s 
view frustum in (a) with respect to the model

 

(a)

(b)
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Determining.the.Visible.Portions.of.Each.Object

When visibility computations are needed, we determine the visible portions of the scene 
objects by using our 2D space representation. As objects are processed in a front-to-back 
order using the BSP tree, the space representation is populated with full-space rectangles 
that represent the 2D projections of the 3D scene objects. A complementary empty-space 
representation encodes the 2D screen space of the view plane that is not populated by any 
previously processed object. By evaluating the empty-space representation before an object 
is processed, the visible (i.e., unoccluded) space for that object is determined to be the empty 
space within the object’s 2D projection (i.e., the space that has no projections of previously 
processed objects). We obtain the largest visible-space representation for each object by 
clipping the largest empty-space rectangles that overlap the object’s projected area and 
eliminating redundant rectangles that are wholly contained in any others. This visible-space 
representation provides an efficient way to find suitable locations for annotations that must 
be placed relative to the visible area of an object’s projection.
Figure 4(a) shows an example of a 3D view of our campus, along with a bird’s eye view of 
the scene (Figure 4b) that includes semi-transparent splitting planes for the BSP tree and an 
eye icon ( ) with lines that indicate the user’s view frustum. For each node obtained from 
the BSP tree in front-to-back order, the 2D upright extent of its projection is computed by 
projecting each vertex and adding the encompassing axis-aligned bounding rectangle to 
the space representation. Each row from top to bottom in Figure 5 shows how each node’s 
projection is processed in order to compute each node’s visible space, from front-to-back 
relative to the user’s viewpoint. Initially, the 2D spatial representation of the view plane 
has no full-space rectangles and consists of one largest space rectangle that represents the 
entire rectangular-shaped view plane (Figure 5a, upper right).
When processing each node, the upright extent of its 2D projection is intersected with the 
members of the current list of largest empty-space rectangles, as shown in Figure 6. This 
can be performed efficiently because we maintain the largest empty-space rectangles in a 2D 
interval tree (Samet, 1990), allowing an efficient window query to determine the members 
that intersect the extent. (The intersection operation itself is simple because all rectangles are 
axis-aligned.) The intersection yields a set of rectangles (not necessarily contiguous), some 
of which may be wholly contained within others; these subset rectangles are eliminated. 
The result is a set of largest rectangles whose union is the visible portion of the node (Fig-
ure 6c). In our example, the visible space of the first two nodes is computed as their entire 
projections (Figure 5a-b). This is because there are no previously processed projections that 
overlap each node’s projected area (i.e., the dashed outline in the middle column), which 
both lie completely within the 2D empty space (Figure 5, right column).
Each subsequent object processed (Figure 5c-g), has a projection that overlaps the previously 
processed projections, and thus, its visible space includes only a portion of the projected area. 
Consider the third node processed (Figure 5c): the detail presented in Figure 7(a) shows the 
upright extent of its 2D projection as a dashed outline overlaid onto the 3D projection (left) 
and overlaid onto the 2D space representation (right). The empty space is evaluated within 
the dashed outline, as shown in Figure 7(a), and results in the one dark grey rectangle (right) 
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(a)

(b)

(c)

(d)

Figure 5.  Computing screen space of each object from front-to-back relative to the user’s 
viewpoint. Each row, from top to bottom, shows the processing of an additional object.  
The current BSP tree object being processed is shaded in the bird’s eye view (left column), 
its projection is shown in the same shade on the 2D view plane (middle column), and its 
projection is outlined with dashes in the 2D spatial representation (right column). The 
spatial representation is used to determine visible space for the object by computing the 
empty space within the BSP tree node’s projection.  After a projection has been processed, 
it is added as full-space to the 2D spatial representation. (h) Screen-space representation 
after the last object is processed.
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that represents the node’s visible space. The fourth node’s projection (light grey in Figure 5d) 
is evaluated within the empty space and the visible space is determined to be the two dark 
grey rectangles shown on the right in Figure 7(b). The rest of the nodes are processed in the 
same way (shown in Figure 5e-g), and the resulting empty-space representation (Figure 5h) 
can be used, in view-dependent computations, for objects that must avoid the projections 
of all of the objects in the scene.
Some objects are represented by a single BSP tree node, while others are split across multiple 
nodes. Consider Figure 8, where objects are placed so that it is not possible to create a plane 

(e)

(f)

(g)

(h)

Figure 5. continued
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that will partition the scene without splitting one or more objects. In this case, we continue 
to use the heuristics of Thibault and Naylor (1987) to minimize the amount of splitting in the 
BSP tree. However, there are certain objects, specifically concave objects, which often do 
not get split well using these heuristics. This can result in large screen space approximations 
for concave objects, including empty space, which can inappropriately increase the area 
allocated to them on the view plane. To address this, we create splitting planes manually to 
assure that the BSP tree has multiple parts for some of the objects. This makes it possible 
to support concave objects, which could alternatively be supported automatically by using 
convex decomposition algorithms (Lien & Amato, 2004; Mangan & Whitaker, 1999).
Figure 9 shows an example of an object split into multiple parts by a BSP tree plane, along 
with the approximation of each part’s projection transparently overlaid. For each part of an 
object, the largest visible rectangles are computed, as described previously in this section, 
and are shown for these specific parts in Figure 7(c-d). Once the visible rectangles have 
been computed for each part of an object, they must now be combined to obtain the visible 
space rectangles for the entire object. To do this, each part of the same object is coalesced 
into an accumulated list of visible rectangles, which represents the screen space for the entire 
object. In the next section, we describe how the visible space rectangles of two parts of an 
object are coalesced. This algorithm can be used sequentially on multiple parts to obtain 
one unified visible-space representation for an entire object.
 

Coalescing.Lists.of.Largest.Visible.Rectangles

To coalesce two lists of largest visible rectangles, we merge each visible rectangle from one 
list with the visible rectangles of the other list. This operation is similar to the space manage-
ment deletion algorithm (Bell & Feiner, 2000), in which the largest empty-space rectangles 
that are revealed when a covering rectangle is deleted are combined with all adjacent largest 

Figure 6.  Adding a new object to the view-plane representation: (a) Original object (solid), 
shown separately with each of the four original largest empty spaces (striped); (b) new object 
extent (dotted) is added; (c) resulting visible largest spaces of new object extent (dotted)

   
(a) (b) (c)
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Figure 7. Processing of projections (dashed outline) of visible BSP tree nodes (Figure 5c-d); 
projections are overlaid onto the 3D projection on the left of each subfigure, the empty space 
is evaluated within the area of these projections to result in the largest visible space rectangles 
(striped), shown on the right, that represent the visible spaces for the nodes: (a) Object added 
in Figure 5(c), (b) object added in Figure 5(d), (c) object added in Figure 5(e), (d) object 
added in Figure 5(g)

(a)

(b)

(c)

(d)
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empty-space rectangles. Unlike the deletion algorithm, we combine lists of largest visible 
rectangles incrementally, which means that some pairs of rectangles being processed may 
overlap. To handle these cases, the function that combines two largest visible rectangles 
must support overlap, creating up to two new largest visible rectangles, as shown in Figure 
10. Thus, for each rectangle in one list, we find all ways in which it can combine with the 
rectangles in the other list, and remove those that are enclosed by any other, to determine 
the largest visible rectangles in the union of the two lists. Figure 11 shows an example of 
coalescing the two projected BSP tree object parts from Figure 9. Each part consists of the 
visible space rectangles that result from processing the projections shown in Figure 7(c-d). 
The horizontal striped rectangle from the left part is combined with the two vertically striped 
rectangles from the right part, which results in the three circled rectangles that represent the 
largest visible spaces for this entire object.
The ability to coalesce two sets of rectangles offers the opportunity to combine the visibility 
results of multiple objects. When laying out a new object, a rectangle can then be selected 
that lies within one object. Alternatively, the coalescing algorithm can be used to merge the 
largest rectangles of multiple objects to create a meta-object that corresponds to the union of 
those objects. This enables the system to lay out a new object whose projection spans the space 
of multiple objects. Objects can either be coalesced as they are added to the representation 
or after the representation is built. If both the original objects and the coalesced objects are 
desired, the coalesced objects can be created in a second space manager representation.
Since full space objects are represented the same way as empty space, both can be coalesced; 
for example, to treat certain objects as empty space (e.g., the grass, pavement, and sky shown 

Figure 8.  Example of an object layout (in 2D or in 3D as a plan view of a scene) that re-
quires a BSP plane to split at least one of the objects; there is no plane that will partition 
the group of objects without cutting an object in parts; this requires us to split an object in 
the object BSP 
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Figure 9. The last building added to the representation in Figure 5(f-g) has two BSP tree 
object parts: (a) Building in the top part of the image is split by a plane, (b) projections 
of both parts are used to determine the visible space for this object.  The lighter rectangle 
represents the projection of the left building part, and the overlapping darker rectangle 
represents the projection of the right building part. 

 

Figure 10.  Two overlapping largest rectangles (white boxes) create an additional largest 
rectangle (grey boxes) in each dimension in which their combined extent is greater than 
that of either original rectangle

(a) (b)

in the campus view of Figure 4). Note that coalescing full space with empty space is not 
the equivalent of simply not processing the objects when constructing the representation: 
some objects might obscure parts of others. For example, in our model, the grass and pave-
ment  obscure underground infrastructure that would be treated as visible if the grass and 
pavement were not added.
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Computing.Visibility.Using.a.Z-Buffer

Alternatively, we can compute the 2D spatial representation of the visible regions of objects 
in a 3D scene using a z-buffer algorithm (Catmull, 1974). By rendering each object in a 
distinct color with the current viewing specification, we can use the frame buffer as an object 
buffer (Atherton, 1981), in which each pixel’s color encodes the identity of the object vis-
ible at that pixel. Figure 12 shows an example of a rendered image (a, upper left) with three 
object buffers (b-d), each with a different resolution. While higher resolutions provide more 
accuracy, we need to process these object buffers to convert them into our 2D representation; 
therefore, performance decreases as the number of pixels to be processed increases.
Note that we must be careful to avoid the problems that can occur when two adjacent polygons 
in the same object fail to share a vertex on a shared edge, potentially causing missed pixels 

Figure 11.  Coalescing lists of visible space rectangles of the two BSP tree parts (from 
Figure 9) of the center building, which is partially occluded by the buildings highlighted 
on the left and right. (a) Initial visible spaces of both parts include the horizontal striped 
rectangle from one BSP tree part and two vertically striped rectangles from the other BSP 
tree part (resulting from computations in Figure 7c-d). (b) The rectangle (horizontal striped) 
from one part’s visible representation is combined with the two adjacent rectangles (verti-
cally striped) of the other part. (c) Results of the two combine operations. The three circled 
rectangles represent the largest visible spaces of the building.  The two original rectangles 
in (a) that are not circled are not included in the largest visible spaces because they are 
wholly contained within at least one resulting circled rectangle. 

(a) (b) (c)
(a)

(b) (c)
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(Foley, van Dam, Feiner, & Hughes, 1996). If there are unshared vertices of the polygons on 
each side of an edge of an object, the pixels close to the edge’s projection might not all render 
as the same object. This can result in a few misrendered pixels, which, when converted into 
our representation, will cause a large area to be improperly split into a set of smaller ones. 
To prevent this, we add the necessary extra vertices to polygons in our models.
We use a scan line-order sweep algorithm to convert the resulting pixel representation to 
the spatial representation that is needed to satisfy our constraints (illustrated in Figure 13, 
with pseudo-code shown in Figures 14-15). Since it is likely that adjacent pixels will have 
the same value, we evaluate each pixel, starting at the top left corner of the buffer, moving 
across the width of the image (in Figure 14, the for loops in lines 7-29), with the variables 
x and y to keep track of positions in the object buffer, and the variables pixelX and pixelY 
to keep track of positions in the rendered image). We also must maintain the current object 
value (currentObjectValue) and the last position at which the pixel value has changed (pre-

Figure 12. Object buffer rendering: (a) Frame buffer at original resolution, (b-d) object 
buffers at different lower resolutions

(a) (b)

(c) (d)

Original rendered image 80×60

40×30 20×15
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(b)

(d)

v�ousObjectValue). Once a change is detected (e.g., Figure 13a, and shown in pseudo-code 
in Figure 14, lines 17-19) or the end of the scan line is reached (Figure 14, lines 22-28), a 
rectangle is created from the last to the current position (with unit height) and is combined 
with the current object’s visible-space representation. The current object and last position 
are then reset, and the algorithm continues. The function processRectangle, which is used 
Figure 14 and shown in Figure 15, does the necessary processing, once a new rectangle 
has been detected. 
Since rectangles on the current scan line are combined with rectangles from the previous 
scan line, a one-dimensional interval tree of all rectangles from the previous scan line for 
each object is kept for fast lookup (objectXIT is an array of 1D interval trees, initialized in 
Figure 14, line 2). Any rectangle from the last scan line that is not a result of a combine 
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Figure 13.  Z-buffer visibility sweep algorithm. At this stage of processing, a new rectangle 
(outlined in dotted black and grey) is being added to the visible space for the given object 
labeled “2” in the object-buffer representation shown in each subfigure. (a) Visible space 
for object “2” highlighted in grey. Marker shows the end of the span of pixels for object “2” 
which initiates the processing of the new rectangle. (b-e) Four highlighted grey rectangles 
on the left are processed and, if adjacent, are combined with the new rectangle. (f–h) The 
results of these combinations consist of the three highlighted grey-filled rectangles on the 
right.  Rectangle in (g) is a subset of the rectangle in (f) and is therefore discarded (indi-
cated by an “X”); after the entire z-buffer is processed, the accumulated final visible space 
representation for each visible object consists of a list of largest space rectangles.
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Figure 14. Pseudocode for the sweep algorithm to convert the discrete object-buffer repre-
sentation to our 2D space representation. Iterating through each row to detect rectangles 
to process.

0  computeVPRectanglesForEachObjectFromZBuffer 
                    (double offscreenToScreenRatio){ 
1   IntervalTree2D objectVPRep [ ] = new IntervalTree2D[N];
2   IntervalTree1D objectXIT[ ] = new IntervalTree1D[N]; 
3   ImageBuffer buffer = createandRenderObjectBuffer(); 
4   int width = buffer.getWidth(), height = buffer.getHeight(); 
5   int startX, lastX, previousObjectValue, currentObjectValue; 
6   double pixelX = 0, pixelY = 0; 
7   for (y = 0, pixelX = 0; y < height; y++, pixelY += offscreenToScreenRatio){ 
8    previousObjectValue = -1; 
9    for (x=0; x < (width-1); x++, pixelX += offscreenToScreenRatio){ 
10     currentObjectValue = buffer.getPixel(x,y); 
11     if (previousObjectValue==-1){   /* No object in previous pixel */ 
12      startX = lastX = Math.round(pixelX); 
13      previousObjectValue = currentObjectValue; 
14     } else if (previousObjectValue==currentObjectValue){ 
      /* pixel is same as previous, increment last and continue */ 
15      lastX = Math.round(pixelX + offscreenToScreenRatio); 
16     } else { 

     /* change detected, combine region to all adjacent spaces for object */ 
17      processRectangle( objectVPRep[currentObjectValue], 
         objectXIT[currentObjectValue], currentObjectValue,  
         startX, placeX, placeY, offscreenToScreenRatio); 
18      startX = lastX = Math.round(pixelX); 
19      previousObjectValue = currentObjectValue; 
20     } 
21    } 
    /* for the last pixel in each row */ 
22    currentObjectValue = buffer.getPixel(x,y); 
23    if (previousObjectValue != currentObjectValue){ 
24     processRectangle( objectVPRep[previousObjectValue], 
       objectXIT[previousObjectValue], previousObjectValue, startX, 

      Math.round(pixelX), pixelY, offscreenToScreenRatio); 
25     processRectangle( objectVPRep[currentObjectValue], 
       objectXIT[currentObjectValue], currentObjectValue, 
       Math.round(pixelX), Math.round(pixelX + offscreenToScreenRatio),  
       pixelY, offscreenToScreenRatio); 
26    } else { 
27     processRectangle(objectVPRep[previousObjectValue], 
       objectXIT[previousObjectValue], previousObjectValue, startX, 

      Math.round(pixelX + offscreenToScreenRatio), pixelY, 
       offscreenToScreenRatio); 
28    } 
29   } 
30   for each object O from 0 to N       /* all resulting spaces in interval 
31    objectVPRep[O].addAll(objectXIT[O])   tree are spaces for objects */ 
32  } 
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operation is considered part of the final result and does not need further processing. The set 
of largest visible space rectangles for each visible region consists of all resulting rectangles, 
including the rectangles that have been combined on the last scan line. These resulting rect-
angles are kept in variable objectVPRep, which is an array of 2D interval trees, initialized 
in Figure 14, line 1.
Figure 13 shows the z-buffer visibility sweep algorithm at the stage of processing a new 
rectangle (outlined in dotted black and grey) within a small portion of the object buffer, 
where the numbers associate each square pixel to a related object in the scene. Each pixel 
is evaluated in the sweep direction (left to right on rows from top to bottom) to find new 
rectangles for objects, which are found when the next pixel’s associated object is different 
from the previous pixel’s associated object or the end of the row is reached. In this example, 
the new rectangle in Figure 13(a) is processed because the next pixel to the right of the 
pointer is labeled “3.” To process the new rectangle, it is added to the visible space associated 
with the same object labeled “2,” which is highlighted in grey in Figure 13(a). The visible 
space for each object in the scene is accumulated as a list of largest empty space rectangles 
throughout the sweep process.
To add the new rectangle, it must be compared with each rectangle in the same object’s 
visible-space representation that overlaps it in the sweep direction. In this example, the 
comparisons are executed on the four solid grey rectangles shown on the left in Figure 
13(b-e). The grey highlighted rectangle in Figure 13(b) is not adjacent to the current row 
(solid double line) and is therefore added to the visible space of the object, since it is no 
longer needed for processing. (Note that this rectangle could have been detected as no longer 
needed for processing at the end of the previous line, at the expense of extra processing at 
the end of each row.) The grey highlighted rectangles in Figure 13(c-e) are adjacent to the 
new rectangle, and thus are combined with the new rectangle in the vertical direction to 
create the three new grey-filled rectangles highlighted in Figure 13(f-h), respectively. The 
new combined rectangle in Figure 13(g) is a subset of the rectangle highlighted in Figure 
13(f) and is therefore discarded (indicated by an “X,” and removed in Figure 15, line 11). 
After the rectangles in Figure 13(c-d) are processed to produce the proposed rectangles in 
Figure 13(f-g), they can no longer be adjacent to any more processed space and therefore 
are added to the visible space of the object (shown in the pseudo-code in Figure 15, lines 
13-16). All other computed rectangles in Figure 13(e, f, h) and the new rectangle (outlined 
in dotted black and grey) are kept for this object in the 1D interval tree for further process-
ing (Figure 15, line 22).
    

Visibility.Computation.Performance

The two methods we have described, using a BSP tree and using a z-buffer, have considerably 
different performance behaviors and results. Depending on the type of 3D application, differ-
ent methods and algorithms should be used to query the resulting 2D spatial representations. 
In this section, we compare these two methods by discussing some measurements of their 
performance and accuracy. Next, we discuss the benefits and drawbacks of each method to 
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help clarify the applications for which they are most appropriate, and then provide some 
tips we have found useful for querying the resulting spatial representations.
Figures 16-18 show an evaluation of the performance, results, and accuracy of the two 
visibility algorithms on a Pentium 4 Mobile 2GHz CPU with 1GB of RAM and an NVidia 
Quadro 4GoGL. In these examples, the camera is moving around our 3D campus model, 
which consists of 32 buildings. The camera automatically follows a predetermined path 
around the campus so that approximately 14.5 buildings on average are visible in every 
frame rendered. While these results were generated from only one example, representing 
a single way of controlling the view, they provide us with useful data for discussing the 
important differences between the algorithms.
Figure 16 shows the performance when computing the visibility for every frame rendered 
in the evaluation. In this case, the BSP tree performed better than even an extremely low 
resolution z-buffer (10×7 pixels, shown in the far right column). Since the z-buffer algorithm 
processes each individual pixel, the resolution has a direct impact on the performance, while 
the resolution has no effect on the performance of the BSP tree algorithm itself.

Figure 15.  Pseudo-code for the sweep algorithm to convert the discrete object-buffer rep-
resentation to our 2D space representation

0  processRectangle(IntervalTree2D objectVP,IntervalTree1D objectXIT, int objectValue, 
        int startX, int placeX, double placeY, double offscreenToScreenRatio){ 
1   Rectangle newRect  = new Rectangle(startX,  
                 Math.round(placeY- offscreenToScreenRatio),
                 placeY, Math.round(placeY)); 
2   List allNewPotentialRects = new List(); 
3   allNewPotentialRects.add(newRect); 
4   List allOverlappingInXRects =objectXIT.getOverlappingWithoutEdges(newRect); 
5   for each rectangle R in allOverlappingInXRects { 
6    if (isAdjacentinY(newRect, R)){
7     Rectangle combinedRect = consensusInY(newRect, R); 
8     if (R isEnclosedBy combinedRect){ 
9      objectXIT.remove(R);
10     } 
11     remove any Rectangle in allNewPotentialRects  
       enclosed by combinedRect; 
12     add combinedRect to allNewPotentialRects if it is 
       not enclosed by any Rectangle in allNewPotentialRects; 
13     if (R.maxX < placeX){ 
14      objectVP.add(R);
15      objectXIT.remove(R);       
16     } 
17    } else { 
18     objectVP.add(R);
19     objectXIT.remove(R);
20    } 
21   } 
22   add all Rectangles in allNewPotentialRects to objectXIT; 
23  } 
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Performance is correlated with the number of 2D rectangles that are produced in the result-
ing representation, as shown in Figure 17. As the buffer resolution decreases, so does the 
number of rectangles in the resulting representation. Although the BSP tree algorithm results 
in more rectangles than the low-resolution z-buffer, it still performs better. This is because 
the BSP tree algorithm uses the empty space result, which represents the 2D space that does 
not contain the visible projections of any objects and requires no further processing. If this 
region, which we use for outside labels and annotations, is calculated using the z-buffer 
algorithm, each unrendered pixel needs to be processed, just like every other region in the 
frame buffer.

Performance (Frames per Second) 
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Figure 16.  Performance comparison computing visibility using the two methods; the z-buf-
fer is rendered with different resolutions
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Figure 17. The number of 2D upright rectangles in the resulting 2D representation for the 
two methods; the z-buffer algorithm is rendered with different resolutions, fraction of full 
resolution is shown for each z-buffer resolution
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Figure 18.  Difference measured between the visibility of objects determined by the algo-
rithms and the actual visibility of objects at final rendered resolution, computed as percent-
age of pixels with correct visibility, percentage of full resolution is shown for each z-buffer 
resolution
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Figure 19.  2D upright rectangular approximations: (a,c) Rectangular projections that do 
not need better approximations; (b, d) multiple rectangles (black outlines) can be used to 
create a better approximation of an object’s projection to increase accuracy

The results of these visibility algorithms are approximations. To measure their accuracy, we 
compare the visibility in the full-size rendered image (by computing an object buffer of the 
same size) and compare it with the results of each of the algorithms. Figure 18 shows these 
comparison results as the percentage of pixels computed by the algorithms that matched the 
actual visibility determined in the full-size object buffer. The z-buffer accuracy far exceeds 
the BSP tree projection accuracy, even when used at a very low resolution. In the BSP tree 
algorithm, the objects are approximated by a low polygonal count to minimize the number 
of vertices projected and the projections are also approximated as upright 2D rectangles. 
Incorrect approximation regions typically arise whenever the projections do not project 
as upright 2D rectangles, and can be addressed by approximating these projections using 
more rectangles, as shown in Figure 19. Using more rectangles increases the accuracy of 
the representation, but also increases processing time.
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Using.Representations. for..........................
.Labeling.and.Annotating

The resulting 2D representation supports a variety of layout strategies. Each object is repre-
sented by the largest rectangles contained within the visible parts of the object’s projection. 
Thus, an appropriate position and size can be selected for a new object within the visible 
portion of the projection of any object or group of objects. This makes it possible to perform 
the equivalent of area feature labeling (Roessel, 1989) in a 3D environment in which objects 
can partially occlude each other; in this situation, we determine which parts of an object 
are visible, and select that one that would be best to contain a label. For example, Figure 20 
shows an indoor augmented reality application that automatically places labels within the 
projections of their associated objects. If there is not room within the spatial representation, 
then an object’s label is placed outside but close to the projection of its object.
For computing visibility interactively, the benefits of the BSP tree algorithm for static scene 
geometry far exceed the benefits of using the z-buffer. The frame rate (Figure 16) is most 
important, since, for typical 3D environments, the BSP tree algorithm produces a small 
number of rectangles. Alternatively, using the z-buffer with a low resolution has some 
negative effects, as well. Although the accuracy (Figure 18) remains fairly high, when the 
resolution is extremely low (e.g., 10×7 pixels), each z-buffer pixel represents a large number 
of frame-buffer pixels (e.g., in an 800×600 image, each pixel in a 10×7 z-buffer represents 
an 80×86 pixel area in the full-resolution frame-buffer). At this coarse z-buffer resolution, 
it is difficult to detect smaller changes and object movement; for example, if an object 
moves 50 pixels, it is possible that the visibility representation will not change at all. This 
produces problems; for example, an arrow that points out an object may not move when it 
is supposed to move, because its placement is determined by the visibility representation. 
Furthermore, objects may experience large discontinuities in size and motion between 
frames in an animation. In contrast, since the BSP tree algorithm computes the projections 
in floating point coordinates, even slight object motion changes the visibility representation, 
so that the layouts change accordingly.
Nevertheless, there are interactive applications in which using a z-buffer can be worthwhile. 
For example, in the outdoor mobile augmented reality application shown in Figure 21, the 
user is walking around, looking at buildings and restaurants. Here, the head-worn display 
has a small field of view, the objects are quite large, and the users are sufficiently close to 
the objects that many project onto large areas of the screen. In these cases, a high-resolution 
visibility solution is not needed, and a relatively low-resolution z-buffer can be used.
The z-buffer is also useful for highly dynamic scenes in which many objects are moving 
relative to each other. Assuming that the entire scene is rendered for each frame, there is no 
rendering overhead. In contrast, the BSP tree data structure needs to be updated whenever 
an object is moved to properly determine the front-to-back order for the objects in the scene 
(Chrysanthou & Slater, 1992).
A high-resolution z-buffer is well suited for labeling and annotating a static image. If compu-
tational performance is not an issue, the z-buffer produces a representation with high accuracy 
(Figure 18). At the expense of increased processing time, view management is performed 
more accurately and the labels and other annotations are laid out more precisely.
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Conclusion and Future Work

We have described two methods for computing visibility and how we use them to compute 
screen space. Converting the output of these visibility algorithms into our 2D screen-space 
representation requires a considerable amount of processing, especially since there is no 
hardware acceleration. For interactive graphics, the amount of processing is extremely im-
portant, since it has a direct relationship to the rendering frame rate. If the frame rate is too 
low, then the application may not be usable. Therefore, it is important for the programmer 
to choose the appropriate algorithm based on the needs of the application.
We are extending our view management research to address new ways of placing labels 
and other annotations, while also affecting how visibility is computed. Instead of placing 
labels and other annotations relative to the visible projections of entire objects, we wish 
to place them relative to specific faces of objects, possibly oriented so that each is parallel 
to its specified face. This requires that visibility information be computed for each of the 
involved faces.
Performance and scalability are the most challenging issues for computing visibility in a 
3D environment. As the number of objects increase, more processing is needed. We plan 
to examine in more detail how our algorithms scale as a function of the number of objects. 
We also intend to apply standard computer graphics techniques based on bounding-volume 
hierarchies (Kay & Kajiya, 1986; Rubin & Whitted, 1980) to help support view manage-
ment in large scale environments.

Figure 20.  Indoor augmented reality environment with labels
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Figure 21.  Outdoor augmented reality environment: (a) Backpack system, (b) information 
about the restaurant is seen in the user’s view through a head-worn display

 
 

Figure 22.  Augmented reality user interface that incorporates a world-in-miniature to give 
the user a better understanding of their environment
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There are situations in which two or more 3D environments must be processed. For example, 
Figure 22 (Bell et al., 2002) shows a virtual “world-in-miniature” (Stoakley, Conway, & 
Pausch, 1995) rendered in front of the real world. In this case, none of the objects in the 
virtual world-in-miniature requires visibility computations (other than those used for render-
ing) since there are no associated annotations to lay out. However, the virtual objects in the 
world-in-miniature block objects in the real world, and thus must be taken into account when 
computing labels and annotations for the real world. Instead of traversing the BSP tree for 
the virtual world-in-miniature and projecting each virtual object, we can use an approxima-
tion of all their projections. This would improve the performance of our algorithms, since 
the 2D spatial representation would have fewer rectangles than if all world-in-miniature 
objects had been processed.
These optimizations can potentially be applied in many parts of a 3D application, depend-
ing on the situation. Therefore, we have begun to develop a rule-based system that a view 
management component could use to determine when and how to use these techniques to 
minimize performance cost.
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Abstract

Augmented reality (AR) application development is still lacking advanced authoring tools—
—even the simple presentation of information, which should not require any programming, 
is not systematically addressed by development tools. Moreover, there is also a severe lack 
of agreed techniques or best practices for the structuring of AR content. In this chapter, we 
present APRIL, the augmented presentation and interaction language, an authoring platform 
for AR applications which provides concepts and techniques that are independent of specific 
applications or target hardware platforms, and should be suitable for raising the level of 
abstraction at which AR content creators can operate.



Abstract�on and Implementat�on Strateg�es for Augmented Real�ty Author�ng   �3�

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

Introduction

While augmented reality (AR) technology is steadily maturing, application and content 
development for those systems still mostly takes place at source code level. Besides limiting 
developer productivity, this also prevents professionals from other domains such as writers, 
designers, or artists from taking an active role in the development of AR applications and 
presentations. Previous attempts to adapt authoring concepts from other domains such as 
virtual reality or multimedia have met with only partial success.
In order to develop authoring tools that genuinely support AR content creation, we have 
to look into some of the unique properties of the AR paradigm. We argue that a successful 
AR authoring solution must provide more than an attractive graphical user interface for an 
existing AR application framework. It must provide conceptual models and corresponding 
workflow tools, which are appropriate to the specific domain of AR.
In this chapter, we explore such models and tools and describe a working solution, the aug-
mented presentation and interaction language (APRIL). In particular, we discuss aspects 
relating to real-world interfaces, hardware abstraction, and authoring workflow.

Requirements

The requirements for an appropriate AR authoring solution have been derived from our own 
experience in realizing AR applications, both by expert programmers and by our students, 
and from published work in this field that points out the need for authoring solutions (Na-
vab, 2004; Regenbrecht, Baratoff, & Wilke, 2005). To illustrate these requirements and the 
proposed solutions in the context of this article, we will use a widely known example of an 
AR application scenario: construction assistance (Figure 1). This scenario is well suited to 
our analysis for a number of reasons. It is a widely known example with existing case stud-

Figure 1. The interactive furniture construction guide is an example for an application 
created with APRIL by undergraduate students; the construction process is modeled with a 
state engine, and possible parts for the next step are shown to the user
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ies and implementations (Webster, Feiner, MacIntyre, Massie, & Krueger, 1996, Zauner, 
Haller, & Brandl, 2003). 
It is a moderately complex, non-linear task involving untrained end-users—exactly fitting the 
type of application that we want to support with our solution. It is related to a wide range of 
industrial and engineering applications. The realization of this application can be decomposed 
into separate tasks and delegated to individuals in a team of collaborating experts.

Roles.in.the.Authoring.Process

One of the main reasons to move away from graphics programming to a more flexible author-
ing solution is the support of labor division among different collaborators fulfilling different 
roles in the development process. These roles may be embodied by distinct professionals 
(or teams of professionals), or by fewer, even a single person, authoring a simple presenta-
tion on her own, yet profiting from a clearly structured design process. We identified the 
following roles of people contributing to an AR presentation:

•. Domain.expert:.The domain expert is the individual or group with the necessary 
knowledge of the subject dealt with in the presentation. In the furniture example, this 
would be an engineer or designer who is familiar with every detail of the assembly 
process.

•. Story.author: The story author translates the knowledge of the domain expert(s) 
into ideas and a specification of how the subject should be presented in an interactive 
way.

•. Content. creator: Content creators design and deliver multimedia content for the 
presentation, following a storyboard. Content creators deliver images, graphics, video, 
sound, and 3D-models to be used in the presentation, and often work with domain 
experts to transform original content into representations understandable by end-us-
ers.

•. Component.implementer: For sophisticated presentations, static media content has 
to be turned into components that can expose behavior and react to user input, using 
a programming or scripting language. 

•. Presentation.integrator: The presentation integrator puts together the components 
and media elements according to the storyboard, and specifies interaction techniques 
offered to the user depending on the availability of devices. While the story author acts 
a priori to the content creation to specify the details of the presentation, the story in-
tegrator takes the results of the content creation phase and assembles them together.

•. End.user: A person using the running application. In our example, this will be a 
customer who wants to assemble his new piece of furniture.

Conceptual.Model.and.Structured.Design.Process

To allow teams of different professionals to work together on an application, we have to 
provide a conceptual model and terminology that leads to a shared understanding of the proj-
ect. Since augmented reality is a relatively new paradigm, there is only a small set of terms 
that apply to AR authoring which are consistently and widely used. One of our goals was to 
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identify existing and introduce new key concepts that can be used by all contributors to the 
project, to avoid misunderstandings and support collaboration and shared documentation.
On the basis of the identified roles and this conceptual model, a structured design process 
can be established which defines tasks and deliverables for each role and allows tools sup-
porting these tasks to be developed.

Real-World.Interfaces

One aspect that makes AR setups fundamentally different from other media is the presence 
of the real world in the user’s perception of the application space—a feature that we have 
to take into account when structuring application space and interaction. Furthermore, in ap-
plications like our furniture construction example, the world is not only a passive container 
for the application’s content, but parts of the real world (e.g., pieces of furniture to assemble, 
real-world tools) are part of the applications user interface. In our conceptual model, we 
have to address the different possibilities of relating application content to the real world. 
For example, the parts of furniture to be assembled must be explicitly modeled as applica-
tion objects despite the fact that they will not be rendered graphically.

Hardware.Abstraction

Another fundamental aspect of AR is the heterogeneity of hardware setups, devices, and 
interaction techniques that usually prohibit a “write once, run anywhere” approach or the 
development of standardized interaction toolkits. We will present strategies for hardware 
abstraction and an interaction concept that can be transparently applied to a wide range of input 
devices. By applying these abstractions, application portability can be improved, enabling 
applications to be developed on desktop workstations or in other test environments instead 
of directly on the target AR system, which may be scarce or expensive to use. Note that this 
virtualization of resources is equally useful for classic virtual reality (VR) development.
An important requirement is that the framework should support the manifold combination 
possibilities of input and output peripherals found in the hybrid, distributed AR systems we 
are developing in our research. In some cases, such as when working with mobile systems or 
handheld devices, it is also much more convenient to develop the application on a desktop 
PC and then run it on the target system exclusively for fine-tuning and final deployment. 
Applications and their components should be reusable in different setups, and applications 
developed for one system should run on another setup, with little or no modification. The 
furniture construction application can be configured to run on a Web cam-based home setup, as 
well as on the tracked see-through augmented reality head-mounted displays in our lab.

Modularization

To support a distributed workflow and allow future reuse of parts of applications, it is desir-
able to be able to modularize applications. This applies to individual parts of an application’s 
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content, but also for abstract parts of the application like the storyboard, the interaction 
specifications, or the hardware description.

Runtime.Engine.Support

Obviously, an authoring system cannot exist in isolation, but requires a runtime engine to 
execute the application and present the content created in the authoring system. In particular, 
the runtime engine must provide structuring of space and time to support the conceptual 
model of our authoring system.

Authoring Workflow and Tool.Support

As far as possible, the authoring workflow should build on existing tools and standards, 
providing interfaces for integrating these tools into a consistent workflow. The professional 
tools used by content creators and domain experts should be supported in the AR authoring 
process, removing the need to re-implement successful solutions in these areas.
In our approach, we have chosen to use a declarative scripting language as the integrating 
component for authoring. It abstracts the low-level technical aspects of the system, and ex-
poses high-level concepts to the author in an open format, which can be created using any 
combination of manual text entry, graphical user interfaces, or automatic generators. Rather 
than relying on a monolithic graphical user interface, we support third-party standard tools 
for multimedia content (graphics, sound, 3D modeling, video, etc.) and process description 
(UML state charts) as a front-end to the authoring process. Users will typically spend only 
a small amount of time directly with the scripting language.

Contribution

The aforementioned requirements have been implemented in an authoring system called 
APRIL. We will present this system as a proof of concept implementation of the presented 
ideas, and discuss results and experiences. The contributions presented in this chapter are: 
(1) identification of key concepts and properties of AR systems that are relevant for content 
creation, (2) description of the state-of-the-art in AR authoring, (3) a consistent conceptual 
model for content creators covering hardware abstraction, interaction, spatial and temporal 
structuring, (4) presenting a reference implementation of an authoring system using the 
aforementioned model.

Related.Work

There is an extensive body of work on authoring tools for interactive 3D graphics, ranging 
from scripting languages to fully integrated graphical tools. For example, many of today’s 
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commercial computer games ship with an editor for the creation of new levels, artifacts, or 
characters. However, authoring desktop 3D content meets only a subset of the requirements 
of authoring for AR. Moreover, we have to distinguish authoring solutions targeted at a 
specific purpose, such as a particular game or application, from general purpose authoring 
solutions.

3D.Modeling.and.Scripting

The first attempts to support rapid prototyping for 3D graphics were based on text file formats 
and scripting languages such as Open Inventor (Strauss & Carey, 1992), VRML (VRML 
Consortium, 1997), or X3D (Web3D Consortium, 2005). New types of objects and behav-
iors can only be added by implementing them in C++ and compiling them to native code. 
While scriptable frameworks represent an improvement in the workflow of programmers, 
who can create application prototypes without the need to compile code, they do not offer 
the necessary concepts and abstractions for controlling an application’s temporal structure 
and interactive behavior, and provide no built-in support for AR/VR devices. Platforms like 
Avango (Tramberend, 1999) or Studierstube (Schmalstieg et al., 2002) add the necessary 
classes to such frameworks to support the creation of AR/VR applications. However, from 
the perspective of an author the power of these frameworks further complicates matters 
rather than providing the required level of abstraction.
Among the tools targeted towards beginners, the Alice system (Conway, Pausch, Gossweiler, 
& Burnette, 1994) is particularly noteworthy. It was designed as a tool to introduce novice 
programmers to 3D graphics programming. Alice comes with its own scene editor and an 
extensive set of scripting commands, but is clearly targeted at an educational setting. For 
creating “real world” applications, the reusability and modularity of Alice is insufficient. 
Also, Alice focuses on animation and behavior control of individual objects and does not 
offer any high-level concepts for application control. 

Application Specific Authoring

Another set of authoring solutions provides high-level support for AR/VR, but concentrates 
on providing optimal support for a particular domain, or within the bounds of a specific 
host application. One example is the Virtual Reality Slide Show system (VRSS) (Fuhrmann, 
Prikryl, Tobler, & Purgathofer, 2001), which provides a set of high-level concepts for au-
thoring through a collection of Python macros. VRSS draws inspiration from conventional 
slide shows, and provides the concepts necessary to the user when creating similar slide 
shows within a VR environment.
Powerspace (Haringer & Regenbrecht, 2002) allows users to use Microsoft Powerpoint to 
create conventional 2D slides, which are then converted to 3D presentations by a converter 
script. These slide shows can be further refined in an editor that allows the adjustment of the 
spatial arrangement of the objects of the application, as well as the import of 3D models into 
the slides. Clearly, the Powerspace system is limited by the capabilities of the Powerpoint 
software and the slideshow concept, but it offers an interesting perspective on integrating 
pre-existing content into the Augmented Reality domain.
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The Geist project (Kretschmer et al., 2001) aims at the presentation of historical and cultural 
information for mobile AR users roaming a city. The Geist engine builds on a detailed analysis 
of drama theory and interactive storytelling and provides several runtime modules to support 
applications based on these concepts. Using Prolog, authors can create semiotic functions 
that drive the story. Virtual characters that are controlled by an expert system demonstrate 
compelling conversational and emotional behavior. While this approach is very general and 
powerful, it can only reveal its full potential in fairly complex applications, incorporating 
dynamic behavior of multiple real and virtual actors, and hence requires a correspondingly 
high effort in content creation.
The situated documentaries application developed at Columbia University has similar goals 
for mobile AR users, but uses a more straightforward hypermedia approach towards content 
authoring. The hypermedia narratives are bound to locations in an outdoor environment, 
and can be browsed by the user by roaming the environment. The researchers have devel-
oped a custom visual editor for situated documentaries (Güven & Feiner, 2003), allowing 
them to implement an authoring paradigm tailored to the needs of their system. While the 
visual editor looks very promising, the underlying hypermedia system limits the scope of 
possible applications.
The need for an additional abstraction layer to support hybrid setups and AR specific fea-
tures has been recognized by some researchers. For example, AMIRE provides a component 
model for authoring and playback of AR applications. On top of the AMIRE system, a 
graphical authoring tool for AR assembly instructions has been created (Zauner et al., 2003). 
However, this tool is limited to the domain of step-by-step instructions for assembly tasks. 
A similar approach is taken by researchers at Fraunhofer IGD (Knöpfle, Weidenhausen, 
Chauvigne, & Stock, 2005), who present a graphical editor for describing AR support for 
car maintenance procedures.

General.Purpose.AR/VR.Authoring

There are few systems that support authoring (as opposed to programming) for general 
purpose AR/VR. An initial inspiration for the work presented in this paper is alVRed (Beck-
haus, Lechner, Mostafawy, Trogemann, & Wages, 2002) developed Fraunhofer IMK. The 
alVRed project is an authoring solution which uses a hierarchical state machine to model 
the temporal structure of VR applications. In their model, a state represents a scene of the 
application, while the transitions between states represent changes in the application trig-
gered by user interaction. alVRed provides a runtime engine built on top of the Avango 
environment (Tramberend, 1999) for executing the state machines, as well as a number 
of editors for supporting various stages of content creation. Particularly interesting is an 
editor for fine-tuning graphics and animation parameters from within an immersive projec-
tion environment. The one area not adequately addressed by alVRed encompasses key AR 
requirements such as interaction abstraction and multi-user operation.
The designers augmented reality toolkit (DART) (MacIntyre, Gandy, Dow, & Bolter, 2004) 
developed at GeorgiaTech is built on commercial software: DART extends Macromedia 
Director, the premier authoring tool for creating classical screen based multimedia applica-
tions. DART allows design students who are already familiar with Director to quickly create 
compelling AR applications, often using sketches and video based content rather than 3D 



Abstract�on and Implementat�on Strateg�es for Augmented Real�ty Author�ng   ���

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

models as a starting point. Director is an extremely versatile platform used by an extensive 
community of multimedia developers for a large variety of applications, and these properties 
are inherited by the DART plug-in. However, DART is ultimately limited by the technical 
constraints of Director, such as inadequate support for 3D models, stereoscopic rendering, 
optical see-through displays or multi-user applications.
Finally, the distributed wearable augmented reality framework (DWARF) (MacWilliams et 
al., 2003) deserves mentioning, although it is not strictly an authoring solution. DWARF is 
a strongly component-oriented middleware, composed of communicating objects. A graphi-
cal monitor program allows convenient inspection and remote control of the components. 
DWARF’s dynamic reconfiguration capabilities allow the developers to replace software 
components and restart parts of an application on the fly without re-starting the whole system. 
This is exceptional insofar as it pertains to a distributed multi-user system with full hardware 
abstraction capabilities rather than a single computer authoring workplace.

The.APRIL.Language

APRIL, the augmented reality presentation and interaction language, covers all aspects of 
AR authoring defined in the requirements analysis. APRIL provides elements to describe 
the hardware setup, including displays and tracking devices, as well as the content of the 
application and its temporal organization and interactive capabilities. Rather then developing 
APRIL from scratch, we built the authoring and playback facilities on top of our existing 
Studierstube runtime system. However, it should be possible to use other runtime platforms 
for playing back applications created using our framework. 
We decided to create an XML-based language for expressing all aspects needed to create 
compelling interactive AR content. This language acts as the “glue-code” between those 
parts where we could use existing content formats. XML was chosen for three reasons: It is 
a widely used standard for describing structural data, allows the incorporation of other text 
or XML based file formats into documents, and offers a wide range of tools that operate on 
XML data, such as parsers, validators, or XSLT transformations.
Enumerating all elements and features that APRIL provides is beyond the scope of this 
chapter. Interested readers are referred to Ledermann (2004), where detailed information 
and the APRIL schema specification can be found. In this chapter, we focus on the illustra-
tion of the main concepts of the APRIL language and an analysis of the implications of our 
approach. Whenever references to concrete APRIL element names are made, these will be 
set in typewr�ter letters.

Overview

The main aspects that contribute to an application are encapsulated in four top-level elements 
—setup, cast, story, behav�ors, and �nteract�ons—that can be easily exchanged, allowing 
customization of the application for different purposes (Figure 2). 
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The story is an explicit representation of the temporal structure of the application, composed 
of individual scenes. In each scene, a predefined sequence of behaviors is executed by ac-
tors, which are instances of reusable components which expose certain fields for input and 
output. The transitions that advance the story from one scene to the next are triggered by 
user interaction, potentially provided by interaction components. 
The decision to have a central storyboard controlling the application was made in full 
knowledge of other agent-centric approaches, where the overall behavior of an applica-
tion is the result of emergent behaviors of one or more autonomous agents. In contrast to 
other applications, for our AR applications we want the results to be predictable and easily 
controllable by a human author. Hence, a single central instance of a storyboard seemed 
best suited to model such an application. In addition, a central storyboard is a valuable 
document for discussing ideas and monitoring the progress of a larger project involving 
multiple collaborating authors.
The hardware setup provides a layer of abstraction that hides details of the underlying 
hardware setup from the user. Using different hardware description files, applications can 
be run on different hardware setups without changing their content. 

Stages,.Scenes,.and.Actors

The two fundamental dimensions, along which an application is organized, have already 
been mentioned: temporal organization, determining the visibility and behavior of the objects 
of the application over time, and spatial organization, determining the location and size of 
these objects in relation to the viewer. 
We call all objects that are subject to this organization, and therefore make up an application’s 
content, actors. An actor may have a geometric representation, like a virtual object or a 
character that interacts with the user, but it could also be a sound or video clip or even some 

Figure 2. Main components of APRIL
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abstract entity that controls the behavior of other actors. APRIL allows nesting of actors, 
such that a single actor can represent a group of other actors that can be moved or otherwise 
controlled simultaneously. Each actor is an instance of a component that has a collection of 
input and output fields allowing reading and writing of typed values. Details of the APRIL 
component model will be explained. 
When we refer to the behavior of an actor, we mean the change of the fields of the actor 
over time. Aspects of the behavior can be defined in advance by the author by arranging 
field changes on a timeline, parts of which will be dynamic, determined by user interaction 
at runtime. 
We decided to use UML state charts to model applications, a formalism that has been used 
successfully by other projects like alVRed and for which professional graphical modeling 
tools exist. UML state charts can be hierarchical and concurrent, meaning that a state can 
contain sub-states, and there might be several states active at the same time (Figure 3). 
Each state represents a scene in the APRIL model, and has three timelines associated with 
it: The enter timeline is guaranteed to execute when the scene is entered, the do timeline 
is executed as long as the scene remains active (this means that behaviors on that timeline 
are not guaranteed to be executed and can be interrupted whenever the scene is left), and 
the ex�t timeline, which is executed as soon as a transition to the next scene is triggered. 
On each of the timelines, field changes of actors can be arranged by setting or animating 
the field to a new value. 
The temporal organization of applications can borrow from pre-existing concepts already 
used for developing virtual reality content. However, the spatial organization of content in 
an AR application differs from existing approaches. In VR applications, typically a single 
scene is rendered for all users, while one of the specific strengths of Augmented Reality 
systems is to provide multiple users with different views on the world. Even for a single-

Figure 3. The storyboard of a simple APRIL application, modeled as a UML state diagram; 
for the “introduction” scene, the three timelines enter, do, and exit are emphasized
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user AR system, there may be several “realities” that are simultaneously viewed: the real 
world and corresponding registered computer generated overlays, user interface elements 
like head up displays (HUDs) or interaction panels, world in miniature (Stoakley, Conway, 
& Pausch, 1995) for navigation or scenes rendered-to-texture for use as a 2D information 
display, and so on.
In APRIL, the top-level spatial containers for the content of an application are called stages. 
For each stage, authors can not only define spatial relationships with respect to the world 
and to other stages, but also the rendering technique used (e.g., three-dimensional or as 
a texture on a flat surface) and the association of stages with certain displays (to provide 
“private” content for particular users). By default, actors appear on the main stage, the area 
that is aligned with the real world. Interaction objects can be placed on interaction stages, 
where they will be rendered depending on the setup, for example as a HUD or as an inter-
action panel. 
Stages require a coupling between the individual hardware setup and the application—the 
available stages are different for each setup, and therefore have to be defined in the hardware 
description. If these stages were simply referenced in the application (e.g., by name), the 
portability of the application would be reduced, because the application could then only be 
run on similar setups with the same number of stages. To overcome this problem, the concept 
of roles has been introduced. Each stage is assigned one (or more) roles from a predefined 
set that describe the function of a particular stage. These roles are tokens, for example, 
MAIN would identify the world stage that is visible to all users, UI_ALL the user interface 
stage for all users, UI� the user interface of the primary user and so on. Actors can then be 
assigned to a list of stages, and the runtime system would look for the first stage on the list 
that is available on the target platform. If none of the substitution possibilities is available, 
a warning message is generated and the corresponding content is not displayed. 
Another type of content specific to AR applications is the real world. Usually, for more 
advanced applications, some sort of world model is required, for calculating occlusions 
between real objects and virtual ones, or to be able to render content that is projected onto 
real world objects correctly. APRIL provides the world element as a container for geometry 
of the real world. The geometry can be obtained by careful modeling or by scanning the 
objects with a 3D scanner. 

Hardware.Abstraction

Flexibility in AR authoring requires separation of the content of the application from all 
aspects that depend on the actual system that the application will run on. However, the map-
ping from the hardware-dependent layer to the application must be sufficiently expressive 
to allow the application to make full use of the hardware features like tracking devices or 
displays. 
APRIL allows all hardware aspects to be placed into a separate setup description file and 
supports the running of an application on different setups each with their respective setup 
description files. Each of these files contain XML code that describes the arrangement of 
computers, displays, pointing and other interaction devices that the system is composed of, 
and the definition of stages and input devices that will be available in the application. 
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Each computer that is part of the setup is represented by a corresponding host element, that 
defines the name and IP-address of that host, and the operating system and AR platform that 
runs on that machine. For each display, a d�splay element carries information about its size and 
the geometry of the virtual camera generating the image. For configuring tracking devices, 
we use the existing OpenTracker configuration language (Reitmayr & Schmalstieg, 2001), 
that is simply included in the APRIL file by using a namespace for OpenTracker elements. 
OpenTracker allows the definition of tracking sources and a filter graph for transforming and 
filtering tracking data. Rather than reinventing a similar technology, we decided to directly 
include the OpenTracker elements into the APRIL setup description files. 
OpenTracker only defines tracking devices and their relations, but not the meaning of the 
tracking data for the application. In APRIL, OpenTracker elements are used inside appropri-
ate APRIL elements to add semantics to the tracking data: headtrack�ng or d�splaytrack�ng 
elements inside a d�splay element contain OpenTracker elements that define the tracking of 
the user’s head or the display surface for the given display, po�nter elements define pointing 
devices that are driven by the tracking data, and stat�on elements define general-purpose 
tracking input that can be used by the application. 
Pointing at objects and regions in space plays a central role in Augmented Reality applica-
tions, and several techniques have been developed to allow users to perform pointing tasks 
under various constraints. APRIL provides the po�nter element to define a pointing device, 
allowing the author to choose from several pointing techniques. The simplest case would be 
a pointing device that operates in world space. Other applications have used a ray-picking 
technique, using a “virtual laser pointer” to select objects at a distance. Some techniques 
work only in combination with a display, such as performing ray-picking that originates 
from the eye point of the user, effectively allowing her to use 2D input to select objects in 
space. These pointers can only be used in conjunction with a specific display and are placed 
inside the corresponding d�splay element. 
Stages, the top-level spatial containers for the application’s content, are also defined in the 
setup description file. A stage can be defined inside a d�splay element, in which case the 
content of the stage will only be visible on that specific display. Content placed in stages 
that are defined at the top level of the configuration file is publicly visible for all users. For 
each stage, it is possible to choose whether the content should be rendered in 3D or as a 2D 
texture, and whether it should be positioned relative to the global world coordinate system 
or located at a fixed offset from the display surface. 
Figure 4 lists an example hardware configuration file for a single-host setup using a pointer 
and four stages. 

Component.Model

As stated in the requirements, the content of APRIL applications should be assembled from 
reusable components. Components should be defined outside the application, in individual 
files, to allow for re-use across applications and setups. 
As these components constitute the content of our applications, sophisticated means to 
express geometry and multimedia content will be needed. Instead of creating a new XML-
based syntax for defining these objects, another approach has been chosen, which is loosely 
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inspired by the VRML97 EXTERNPROTO concept (VRML Consortium, 1997). An APRIL 
component is basically a template, using any existing, text based “host language” to express 
the intended content, plus additional XML markup to define the interface of the component, 
a collection of inputs and outputs that will be accessible from the APRIL application. The 
chosen content format must be supported by the target runtime platform. Therefore, it is 
necessary to provide multiple implementations, sharing the same interface, in different 
formats to support different runtime platforms. The APRIL component mechanism itself is 
platform independent and can make use of any host language. 
Using a platform specific language for content definition reduces portability of components, 
but makes all features and optimizations of a given platform available to developers. We 
considered creating a platform-neutral content definition language that could only use a 
set of features supported by all platforms, which would however preclude the creation of 
sophisticated content that uses state-of-the-art real time rendering features. 
An APRIL component definition file consists of two main parts: the components interface 
definition, and one or multiple implementations. A component’s interface is composed of 
the available input and output fields, and the specification of possible sub-components 
(called parts) that can be added to the component. This interface definition is shared across 
all implementations, and defines the features of the component that are available for script-
ing in APRIL.
A component can have multiple implementations in different host languages—the software 
used for playing the APRIL application will choose the most suitable implementation. 
Therefore, authors can provide different implementations for different runtime systems, 
for example to provide a simpler implementation to be run on handheld computers. Each 
implementation contains the code for implementing the component’s behavior in the chosen 

Figure 4. Example hardware description file

<april XMLns="http://www.Studierstube.org/april" 
       XMLns:ot="http://www.Studierstube.org/opentracker"> 
  <setup> 
    <host name="mobile" ip="10.0.0.77" hwPlatform="Linux"> 
      <screen resolution="1280 1024"/> 
      <screen resolution="1024 768"/> 
      <display screen="1" screenSize="fullscreen" stereo="true" 
        worldSize="-0.4 0.3" worldPosition="0.098 0.162 0" 
        worldOrientation="-0.1856 0.9649 0.1857 1.6057" mode="AR"> 
          <headtracking> 
            <ot:EventVirtualTransform translation="0.00 0.20 0.01"> 
            <ot:NetworkSource number="1" multicast-addr="10.0.0.7" port="12345"/> 
            </ot:EventVirtualTransform> 
          </headtracking> 
        <stage role="WIM1" type="3D" location="DISPLAY" scaleToFit="true" 
               translation="0 -0.5 0" scale="0.5 0.5 0.5"/> 
        <stage role="UI1" type="2D" location="DISPLAY" scaleToFit="true"/> 
        <pointer mode="2D-RAY"/> 
      </display> 
      <station id="tool"> 
        <ot:NetworkSource number="2" multicast-addr="10.0.0.7" port="12345"/> 
      </station> 
    </host> 
    <stage role="WIM_COMMON" type="3D" location="WORLD" scaleToFit="true" 
           translation="1.3 2.9 0.75" size="0.5 0.5 0.5"/> 
    <stage role="MAIN" type="3D" location="WORLD"/> 
  </setup> 
</april> 
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host language, where the inputs and outputs used in the interface definition are marked with 
special XML marker elements, to indicate the language-specific entry points for setting and 
retrieving values from the component’s fields. Figure 5 shows a simple example component, 
containing the interface definition and a single implementation section for Open Inventor 
based frameworks (such as Studierstube). 

Application.Control.and.Interaction

As explained previously, each scene of the storyboard contains three timelines that are 
executed upon entering, execution and leaving the scene respectively. On these timelines, 
commands can be arranged to change the inputs of the application’s actors. The two basic 
commands to change a field value are set and an�mate, that allow the author to set a field to 
a predefined value or to interpolate the value of the field over a given time span. 
For more dynamic behavior of the application, the input of an actor can be connected to the 
output of another actor, or the control over a field value can be given to the user. In this case, 
either a pointing device can be referenced to provide the input, or a suitable user interface 
element is generated to control the value of the field. The connection or control possibility 
lasts as long as the state in which these behaviors are specified is active, so no elements for 
disconnecting and releasing control are needed. 

Figure 5. Definition of the “model” component, used to load geometry from an external file 
(Simplified for demonstrational purposes)

<component id="model" XMLns="http://www.Studierstube.org/april"> 
  <interface> 
    <field id="position" type="SFVec3f" default="0.0 0.0 0.0"/> 
    <field id="visible" type="SFBool" default="TRUE"/> 
    <input id="src" type="SFString" const="true"/> 
    <part id="children"/> 
  </interface> 
  <implementation swPlatform="OpenInventor"> 
DEF <id/> Separator { 
    DEF <id/>_Switch Switch { 
        whichChild = DEF <id/>_Bool BoolOperation { # convert from Bool to Int32 
            a <in id="visible"/> 
            operation A 
        }.output 
        Group {} # Dummy Child for switching off 
        Group { # actual content 
            DEF <id/>_Transform Transform { 
                translation <in id="position"/> 
            } 
            Separator { 
                SoFileSubgraph { fileName <in id="src"/>} 
            } 
            <sub id="children"/> 
        } 
    } 
} 
    <out id="position"><id/>_Transform.translation</out> 
    <out id="visible"><id/>_Bool.a</out> 
  </implementation> 
</component> 
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The transitions between scenes are mapped to user interactions. APRIL provides built-in 
high-level user interactions, such as displaying a button on user interaction stages that 
triggers a transition when clicked (defined by the buttonact�on element), or detecting the 
intersection of a pointer with the geometry of an actor (by using the touch element). APRIL 
also provides the pseudo-interactions t�meout, always, and d�sabled, to automatically trigger 
or disable certain transitions.
Customized user interaction can be realized by defining a condition that must be met to 
trigger the transition with the evaluator element. For these conditions, an output field of 
an actor can be compared to a constant value, or to another output. With this element, it is 
possible to realize complex user interactions by providing a component that encapsulates 
the user interface and the necessary calculations to trigger a transition.
Since all interactions are defined within the �nteract�ons top-level element, they can be easily 
exchanged. This process, called interaction mapping, can be used to derive different versions 
of the same application, suiting different needs. For example, a non-interactive version of 
an application, using only t�meout transitions to linearly step through the application, can 
be provided for demo purposes, while a fully interactive version of the same application is 
run in user sessions.

Implementation

Rather than implementing a runtime platform that reads and executes APRIL files directly, 
we adopted a translation approach which transforms the APRIL source files into the neces-
sary configuration files for our Studierstube framework, which runs on PCs and PDAs.
Because of the powerful capabilities of Studierstube, we can support high-level concepts with 
very little implementation effort for the APRIL specific runtime system. An implementation 
of a generic state-engine that controls the application at runtime according to the storyboard 
was implemented as an extension node, and a few utility classes were added to the Stud-
ierstube API. Most of the high-level concepts were however implemented by introducing 
a pre-processing step of the APRIL files, implemented in XSLT.
XSLT is a template-based language for transforming XML documents into other, text-
based document types. One or multiple input files can be processed in a non-linear fashion, 
generating arbitrary numbers of output files. XSLT is most often used to generate HTML 
pages from XML specification documents, or to transform and aggregate a collection of 
XML documents into other XML documents. 
A typical Studierstube application consists of a number of input files—the application’s 
content, tracking configuration, display configuration and user information are all stored in 
separate files, even for single user setups. One of the motivations that led to the development 
of APRIL is that, even in moderately complex setups, these files get quite large, and it is 
increasingly hard for the application developer to keep the information in the files consistent. 
In the APRIL preprocessing step, these files are generated by XSLT, using the information 
that is stored in the APRIL file in a concise way. 
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A schematic overview of this transformation process is shown in Figure 6. The story specifica-
tion together with the corresponding interaction and behavior definitions constitutes the core 
of the APRIL application. Third party professional tools for content creation (for example, 
Maya for 3D modeling, Photoshop for image editing, and Poseidon UML for state chart 
editing) are employed to create the input files.
Components, defined in separate files for reusability, are included in the application and 
content like geometry or sound samples are included in their native file formats. At the time 
of the XSLT processing, the setup description file of the target platform is loaded, and the 
set of associated files is transformed into the necessary Open Inventor and OpenTracker 
files that serve as input for the Studierstube runtime.
Figure 6 also shows where human intervention in the APRIL authoring process is supported. 
APRIL transforms the approach to AR application authoring from a technology-oriented 
workflow that can only be performed by programmers—implementing extensions in C++ 
and scripting the application logic on a low level of abstraction–to an authoring-centric 
view, allowing a smooth workflow and the distribution of tasks between different domain 
experts contributing to the application. This workflow is also much more scalable from single 
individuals who create an entire application to entire teams of collaborating professionals, 
using the storyboard as a central artifact for communication to contribute at different levels 
to the final result. 

Figure 6. Schematic view of the APRIL transformation process
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Results

Over the past two years, we have created several applications with the help of the APRIL 
authoring platform. We already used the example of furniture construction described in the 
introduction to illustrate the requirements of an AR authoring solution. Other examples 
that have been realized with APRIL, both by our students and in collaboration with profes-
sional content creators, include a “Magic book” application, an archaeology presentation 
for the “Virtual showcase” and an interactive sightseeing tour through our institute, guided 
by a virtual companion. We will present the tour guide application in detail to illustrate 
the practical application of APRIL. It exemplifies encapsulation of independent, complex 
systems and communication between them using components and fields, and shows how 
the same application can be run on different hardware setups simply by exchanging the 
setup configuration file.

Virtual.Tour.Guide

The Virtual Tour Guide application embeds a virtual animated character acting as a tour guide 
into a mobile indoor navigation application called Signpost (Reitmayr & Schmalstieg, 2003). 
The user wears a mobile AR setup integrated into a backpack and a helmet, and perceives 
the augmented world through a head-mounted display (HMD). A camera mounted above 
the HMD tracks fiducials placed onto walls of the building area covered by the application. 
The markers help locate the user within this area since the system knows their exact posi-
tion in a precisely measured virtual model of the building that has been registered with its 
real counterpart.
The virtual tour guide character is placed into the reference frame of the real building. While 
walking around, the character provides assistance to find selected destinations and provides 
location-specific explanation about the content of various rooms and people working in them 
using body gestures (e.g., gaze direction, pointing, asking the user to follow, etc.), 2D and 
3D visual elements and sound. Since the tour guide is aware of the building geometry, it ap-
pears to walk up real stairs and go through real doors and walkways, thus further enhancing 
integrity with the user’s physical environment.
The tour guide character is controlled by the AR Puppet framework (Barakonyi, Psik, 
Schmalstieg, 2004) that is a hierarchical character animation system enabling the use of 
embodied animated agents in AR applications. Both AR Puppet and the Signpost navigation 
application are large systems with a complex network of internal modules responsible for 
various subtasks, therefore it is difficult and undesirable to modify their internal structure 
in order to establish communication between them. Relying on the APRIL framework’s 
component model and turning AR Puppet and Signpost into custom APRIL components 
enables the encapsulation of these frameworks’ functionality. These components can be 
used as black boxes by content authors that expose relevant input and output fields for com-
munication with other, external components while hiding internal implementation details. 
Figure 7 illustrates the fields exposed by Signpost and monitored by AR Puppet to provide 
the tour guide character with relevant navigation information.
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The tour itself is modeled by the APRIL storyboard as a UML state engine. A small part of 
the complete state engine is shown in Figure 10. Individual stations of the guided tour are 
modeled as states, triggering linear presentations when the user arrives. The structure of 
the building and the different modes for the guided tour (linear or free mode) are modeled 
by transitions and superstates.
The expensive and bulky mobile AR system required by the Signpost application in its 
original form makes content and application authoring, debugging and testing a difficult 
task, therefore we needed to develop a desktop simulator system that is able to run the same 
navigation application with simple keyboard input and screen based output. The hardware 

Figure 7. Communication between the AR Puppet and Signpost systems within the APRIL 
framework

Figure 8. A part of the tour guide storyboard
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abstraction feature of APRIL conveniently hides details such as the type of display or exact 
tracking setup from authors and components. Only symbolic names are used, thus allow-
ing the internal details of different hardware setups to be exchanged. See Figure 9 for an 
illustration of the virtual tour guide application running on the desktop simulator and the 
mobile AR system.

Conclusion.and.Future.Work

As pointed out by MacIntyre, Bolter, Moreno, and Hannigan (2001), a new medium such 
as AR requires effort beyond overcoming technical difficulties before it is truly understood 
and becomes established. One such effort is identifying and addressing the requirements 
that make AR unique and that must be targeted in order to make an AR specific authoring 
solution successful. We have identified real-world interfaces, hardware abstraction, runtime 
engine, and authoring workflow tools as the most prominent requirements.
Previous work has only partially addressed these requirements, or has been limited to a 
specific application domain or software platform. APRIL is also limited in some respects, 
in particular it completely relies on third party graphical editors for compiling the content, 
and its current XSLT-based implementation only provides limited support for runtime recon-
figurability. However, when applied to a number of application design problems, we have 
found that it combines the high level authoring concepts also found in DART and alVRed 
in a very comprehensive way with the technical virtues of flexible component systems such 
as DWARF and AMIRE. It can therefore cater to a wide audience ranging from artists to 
engineers, and provides good support for multi-disciplinary teams.
The XSLT-based reference implementation, using the Studierstube framework, provides 
templates for the implementation of the APRIL features. We found that these templates not 

Figure 9. (a) The indoor tour guide application running on the desktop developer setup 
(b) The indoor tour guide application view captured from the HMD of a user wearing the 
mobile AR backpack system; in both setups a world-in-miniature view of the building model 
is shown and location-dependent HUD overlay graphics is presented to the user as she 
roams the building
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only provide a working implementation of APRIL, but implicitly document best practices 
for implementing common AR design patterns on top of the framework. 
Having developed a description language and runtime engine, the next step is to concentrate 
on front-end tools for the interactive visual creation of AR applications. It will be challeng-
ing to examine whether such a tool proves more productive than using a conventional 2D 
user interfaces or direct manipulation in AR in a style similar to Lee, Nelles, Billinghurst, 
and Kim (2004).
Another interesting perspective is the automatic generation of APRIL presentations. While 
previously this required detailed knowledge of the target application framework to be able 
to create the complex, interdependent files necessary for a non-trivial application, APRIL 
provides the high level of abstraction that allows the content for an application to be auto-
generated by software. This opens up possibilities of using large amounts of existing content 
(e.g., in museums) in an Augmented Reality context with little manual effort. 
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Abstract

In this chapter, we describe DART: the designer’s augmented reality toolkit, an authoring 
environment for rapidly prototyping augmented reality experiences. We summarize the most 
significant problems faced by designers working with AR in the real world, and use DART 
as the example to guide a discussion of the AR design process which we have broken down 
into four stages (idea exploration, population of the virtual world, application development, 
and evaluation). The focus of our work with DART has been on supporting early design 
activities, especially a rapid transition from storyboards to working experience, so that the 
experiential part of a design can be tested early and often.
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Introduction

Over the past few decades, augmented reality (AR) researchers (including ourselves) have 
explored a wide variety of task focused domains, ranging from equipment maintenance 
and repair to medicine to battlefield awareness. Over the past five years, we have also been 
collaborating with new media designers, shifting our thinking from “AR as technology” 
to “AR as medium,” and turning our attention toward more experiential AR domains such 
as in-situ educational historic dramas, reflections on biased points of view in “Four Angry 
Men” (MacIntyre et al., 2003), and entertainment in “Alice’s Adventures” (Moreno, Ma-
cIntyre, & Bolter, 2001). In this chapter, we use the term AR to refer to a broad class of 
user interface techniques that seek to augment a person’s perception of the world around 
them with computer generated information, often using see-through head-worn displays to 
overlay graphics on the user’s view of the world.
While there are significant technical challenges to creating working AR systems, these chal-
lenges can be overcome in specific situations through careful engineering and design. When 
working on a well-defined AR task, such as a printer maintenance system, it is feasible for 
a team of technology experts to work closely with design and human/computer interaction 
(HCI) experts to understand the particular problem and engineer a solution. Unfortunately, 
relying on collaboration between designers and technologists is problematic in less well-
specified projects, where skilled designers are exploring a problem using AR as their medium. 
Designers are most effective when working directly with a medium, and working through 
an intermediary seriously hinders (or even destroys) the creative process. Consider the dif-
ference between a painter directing an assistant where to apply oil to a canvas, rather than 
holding the brush, or a 3D animator explaining to a programmer how a character should 
move, rather than manipulating the model directly. DART (the Designer’s AR Toolkit) is 
the result of our collaborations with designers over the past four years, and is aimed at en-
abling them to work directly and effectively with AR (MacIntyre, Gandy, Dow, & Bolter, 
2004). The design of DART addresses a collection of problems that, together, make AR 
a difficult medium to work with. DART is implemented on top of Macromedia Director, 
the de facto standard for multimedia content creation. Director was chosen because it is a 
powerful, widely used tool that is open and extensible, has a full-featured debugging and 
design environment, and is robust enough for final content delivery.
There are three major design goals for DART:

•. Support.the.entire.design.process: Creating AR experiences can be difficult. The 
developer must handle the standard software development issues (e.g., performance, 
modularity, debugging) with the additional challenges of creating 3D content, work-
ing with technology such as cameras and trackers, and creating a compelling virtual 
experience that blends well with the physical world both literally and figuratively. In 
the past, the AR design process has been immature. The lack of tools and techniques 
has resulted in AR developers spending considerable time creating a single version 
of an experience that could not be evaluated (by users or even the developers them-
selves) until the content was created, the technology was in place, and the application 
was almost complete. As a result, the design of AR experiences has suffered since it 
was not possible to employ the kinds of rapid prototyping and iterative development 
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techniques that are crucial to successful software design in other domains. Ironically, 
AR is a domain that is even more in need of early evaluation approaches due to the 
aforementioned complexities that are inherent in AR experiences. An AR design envi-
ronment must have facilities that allow designers to brainstorm, test their ideas early 
and often, and evolve initial versions of the experience into the deployable system. 

•. Provide.a.powerful,.easy.to.use.design.environment: Modern development environ-
ments (like Director) allow applications to be constructed using direct manipulation 
interfaces, support flexible content organization, and support the visual layout of ap-
plications to facilitate easy reconfiguration of the experience and the content. An AR 
design environment should use similar facilities to allow designers to rapidly replace 
content, and to flexibly switch between cameras, sensors, and other AR specific com-
ponents.

•. Ameliorate.the.problems.of.working.in.the.physical.world: Since AR experiences 
are situated in a particular space, designers are forced to develop and test their ap-
plications with the live hardware in the actual location. This is very limiting on the 
amount of testing and experimentation that a designer can do during development. 
Designers need to be able work away from the site of the AR experience, and to design 
experiences without having to first deploy the entire sensing infrastructure.

In the next section, we give a brief summary of related work in this domain followed by an 
overview of DART. Then in the following sections, we will use two DART applications to 
guide a discussion of the AR design process, how DART supports this process, and what our 
research has revealed about the requirements of AR authoring environments in general.

Related.Work

Most work in the AR community has focused on improving tracking and display technology. 
There have been a number of AR toolkits developed over the years, such as Studierstube 
(Schmalstieg et al., 2002) the ARToolkit (Billinghurst, Bowskill, Jessop, & Morphett, 1998), 
Tinmith (Piekarski & Thomas, 2003), and DWARF (MacWilliams, Reicher, Klinker, & 
Bruegge, 2004). All of these tools require the application developer to work at a fairly low 
level, with languages like C or C++. None of these systems attempt to provide a designer 
focused prototyping environment, but instead are targeted at AR technologists. Of these, 
the most widely used is the ARToolkit, both because the technology requirements for using 
it are modest, allowing designers to explore AR using markers and VRML.
More recent projects have begun to tackle the other end of the design spectrum, exploring 
environments to simplify the creation of AR systems with minimal programming. APRIL1 

(a scripting environment built on Studierstube) is an XML-based language for authoring 
AR, but is still preliminary and does not yet provide the breadth or power of Director and 
Lingo. AMIRE is focused on creating graphical authoring tools for specific AR domains, 
rather than a general purpose environment. While certain applications can be more quickly 
developed in this tool, the designers are constrained to problems that the tool was designed 
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to solve (Abawi, Dörner, Haller, & Zauner, 2004). CATOMIRE2 is a graphical authoring 
environment that uses a dataflow approach, where their system components are hooked 
together with “wires.” As with AMIRE, their system is currently very limited in scope, and 
would restrict designers to working on problems they have built components for.
Other relevant work can be found outside the AR community. The Phidget toolkit (Green-
berg & Fitchett, 2001) aimed at making tangible devices available to designers, and solved 
some fundamental problems with prototyping beyond just “making it easy to get at the 
hardware.” There have been numerous research systems created over the years to support 
the exploration of new electronic media by novice programmers with an eye toward de-
veloping better interface and programming technologies. The closest to our work is Alice 
(Pierce et al., 1997), although they are focused on lowering the threshold of entry into the 
world of 3D graphics and VR programming, rather than explicitly supporting early design 
activities. Most such systems took the approach of creating a custom programming environ-
ment, rather than enhancing an existing environment. The motivation for our sketch-based 
content comes from the work of Landay and his collaborators at CMU and Berkeley (e.g., 
Landay & Myers 2001). We hope to support designers in a similar manner, although their 
work focuses on doing so for more traditional applications.
 

Director.and. the.DART.Architecture

DART consists of a set of Lingo scripts and an Xtra plug-in that extends Macromedia Director 
to support the development of augmented, virtual, and mixed reality applications. We chose 
to develop on top of Director as it provides a very full featured development environment 
with an active developer community and cross platform support (Win and Mac/OSX). By 
leveraging the features that already existed in Director, including powerful 3D and physics 
engines, we have focused our efforts on integrating the necessary AR components with 
Director’s programming model. The Director environment provides programmers with 
pre-built scripting components (in the Lingo scripting language) that can be used as they 
are, modified, or extended by the developer. All the scripts are open and editable, allowing 
a developer to easily create new components as needed. 
The Xtra is a plug-in for Director written in C++. This plug-in adds low level AR related 
functionality into Director including video capture (from a variety of cameras), connection 
to virtual-reality peripheral network (VRPN) 3 sources (trackers, buttons, analogs and dis-
tributed shared memory objects), fast video-mixed AR via OpenGL, and marker tracking 
(ARToolkit and ARTag4). 
The behavior scripts (written in Lingo) are part of the Director authoring environment and 
can be manipulated just like Director’s built-in components. The DART scripts themselves 
are contained in a series of casts (the Director structure for organizing content for use in 
an application). These casts divide up the scripts into logical groups. The DART behaviors 
encapsulate the high level components that make up an AR application, and provide struc-
tured access to the various AR technologies. There are “actors” which represent the content 
of an application (3D models, sounds, text, lights, etc.) and a “3D camera” that represents 
the virtual camera in the 3D world. There are behaviors that connect into the functional-
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ity of the Xtra such as “live video” which configures the camera to be captured (for use 
in video-mixed AR applications), and “live trackers” which represent trackers (VRPN or 
marker) in the application. “Transforms” are placed on actors and 3D cameras to control 
their position, orientation, scale, and to define the parent/child relationships of the scene 
graph. Transforms can subscribe to trackers which form the connection between them and 
the objects in the application. 
Interactivity in DART applications is achieved via a cue/action model. “Cues” are events 
that are fired when things happen in the application (e.g., the 3D camera reaches a certain 
position, an audio clip finishes playing, a timer reaches a defined value, a marker appears or 
disappears, etc.) “Actions” subscribe to cues and wait for them to occur. When the specified 
cue fires, the action will execute (e.g., start an animation on an object, move an Actor in the 
3D world, change the volume on an audio clip, etc.)
The development of a DART application progresses, just as any Director application, by 
placing components on the Director score. To develop a DART application, you place scripts 
either on the 3D world sprite (provided with Director) or you place them in container sprites. 
When you place a script on the score it brings up a property page where you can configure the 
behavior. In this manner you can build up the parts of an AR application, placing container 
sprites on the score and filling them with the desired behavior scripts. For more advanced 
applications, the developer can simply edit code in the behavior scripts, add new scripts of 
her own, or copy an existing script to serve as a starting point for a new component. DART 
scripts and custom Lingo can be freely mixed together. DART applications can utilize all 
the standard Director components and Xtras.

DART.and. the.AR.Design.Process

DART provides support for the entire AR design process from initial storyboarding and 
brain storming to evaluation, testing, and deployment of a finished experience. Throughout 
the process of developing DART and extending its features our focus has been on filling 
in the holes of the development process that are not currently supported. We have drawn 
on rapid prototyping concepts from ubiquitous computing such as wizard-of-oz testing and 
from the film domain for methods such as storyboard animatics.
The AR design process follows a similar progression as other media (e.g., the Web [Newman, 
Lin, Hong, & Landay, 2003], film [Katz, 1991], voice applications [Klemmer et al., 2001]), 
in that ideas move from informal, often sketch-based representations, to more concrete 
content and interactivity until a working application is complete. The iterative nature of 
any design process is not clear-cut and often returns back to early stages as constraints and 
user opinions are revealed. To guide our discussion of the features of DART and how they 
support the design process, we identify four general stages for AR design (Exploring Ideas, 
Populating the Virtual World, Developing the Application, and Evaluation and Deployment 
of the Application). We will illustrate DART’s support for these stages with details from 
two DART applications: Four Angry Men and The Voices of Oakland. 
Four Angry Men (FAM), shown in Figure 1, is the second version of our single-narrative, 
multiple point-of-view augmented reality experience, in which the viewer/user becomes a 
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participant in an abridged version of the screenplay “Twelve Angry Men” (Rose, 1983). As 
with the first version (Three Angry Men [MacIntyre et al., 2003]), the user witnesses the 
drama from the viewpoint of one of four jurors, and her perception of the scene reflects the 
expectations, beliefs, and prejudices of that juror. The user sits in one chair in a physical 
space representing the jury room. Through the head-worn display, he or she can see three 
other virtual jurors (as texture-mapped video) occupying other chairs in the room. The user 
herself hears the words of the fourth juror (including his “inner thoughts”), whose seat he 
or she is occupying. At any time the user can get up, move to another chair, and assume the 
point of view (POV) of another juror
The Voices of Oakland (VOO), shown in Figure 2, uses AR technology to introduce visitors 
to the history and architecture of Oakland Cemetery, Atlanta’s oldest cemetery (Dow et al., 
2005). Wearing headphones and carrying a portable computer with tracking devices, the 

Figure 1. A view of two of the virtual jurors of “Four Angry Men”

Figure 2. A user experiencing “The Voices of Oakland”
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visitors walk among the graves and listen to the voices of various historical figures. The 
visitors can tailor the experience to suit their interests through a hand-held interface.
In the following sections we use these examples from our own work to illustrate the evolu-
tion of an AR experience from initial idea to finished application, and the approaches we 
used in DART to address each step of the process. 

Stage.1:.Exploring.Ideas.

Being that AR applications are by definition in situ, it is important to begin the design pro-
cess in the location where the experience will be situated. Focusing on ideas, concepts for 
the virtual content and user experience without incorporating the context of the space will 
result in more iterations and wasted work later in the process. Therefore, the first step is 
to gather information, both functional and aesthetic, to serve as a framework for the brain 
storming process. 
The concept of video prototyping for early design exploration has been suggested for use 
in ubiquitous computing applications (Mackay, 1998). The designer takes video of a space 
with a video camera and then uses standard video editing tools to create a video mockup to 
illustrate what the finished application might look like to other members of the team or to 
users for early evaluation. A drawback of video prototypes is that they are tedious to create 
and once created it is not easy to swap out content or to visualize different scenarios. How-
ever, in the design of our AR experiences, we use this technique as it allows the designer 
to be completely technology agnostic and provides a mechanism for visualizing ideas 
relatively quickly. 
Unfortunately, the effort and resources put into a video prototype does not reduce the amount 
of work needed to create a finished application, since the content is discarded once the 
initial design stage ends. To address this issue we have created a suite of services in DART 
that allow for the creation of early video prototypes that can be transformed into the final 
application as the design progresses.

Capture and Replay

Before the designer can begin experimenting with ideas, he or she must first gather data 
about the location where the experience will be situated. DART allows the designer to eas-
ily capture video as well as sensor and tracker data in a space. Any DART application can 
capture data by including “capture video” and “capture tracker” behaviors on the score. The 
capture function can be a fully functional AR experience, or it could be a bare bones ap-
plication that simply records data. Captured data can be replayed in any DART application 
via the “playback tracker” and “playback video” behaviors. Since the designer can control 
the clock that drives a DART application the entire experience including captured data can 
be paused, rewound, and fast forwarded at run-time.
All of the captured data is stored into cast libraries, where it can be viewed and modified if 
necessary. During playback, a designer can choose to replay a certain portion of a captured 
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data set, or they might mix/match data from several independent captures. When sensor data 
is played back, it is essentially fed back into the system as if it were a live sensor, allowing 
for swift replacement of live data with prerecorded data (and vice versa). 
In the case of VOO (and in several other AR Design student projects situated in Oakland 
Cemetery), we began the design process by capturing video, GPS, and inertial sensor data 
in the cemetery. The designers simply walked through the space interacting in ways we 
thought would be relevant for the final experience (e.g., walking up to a certain head stone, 
looking a famous sculpture, etc.) Once the data was captured it could be used in a variety 
of ways in different stages of the design process.

Sketch Annotations and Video Prototyping

Sketched content is commonly used in pre-visualization to create animatics (animated story-
boards, used during film and television pre-visualization [Katz, 1991]). Not only has sketched 
content been shown to be useful for rapid content creation, the use of sketches can enhance 
the design process by tacitly freeing people to suggest radical changes (Landay & Myers, 
2001) and can convey more of the designer’s intent than quickly created 3D content.
As a complement to the capture/playback infrastructure, we have created a DART component 
that allows for the creation and playback of sketch annotations overlaid on the scene (Presti, 
Gandy, MacIntyre, & Dow, 2005). Inspired by Pixar’s Review Sketch (Wolff, 2004), this 
interface not only allows the AR designer to “draw” on top of the “real world” video, but 
also to generate virtual 3D objects from the 2D sketches.
This feature allows the designer to quickly get initial ideas into a concrete form. When the 
designer wishes to add a sketch on top of the scene, he or she pauses the playback in the ap-
plication and draws whatever he or she wishes on the screen. When he or she is done, he or 
she simply starts up the replay again. Throughout the process, the images are saved along with 

Figure 3. Sketch annotations drawn on top of captured video from Oakland Cemetery
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their time codes synching their display to the captured video. The next time the application 
is run the sketches are replayed on top of the captured video automatically. Figure 3 shows 
one of these sketches drawn on top of a frame of captured data from Oakland Cemetery. The 
2D sketch annotations can also be transformed into 3D content (“sketch actors” discussed 
below) in the scene for use in the next stage of design that incorporates tracking data.
Video prototypes can also be created using regular DART actors and time-based cues. The 
designer can simply place 3D object actors, sketch actors, audio actors etc., on the score and 
place the transform scripts to define their 3D positions and orientations. Once the designer has 
placed the actors, he or she can utilize time cues to bypass the need for application logic. The 
time cues simply fire an event at a specified time; actions placed on the actors will receive 
them and respond accordingly. In this way the designer can define the types of actions that 
might occur in the final experience without having to create the (possibly complex) logic 
to generate them from sensor input. For example, the designer might create a captured data 
set where at 5 seconds the user walks through the door and at 6.3 seconds he or she makes 
a gesture with his or her hand. The designer can then define time cues called “door_enter” 
and “wave_hand” that fire at those respective times. The actors can then respond to those 
cues in the desired way (e.g., an action “shows” an object while another action triggers a 
“start animation” on the same actor). Although these time cues will not be useful in the 
live application, the actions will be, and in the meantime the designer can explore various 
approaches rapidly even if complex algorithms or technology will be required to make it 
“real.” Once the user experience has been fleshed out the designer can focus on how to add 
the necessary intelligence to the system. The result is a video prototype that does not require 
wasted effort, can be rapidly modified, and that can evolve into a deployable version at the 
end of the cycle.
This prototyping technique emerged naturally from students in our AR Design class. We 
intended for the students to use the captured data to create applications that would work in 
a live experience, but noticed that instead of programming complex behaviors early in the 
design process, the students were utilizing the time cues to make a prototype that looked 
correct with the captured data set. We realized this was a useful technique that allowed them 
to realize their ideas quickly and to iterate through several approaches. The creation of the 
application logic is more appropriately left for the next step in the design process.

Stage.2:.Populating.the.Virtual.World

As previously discussed, one challenge to creating AR experiences is the time and expertise 
needed to create compelling content (3D models, animations, video, sound, etc.). We have 
learned from our own experiences with FAM that it can be a mistake to put a large amount 
of resources into creating content before you have done proper testing. For both technical 
and artistic reasons we have re-shot the video of the jurors in FAM three times. The post-
production on the video to create the virtual jurors is extensive, resulting literally in months 
of wasted effort. It was these struggles with the early versions of FAM that motivated and 
informed the creation of DART. In particular, we wanted the designer to be able to evalu-
ate the whole user experience before too much effort is put into final content development 
(Pausch, Snoddy, Taylor, Watson, & Haseltine, 1996).
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Sketch Actors

When exploring the ways that DART could support the use of rough “proxy” content we 
were influenced by the use of animatics and storyboards in the film industry. Using this 
approach in pre-production, directors are able to visualize their shots in a cheap and easy 
manner. Therefore, DART supports the concept of “sketch actors,” or flipbook style anima-
tions created from a set of still images. The designer creates a set of sketches illustrating 
what an object in the scene will look like (e.g., these could be drawings done by the design 
team, or still images such as photographs) and edits a text file inside of DART to define 
at what time each image will be displayed. The sketch actor is placed in 3D space in the 
world just as any other actor and supports the common set of actor functionality (start, stop, 
hide, show, etc.) 

Figure 4. (a) Initial prototype of FAM using sketch actors, (b) view of FAM using finished 
video content

(a)

(b)
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In the most recent version of FAM, before we shot the video with our juror actors, we sketched 
a set of very rough storyboards (consisting of stick men) illustrating the types of movements 
and jurors’ reactions we wanted, and created sketch actors from them (see Figure 4). These 
actors were placed in the 3D world so that they would appear to be sitting at the physical 
table, just as the final content would. We quickly recorded audio of the script with our own 
voices. This allowed us to debug content oriented issues before too much effort was put into 
creating the real videos and audio. Once post-production was complete on the final FAM 
video content we simply replaced the sketch actors in the application with video actors. 

Proxy Content

DART supports the concept of virtual and physical objects, so that actors can represent 
either virtual content to be registered visually with the physical world or they can represent 
elements of the physical world that will be used for occlusion (see Figure 5). This feature, 
coupled with the direct manipulation method of application development on the Director 
score, results in a suite of techniques that allow a DART designer to quickly modify or 
swap content for debugging and evaluation. For example, when we begin placing 3D virtual 
objects in the physical world for a new AR experience, we often use proxy content (such 
as simple primitive objects or sketch actors), eliminating the problems that may arise with 
more complex models and allowing us to begin evaluation and testing before time is spent 
on final content. This proxy content is easily replaced later in the process.
Meanwhile, in this stage of the design, the designer often starts mapping the extent of the 
space, determining where virtual content should be placed, and verifying that the tracking 
is working. Proxy content that may not appear in the final experience has proven useful to 
support these activities, and serves as spatial markers to the designer (e.g., indicating the 
location of the origin of the world coordinate system or showing where a physical object 
will be placed in the world). For example, in “Four Angry Men” there are position cues 

Figure 5. The physical object (the cup) occludes the virtual object (the dog)
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defined that will fire when the user enters a zone around each juror. In the design stage we 
used semi-transparent spheres to visualize these zones to help us determine their optimum 
size and to debug the behavior of the position cue (i.e., we could see when the user entered 
the zone and could verify the cue fired appropriately). It is very easy to later swap out these 
stand-in actors for others, or (in the case of objects used for debugging) move them to an 
inactive portion of the score or make them temporarily invisible, keeping them available 
for later use.

Stage.3:.Developing.the.Application

Once the designer has iterated through early designs and content, the next step is to begin 
developing the real experience using the sensing hardware, and implementing the necessary 
application logic that reacts to the sensors. At this stage, DART provides an infrastructure that 
supports rapid development and modification of applications as well as application specific 
extensions to the basic framework. During these tasks, the Director environment itself pro-
vides the interface and functionality to support application development in an efficient and 
robust manner with features that might not typically appear in academic software toolkits.

The Tracking Infrastructure

An important element of any AR application is tracking. One obstacle that prevents designers 
from creating AR applications is the expertise and domain knowledge required to under-
stand the tracking and sensing technologies and the complexities intrinsic to working with 
the hardware. These technologies are often difficult to work with for a variety of reasons. 
They can be expensive and difficult to configure. Interfacing between the sensors and the 
computer application can be complicated and require low level programming expertise. The 
reliance on real-time sensors means that it is difficult to develop the application off-line 
without the hardware being available, and it can be difficult to change which type of track-
ing technology the application uses. In DART, we have implemented an approach to tracker 
management and leveraged existing technology such as VRPN to alleviate many of these 
problems (Gandy, MacIntyre, & Dow, 2004). The result is a flexible approach to tracking 
(see Figure 6) that allows for experimentation, off-line development, wizard-of-oz testing, 
and easy migration from one tracking technology to another (e.g., switching from a 6DOF 
tracker to marker-based tracking). 
The DART tracking infrastructure also makes it easy to create various kinds of synthetic 
trackers because the tracking data is routed through a central location, all consumers of 
the tracking data use a common subscription model, and all tracking reports use uniform 
timestamps/formats. For example, a designer can choose to fuse the data from two different 
trackers to create a new “tracker,” such as combining GPS position and inertial orientation 
data as the student projects situated in Oakland Cemetery did.
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Working with the Score

The designer can reduce the complexity of the resulting application by leveraging aspects 
of the Director score. Most Director developers (DART or otherwise) do not use the score 
in a linear time-based manner. Rather, they typically use the score to lay out logical sections 
of the experience, in essence defining a state machine for the application with the vertical 
groups of sprites functioning as nodes and the cues and actions triggering transitions between 
states. This makes it easier to understand and modify the finished application; the overall 
structure of the application can be simplified if the designer uses the score intelligently. 
Figure 7 shows the layout of the FAM experience on the Director score. The vertical group-
ings under each text marker represent a different state in the experience. In the FAM experi-
ence, these states are the user entering the room (the text marker “Begin”), the four states 
where the user is standing by any of the four juror locations (e.g. “POVA_stand”), and the 
four states where the user is sitting at one of the four locations (e.g. “POVA”). The sprites 
that are unique for each state are only present on those frames; these are the video actors 

Figure 6. Diagram showing the tracking infrastructure in DART
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that represent each juror from that point-of-view. There are some sprites which are always 
present in the experience that span the entire length of the score, such as the 3D world, the 
live video, the live tracker, and the object actor representing the physical table. 
The interaction in FAM involves the user standing up and moving to other seats at the table to 
switch between points-of-view. Cues are used to detect when the user stands up or sits down, 
and position cues detect which juror the user is closest to. These cues cause the execution 
to jump between the different states (indicated by text markers above the score). 
The visual layout of the score and the direct manipulation interaction means that it is trivial 
to swap out one version of a sprite for another. The designer can always modify the property 
pages, but in our experiences, we often have different sprites stored in an inactive portion 
of the score. In FAM we have two versions of an experience in one application; a version 
for debugging purposes that uses captured video and tracking and the full version that uses 
live sources. We have different versions of the relevant sprites for the two cases and one 
version of the common components (e.g., the 30+ actors that made up the experience). To 
switch back and forth, we drag one set of sprites out of the way and replace them with the 
other set (Shown under the “Testing Version” marker in Figure 7). 

Extending DART

It is not possible to provide all the functionality any designer would ever need for any AR 
experience with a development tool such as DART. Design tools that do not have facilities 
for creating custom code, where the applications must be designed entirely through ma-
nipulation of the provided components, will result in the development of a narrow niche of 
applications. We have found that for any application of sufficient size or complexity, it is 
necessary for the designer to develop custom additions to DART. Fortunately, it is precisely 
this type of development that Director supports very well. When developing real applications, 
the benefit of DART lies in this ability to develop at many levels. At the highest level, the 
designer can simply use the components provided with DART and design the application 

Figure 7. The layout of the FAM experience on the Director score
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visually. At the next level, the designer can take a standard component, copy it, and modify 
it to work differently for her app. The designer can also write custom Lingo code, hook-
ing into the DART infrastructure (e.g., actors, tracker subscription, cue/action architecture 
etc.); leveraging DART in the most efficient manner for her application. Lastly, a designer 
can develop custom Xtras written in C/C++, adding support to the Director environment 
for new services. By providing this multi-layered authoring support DART does not limit 
developers in the type or sophistication of the applications they create and allows them to 
work at whatever level of abstraction they find comfortable. 

Stage.4:.Evaluation.and.Deployment

Traditionally there has been little time or support for testing and evaluating AR applications. 
Before DART, we would spend several months writing the code for an application, unable 
to truly evaluate the experience or fully test the application until it was almost complete, 
at which point it was often too late to make major changes. In the previous sections, we 
have shown how DART supports the crucial early design exercises. However, DART also 
provides facilities for user evaluation and debugging later in the process.

Wizard of Oz Prototyping Tools

The Wizard of Oz (WOz) simulation method is a prototyping approach widely used among 
researchers and professionals in HCI. A “wizard” operator generally plays some role in a 
work-in-progress computer system, manually simulating sensor data, contextual informa-
tion, or system intelligence. In DART, we use the word “puppet” to refer to the mocked-up 
user interface controlled by the wizard. 
The Wizard of Oz tools in DART leverage the cue broadcast/subscription architecture (Dow 
et al., 2005). To enable WOz communication, one must place the “Puppet of Oz” behavior on 
the machine running the experience and the “Wizard of Oz” behavior on a remote machine. 
The two scripts establish the networking connection and enable the wizard interface to trig-
ger any actions available in the user application. By using common naming conventions, 
cues can be triggered locally or by a remote wizard.
Leveraging continuous notification of available actions from the puppet, DART can auto-
matically generate a WOz interface consisting of GUI buttons that correspond to the list 
of possible actions on the puppet. The wizard generates a generic button interface (using a 
simple layout algorithm) and labels each button with the unique event name. As the pup-
pet application runs, the wizard automatically refreshes the corresponding set of buttons. 
Automatic wizard generation lowers the barrier for using WOz prototyping as an evaluation 
strategy.
The wizard interface can also be customized to control the puppet using a mix of built-
in Director widgets and DART behaviors. For example, in VOO the designer placed an 
overhead map image in the WOz application and attached a “map tracking” behavior that 
generated synthetic GPS tracker reports that appeared to the puppet application to be real 
GPS reports. Since both interfaces were developed in DART, we were able to integrate 
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part of the user interface of the puppet into the wizard interface so that the wizard opera-
tor would experience the same application state as the user. In VOO, we used this strategy 
to allow the wizard to listen to the same audio segments, follow along with the user, and 
decide what content to display. 

Visualization Tools

To help designers evaluate an experience, DART also includes tools for visualizing cap-
tured data textually and graphically. By having the tools integrated with DART, designers 
have the ability to visualize live data in parallel with previously collected data, enabling 
real-time analysis of user performance. Visualization tools in DART can show both static, 
cumulative data as well as a single data value at any particular time on the abstract clock. 
For example, in VOO we visualized the GPS data for each participant on the same image 
to get an overview of user movement (see Figure 8). 

Debugging Support

Although we have not yet created a full suite of debugging related tools, there are some 
DART components that can be helpful in overcoming the challenges of debugging an AR 
application. 
For example, one of the most common problems we have encountered when testing ap-
plications is the case where the virtual content is not appearing where expected. The most 
confusing case is when none of the virtual content is visible. In this situation, the designer 

Figure 8. Visualization of VOO created with a handful of DART behaviors (DataGraphs, 
Observers, TimeSlider) inside Director: (a) GPS data for 5 participants with dynamic circles 
showing the user’s position at a particular time, (b) textual representations of GPS location 
and head rotation data, (c) Graph of button interaction over time, (d) slider for control of 
DART’s abstract time,  Dow, 2005 (© 2005 IEEE, used with permission)
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does not know if the objects are in the wrong 3D location, if the 3D camera is in the wrong 
location (possibly due to a problem with the tracker), or if the objects are there but are 
invisible/too small to be seen. To help with this problem we created an overhead map 
component (Gandy et al., 2005) (see Figure 9). The designer simply adds this map to the 
score and defines its size and placement as an overlay on top of the scene. The map will 
then automatically generate an overhead view of the 3D scene, using color and shape to 
indicate the continuous locations and orientations of the virtual camera as well as all the 
actors in the scene. This component allows the designer to see what actors are where and 
their relation to the virtual camera. This makes it easy to debug tricky problems such as the 
virtual camera having an incorrect 180-degree rotation, which results in it pointing away 
from where the user is looking.

How.DART.can. Inform.Other......................
Authoring.Environments.

In the previous sections, we discussed a set of useful features for any AR authoring environ-
ment, and illustrated them in the context of DART. In this section, we provide a summary 
of these general concepts for each stage of the design process.

Figure 9. Simple DART application using the overhead map; the overhead map (in the upper 
left corner) shows the position and orientations of all the objects in the scene as well as the 
camera, the light gray icon represents the camera with the line pointing out from the circle 
showing the direction the camera is pointed, the black icons represent object actors in the 
scene, which are currently seen in the 3D camera’s view
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• Exploring Ideas
○ Rapid creation of early prototypes (e.g., video prototyping, story boards) focused 

on brainstorming and experience testing. Ideally, these prototypes can be used 
as the basis for future iterations of the application.

○ Capture and replay of sensor data (e.g., video, trackers). Enables designers to 
work effectively offline, away from the application space and technology. 

• Populating the Virtual World
○ Proxy content. A tool should allow the designer to work with stand-in content for 

debugging and evaluation. The content can be easily replaced with final content 
as it is completed.

○ Virtual and physical objects as first-class entities. Allows the physical space to 
be modeled and to interact with all subsystems, such as graphics and physics.

○ Support for the user mapping out and exploring the physical space.
• Developing the Application

○ Multilayered development architecture. Allows for a continuum of programming 
ease and complexity. 

  • Authoring tools do not need to anticipate all designer needs,    
   but must provide the basic building blocks that can be modified   
   and extended.
○ Reduce challenges of working with technology

  • Abstractions for hardware such as sensors, cameras, trackers.
  • Make it easy to switch between different technologies. 

○ Provide visualizations or direct manipulation tools to aid in the design of ap-
plication structure (e.g., GUI programming via the Director score).

• Evaluation and Deployment
○ Support for standard HCI evaluation tools such as Wizard-of-Oz.
○ Methods of storing and analyzing data gathered from evaluations.
○ Debugging support for common problems encountered by designers in AR.

  • Spatial errors and coordinate system confusion (e.g. incorrect   
   transforms, objects in the wrong place, incorrectly sized, or    
   inadvertently hidden).

  • Technology errors (e.g. hardware not working correctly or not   
   as the designer expects).
○ Standard debugging tools from traditional programming environments (e.g., 

breakpoints, variable inspection, and error information).
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Conclusion.and.Future.Work.

Version 2.0 of DART is in public release. In future versions, we have a number of directions 
we hope to move. Technically, we plan to enhance the camera infrastructure to support mul-
tiple simultaneous cameras, camera calibration from inside Director, a plug-in architecture 
for image processing operations, better multi-sensor integration, and automated multi-sen-
sor calibration. Another direction is to tackle the problems of authoring and debugging. 
While we rely on the skills of designers, working in 3D is conceptually hard. The kinds of 
authoring and debugging facilities from environments such as Alice (Pierce et al., 1997) 
has would be quite useful in DART.
While DART is not a panacea for all of the problems encountered when working with AR 
(or any media that mixes physical and virtual worlds), it takes a significant step toward en-
abling designers to work with this exciting new medium. By focusing on rapid prototyping 
and early experience testing, and creating an environment which allows designers to work 
effectively at (and away from) a physical site, we help designers get over the initial hurdle 
of creating a first working prototype to explore the embodied experiences AR is appropriate 
for. We have demonstrated the importance of integrating a research toolkit with existing, 
powerful tools such as Director, and of addressing both technical (e.g., tracker integration) 
and practical problems (e.g., dealing with the annoyances of working in the physical world). 
DART places a heavy emphasis on rapidly moving informal content from storyboards into 
a functioning AR prototype, because we believe that it is not the final content creation that 
has limited AR experience prototyping, but rather the difficulty of exploring the design 
problems in the first place. It is this hole that DART has been designed to fill.
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Chapter.IX

Real-Time.3D.Design.
Modelling.of.Outdoor.

Structures.Using.Mobile.
Augmented.Reality.Systems

Wayne P�ekarsk�, Un�vers�ty of South Austral�a, Austral�a

Abstract

This chapter presents a series of new augmented reality user interaction techniques to support 
the capture and creation of 3D geometry of large outdoor structures. Named construction 
at a distance, these techniques are based on the action at a distance concepts employed by 
other virtual environments researchers. These techniques address the problem of AR systems 
traditionally being consumers of information, rather than being used to create new content. 
By using information about the user’s physical presence along with hand and head gestures, 
AR systems can be used to capture and create the geometry of objects that are orders of 
magnitude larger than the user, with no prior information or assistance. While existing 
scanning techniques can only be used to capture existing physical objects, construction at 
a distance also allows the creation of new models that exist only in the mind of the user. 
Using a single AR interface, users can enter geometry and verify its accuracy in real-time. 
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Construction at a distance is a collection of 3D modelling techniques based on the concept 
of AR working planes, landmark alignment, constructive solid geometry operations, and 
iterative refinement to form complex shapes. This chapter presents a number of different 
construction at a distance techniques, and are demonstrated with examples of real objects 
that have been modelled in the physical world.

Introduction

Current research in AR applications has focused mainly on obtaining adequate tracking 
and registration and then developing simple interfaces to present display information to 
the user (Azuma et al., 2001). One important problem that has not been fully addressed is 
the authoring of the content that is displayed to the user. Since most AR systems are being 
used simply as a visualisation tool, the data is prepared offline with standard editing tools 
and then transferred to the AR system. While ourselves (Piekarski & Thomas, 2003) and 
others (Baillot, Brown, & Julier, 2001) have started to investigate outdoor AR modelling, 
this work is very preliminary and incomplete. Brooks states that one of the still unsolved 
problems in VR is the creation and capture of 3D geometry (Brooks, 1999), which is also 
relevant for AR models. To develop content for AR systems, we have developed a number 
of techniques collectively termed construction at a distance (CAAD). These techniques 
use the AR system itself to capture the 3D geometry of existing structures in the physical 
world, and create new 3D models of virtual objects that do not yet exist. CAAD makes use 
of the AR working planes and landmark alignment techniques presented in a previous paper 
(Piekarski & Thomas, 2004), and builds higher-level operations to perform the capture and 
creation of 3D models. While some of these CAAD techniques have been presented previ-
ously (Piekarski et al., Thomas, 2003), in this chapter, I describe new body-relative plane 
techniques and expand on previous work with a discussion of how AR working planes are 
used in the implementation.
The introduction section in this chapter describes the advantages of these modelling tech-
niques over other existing methods. Next, the techniques are described over three sections 
and how they are implemented on a mobile outdoor AR system. An overview of the user 
interface that supports these techniques is discussed, followed by a discussion on the use of 
different viewpoints to support situational awareness. The chapter is then concluded with 
a discussion of possibilities for collaboration, and how the accuracy of the techniques are 
affected by various environmental factors.

Supplement.Physical.Capture.Limitations

The purpose of these techniques is not to replace existing object capture methods, such as 
image-based reconstruction (Debevec, Taylor, & Malik, 1996) or laser scanning. These 
techniques are highly accurate and can produce excellent results given the proper conditions. 
However, there are a number of limitations and CAAD provides an alternative to existing 
techniques in the following ways:
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• A human operator is capable of accurately estimating the geometry of planar shapes, 
even when partially occluded by other objects in the environment. When trees occlude 
the edges of a building, a human can estimate the layout based on incomplete visual 
information and a knowledge of the volumetric properties of buildings.

• The eye is a highly accurate input device capable of aligning along the walls of buildings 
(Cutting & Vishton, 1995; Piekarski et al., 2004). Accurate modelling is still possible 
when working from a distance and direct access to the object is not available.

• Existing capture techniques (Debevec et al., 1996) have a fixed operation time no 
matter what the complexity of the scene is, whereas in my methods the human can 
judge the most appropriate level of detail. In many cases, the user wants to create only 
simple shapes such as boxes to represent buildings, and so these techniques are ideal 
for quick operations.

• Existing techniques require the object to already exist so it can be captured, whereas 
my methods allow the human to specify any geometry desired. My techniques allow 
the creation of new shapes that do not physically exist and may be used to plan future 
construction work.

It is important to realise that there are limitations introduced by the resolution and accuracy 
of the tracking devices used to record the inputs. For example, when using a GPS accurate to 
50 centimetres the object size that can be modelled is in the order of metres (such as a car), 
while using a 1 millimetre magnetic tracker allows much smaller objects (such as a drink 
can). This research does not attempt to address problems with registration or accuracy of 
tracking devices, but instead works within the limitations of current technology to provide 
the best solutions that can be achieved.

Working.at.a.Fixed.Scale

A number of VR techniques have been developed for use in modelling applications. These 
applications traditionally provide tools to create and manipulate objects in a virtual world, 
and to fly around and perform scaling operations to handle a variety of object sizes. While 
techniques for action at a distance such as spot lights, selection apertures, and image plane 
techniques (Pierce et al., 1997) have been developed, these only perform simple selections 
on existing objects and cannot be used to create new ones due to the lack of generating dis-
tance values. Techniques such as flying, worlds in miniature (Stoakley, Conway, & Pausch, 
1995), and scaled world grab (Mine, Brooks, & Sequin 1997), can perform the creation of 
points by bringing the world within arm’s reach, but accuracy is affected by the scale. Due 
to their non-exact freehand input methods, all of these systems are also limited to conceptual 
modelling tasks and not precision modelling. CAD systems use snapping functions or exact 
numerical entry to ensure accurate inputs, but require an existing reference to snap to or 
non-intuitive command-based entry.
Although AR environments share some similar functionality with VR, AR is unique in that 
it requires registration of the physical and virtual worlds. Flying and scaling operations 
require the breaking of AR registration and so cannot be used. Scaled world representations 
force the user to divert their attention from the physical world to perform miniature opera-
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tions within the hands. Existing VR techniques cannot create models of objects the size of 
skyscraper buildings without breaking the 1:1 relationship between the user and the virtual 
world. With CAAD techniques, the scale of the world is fixed and only the user’s head po-
sition controls the view. The virtual geometry is created using absolute world coordinates 
and is always registered and verifiable against the physical world in real-time. By using the 
physical presence of the user as an input device, the body can be directly used to quickly 
and intuitively control the view rather than relying on a separate input device.
Humans are much more capable of accurately estimating and specifying horizontal and 
vertical displacements compared to distances (Cutting et al., 1995). By using the AR work-
ing planes and landmark alignment techniques described previously (Piekarski et al., 2004), 
simple 2D input devices can be used to draw points in 3D. An AR working plane can be 
defined at any time from the body along the direction of view (maximising accuracy with 
landmark alignment) or relative to an existing object (maintaining the same accuracy as the 
source object), and the user can then move around to a different angle to draw against this 
surface. With AR working planes, the user is able to draw points that are at large distances 
and at locations that are not normally reachable, maintaining a 1:1 relationship between 
the virtual and physical worlds. The techniques in this chapter require any simple 2D input 
device with a cursor to draw against the AR working plane, with this particular implementa-
tion using a glove with fiducial-marker based tracking.

Iterative Model Refinement

CAAD relies on a set of fundamental operations that by themselves cannot generally model 
a physical world object. Combining a series of these fundamental operations by making 
iterative improvements can produce complex shapes however. As the modelling operation 
is taking place the user can see how well the virtual and physical objects compare, repeat-
edly making changes until the desired quality is gained. Constructive solid geometry (CSG) 
techniques used by CAD systems also rely on this principle to produce highly complicated 
shapes that would otherwise be difficult to specify. The ability to instantly verify the quality 
of models against the physical world helps to reduce errors and decrease the total modelling 
time. The process of iterative refinement for VR modelling is discussed by Brooks (1999), 
and he recommends that a breadth-first iterative refinement strategy is the most efficient. 
I use these VR guidelines for the proposed CAAD techniques, and take the refinement 
process one step further by using the unique ability of AR to compare virtual and physical 
worlds simultaneously.

Simplified Techniques

Some techniques have been developed previously for the interactive creation of data in 
virtual environments with no prior information. The CDS system by Bowman can create 
vertices by projecting a virtual laser beam against the ground plane (Bowman, 1996). By 
connecting these points together and extruding the 2D outline upwards, full 3D solid objects 
can be created although they are limited in complexity by being constant across the height 
axis. Baillot et al. performed the creation of vertices located at the intersection of two virtual 
laser beams drawn from different locations (Baillot et al., 2001). After defining vertices, 
these can then be connected together to form other shapes of arbitrary complexity, limited 
only by the time available to the user. Since these techniques both operate using vertex 
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primitives that are then connected into edges, polygons, and objects, the complexity of this 
task increases as the number of facets on the object increases. Rather than treating objects 
as collections of vertices like the previously mentioned work, CAAD mainly operates using 
surfaces and solid objects, so an object with 10 facets can be modelled in 10 steps rather 
than as 20 vertices and 30 edges.

Direct.Object.Placement.Techniques

This section describes techniques involving the direct placement of objects within arm’s 
reach. While not being truly CAAD, these techniques may be used as inputs for other op-
erations. The simplest way to perform modelling is to use prefabricated objects and place 
them at the feet of the user as they stand in the environment, when commanded by the user. 
I have termed this technique street furniture, as it can be used to place down objects that 
commonly occur on the street (Piekarski et al., 2003). Furthermore, using the AR working 
planes techniques (Piekarski et al., 2003; Thomas 2004) the user is able to translate, scale, 
and rotate these objects in the AR environment. The street furniture method works well 
when objects to create are known in advance, and the user can avoid having to model the 
object each time. While this technique is not at a distance according to our requirements, it 
is the most basic and simplest operation that can be performed using a mobile outdoor AR 
computer. It is possible to use direct placement of markers at the feet to specify vertices and 
extrude the object upwards, but this is not always practical in the physical world because 
the user cannot stand on top of a building to mark its outline. Later techniques described 
in this chapter use direct placement for the creation of infinitely sized plane surfaces in the 
environment.

Body-Relative.Plane.Techniques

This section describes a series of CAAD techniques based on the user’s physical presence 
in the environment. Using simple head-based pointing, the geometry of planes originating 
from the body can be specified, taking advantage of the user’s sense of proprioception (Mine 
et al., 1997). Using CSG techniques, these planes can be used to easily define solid building 
shapes out of arm’s reach. Since many buildings in the physical world can be modelled using 
planes, the process of modelling can be accelerated compared to the simplistic approach of 
creating each vertex and edge manually.

Orientation Infinite Planes
 
Buildings in the physical world tend to approximate collections of angled walls in many 
cases. A solid convex cube can be formed with the specification of six planes arranged per-
pendicular to each other and a CSG intersection operator. Instead of specifying these planes 
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numerically, the user can create these same planes in an AR environment by projecting 
them along the line of sight. By looking along the plane of a wall of a building and aligning 
the two ends, the user can project an infinite plane along this wall in a similar way to AR 
working planes. Each plane defines a half space that when combined with a CSG intersect 
operation will form a finite solid shape.
Figure 1 depicts a five-sided building and the location of the mobile AR user as they are 
sighting down each of the walls, showing the infinite volume being iteratively bound by the 
infinite planes. At the beginning of the operation, the AR system creates an (approximately) 
infinite solid volume that will be used for carving. When the user is aligned with a wall, 
they project an infinitely long vertical plane along the view direction into the world. This 
plane divides the previous infinite solid into two parts and the left or right portion (decided 
by the user) is carved away from the solid and removed. As the user sights along each wall, 
the solid will be reduced down to an object that is no longer infinite in the X and Y axes. At 
completion, a floor is automatically created at ground level, and the roof is left unbounded 
for carving using other techniques, since it is impractical to sight along the roof of a very 
tall building. The final 3D shape is stored using absolute world coordinates and reflects the 
geometry of the physical building.
With this technique, the object can be carved away iteratively and the user receives real-
time feedback of the infinite volume being bounded, allowing immediate undo in case of a 
mistake. Compared to the direct methods described previously, this plane-based technique 
allows the capture of buildings from a distance without having to actually stand next to 
or on top of the building. Since the user is in direct control of the modelling process, the 
positions of occluded surfaces can be estimated using their knowledge of the environment. 
These features are useful because many existing physical capture methods require a full view 
of the object, GPS trackers do not work well near large buildings, and standing on top of a 
building may not be possible or too dangerous. This technique is also much more efficient 
than vertex and edge specification since each wall is handled with a single primitive that is 
easy to create accurately. A limitation of this technique is that using only planes and a CSG 
intersection to define objects restricts usage to convex buildings with no indentations, and 
this will be addressed further at the end of this section.

Figure 1. Infinite carving planes used to iteratively create a convex shape from an infinite 
solid
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Position Infinite Planes

Another limitation of the orientation infinite planes technique is the dependence on an ori-
entation sensing device for the head. While RTK GPS units may have reliable accuracies 
in the order of 2 cm, orientation sensors vary in accuracy due to problems with interference 
and limitations of the technology. These variations affect the placement of planes in the 
environment and as the distance from the user increases, angular errors cause increasing 
positional errors, but using techniques that can avoid the use of orientation sensing should 
be able to produce much more accurate results.
In order to take advantage of the stability of position tracking, the orientation infinite planes 
technique described earlier can be modified to use two or more position points to specify 
orientation, making it invariant to errors in orientation tracking devices. Using the same 
landmark alignment concept discussed previously, the user can accurately sight along a 
wall and mark a position. To indicate direction, the user walks closer while maintaining 
their alignment and marks a second point. These two points can then be used to project an 
infinite carving plane. By increasing the spacing of the marker points or using a line of best 
fit amongst multiple points, the accuracy of this technique can be further improved.
The accuracy of this technique can be calculated based on the positional error of the GPS 
and the distance between the two marker points. To make this technique useful, it must 
have an accuracy that is better than is available using traditional orientation sensors. As 
an example, when a maximum allowable error of 1 degree is assumed, an RTK GPS unit 
with 2 cm accuracy will require a distance of 1.1 metres between the points. If 10 or more 
metres is used then the orientation accuracy will be orders of magnitude better than previ-
ously possible.

Fixed Infinite Planes

This technique is similar to the position infinite planes technique in that it is invariant to 
orientation sensing errors. The previous technique required the user to specify the orientation 
for each plane by using two points, but if the angles at each corner are known to be equal 
then only one orientation is needed and the others can be calculated automatically. The user 
creates the first plane using the same method described previously, but for each additional 
plane, only one position marker is recorded. Based on the number of positions marked, the 
system knows the number of walls to create and calculates the orientation for each position 
point based on the first plane. This technique uses nearly half the number of points and yet 
produces the same accuracy if the first plane is properly placed and the building meets the 
required properties.

CSG.Operations

Many objects in the physical world are not the same shape as simple boxes, cylinders, spheres, 
and cones. While it may seem that many objects are too complicated to model, they may 
usually be described in terms of combinations of other objects. For example, the process of 
defining a cube with a hole using vertices is time consuming, but can be easily specified with 
a CSG operation. CSG is a technique commonly used by CAD systems, supporting Boolean 



���   P�ekarsk�

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of 
Idea Group Inc. is prohibited.

set operations such as inversion, union, intersection, and subtraction. The manufacture of 
objects in the physical world is also performed in a similar manner—a drill can be used 
to bore a hole very easily out of a solid cube. An example of CSG being used outdoors is 
applying the CSG difference operator to subtract cubes from a building shape. This could 
be used when the user needs to carve out indented windows. In Figure 2 part 1a and 2a, the 
user places a cube at a distance, and then drags it sideways until it enters the building shape. 
Alternatively, in Figure 2 part 1b and 2b, the cube is pushed into the surface of the building 
(similar to a cookie cutter), and requiring closer access to the building. As the cube is being 
positioned by the user, the CSG difference operator is interactively calculated and displayed 
to the user. Infinite planes are normally limited to producing only convex shapes, but using 
CSG techniques allows us to produce more complex concave shapes very intuitively.

AR.Working.Planes.Techniques

This section describes a series of CAAD techniques based on AR working planes (Piekarski 
& Thomas, 2004). The previous techniques are capable of placing prefabricated objects and 
capturing bounding boxes for large objects, but detailed modelling is not provided. Using 
AR working planes and a 2D input device, the user can specify much more intricate details 
to create realistic 3D models.

Projection.Carving

The projection carving technique modifies existing objects by projecting points against 
surfaces and then cutting away extrusions to produce new highly concave shapes. This 
technique provides the ability to construct features such as zig-zag roofs and holes that are 

Figure 2. Box objects can be moved into a building surface to carve out windows

 

1a 

2a 
1b 

2b 
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difficult or impossible to model using previously described techniques. Figure 3 depicts 
an example of how this technique can be used to carve two peaked roofs onto a building 
model. These building models may have been created using infinite planes and projection 
carving can be used to restrict the infinite roof to a finite volume. The AR working plane is 
created relative to a polygon that has been selected by the user. The object that contains the 
polygon is then used as the input for the upcoming carving operation. The user then creates 
vertices along the surface of the AR working plane and these are connected together to form 
a 2D concave outline. This outline is then extruded along the surface normal of the working 
plane and used as an input tool for a CSG difference carving operation.
The projection is performed using orthogonal extrusion from the AR working plane, and is 
position invariant so points can be entered from any location in front of the polygon. This 
enables the user to cut a flat roof on a 100 metre high building while standing at ground level 
and looking up. If the cursor was used to carve the object directly like a laser beam, the system 
would produce pyramid-shaped extrusions. For some buildings, the user may only desire to 
create a flat roof or a single slope, and by creating only one point the system will create a 
horizontal cutting plane, and with two points a diagonal cutting plane is created. More than 
two points implies the user wishes to cut with an outline and so it must be fully specified as 
in Figure 3. The CSG operation can be switched from difference to intersect if desired, with 
the effect being that the user can cut holes or split an object into separate parts instead of 
carving the outside. Used in this form, orthogonal extrusion is limited to carving operations 
that can be seen in a silhouette representation—other features such as indentations that are 
not visible from the side can not be captured with this technique. Some of these limitations 
can be overcome by limiting the depth of the extrusion used for carving. By using a small 
fixed value or controlling it by moving the body forward or backward, the extrusion can be 
controlled by the user and used for features such as windows or doors.

Figure 3. AR working planes are used to specify vertices and are projected along the surface 
normal for carving the object’s roof
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Figure 4 depicts the projection carving operation on a box that has been edited to match the 
shape of a building with a pitched roof. A second example demonstrating this technique is 
a small automobile being modelled outdoors in Figure 5. In both cases, a larger volume is 
placed down and the user then intersects points against the box surface to define the silhouette. 
Each frame in Figure 5 shows the process of specifying the solid region that approximates 
the car in the physical world. The object can then be carved along any of the other faces to 
further refine the model until it suits the user’s requirements.

Projection.Colouring

Once a building has been created, the user may desire to place windows, doors, and other 
extra details onto the model. While it may be possible to draw these details onto a texture 
map (which cannot be zoomed arbitrarily), or to place extra polygons outside the building to 
represent these (covering the original building), the building model itself remains untouched. 
If these new polygons are removed or manipulated, the original solid object remains since 
the changes are only superficial. A more desirable scenario is that polygons of a different 
colour are actually cut into the subdivided surface of an object, so that if they are deleted it 
is possible to see features inside the object that were previously concealed. I have named 
this technique projection colouring, and using similar steps as projection carving, vertices 
are projected against an AR working plane created relative to the surface and then connected 
into an outline. Instead of carving away the outline, the surface is subdivided and the colour 
of the outlined polygon is modified. The newly coloured polygons may then be deleted or 
manipulated freely by the user if desired. For example, a window and door can be cut out, 
with the door then openable using a rotation. Individual manipulation would not be possible 
with only the surface texture being modified.

Figure 4. AR views of an infinite planes building with sloped roof being interactively 
carved
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Surface.of.Revolution

When working outdoors and modelling natural features such as trees and artificial features 
such as fountains, box-shaped objects are usually poor approximations to use. In an attempt 
to model these objects, surface of revolution techniques (as used in many desktop CAD 

Figure 5. AR frames of an automobile being carving from a box, with markers placed at 
each corner indicating the silhouette of the object
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Figure 6. (a) AR view of surface of revolution tree with markers on AR working plane 
(b) VR view of the final surface of revolution tree model as a solid shape
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systems) have been used to capture geometry that is rotated about an axis. The user starts 
by creating an AR working plane in the environment, with the most intuitive way being to 
sight toward the central trunk of the tree and project the AR working plane along the view 
direction. The user then projects vertices onto the AR working plane, defining one-half of 
the outline of the object. After specifying the vertices along the axis of rotation, the system 
generates a solid object by rotating the outline around the axis. Figure 6 shows an example 
where the vertices of a tree have been specified with a preview shape generated, along with the 
final shape from an external VR view. This technique generates good results when modelling 
natural objects such as pine trees that are highly symmetrical about the trunk. For trees that 
grow with deformities and other non-symmetrical features this technique may not gener-
ate suitable approximations. To improve the approximation, previously described carving 
techniques may be applied to refine the model until the user is satisfied with the object.
 

Texture.Map.Capture

When implementing live AR video overlay, the system can automatically match up images 
from the camera to polygons in the scene. Captured models are normally only presented 
using a single colour and texture maps increase the realism for users without having to 
add extra polygons for detail. To perform texture map capture, the user stands at a location 
where the texture for an object’s polygon is clearly visible to the camera. The user selects 
the polygon to activate capture mode and the system projects the polygon vertices onto the 
AR video overlay to map the still image as a texture. The user repeats this operation for 
each polygon until the object is completely textured.
The best results for this technique are obtained when the object is fully visible and fills as 
much of the HMD as possible. Also, keeping the surface perpendicular to the user’s view-
ing direction ensures that the texture is distorted as little as possible. Although techniques 
for capturing textures of 3D models have been described previously, this has not been 
performed in a mobile outdoor AR environment. Previously discussed work by Debevec 
et al. implemented the capture of 3D models from photographs and extracted textures for 
each facet (Debevec et al., 1996). Lee, Hirota, and State also implemented the capture of 
textures in AR but with surfaces being modelled within arm’s reach using a wand, with the 
system automatically capturing textures when video frames were deemed suitable (Lee 
et al., 2001). The video stream used with mobile AR suffers from problems with motion 
blur and tracker registration, and having the user choose the moment to capture the texture 
generates the highest quality models.

User. Interface

The user interface is made up of three components: a pointer based on the tracking of the 
thumbs with a set of gloves worn by the user, a command entry system where the user’s fingers 
interact with a menu for performing actions, and an AR display that presents information 
back to the user. The display for the interface is fixed to the HMD’s screen and presents up 
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to ten possible commands as menu options at any one time. Eight of these commands are 
mapped to the fingers as depicted in Figure 7, and the user activates a command by pressing 
the appropriate finger against the thumb. When an option is selected, the menu refreshes 
with the next set of options that are available. Ok and cancel operations are activated by 
pressing the fingers into the palm of the appropriate hand and are indicated in the topmost 
boxes of the menu. The interaction cursors are specified using fiducial markers placed on 
the tips of the thumbs, as shown in Figure 4 and Figure 5. With the use of vision tracking 
for cursor position, and metallic pads for finger press detection, it is possible to control the 
user interface in the harsh environmental conditions experienced outdoors. As discussed 
previously, a 2D input device is required to specify 3D points using the AR working planes 
techniques. This user interface provides the necessary 2D cursor to support this, as well as 
the command entry capability to control the various techniques described in this chapter.

External.Viewpoints

Our user interface is typically operated in an immersive mode where virtual objects are 
registered with the physical world. This view is intuitive because it is similar to how the user 
normally experiences the physical world. This view may cause problems in situations where 
very large objects such as buildings may exceed the field of view of the display, objects may 
be too distant to clearly view, or other objects may be occluding an object of interest. The 
immersive view restricts the user if it is impractical or impossible for the user to move to a 
new viewing position. In these cases, it is more useful to work in an external VR style view 
such as orbital view (Koller, Mine, & Hudson, 1996), where the user sees the virtual world 
from an external perspective. The advantages of external views are also discussed by Brooks, 
who mentions that users find a local map of the world useful to show where they are, what 
they are looking at, and to build a mental model for navigation (Brooks, 1988).

Figure 7. Each finger maps to a displayed menu option, the user selects one by pressing the 
appropriate finger against the thumb
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In the external views included in this chapter, the ground and sky are both rendered using 
texture maps so that the user understands they are looking at a fully virtual view and are no 
longer immersive. Since the external view is designed to be used while wearing the HMD 
outdoors, the body of the user is shown in the centre of the display and motion about the 
physical world is updated in real-time. Top down views, such as that shown in Figure 8(a), 
provide an aerial perspective of the area, with the display being fixed in north up mode or 
rotating freely according to the user’s current view direction. In this example, an aerial 
photograph has been used instead of a grass texture to provide additional situational aware-
ness. Orbital views such as that shown in Figure 6(b) and Figure 8(b) link all 3DOFs of 
head rotation to orbiting motions at a fixed distance around the user. These external views 
are generally only used while stationary because the physical world is completely blocked 
out and the user may not be able to safely move. The user is able to adjust the camera view 
using body position or head rotation (as discussed previously) but not hand gestures, and 
can freely switch between immersive and a number of pre-programmed external views us-
ing menu commands.

Collaborative.Modelling.Scenario

While a number of techniques can perform the modelling of simple and useful shapes, the 
true power of CAAD is expressed when techniques are iteratively combined to produce more 
complicated real-world shapes. Furthermore, the usefulness of a system is enhanced when 
models can be collaboratively viewed by others at the same time. Customers, architects, 
and developers both onsite and at remote locations could work together to design buildings 
and landscapes. A user with a mobile AR system would walk outside to an empty piece of 
land to create a landscape to preview and perhaps construct in the future. The user creates 
the outline of the building using infinite planes and then carves out the roof of the building. 
Doors and windows are then added to the surface of the object. To finish off the model, the 

Figure 8. (a) Top down view with aerial photography to improve situational awareness, 
(b) orbital view centred on the user showing building under construction
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outline of a swimming pool can be added, and various street furniture accessories such as 
tables and chairs are added. Within 10-15 minutes, the user has created a simple model that 
they can iteratively adjust until they are happy with it.
Using the distributed nature of the Tinmith-evo5 software architecture (Piekarski & Thomas, 
2003), indoor users can be connected so they can monitor the progress of the modelling 
operation on large fixed indoor displays. Using wireless 802.11 networks, the state of the 
remote system is sent indoors along with two-way voice data so the users can discuss the 
operation in progress. State information includes the full scene graph and tracking infor-
mation, so the indoor display is able to reproduce any part of the outdoor system’s state 
as required. The only current limitation is that live video is not streamed over the network 
due to bandwidth limitations. The indoor users could be remote experts such as architects 
or developers, observing the design that the customer wants and making comments in real-
time. At the completion of the design, the indoor users can extract the model as VRML and 
then convert it into a proper set of building plans for construction.

Operational.Performance

The CAAD techniques rely on the position and orientation sensors for all tracking, and 
so increasing the accuracy of these devices will produce improved results and affect the 
minimum model size that can be properly captured. Errors from each sensor have differ-
ent effects on the captured models since one is measured as a distance and the other as an 
angle. Systems such as OSGAR (Coelho, MacIntyre, & Julier, 2004) attempt to model these 
errors for the registration of information, dynamically adjusting the display depending on 
the sensor errors. However, when rendering the AR display during 3D modelling, results 
are also affected not only by the errors in the current tracker data, but also those from the 
capture process. The position sensor used in these examples is a Trimble Ag132 GPS, with 
an accuracy of better than 50 centimetres and working reliably amongst small buildings and 
light tree cover. For orientation, an InterSense IntertiaCube2 hybrid magnetic and inertial 
sensor is used, although the tracking is unreliable when there are magnetic distortions pres-
ent in the environment or when the user is moving quickly.
When modelling a new object, the accuracy of projection-based techniques is dependant on 
the user’s current location and the direction they are looking. For the highest accuracy, it is 
desirable to be as close to the object as possible, minimising the distance the projection can 
stray from the desired direction caused by angular errors in the orientation sensor. When 
viewing an existing virtual object, the registration errors with the physical world caused by 
the GPS will be the most accurate when viewed from a distance due to perspective, while 
standing very close to an object will cause these errors to be more noticeable. For registra-
tion errors caused by the InertiaCube2, these remain constant on the display at all distances 
due to their angular nature.
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Conclusion

This chapter has presented my novel CAAD techniques, designed to support the capture 
and creation of 3D models in outdoor environments using AR. CAAD takes advantage of 
the presence of the user’s body, AR working planes, landmark alignment, CSG operations, 
and iterative refinement to perform modelling tasks with mobile AR systems. When used in 
an AR environment, users can capture the geometry of objects that are orders of magnitude 
larger than themselves without breaking AR registration or having to touch the object directly. 
These modelling techniques are intuitive and support iterative refinement for detail in areas 
that require it with AR providing real-time feedback to the user. While existing techniques 
are available for the capture of physical world objects, these still have limitations and also 
cannot be used to create models that do not physically exist. The CAAD techniques were 
field tested using a number of examples to show how they may be applied to real world 
problems. By discussing insights gained from these examples, I have identified areas for 
improvement that currently cause accuracy problems.
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Abstract

This chapter describes the evolution of a software system specifically designed to support 
the creation and delivery of mixed reality (MR) experiences. We first describe some of the 
attributes required of such a system. We then present a series of MR experiences that we 
have developed over the last four years, with companion sections on lessons learned and 
lessons applied. We conclude with several sample scripts that one might write to create 
experiences within the current version of this system. The authors’ goals are to show the 
readers the unique challenges in developing an MR system for multimodal, multi-sensory 
experiences and to demonstrate how developing MR applications informs the evolution 
of such a framework. “Making Memories of  a Lifetime,” (Chapter XVI), is the creative 
content companion piece. 
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Introduction

Mixed reality (MR) presents unique challenges in its requirement to seamlessly integrate 
interacting virtual objects, audio landscapes, visual presentations, haptic feedback, and show-
control devices with real world objects such as human participants, props, and physical set-
tings. In this chapter, we describe the evolution of our MR framework. The key connections 
between each section are the lessons we learned along the way while developing ever more 
complex and diverse applications of MR. We also emphasize the system’s flexibility in its 
design (components can be distributed or aggregated as appropriate for a given scenario’s 
needs); its provisions for all modes of MR (ranging from physical reality to augmented 
reality to augmented virtuality to pure virtual reality); its support for diverse modes of ex-
periencing MR (ranging from video-see through head-mounted displays to vision domes to 
desktop systems, and from unaltered physical environments to theatrical sets to unidirectional 
retro-reflective “caves”); its openness (all components not developed in our lab are from the 
open source community); its modularity (its plug-in architecture can accommodate other 
network protocols, new physics engines, new user interfaces, new interaction devices, new 
authoring interfaces and new AI components); and its adaptability (we added the concept 
of story-based rendering in one evening). Our framework has been field-tested with instal-
lations for entertainment, free-choice learning, training, and cognitive rehabilitation. Each 
such application has revealed strengths and exposed weaknesses that informed our evolving 
design and implementation, and influenced our program of basic research.
The central component of the MR framework is the MR story engine (SE), a container for 
software agents (actors): one for every user, virtual object and real object that interacts with 
other agents; one for communication with the underlying system; zero or more to maintain 
the story line; and zero or more to support abstractions. The software agents manage the 

Figure 1. The integration of engines and devices in the MR framework (©2006 Media 
Convergence Laboratory/UCF, used with permission)
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semantics of the story in that their states and behaviors determine much of what a user sees, 
hears, and feels. 
The SE allows for a wide range of functionality through its object-based scripting language. 
Language features include prototype-based object-oriented programming, real-time binding 
of variables (the names that reference variables can be created at run-time) and dynamic 
array sizes (that’s the scheme for dynamic memory allocation). At run-time, agents in the 
SE can interact with interdependent engines (such as graphics and audio), and read/activate 
sensors and actuators (such as tracking and special effects devices). The SE provides an 
integrated physics engine, a pluggable interface for auxiliary physics engines and other 
autonomous behaviors, a protocol for graphical user interfaces, and both an abstraction 
and a network-based protocol for interaction devices. See Figure 1 for a visual depiction 
of the integration of some of these components. In this, the (1) video see-through HMD 
captures the real world scene. This captured imagery is then augmented based on (2) the 
user’s orientation and position as sensed through tracking and (3) the states/behaviors of 
the agents as directed by the story engine and carried out by the graphics, audio, and SFX 
(special effects) engines. The user’s experience is then provided through (A/B/C) visual and 
(E) auditory landscapes, and via (D) special effects.
To set our MR framework in context, we first discuss the Canon MR system and our needs to 
extend it. We then present examples of some experiences we have developed and how each 
influenced our system’s evolution. The end result is a system that can support experiences 
as diverse as interactive story-telling, collaborative design, technology demonstrations, 
games, education, training, and rehabilitation.

CANON’s.MRPlatform

Our first MR system was built around Canon’s work in mixed reality. The Canon team, under 
the direction of Hideyuki Tamura, had already developed several influential experiences, 
including AR2 Hockey (Ohshima, Satoh, Yamamoto, & Tamura, 1998), AquaGuantlet (Tamura, 
2001), Contact Water (Murakami, Morita, Okuno, Shimoyama, & Yonezawa, 2001), and 
others (Tamura, Yamamoto, & Katayama, 2001). The evolution of these projects resulted in 
the creation of the MRPlatform API and library (Uchiyama, Takemoto, Satoh, Yamamoto, 
& Tamura, 2002). This is a Linux-based system that captures, analyzes, manipulates, and 
delivers video, as seen through the Canon COASTAR video see-through HMD’s cameras. 
As revolutionary as Canon’s system was, its API focused almost exclusively on the visual 
aspects of an MR experience and provided no scenario creation support beyond integration 
with OpenGL (http://opengl.org) and Open Inventor (http://oss.sgi.com/projects/inventor/). 
Our first extensions were to create story, audio, and SFX engines, each written in Java for 
platform portability. In this context, the Canon MRPlatform handled video capture and ac-
quired data from the hardware tracker. Our graphics engine extended this with a set of C++ 
classes and services for integrating virtual and real content and displaying these composite 
scenes. To support engine distribution and communication, we developed a low latency 
network protocol through which the story engine could function as the center of control, 
sending requests to each of the other engines to trigger the visual, auditory and special ef-
fects events that contributed to an MR experience. 
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MR.Experiences

We briefly describe four MR experiences: MR Time Portal, MR Sea Creatures, MR Kitchen, 
and MR MOUT (Hughes, Stapleton, Hughes, & Smith, 2005a). The various versions of MR 
MOUT, developed through six iterations, most accurately reflect the evolution of our system. 
However, since that evolution both influenced and was influenced by the other applications, 
we describe its final iteration last. In all cases, we discuss lessons learned and lessons ap-
plied, using these to motivate the evolution of our software systems.

MR.Time.Portal

MR Time Portal, publicly shown at SIGGRAPH 2003, was the first widely seen experience 
we developed that involved complex 3D models with rich animations and a non-trivial story 
line. Its goal was to immerse participants within a story, with some people at the center of 
the action, and others at the periphery. Figure 2a is a scene from an animatic1 we produced 
that helped us to test story elements while still in VR mode. Figure 2b shows the full MR 
with one person on the right wearing an HMD in order to be embedded in the experience 
and two people at a vision dome on the left observing the experience from the perspective 
of an unseen second participant. In essence, this is an MR version of a theme park experi-
ence employing those venues’ notion of divers (the ones who get in the action), swimmers 
(those who influence the action), and waders (those who observe from afar) (Stapleton & 
Hughes, 2003, 2005).

Our.Evolving.Story.Engine

In 2003, our story engine was based on the concept of Java objects holding the states and 
primitive behaviors of actors, each having an associated finite state machine (Coppin, 2004) 
that controlled the manner in which these behaviors were invoked based on stimuli such 

Figure 2. MR Time Portal: Experiential movie trailer: (a) animatic and (b) mixed (©2006 
Media Convergence Laboratory/UCF, used with permission)
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as timed events, GUI inputs, and interactions with other actors. Most actors reflected the 
virtual and active real objects of the MR world, but some existed to play the roles of story 
directors, encouraging players in directions deemed most supportive of the underlying 
story. For instance, MR time portal contained actors associated with a back-story movie; 
the portal through which threats to our world arose; various pieces of background scenery; 
each robotic threat; each friendly portal guard; a futuristic physical weapon; a ray tracing 
beam to make it easier to aim the gun; a number of virtual explosions; the lighting rig above 
the exhibit area; several abstract objects operating as story directors; and, of course, the real 
persons who were experiencing this world. Each of these actors had optional peers in our 
graphics engine, audio engine(s), and special effects engine. The reason these are optional 
is that, at one extreme, abstract actors have no sensory peers, at the other extreme, robotic 
threats have visual representations, audio presentations that are synchronized in time and 
place with the visuals, and special effects when the robots hit the ground (a bass shaker 
vibrates the floor under the shooter); and in between are things like the lighting rig that has 
only a special effects peer.
An actor component, when added to the authoring system, had a set of core behaviors 
based on its class. An Actor class sat at the top of this hierarchy providing the most com-
mon default behaviors and abstract methods for required behaviors for which no defaults 
exist. A finite state machine, consisting of states and transitions, was the primary means of 
expressing an actor’s behavior. Each transition emanated from a state, had a set of trigger 
mechanisms (events) that enabled the transition, a set of actions that were started when the 
transition was selected, and a new state that was entered as a consequence of carrying out 
the transition. A state could have many transitions, some of which had overlapping condi-
tions. If multiple transitions were simultaneously enabled, one was selected randomly. 
The probability of selecting a particular transition could be increased by repeating a single 
transition many times (the cost was just one object handle per additional copy). States and 
transitions could have associated listeners causing transitions to be enabled or conditions 
to be set for other actors.

Lessons Learned and Lessons Applied

In order to stay within the time constraints of completing time portal in the few months 
before SIGGRAPH 2003, we retained one part of our existing closed system, Canon’s 
MRPlatform, and added another, Granny 3D (http://www.radgametools.com/gramain.htm), 
which provides capabilities that allowed us to smoothly transition between animations (e.g., 
from running to kneeling down). The problem with each of these is that the experiences 
created by them could not be distributed due to the proprietary nature of Canon’s API and 
the licensing costs of Granny 3D.
By this time, we had developed our own audio engine, MRAudio, and a soundscape author-
ing system, SoundDesigner. Both of these were based on OpenAL with EAX extensions 
(http://www.openal.org). This new audio suite allowed us to place sounds in 3D space us-
ing OpenAL’s model of sources whose attached sound buffers are capable of being heard 
by a single listener based on that person’s position and orientation relative to those of the 
sound source. While suitable for most dramatic effects, this version still did not meet our 



The Evolut�on of a Framework for M�xed Real�ty Exper�ences   �03

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

goals of total control of individual speakers. That feature was deferred to our next release 
of the audio suite.
This version of our system used two protocols for communication between the story and 
other engines. TCP/IP was used for communication to the graphics engine(s), and multi-cast 
UDP was used for communication to audio and SFX engine(s). We did this with the belief 
that missing a sound like a gun shot was acceptable, but missing a command such as start-
ing an animation was not. Later tests showed that we got very little gain in performance out 
our use of UDP and that our primary network problem was congestion due to the manner 
in which we shared positional and orientation data.
Perhaps the biggest overarching lesson we learned from the development of time portal 
was the near impossibility of succeeding on such a complex project without having a well 
thought-out production pipeline in place (Hughes et al., 2005).

MR.Sea.Creatures.Experience

MR Sea Creatures is described in detail elsewhere (Hughes et al., 2005). Here we just 
note that it takes place in the Orlando Science Center’s DinoDigs exhibit, augmented with 
Cretaceous sea life that appears to swim around the pillars of the hall (Figure 3) (Hughes et 
al., 2005). The visitor is able to navigate a Rover through the ocean environment to explore 
the reptiles and plant life. The viewing window of the Rover is what the visitor sees in the 
heads-up display. Thus, this application brings together physical reality, augmented reality, 
and virtual reality in a single experience.
Tension is greatly enhanced by integrating the audio with the visual experience. Achieving 
this effect is partially technical—one needs to control the soundscape through a sophisticated 
delivery system, but the technical does nothing without the capture and/or synthesis of the 
“right” sounds. To capture turbulent underwater sounds, we made a custom-designed “XY” 
mount to position four hydrophones, enabling us to capture four discrete channels of audio 

Figure 3. MR sea creatures: Free choice learning at Orlando Science Center (©2006 Media 
Convergence Laboratory/UCF, used with permission)
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for surround sound play back (Hughes, 2005). Ocean ambience was captured at New Smyrna 
Beach, Florida using a multi-channel mobile recording unit. The turbulence created by crash-
ing waves made for a realism that reflects the violent seas of the Cretaceous period.

Lessons Learned and Lessons Applied

While the interface worked well with gamers and children in the middle school years (12-
14), younger children (4-11) tended to consume the experience and adults were confused by 
the interface unless taught by their children (Hughes et al., 2005). This clearly demonstrated 
the need to support multiple interfaces that can be tailored to different audiences.
A big winner in this experience was the audio, reflecting lessons learned in MR time portal 
and various aspects of MR MOUT (to be discussed later). While Sea Creatures did not have 
as rigid positioning requirements for audio as some of our other applications, given that the 
experience was restricted to the dome, it was our first public use of our new audio engine, 
built using PortAudio (Bencina & Burk, 2001). One aspect that distinguishes it from other 
audio engines is its support for dynamic delivery based on user-specified speaker constraints. 
This feature is extremely useful for public access areas like science centers where speaker 
placement constraints may change from time to time, and rarely are reproducible in the 
laboratory in which the development first occurs.
The visual aspects of this experience tested our graphics engine that is now based on 
OpenSceneGraph (http://www.openscenegraph.org/), and the Character Animation Library 
(http://cal3d.sourceforge.net/), a skeletal-based 3d character animation library written in 
C++. The change to Cal3d removed the last vestige of dependence on proprietary software 
(Granny3D), while giving up none of the features, such as occlusion models with or without 
blue-screens, or the scalable performance we had previously achieved.
Sea Creatures was also successful in that it demonstrated the flexibility of our system, allowing 
us to swap out the HMD for an observer camera and dome; build an experience with multiple 
virtual views as well as a mixed reality view; run unattended for days; support interacting 
groups of participants, continuing the model started in Time Portal; embed the experience 
into its environment, masking the technology; have the appeal of a video game and the last-
ing memory of a theme park, while delivering relevant information and experiences; and be 
capable of being persistent (we could capture and replay people’s interactions). 

MR.Kitchen.Experience

The goal of the MR Kitchen was to demonstrate the use of MR in simulating a cognitively 
impaired person’s home environment for purposes of helping that individual regain some 
portion of independence. More broadly, the goal was to experiment with the use of MR as a 
human experience modeler—an environment that can capture and replicate human experi-
ences in some context. Here the experience was making breakfast and the context was the 
individual’s home kitchen (Fidopiastis et al., 2005).
Experience Capture starts by recording the spatial, audio, and visual aspects of an environment. 
This is done at the actual site being modeled (or a close approximation) so we can accurately 
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reproduce the space and its multi-sensory signature. To accomplish this we employ a 3D 
laser scanner (Riegl LMS-Z420i), a light capture device (Point Grey Ladybug™ camera), 
and various means of acoustical capture (Holophone™ H2 Pro, stereo microphones on grids, 
transducers to pick up vibrations and sounds in micro environments, and even hydrophones 
for underwater soundscapes). Once captured, models of this real environment can be used to 
augment a real setting or to serve as a virtual setting to be augmented by real objects. This 
MR setting immerses a user within a multi-modal hybrid of real and virtual that is dynami-
cally controlled and augmented with spatially registered visual, auditory, and haptic cues.
For our MR Kitchen experiment, we went to the home of a person who had recently suffered 
traumatic brain injury due to an aneurism. Spending about two hours there, we “captured” his 
kitchen (see bottom right monitor of Figure 4 for an image of him in his home kitchen).
This capture included a point cloud, textures, and the lighting signature of the kitchen and 
its surrounds (audio was not used for the experiment). We then built parts of the real kitchen 
out of plywood to match the same dimensions and location of critical objects (pantry, sil-
verware drawers, etc.). We purchased a refrigerator, cupboard doors, a coffee maker, and 
toaster oven, and borrowed common items (cups, utensils, and favorite cereal). Figure 4 
shows two participants in this kitchen. The screen on the left shows the view from the man 
on the right. Notice that the real objects are present, however, the textures of the counter 
and doors are the same as in the subject’s home.
All aspects of the subject’s movement and his interaction with objects and the human therapist 
are captured by our system as seen in the center monitor of Figure 4. This capture includes 
a detailed map of the subject’s movement and head orientation, allowing for analysis and 

Figure 4. MR kitchen: Cognitive rehabilitation—demonstrates real and mixed views, captured 
movement data for one participant, and subject’s home kitchen (©2006 Media Convergence 
Laboratory/UCF, used with permission)
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replay. Additionally, cameras can be positioned to capture any number of observer view-
points of his activities and those of his therapist. Replaying the experience allows viewing 
events from multiple perspectives and with appropriate augmentation (e.g., data on the user’s 
response times and measured stress levels).

Lessons Learned and Lessons Applied

The recorded activities of our participant showed dramatic improvement in his accessing 
needed items (bowl, spoon, milk, and cereal) over a five-session training period. This pro-
vides anecdotal evidence that MR is an effective means for helping in the rehabilitation of 
an adult who has suffered brain injury. Transfer of learning from the MR environment to 
his home environment was evidenced in decreased time spent on task, decreased number 
of location errors, and decreased wandering behavior. The after action review, supported 
by experience capture/replay from multiple points of view, including that of the participant, 
was an essential contribution.

MR.MOUT.Experiences

The MR MOUT (military operations in urban terrain) test bed is a training simulation that 
recreates urban façades to represent a 360-degree mini MOUT site. Tracking employs the 

Figure 5. MR MOUT: Military training—demonstrates observer views (mixed and virtual) 
with a direct view of real world containing MR participant (©2006 Media Convergence 
Laboratory/UCF, used with permission)
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Intersense IS-900 acoustical/inertial hybrid system. The tracked area contains virtual people 
(friends, foes, and neutrals), real props (crates, doors, and a swinging gate), a realistic tracked 
rifle, real lights, and building façades. Standing inside the mini MOUT creates the sense of 
reality faced by a dismounted soldier who is open to attack on all sides and from high up. 
Using a combination of blue screen technology and occlusion models, the real and virtual 
elements are layered and blended into a rich visual environment. The trainee has the ability 
to move around the courtyard and hide behind objects with real and virtual players popping 
out from portals to engage in close-combat battle. The most effective and powerful result of 
this mixed reality training is the fact that the virtual characters can occupy the same complex 
terrain as the trainees. The trainees can literally play hide and seek with virtual foes, thereby 
leveraging the compelling nature of passive haptics.
Figure 5 shows the mini MOUT from the observer station. In the middle, to the right of the 
observer, you can see the participant with HMD and rifle. That person’s view is shown on the 
screen mostly blocked by the observer; the other three views are from an observer camera 
(middle right) and two virtual characters (lower right and top center). Notice the crates in 
the view on the middle right side. The models that match these physical assets are rendered 
invisibly, providing appropriate occlusion (they clip the rendered images of characters that 
they would partially or totally occlude in the real world). Special effects complete the cre-
ation of a realistic combat scenario where the real world around the trainee feels physically 
responsive. This is done using the SFX engine to control lights, smoke from explosions, 
and other types of on/off or modulated actions. The system can react to the trainee based on 
position, orientation, or actions performed with a gun that is tracked and whose trigger and 
reload mechanism are sensed. For example, the lights on the buildings can be shot out (we 
use a simple ray casting auxiliary physics engine that returns a list sorted by distance of all 
intersected objects), resulting in audio feedback (the gunshot and shattered glass sounds) 
and physical world visual changes (the real lights go out).
With all the compelling visual and haptic effects, one’s hearing and training can provide a 
competitive edge, due to a heightened acoustical situational awareness (Hughes, Thropp, 
Holmquist, & Moshell, 2004). You can’t see or feel through walls, around corners or behind 
your head. However, your ears can perceive activity where you cannot see it. In urban combat 
where a response to a threat is measured in seconds, realistic audio representation is vital to 
creating a combat simulation and to training soldiers in basic tactics. Standard 3D audio with 
earphones shuts out critical real-world sounds, such as a companion’s voice or a radio call. 
The typical surround audio is still two-dimensional (x and z axis) with audio assets designed 
for a desktop video game that tend to flatten the acoustical capture. Our system allows audio 
to be synchronized temporally and spatially, leading to an immersive experience.

Lessons Learned and Lessons Applied

Most of the lessons learned during the various versions of MR MOUT have already been 
discussed in previous sections. One requirement very specific to MOUT was its demand for 
long-term hands-off deployment. While the science center had this characteristic, we were 
able to enter the center at night to do fine-tuning, and the experiment was for only three 
weeks. In contrast, MOUT is inaccessible for longer periods of time, is never available at 
night, and has far more restricted access since entrance to and operation in the Army facility 
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requires clearances that we didn’t have. MOUT was also the place where we first needed 
and developed 360 degree audio whose position and orientation cannot be delivered to just 
one listener, but rather must be precisely associated with dynamically changing 3d positions 
(within the constraints of speaker placements).

The.Current.MR.Framework

The current incarnation of our framework utilizes an XML scripting language, based on 
the concepts of interacting agents, behaviors, guards, and state information. This separates 
the scriptwriters from the internals of the engine, while providing them a meaningful and 
effective context in which to encode simple, direct behaviors (O’Connor & Hughes, 2005). 
The reorganization of the system prompted the development of other supporting engines, 
dubbed auxiliary physics engines (APEs). These engines are responsible for tasks such as 
path-finding and ray-casting, since our revised architecture attempts to make distinct and 
clear the tasks of each engine.
The philosophy of a distributed system was key to the construction of this framework. The 
story engine is the hub, providing scriptwriters access to any presentation requirements 
they need. For complex cases, our XML-based script language allows one to escape into a 
special sub-language, dubbed the advanced scripting language, or ASL. The ASL provides 
the ability to code behaviors using C-style programming constructs. Such constructs include 
loops, conditionals, basic arithmetic, and assignment operations.
The script defines a set of agents, each of which generally embodies some character the 
user may interact with (directly or indirectly). Agents are defined in terms of behaviors, 
which include actions, triggers, and reflexes, and a set of state variables that define an 
agent’s current state. Each behavior can perform several tasks when called, such as state 
modification and the transmission of commands to the presentation engines. Thus, agents 
are the fundamental building blocks of the system. The ability for agents to communicate 
with each another allows for a “world-direct” representation to be built: you define a set 
of agents in terms of how you want them to act around each other, rather than such actions 
being a side-effect of a more program-like structure.
The graphics and audio engines understand the same basic set of commands. This allows the 
script-writer to easily generate worlds that offer visual and audio stimulation. Each engine 
also has a set of commands unique to its particular functionality (e.g., audio clips can be 
looped and visual models can have associated animations).
The SFX engine utilizes the DMX protocol, but control over it originates from the story engine 
through a series of commands, most of which are defined by loadable “DMX scripts.” These 
scripts are direct control specifications that offer a set of basic functions (typically setting 
a device to a value between 0 and 255 meaning off to fully on and anything in between). 
These primitives are hooked together to form complex DMX events.
In our older versions of the system, agent information, such as position and orientation, was 
managed by the graphics engine. This required the story engine to request regular updates, 
thus causing network congestion when the number of agents was high. The current incarna-
tion of the system does away with this, and now all physics simulation is performed by the 
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story engine. The data is transmitted as a binary stream, encapsulated in a cross-platform 
and cross-language format. The data stream is denoted the “control stream,” as it controls 
the position, orientation, velocities and accelerations of agents. A given control stream is 
broken up into numbered channels, one channel for each agent (channel numbers are au-
tomatically assigned to agents and are accessible through the reserved state variable name 
channel). This enables us to transmit only a subset of the data, usually only that which has 
changed since the last transmission. The system scales remarkably well.
Many of the distributed capabilities not only involve the major engines, but also a set of 
utility servers. One type of utility server, the auxiliary physics engine, was referenced earlier. 
Two APEs were developed for our projects: one to control path finding on a walk-mesh, and 
another to manage ray-casting in a complex 3D universe. These engines plug in at runtime, 
and simply serve the requests of agents.
Another utility server is the sensor server. This basically abstracts data from position and 
orientation sensors into data streams, which are then transmitted across a network to interested 
clients. This allows any number of agents to utilize the data. The data stream is transmitted 
via TCP/IP for reliability purposes. The data format follows that of the story engine’s control 
stream data. Thus, to a graphics or audio engine, it is immaterial where control data comes 
from; a given agent’s control may be governed by the user’s own movements, or that of a 
simulated entity’s. The sensor server also enables us to record user movement, a vital piece 
of information for after-action review (a military training term, but equally important for 
rehabilitation applications such as MR Kitchen) and cognitive experimentation.
The ability to define a set of behaviors to be reused in several scripts came to life in the 
“script component” architecture. This architecture allows “component” files to be written 
by the script-writer, and then included in any number of scripts. Behaviors or entire agents 
can be scripted, and consequently included, into the main script. This also means that dif-
ficult-to-code behaviors and algorithms can be written once and used repeatedly, without 
having to perform copy-and-paste operations or rename a vast number of states and agents. 
The Story Engine allows object-oriented capabilities such as prototype-based inheritance 
and delegation to make coding agents reasonably straightforward and simple.
A final and rather recent innovation to the architecture was that of a remote system interface. 
Originally designed as an interface to allow remote (over-the-network) access to agent state 
information for display on a graphical user interface, the Remote GUI protocol also provides 
a way to transmit information back to the story engine. It is, in effect, a back door into the 
virtual world controlled by a given script, whereby agent command and control can be af-
fected by a purely remote, alien program. We recently took advantage of this capability to 
link our system to DISAF (dismounted infantry semi-automated forces), an AI system that 
provides behaviors used in many distributed interactive systems (DIS) applications.
Used for its original purpose, the remote GUI protocol and program architecture allows 
graphical interfaces to be defined by a simple XML file. The file specifies graphical com-
ponents to be used, as well as options for each component that link it to agents and states 
in the script. An example of this would be to display the number of times a particular agent 
was encountered by the user. A simple state variable in the agent itself would keep track, 
and changes to that information would be retrieved and displayed by the remote GUI. This 
approach is amenable to a drag-and-drop approach for creating such GUIs, something we 
will do in the next release of the software.
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Sample.Scripts

Figure 6 is a snippet of script associated with a rifle that is tracked separately from the 
user’s position and orientation. This shows the “init” script that is called when the agent is 
initially loaded by the SE and two actions, “fire” and “reload.” The “fire” message is sent 

Figure 6. Trivial rifle agent (©2006 Media Convergence Laboratory/UCF, used with per-
mission)

<agent name=”rifle” type=”model”>
 <init>
  <gfxcommand>system make rifle as model</gfxcommand>
  <gfxcommand>rifle set model MOUT3_props.M4</gfxcommand>
  <gfxcommand>rifle set control 2@SensorServer:4095</gfxcommand>
  <gfxcommand>world add agent rifle </gfxcommand>
  <gfxcommand>world show rifle </gfxcommand>
  <gfxcommand>world set mode occlude for agent rifle </gfxcommand>
  <audcommand>system make rifle as model</audcommand>
  <audcommand>rifle set control 2@SensorServer:4095</audcommand>
  <audcommand>SurroundChannel show rifle </audcommand>
 </init>
 <stateset>
  <int name=”ammo”>30</int>
  <int name=”buzzer”>0</time>
 </stateset>
 <action name=”fire”>
  <case name=”haveAmmo”>
   <guard state=”ammo”> <gt>0</gt> </guard>
   <result state=”ammo”> <subt>1</subt> </result>
   <audcommand>gun play MOUT3_audio.rifleshot</audcommand>
  </case>
  <case name=”noAmmo”>
   <guard state=”ammo”> <eq>0</eq> </guard>
   <guard state=”buzzer”> <lt>8</lt> </guard>
   <result state=”buzzer”> <add>1</add> </result>
   <devcommand device=”HapticVest” channel={@buzzer}>255</devcommand>
  </case>
 </action>
 <action name=”reload”>
  <case name=”always”>
   <result state=”ammo”> <set>30</set> </result>
   <result state=”buzzer”> <set>0</set> </result>
   <audcommand>rifle play MOUT3_audio.reload</audcommand>
   <asl>
    <![CDATA[
     for(� = 0; � < �; � += �)
      <devcommand device=”HapticVest” channel=”{@i}”>0</devcommand>
    ]]>
   </asl>
  </case>
 </action>

</agent>
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by the SYSTEM object when the trigger is pulled (SYSTEM can provide callbacks for all 
external events); the “reload” is sent when the magazine reload mechanism is pulled back 
and released. In this simple case, most commands are messages to the Graphics or Audio 
Engines or a device called the haptic vest. These are denoted by the tags <gfxcommand>, 
<audcommand>, and <devcommand device=”HapticVest” channel=…>, respectively. 
The rifle agent maintains state for the physical rifle. This includes ammunition remaining 
and the next buzzer on the haptic vest to be enabled, plus position and orientation, state 
variables that are inherited by any agent that is associated with type “model.” The actual 
rendered model here is an occlusion model for an M4, kept in the props folder for the 
MOUT3 (Military Operations in Urban Terrain Version 3) experience; the audio is in the 
corresponding audio folder. By occlusion model, we mean that, when the rifle is shown, it 
is actually rendered invisibly, but its presence results in occlusion (partial or total) of virtual 
objects that it would occlude were it rendered visibly. The effect is that the real rifle ap-
pears to visually occlude virtual objects whose line of sight is blocked from the user. This 
is extremely important in retaining the suspension of disbelief needed to accept that the real 
and virtual share the same space.
The most complex statements in “init” are the ones that tie the rifle model’s position and 
orientation to the actual rifle. This is achieved by “rifle set control 2@SensorServer:4095” 
causing the rifle’s control information to come from logical stream 2 at TCP/IP port 4095 on 
a node named SensorServer. The node name can be anything that resolves to an IP address, 
including “localhost” if the sensor server is on the same node as the SE. Typically this is 
done symbolically, allowing changes to be done via configuration files or even through a 
GUI. The first stream on the sensor server port is dedicated to the first user and the second 
to that person’s rifle. Other streams can be associated with other sensors including those for 
additional users and additional interaction devices.
You will note that the “show” commands for the rifle differ between the graphics and au-
dio engines. The “world show” and “world set mode occlude for agent rifle” commands 
for graphics place the rifle in the collection of objects that will be rendered invisibly, thus 
creating the desired occlusion effect. The “SurroundChannel show rifle” command tells the 
audio engine that it should use the speakers in the SurroundChannel collection to accurately 
deliver the sounds associated with the rifle to the current position of the rifle, as specified 
by the sensor server. Where appropriate sounds can be associated with fixed channels (e.g., 
the sounds delivered through a headset would be played on the channels connected to that 
head set, not on the speakers set up in the environment).
The first action (behavior) of this rifle is to “fire.” As previously noted, this communiqué 
(message) is sent when the trigger is depressed. This behavior has two cases. The first is 
enabled when its one guard, ammo>0, is true. It results in ammo being decremented by 
one and a sound clip, rifleshot, being played as if produced at the position of the gun. The 
second is enabled when its guards, ammo=0 and buzzer<8, are true. This means the user 
tried to shoot with no ammunition remaining. When this first occurs, we set an actuator on 
the haptic vest to give the person a slight buzzing sensation in the front of the left shoulder. 
If the user tries to shoot again without reloading, the next actuator is turned on, giving a 
buzzing sensation on the front of the right shoulder. All in all, we have actuators at eight 
points, four in the front and four in the back. Once all are turned on, pulling the trigger does 
nothing else because the case is now disabled (buzzer=8). 
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The only way for a user to stop the haptic vest from buzzing is to reload the ammunition 
magazine. When this is done, ammo gets reset to 30, buzzer gets reset to 0, a sound is played 
to simulate the loading of the magazine, and all the channels of the vest are deactivated (set 
to 0). The deactivation could be done by a series of eight results, but ASL’s support for itera-
tion makes this easier. The tags <asl<![CDATA[ escape to ASL and C syntax, allowing us 
to write a typical “for loop.” The only oddity here is the surrounding of buzzer, {@buzzer}. 
The reason for this is that buzzer by itself would be interpreted as the string “buzzer” not 
the value stored in buzzer, whereas @buzzer is the value. The surrounding braces demarcate 
the start and end of such an evaluation, allowing new strings to be dynamically formed, 
such as with buzz{@buzzer}on, which would become the name buzz3on if buzzer=3. This 
ability to dynamically create names can lead to very compact but potentially cryptic code. 
It, as well as many other language features, are constantly being evaluated. Fortunately, our 
remote interface allows us to attach behaviors created in any language so long as the new 
API implements our communication protocol.
Demonstrating all the features of the scripting language would consume another chapter, 
so we direct the reader to http://mcl.ucf.edu/software/MRSS/docs/StoryEngine/ at which 
detailed descriptions can be found. For now, we just note that our system supports blue-
screening just by the command:

<gfxcommand hold=”n”>world set mask on for agent {@SELF}</gfxcommand>

to turn on blue screening (the character’s rendering appears only if in front of a blue screen 
background), and:
 

<gfxcommand hold=”n”>world set mask off for agent {@SELF}</gfxcommand>

Figure 7. Regions and blue-screening (©2006 Media Convergence Laboratory/UCF, used 
with permission)

<scene>
 <region name=”OfficeBuilding” c1=”-1000 3000 0” c2=”1000 4000 4000”>
  <action name=”ENTERED”>
   <case>
    <communique signal=”maskOn” target=”{@ARGS.SOURCE}”/>
   </case>
  </action>
  <action name=”EXITED”>
   <case>
    <communique signal=”maskOff” target=”{@ARGS.SOURCE}”/>
   </case>
  </action>
 </region>

</scene>
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to turn it off. As this is often used in conjunction with a character entering and exiting a 
building (inside, use blue screen; outside, do not), regions within the scene can be used to 
trigger messages to agents telling them when they make such transitions. As an example, 
the scene in Figure 7 has one region. If any object (denoted by being the SOURCE field 
of the argument ARGS) enters this region {-1000 to 1000 east to west (one meter in each 
direction from the center)}, {3000 to 9999 north to south (basically anything three meters 
or beyond in the north end))} and {0 to 4000 in the vertical (ground to four meters high)}, 
then the object will be blue-screened. Once it exits this region it will stop using the blue 
screen and thus be rendered unclipped, except where occluded. Note that regions can exist 
for reasons other than blue-screening, e.g., to cause a character to fall if it enters a region 
that represents a hole in the ground.

Conclusion

This chapter describes the evolution of one specific system for authoring and delivering mixed 
reality experiences. We make no specific claims about its comparative benefits over other 
systems such as AMIRE (Traskback, 2004), MX Toolkit (Dias, Monteiro, Santos, Silvestre, 
& Bastos, 2003), Tinmith-evo5 (Piekarski & Thomas, 2003), and DELTA3D (http://www.
delta3d.org). Rather, our goal is to note the challenges we faced creating complex MR ex-
periences and, within this context, to describe our means of addressing these issues.
As in any project that is coping with an evolving technology, we must sometimes provide 
solutions using existing and new technologies (e.g., solving clipping problems with blue 
screens and then employing unidirectional retro-reflective material in contexts that require 
the dramatic effects of changing real light). Other times we need to develop new scientific 
results, especially in the algorithmic area as in addressing realistic illumination and associ-
ated shading and shadowing properties in interactive time (Konttinen, Hughes, & Pattanaik, 
2005). Yet other times we must create new artistic conventions to deal with issues not easy 
solved by technology or science (e.g., taking advantage of people’s expectations in audio 
landscapes) (Hughes et al., 2004).
We believe that the most important properties of the framework we evolved are its use of 
open software, its protocols for delivering a scalable distributed solution, and its flexible 
plug-in architecture. In general, flexibility in all aspects of the system has been the key to 
our success and is helping us to move forward with new capabilities, such as a bidding 
system for story-based rendering.
In its present form, our framework still requires scripts to be written or at least reused to 
create a new experience. Our goal (dream) is to be able to use our experience capture capa-
bilities to evolve the behaviors of virtual characters in accordance with actions performed 
by human participants, as well as those of other successful virtual characters. For instance, 
in a training environment, the actions of an expert at room clearing could be used to train 
virtual SWAT team members by example. In a rehabilitation setting, the actions of a patient 
could be used as a model for those of a virtual patient that is, in turn, used to train a student 
therapist in the same context. Of course, this is a rather lofty goal, and just making authoring 
more intuitive, even with drag-and-drop, would help.
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The MR framework described here is a system that is intended to generate, deploy, capture, 
analyze and synthesize an interactive story. Whether these stories are designed to train, 
teach, sell or entertain is immaterial. The point is that we drive an MR experience by gen-
erating a world within, on top, beneath, and around the real world and real senses that we 
live in. Our goals for this framework and for mixed reality in general are bounded only by 
our temporal imagination. Tomorrow, we will conceive of new applications of MR, lead-
ing to new requirements that continue to guide the evolution of our system and place new 
demands on our creativity.
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Endnote

1  An animatic is a simple visual rendering of the story from a single point-of-view. Its 
purpose is to communicate the vision of the creative team.  This allows the art director, 
audio producer, and lead programmer to effectively exchange ideas and determine 
each team’s focus.
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Chapter.XI

Lessons.Learned.in.
Designing.Ubiquitous.
Augmented.Reality.

User.Interfaces

Chr�st�an Sandor, Techn�sche Un�vers�tät München, Germany

Gudrun Kl�nker, Techn�sche Un�vers�tät München, Germany

Abstract

Ubiquitous augmented reality (UAR) is an emerging human-computer interaction technology,  
arising from the convergence of augmented reality and ubiquitous computing. In UAR, 
visualizations can augment the real world with digital information. Interactions can follow  
a tangible metaphor. Both should adapt according to the user’s context and are distributed on  
a possibly changing set of devices. Current research problems for user interfaces in UAR 
are software infrastructures, authoring tools, and a supporting design process. We present 
case studies of how we have used a systematic design space analysis to carefully narrow 
the amount of available design options. The next step in our approach is to use interactive, 
possibly immersive tools to support interdisciplinary brainstorming sessions. Several tools 
are presented. We conclude by summarizing the lessons we have learned while applying 
our method.
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Introduction

In recent years, a number of prototypical demonstrators have shown that augmented real-
ity has the potential to improve manual work processes as much as desktop computers and 
office tools have improved administrative work (Azuma et al., 2001; Ong & Nee, 2004). 
Yet, it seems that the “classical concept” of augmented reality is not enough (see also 
http://www.ismar05.org/IAR). Stakeholders in industry and medicine are reluctant to adopt 
it wholeheartedly due to current limitations of head-mounted display technology and due to 
the overall dangers involved in overwhelming a user’s view of the real world with virtual 
information. It is more likely that moderate amounts of augmented reality will be integrated 
into a more general interaction environment with many displays and devices, involving 
tangible, immersive, wearable, and hybrid concepts of ubiquitous and wearable computing. 
We call this emerging paradigm ubiquitous augmented reality (UAR) (MacWilliams, 2005; 
Sandor, 2005; Sandor & Klinker, 2005).
It is not yet clear which UAR-based human-computer interaction techniques will be most 
suitable for users to simultaneously work within an environment that combines real and 
virtual elements. Their success is influenced by a large number of design parameters. The 
overall design space is vast and difficult to understand.
In Munich, we have worked on a number of applications for manufacturing, medicine, ar-
chitecture, exterior construction, sports, and entertainment (a complete list of projects can 
be found at http://ar.in.tum.de/Chair/ProjectsOverview). Although many of these projects 
were designed in the short-term context of one semester student courses or theses, they 
provided insight into different aspects of design options, illustrating trade-offs for a number 
of design parameters. In this chapter, we propose a systematic approach toward identifying, 
exploring, and selecting design parameters at the example of three of our projects, PAARTI 
(Echtler et al., 2003), FataMorgana (Klinker et al., 2002), and a monitoring tool (Kulas, 
Sandor, & Klinker, 2004).
Using a systematic approach of enumerating and exploring a defined space of design options 
is useful, yet not always feasible. In many cases, the dimensionality of the design space is 
not known a-priori but rather has to be determined as part of the design process. To cover 
the variety of aspects involved in finding an acceptable solution for a given application 
scenario, experts with diverse backgrounds (computer science, sensing and display technolo-
gies, human factors, psychology, and the application domain) have to collaborate. Due to 
the highly immersive nature of UAR-based user interfaces, it is difficult for these experts to 
evaluate the impact of various design options without trying them. Authoring tools and an 
interactively configurable framework are needed to help experts quickly set up approximate 
demonstrators of novel concepts, similar to “back-of-the-envelope” calculations and sketches. 
We have explored how to provide such first-step support to teams of user interface designers 
(Sandor, 2005). In this chapter, we report on lessons learned on generating authoring tools 
and a framework for immersive user interfaces for UAR scenarios.
By reading this chapter, readers should understand the rationale and the concepts for 
defining a scheme of different classes of design considerations that need to be taken into 
account when designing UAR-based interfaces. Readers should see how, for classes with 
finite numbers of design considerations, systematic approaches can be used to analyze such 
design options. For less well-defined application scenarios, the chapter presents author-
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ing tools and a framework for exploring interaction concepts. Finally, a report on lessons 
learned from implementing such tools and from discussing them within expert teams of 
user interface designers is intended to provide an indication of progress made thus far and 
next steps to be taken.

Background

In this section, we provide an overview of the current use of UAR-related interaction tech-
niques and general approaches toward systematizing the exploration of design options.

User.Interface.Techniques.for.Ubiquitous.Augmented......
Reality

User interfaces in UAR are inspired by related fields, such as virtual reality (VR) (Bowman, 
Kruijff, LaViola, & Poupyrev, 2004), attentive user interfaces (AUIs) (Vertegaal, 2003), 
and tangible user interfaces (TUIs) (Ishii & Ullmer, 1997). Several interaction techniques 
for VR have been adapted to UAR: for example the World-in-Miniature (Bell, Höllerer, & 
Feiner, 2002), pinch gloves for system control (Piekarski, 2002), and a flexible pointer to 
grasp virtual objects that are beyond arm’s reach (Olwal & Feiner, 2003). The core idea of 
TUIs is to use everyday items as input and output simultaneously. This idea has also been 
applied to UAR (Kato, Billinghurst, Poupyrev, Tetsutani, & Tachibana, 2001; Klinker, 
Stricker, & Reiners, 1999; MacWilliams et al., 2003). Ideas from AUIs have been used in 
UAR interfaces by using head tracking (Olwal, Benko, & Feiner, 2003) and eye tracking 
(Novak, Sandor, & Klinker, 2004).

Implementing.New.Interaction.Techniques

To develop new interaction techniques and visualizations for UAR, several software infra-
structures have been created to simplify the development of new interaction techniques by 
programmers: distributed frameworks, dataflow architectures, user interface management 
systems, scene graph-based frameworks, a variety of class libraries, and finally scripting 
languages. A detailed discussion can be found in Sandor (2005). 
For novice users, several desktop tools for authoring augmented reality content have been 
developed: PowerSpace (Haringer & Regenbrecht, 2002), DART (MacIntyre, Gandy, Dow, 
& Bolter, 2004), and MARS (Güven & Feiner, 2003). Several systems exist that follow an 
immersive authoring approach (Lee, Nelles, Billinghurst, & Kim, 2004; Poupyrev et al., 
2001). Piekarski describes a mobile augmented reality system that can be used to capture 
the geometries of real objects (Piekarski, 2002). Several hybrid authoring approaches com-
bine immersive authoring with desktop authoring (Olwal & Feiner, 2004; Zauner, Haller, 
Brandl, & Hartmann, 2003).



Lessons Learned �n Des�gn�ng Ub�qu�tous Augmented Real�ty User Interfaces   ���

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

Design.Optimization. for. ............................
.High-Dimensional.Design.Spaces

One of the most difficult issues in designing novel interaction techniques for UAR is the 
wealth of criteria that are potentially involved in finding an optimal solution. We divide 
such criteria into three classes: criteria pertaining to the task(s) that need to be executed, 
the knowledge and skills of the user, and the current state-of-the-art of technology. Figure 
1 illustrates the classes and their relationships.

Classes.of.Design.Criteria

•. Task-specific criteria are related to the requirements of specified tasks in an ap-
plication. According to principles of software engineering, they are determined from 
scenarios and use cases, taking the environmental setting and the required technical 
quality into account. Yet, they may change over time due to changing work processes, 
which may indirectly depend on evolving technology.

•. System-specific criteria are defined by the state-of-the art of engineering-related 
parameters of sensing and display devices and computer systems. Due to evolving 
technology, these criteria have to be continuously re-evaluated, resulting in ever-
changing optimal system configurations (Klinker et al., 1999).

•. User-specific criteria depend on ergonomic issues and the cultural background of 
users–human factors and anthropology. They describe current working conditions, 
habits (working culture), and educational background, as well as specific user-related 
restrictions.

Criteria.Reduction.through.Inter-Class.Constraints

Finding an overall optimal system that works perfectly with respect to all criteria seems to 
be impossible. We have thus adopted the approach of selecting specific criteria of one or two 
classes to impose constraints on design options in other classes. In this section, we analyze 
the relationship between the classes of criteria from user-, system-, and task-centric speci-
fications. Later we illustrate the exploitation of such constraints in specific examples.
The relationships between task and system requirements are described by the edge linking 
the task and system nodes in Figure 1. From the task-perspective, they are described as the 
functional and non-functional requirements of software systems. From the system-perspec-
tive, they need to be matched with the currently available technical options. Trade-offs must 
be made to obtain pragmatically implementable solutions—with an eye toward upcoming 
requirements and technical developments. Later, we will present an example of casting 
such trade-offs.
The relationships between task and user requirements are described by the edge linking the 
task and user nodes in Figure 1. This case does not involve any considerations of currently 
available technology. Thus, options that are discussed here should hold true now, as well 
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as 100 years ago or 100 years in the future. They are analyzed by disciplines such as task 
analysis and system ergonomics (Bubb, 1993). Yet, they can provide significant constraints 
upon today’s technically achievable system configurations. We will present an example of 
analyzing how a user (car designer) physically behaves with respect to a number of tasks 
geared toward analyzing and comparing different automotive designs.
The relationships between system and user are described by the edge linking the system and 
user nodes in Figure 1. From the user-perspective, they are described as usability criteria, 
evaluating how users perform, given a specific technical system–in comparison to other 
technical options. From the system-perspective, they describe user requirements that need 
to be satisfied with currently available technical means. Later, we show an example of how 
a specific technical device can be evaluated with respect to specific physical user skills in 
using such a device.

Dealing with Ill-Defined Design Spaces

By applying inter-class constraints on a user interface, the design space can often be reduced 
considerably. The next step in our proposed design process is to explore the reduced design 
space with interactive tools that encourage collaboration. In this section, we first give the 
rationale for our interactive tools. Then, we proceed by highlighting the problems that oc-
cur when using this approach. Finally, we give an outlook of how we elaborate on these 
concepts within this chapter.
To further explore the design space, collaboration between researchers with different back-
grounds is imperative to yield a solution that is well balanced according to our three main 
classes: user, task, and system. Thinking about this problem led to the invention of a new 
development process: Jam Sessions. The name Jam Sessions was inspired by the spontane-
ous collaboration of Jazz musicians that is also named Jam Sessions. However, in our case 
we collaborate on user interface elements, instead of music. In Jam Sessions, development 

Figure 1. Design criteria classified according to tasks, systems, and users
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takes place at system runtime, next to a running system. This allows playful exploration of 
user interface ideas. Our experience with Jam Sessions was first presented in (MacWilliams 
et al., 2003); we have already discussed these from a software engineering (MacWilliams, 
2005) and user interface (Sandor, 2005) perspective.
To support this development process, interactive tools for novices are an important ingredient, 
since they foster the interdisciplinary collaboration with other researchers. Desirable would 
be a set of generic tools that can be applied in all Jam Sessions—independent of the user 
interface to be developed. Although we have achieved this for programmers, for novices 
this is yet an unsolved problem. We go in line with several other research tools that allow 
modifying only a quite limited amount of user interface functionality. Since these tools are 
customized toward the user interface that has to be built, most projects require writing new 
tools. Thus, a sophisticated software infrastructure that quickly allows building new tools 
is very useful.
The final section of this chapter describes a complex user interface that we have designed in 
Jam Sessions. Additionally, we first describe briefly our software infrastructure and elaborate 
on the tools that we have created for this project.

Projects.Using. Inter-Class.Constraints

This section presents three examples of analyzing design options by exploring inter-class 
constraints.

PAARTI

In the PAARTI project (practical applications of augmented reality in technical integration), 
we have developed an intelligent welding gun with BMW that is now being used on a regular 
basis to weld studs in the prototype production of cars (Echtler et al., 2003). It exemplifies 
the systematic exploitation of constraints between task and system criteria.
The task was to assist welders in positioning the tip of a welding gun with very high preci-
sion at some hundred predefined welding locations on a car body. The main system design 
issue was to find an immersive solution with maximal precision. An AR-based system would 
need a display (D), a tracking sensor (S), and some markers (M) that needed to be installed 
in the environment on the user or on the welding gun in a manner that would yield maximal 
precision. As a fourth option, we considered the case that one of the objects (esp.: markers) 
would not be necessary at all. The result was the definition of a 3-dimensional design space, 
S × M × D, with each dimension spanning a range of four options. In total, there were 43 = 
64 solutions that needed to be considered.
According to an analysis of all options, the highest precision could be achieved by using 
an outside-in tracking arrangement with sensors placed in the welding environment and 
markers attached to the welding gun. A small display was attached to the welding gun. The 
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visualization used a notch and bead metaphor of real guns, consisting of several concentric 
rings. A sphere was positioned three-dimensionally at the next welding location. Welders 
were requested to capture the sphere within the concentric rings by moving the gun (and 
the display) to the appropriate location (see Figure 2(a)).
The left diagram of Figure 2(b) shows the optimal setup. The center diagram of Figure 
2(b) indicates the design space of S × M = 16 options of placing markers and sensors in the 
environment, with the fixed display dimension D of placing the display on the welding gun. 
The right diagram presents the analysis pertaining to the achievable precision for this setup. 
This setup clearly outperforms the classical AR-arrangement involving a head-mounted 
display (Echtler et al., 2003).

Figure 2. Part of the design space for the intelligent welding gun (Reprinted with permission of 
Springer Science and Business Media, Echtler et al., 2003, Figures 17.6, 17.7, and 17.8)
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FataMorgana

In the FataMorgana project, we have developed an AR-based prototypical demonstrator for 
designers at BMW, helping them compare real mock-ups of new car designs with virtual 
models (Klinker et al., 2002). The rationale for building this system was that, although the 
importance of digital car models is increasing, designers have not yet committed whole-
heartedly to a VR-based approach but rather prefer relying on physical mock-ups. One 
of the reasons may be that special viewing arrangements such as projection walls do not 
permit people to view the digital models within a real environment. AR can help alleviate 
this problem by placing virtual cars next to real (mock-up) cars.
Here we present this project as an example of a systematic analysis of the relationships be-
tween tasks and user actions. The underlying thesis is that users (designers) behave in specific 
ways in order to achieve tasks. If a system is expected to support users in achieving their 
tasks, it has to be designed to function well within the range of typical actions performed by 
the user. To this end, we have subdivided the task in a set of different approaches and asked 
a designer to act out each of these tasks within the real car presentation environment. We 
recorded the designer’s motions with a camera that was attached to his head (Figure 3).

•. Turning: The car designer remains in a fixed location and looks at the car rotating on 
a turn table.

•. Overview: The car designer performs an overview evaluation of the car, by walking 
around and turning his head to change the lighting conditions.

•. Detail: The car designer focuses on a specific detail of the car, such as a character 
line on the side of the car or the shape of the front spoiler.

•. Discuss:.The car designer discusses the car under evaluation with a colleague.

Figure 3. Five different tasks resulting in different user head motions (© 2002 IEEE, Klinker 
et al., 2002)

(a) Turning

(c) Detail

(e) Compare

(b) Overview

(d) Discuss
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•. Compare:.The car designer compares two cars, for example, an existing car and a 
new design.

 
For each scenario, we determined the typical angular range of head rotations, as well as 
the range of positional changes. Combined with a projection of the field of view onto the 
environment, this gave us an indication how markers had to be laid out in the room in order 
to guarantee that enough of them were clearly visible during all user actions.

Monitoring.Tool.for.Determining.Usage.Patterns.of..........
Novel.Interaction.Techniques

We have developed a monitoring tool (Kulas et al., 2004) to evaluate the usability of novel 
input techniques and devices. The monitoring tool allows us to systematically analyze re-
lationships between user and system criteria, analyzing whether a system is well tailored to 
the physiological and cognitive skills of its users.
We have used the monitoring tool to evaluate the usability of a novel input device called 
TouchGlove that was developed at Columbia University (Blasko & Feiner, 2002). It consists 
of a touch-sensitive plate (similar to a touchpad in a laptop) that is attached to the center of 
a user’s palm. It is sensitive to single-finger input, measuring 2D location and pressure. In 
the evaluation setup, we have compared two techniques of using the TouchGlove to select 
items from a menu. In the first case, users were asked to make a linear gesture with their 
fingertip on the TouchGlove to select items from a regular pull-down menu. In the second 
case, the TouchGlove was combined with a gyroscope to select items from a pie menu. Us-
ers were asked to rotate their hands around their wrists, generating only a tapping signal on 
the touchpad to signal start and end of the gesture rotating the pie menu.
During a usability evaluation, the user is placed at a suitable distance from a usability engineer. 
The engineer enters observations into a usability logging system and also monitors what the 
user actually sees on screen. Simultaneously, he also monitors real-time visualizations of 
measured usability data. The tool provides immediate feedback during an interactive tryout 
session, thereby supporting Jam Sessions.

Interactive.Tools. for.Collaborative.................
Design.Space.Explorations

This section presents our tools for supporting Jam Sessions. First, we give a brief overview 
of our tools. Second, we present an interdisciplinary research project, CAR, which uses them. 
We close with a description of the underlying real-time development environment.
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Overview.of.Tools

To support Jam Sessions, we have created a toolbox of lightweight and flexible tools. They 
form the basic building blocks which user interface development teams can use to generate, 
experience, and test their novel interaction techniques.
The tools use AR, TUI, and WIMP interaction paradigms and are designed to support a 
number of tasks. The first task focuses on monitoring the user. The second task involves 
the configuration of dataflow networks. UAR systems need to communicate in real-time 
with many sensing and display devices, requiring a distributed system approach. A dataflow 
network connects such devices and components. We provide tools that allow modifying these 
dataflow graphs during runtime. Another task is related to the adjustment of dialog control, 
i.e., the control of the high-level behaviour of a user interface. Tools that enable developers 
to specify dialog control quickly speed up the development process significantly. The final 
task involves the creation of context-aware animations. Conventional animations have time as 
the only parameter that changes the appearance of graphical elements. However, for mobile 
systems a variety of research projects (e.g., a context-aware World-in-Miniature [Bell et al., 
2002]) have explored animations that change their appearance according to context.
We have developed six tools, T1–T6, in support of these tasks. T1 collects and evaluates 
usability data during system runtime. T2 uses an augmented reality visualization to shows 
a user’s visual focus of attention in a combination of head and eye tracking (Novak et al., 

Figure 4. Classification of implemented tools. Development tasks are addressed with tools 
that use different user interface paradigms

TaskCreating              
context-aware 

animations

Specifying                   
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control

Configuring            
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Monitoring 
the user
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WIMP
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2004) (see Figure 9). T3 is a graphical editor, DIVE to adjust dataflow networks (MacWil-
liams et al., 2003; Pustka, 2003) (see Figure 10[a]). T4 is an immersive visual programming 
environment (Sandor, Olwal, Bell, & Feiner, 2005). T5 is a User Interface Controller Editor, 
UIC, to graphically specify dialog control by composing Petri nets (Hilliges, Sandor, & 
Klinker, 2004) (see Figure 10(b)). T6 is a collection of tools to experiment with context-
aware mobile augmented reality user interfaces.
Figure 4 classifies our tools with respect to the user interface paradigms they employ and 
the tasks they address (Sandor, 2005). It shows that we sometimes developed several tools, 
addressing the same task, using different interaction paradigms. This reflects our goal of 
exploring and comparing design options for our own tools as much as for the interaction 
techniques that will be developed with them.

CAR

CAR is an industry-sponsored multi-disciplinary project to investigate issues pertaining 
to the design of augmented reality user interfaces in cars. CAR has used most of the tools 
T1-T6 to investigate several user interface questions.

Motivation

In CAR, we have investigated a variety of questions: How can information be presented 
efficiently across several displays that can be found in a modern car (e.g., the dashboard, 
the board computer, and heads-up displays (HUDs))? How can we prevent that information 
displayed in a HUD is blocking the driver’s view in crucial situations? Since a wealth of 
input modalities can be used by a car driver (tactile, speech, head and hand gestures, eye 
motion), which modalities should be used for which tasks?
In a multi-disciplinary UI design team, we have discussed, for example, how to present 
a navigation map on a HUD. Where should it be placed? How large should it be? What 
level of detail should it provide? Should it be a two-dimensional map or a tilted view onto 
a three-dimensional environmental model (WIM)? If so, which viewing angle should be 
selected? Will the angle, as well as the position of the WIM and the size and zoom factor 
adapt to sensor parameters, such as the current position of the car while approaching a criti-
cal traffic area in a town?

Physical Setup

We have set up a simulator for studying car navigation metaphors in traffic scenes (Figure 
5). It consists of two separate areas: a simulation control area (large table with a tracked 
toy car) and a simulation experience area (person sitting at the small table with a movable 
computer monitor in the front and a stationary large projection screen in the back). In the 
simulation control area, members of the design team can move one or more toy cars on the 
city map to simulate traffic situations, thereby controlling a traffic simulator via a tangible 
object. The simulation experience area represents the cockpit of a car and the driver. The 
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picture projected on the large screen in the front displays the view a driver would have 
when sitting in the toy car. The monitor in front of the driver provides a mock-up for the 
visualizations to be displayed in a HUD. Further monitors can be added at run-time, if more 
than one view is needed.
The room is equipped with an outside-in optical tracking system (http://www.ar-tracking. 
de). The cameras track the toy car, the computer monitor, and the user (simulating a car 
driver). Each tracked object is equipped with a marker consisting of a rigid, three-dimen-
sional arrangement of reflective spheres.
Information is presented on several devices and surfaces in the room: A projector at the ceil-
ing projects a bird’s eye view of a city onto the large, stationary table on the right. Another 
projector presents the current, egocentric view of a virtual car driver sitting in the toy car 
on the large screen at the front wall. A third, location-dependent visualization of the driving 
scenario is shown on the mobile computer monitor—our substitute for a HUD.

Figure 5. Physical setup

(a) Conceptual drawing (b) Photo of the actual setup

Cam1Cam2

Cam3

JANUS-              
Eyetracker

Tangible Car

Figure 6. Discussion of user interface options for car navigation in a design team

(a) (b) 
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The system provides tools for a team of design experts with diverse backgrounds to jointly 
explore various options to present a map (Figure 6).

Controlling.the.Context-Aware.Adjustment.of.a...............
Navigation.Map

It is not yet clear how navigational aids are best presented within a driver’s field of view. 
In the CAR project, we have experimented with various options of placing and orienting 
a map in a HUD.
Figure 7 shows how our system provides designers with a tangible object—a plate—that 
is correlated with the orientation (tilt) and zoom of a 3D map on the HUD. When the user 
moves the tangible plane, the 3D map is turned and zoomed accordingly on the HUD. Figure 
6(a) shows a member of the design team experiment with different map orientations.
The position and size of a map in a HUD may have to depend on various parameters that 
depend on the driving context, such as the current position of the car relative to its destina-
tion, the driver’s viewing direction, and immanent dangers in the environment. Interface 
designers need to explore schemes for the display system to automatically adapt to context 
parameters. Figure 8 shows an interactive sketching tool for designers to describe functional 

Figure 7. Tangible interaction for adjustment of a three-dimensional map

(a) (b) 

Figure 8. Sketching the context visualization function: (a) Staircase function; (b) linear 
function
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dependencies between context parameters and display options. Figure 9 shows first steps 
toward using tracked head and eye motions to provide a context-dependent interaction scheme 
(Novak et al., 2004). Figure 6(a) shows the head and eye tracking device. We are in the 
process of analyzing context-dependent information presentation further. First user studies 
of selected issues are presented in Tönnis, Sandor, Klinker, Lange, and Bubb (2005).

Real-Time.Development.Environment.for.Interaction......
Design

The tools presented in earlier sections were geared toward the immediate use by non-pro-
gramming user interface experts. They mainly address the customization of a set of func-
tionalities and filters, linking context measurements to information presentation schemes. 
In order to add new functionality to a system, the development team must also be able to 
modify the underlying network of components, and its dataflow scheme. Tools T3 and T5 
provide such support.
All system configuration tools are based on DWARF (distributed wearable augmented reality 
framework) (Bauer et al., 2001) and AVANTGUARDE (Sandor, 2005; Sandor & Klinker, 
2005). DWARF is the underlying infrastructure that connects a set of distributed components. 
AVANTGUARDE is composed of DWARF components that address the specific require-
ments for user interfaces in UAR.
DWARF’s interactive visualization environment (MacWilliams et al., 2003) (tool T3, Fig-
ure 10[a]) enables developers to monitor and modify the dataflow network of distributed 
components. However, since this requires substantial knowledge of DWARF and distributed 
programming, novices have difficulties to use this tool.
The core component of AVANTGUARDE is a Petri net-based dialog control management 
system (Hilliges et al., 2004) (Tool T5, Figure 10[b]). We have developed a visual program-
ming environment that eases the modification of the Petri nets (and accordingly the user 
interface) during system runtime. However, it is still too difficult to use for non-programming 
design experts, since understanding Petri nets requires knowledge in computer science.

Figure 9. Attentive user interface, visualizing a driver’s eye and head motions: (a) The 
DWARF’s Interface Visualization Environment for managing distributed components; (b) 
The User Interface Controller for specifying dialog control

(a) (b)



�3�   Sandor & Kl�nker

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of 
Idea Group Inc. is prohibited.

Conclusion

In PAARTI and FataMorgana, we have learned that the reduction of criteria through inter-
class constraints is a valuable approach for designing user interfaces. The crucial issue of 
this method is to determine the most important constraints by talking with domain experts. 
The subsequent systematic design space exploration is straightforward.
We have presented an example for the inter-class constraint of user and system: the evalu-
ation of the TouchGlove input device. In this project, we have observed the importance of 
immediate feedback through interactive tools. Our first prototype of the TouchGlove had a 
loose contact. While we conducted the usability study with the first user, we immediately 
spotted the problem and solved it. This saved us a lot of valuable time.
Our tool-based approach for further design space explorations has been applied successfully 
in several projects. The idea of providing user interface developers with a toolbox of flex-
ible, lightweight tools seems feasible. However, one problem has to be pointed out: when 
creating a variety of tools, a supporting real-time development environment is imperative. 
Otherwise, too much development time has to be allocated to tool creation—leaving little 
time for the actual use of the tools. In this respect, we have successfully built our tools on 
top of DWARF and AVANTGUARDE.
The combination of tools with different user interface paradigms turned out to be a valuable 
idea. We have made two important observations: first, there seems to be a trade-off between 
ease of use for a tool and the complexity of results that can be accomplished with it. WIMP 

Figure 10. Tools for programmers used in CAR: (a) The DWARF’s interactive visualization 
environment for managing distributed components; (b) the user interface controller for 
specifying dialog control

(a) 

(b) 
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tools can be used to model more complex interactions, whereas ease of use is greater with 
tools that have a tangible user interface or an augmented reality user interface. Second, the 
combination of tools with different paradigms opens new possibilities of interaction design 
that would not be possible with tools employing a single paradigm. Interaction designers 
are typically not fluent in complex programming tasks, so their involvement with easy to 
use tools yields important benefits.
Ideally, it would be enough to create one generic tool that novices can use to explore the 
design space of UAR user interfaces. Our first prototype toward this goal has been published 
in Sandor et al. (2005).
This tool seems to be very easy to use, as it employs only direct manipulation of real world 
objects—no conventional programming is required at all. However, the ceiling of the tool 
(i.e., what can be achieved with it) is quite low, since our system supports only a fixed, and 
very limited number of operations. We are exploring how we can extend it to allow users to 
specify new operations at runtime. While we anticipate using programming-by-demonstra-
tion to address a carefully planned universe of possibilities, supporting arbitrary operations 
through demonstration and generalization is an open problem.
The CAR project also showed us that for design space explorations, rapid prototyping is 
more important than realism for finding new interaction techniques. Though, for the thorough 
evaluation of these new concepts, formal usability studies within a realistic environment are 
still necessary. We have conducted a first study in this respect (Tönnis et al., 2005).
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Chapter.XII

Human.Communication.in.
Collaborative.Augmented.

Reality.Systems

K�yosh� K�yokawa, Osaka Un�vers�ty, Japan

Abstract

The main goal of this chapter is to give characteristics, evaluation methodologies, and 
research examples of collaborative augmented reality (AR) systems from a perspective of 
human-to-human communication. The chapter introduces classifications of conventional and 
3D collaborative systems as well as typical characteristics and application examples of col-
laborative AR systems. Next, it discusses design considerations of collaborative AR systems 
from a perspective of human communication and then discusses evaluation methodologies 
of human communication behaviors. The next section discusses a variety of collaborative 
AR systems with regard to display devices used. Finally, the chapter gives conclusion with 
future directions. This will be a good starting point to learn existing collaborative AR sys-
tems, their advantages and limitations. This chapter will also contribute to the selection of 
appropriate hardware configurations and software designs of a collaborative AR system 
for given conditions.



Human Commun�cat�on �n Collaborat�ve Augmented Real�ty Systems   �3�

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission 
of Idea Group Inc. is prohibited.

Introduction

The fundamental elements of augmented reality, such as head tracking and display hardware 
technologies, have matured sufficiently such that reasonably working AR systems are being 
produced in many application domains. An increasing number of researchers are therefore 
studying the human issues relating to AR, especially the impact of AR on human behaviors. 
The more computers become invisible and transparent to users, the more important this 
problem becomes. As an introduction to the following discussion, this section introduces 
fundamental issues related to collaborative AR systems.

Categories.of.Conventional.Collaborative.Systems

Since the advent of computers, networked computers have been used to support collabora-
tion. In the 1960s and 1970s, however, computers were mostly used to exchange single-user 
activity among multiple workers. People gradually recognized the importance of the need 
for understanding how people work in a group and how technology could affect it. In 1984, 
Cashman and Grief organized a workshop on this issue and coined the term computer sup-
ported cooperative work (CSCW) to describe this common interest (Grudin, 1994). Since 
then, CSCW and groupware have been intensively investigated.
Collaborative systems are commonly classified into four types in two dimensions as shown 
in Table 1 (Rodden, 1991). One dimension is the form of interaction, and the other is the 
geographical nature of the users. Regarding the form of interaction, some tasks such as 
brainstorming require group members to cooperate in a synchronous manner, whereas other 
tasks such as group authoring mainly require independent activities followed by asynchro-
nous discussion. Therefore, collaborative systems are either synchronous or asynchronous. 
On the other hand, regarding the geographical nature of the users, group members may be 
either distributed over the network (remote collaboration) or co-located in the same room 
(co-located collaboration). In the majority of AR systems, synchronous collaboration is 
supported in a co-located arrangement.

Augmented.Reality.as.a.Media.for.Collaboration.Support

Characteristics of collaborative augmented reality systems are better understood by com-
paring those with networked virtual reality (VR) systems in a context of 3D collaboration. 
Table 2 shows a classification of 3D collaboration. Studies on networked virtual environ-

Table 1. A classification of collaborative systems

Synchronous Asynchronous

Co-located e.g., Face-to-face meeting e.g., Co-authoring

Remote e.g., Video conferencing e.g., E-mail
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ments (NVEs) or shared virtual environments (SVEs) have begun in the 1980’s. SIMNET 
developed by DARPA (U.S. Defense Advanced Research Projects Agency) was one of the 
first deployments in this regard. NVEs and SVEs support spatial activities and interactions 
among participants in a similar way as in the real world. As VR inherently implies that the 
synthetic environment is isolated from the real environment, NVEs are normally classified 
as remote systems even if the participants are co-located in the same room in the real envi-
ronment. Although most of NVEs are synchronous systems, they can support asynchronous 
activities by providing, for example, a messaging system in the virtual environment.
Augmented reality technology has also been explored for years as another media to en-
hance collaboration. Figure 1 and Table 3 show a few typical applications and examples of 

Real Synthetic

Co-located Real world activity Augmented Reality

Remote Telepresence Virtual Reality

Table 2. A classification of 3D collaboration

Figure 1. Typical collaborative AR systems: (a) Education (Image courtesy of Hannes 
Kaufmann, Vienna University of Technology); (b) 3D modeling (Image taken from Kiyokawa, 
Takemura, & Yokoya, 2000, © 2000 IEEE, used with permission); (c) archaeology (Image 
courtesy of Hrvoje Benko, Edward Ishak, & Steven Feiner, Columbia University); (d) disaster 
planning (Image taken fromKiyokawa et al., 2001, © 2001 IEEE, used with permission); (e) 
indoor entertainment (Image taken from Tamura, Yamamoto, & Katayama, 2001, © 2001 
IEEE, used with permission); and (f) outdoor entertainment (Image courtesy of Adrian 
Cheok, Mixed Reality Lab, Nanyang Technological University of Singapore)

(a) (b) (c) 

(d) (e) (f) 
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collaborative AR systems. As Ishii, Kobayashi, and Arita point out (Ishii et al., 1994), seam-
lessness is a key characteristic of successful CSCW interfaces. Collaboration in collaborative 
AR systems is supported by the seamless nature of those interfaces. That is, co-located AR 
interfaces do not separate the communication space from the task space, and allow users to 
interact with virtual content as well as familiar real objects.
Taking advantage of this nature, most collaborative AR systems support co-located 
collaboration, rather than remote collaboration. For example, in the Studierstube project, 
co-located users can see each other and the virtual images between them at the same time in 
the real world (Schmalstieg, Fuhrmann, Szalavari, & Gervautz, 1996). Similarly, the AR2 
Hockey interface allows two users to play a version of the game of air hockey where the 
puck is a virtual object (Ohshima, Satoh, Yamamoto, & Tamura, 1998). In both cases, us-
ers are able to easily collaborate with each other and interact with the virtual content at the 
same time. On the other hand, some collaborative AR systems support remote collaboration 
by using telepresence techniques (Hiura, Tojo, & Inokuchi, 2003; Kurata, Sakata, Kourogi, 
Kuzuoka, & Billinghurst, 2004; Ogawa, Kiyokawa, & Takemura, 2005). In these systems, 
a user observes the remote environment whereas the remote user performs target tasks in 
the real environment with the observer’s support in a manner of AR.

Application domain Research examples See also

Education (Kaufmann & Schmalstieg, 2003) Figure 1(a)

3D Modeling (Kiyokawa, Takemura, & Yokoya, 2000) Figure 1(b)

Automobile Design (Regenbrecht, Wagner, & Baratoff, 2002)

Urban Planning (Broll et al., 2004)

Archaeology (Benko, Ishak, & Feiner, 2004) Figure 1(c)

Disaster Planning (Kiyokawa, Niimi, Ebina, & Ohno, 2001) Figure 1(d)

Remote Instruction (Ogawa, Kiyokawa, & Takemura, 2005) Figure 8

Indoor Entertainment (Ohshima, Satoh, Yamamoto, & Tamura, 1998, 1999) Figure 1(e)

Outdoor Entertainment (Cheok et al., 2003) Figure 1(f)

Table 3. Typical applications and examples of collaborative AR systems
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Design.Considerations.of. ..........................
.Collaborative.AR.Systems

This section deals with a number of design considerations of collaborative AR systems from 
a perspective of human communication. Issues discussed here will provide good insights 
when designing a collaborative AR system.

Workspace.Arrangement

Task and Communication Spaces

To share information, tables, white boards, or large screen displays are typically used in 
cooperative work. When a shared workspace is a screen on the wall, participants cannot 
see each other’s faces and gestures while paying attention to shared information on the 
wall. In this setup, they cannot see information on the wall either while seeing each other. 
On the other hand, when participants sit around a table facing each other, it is easy to com-
municate by exchanging non-verbal communication cues such as facial expressions, poses, 
gestures and viewing directions. These cues play great roles in communication to attract 
attention. Attentions from non-verbal information are referred to as awareness. With respect 
to awareness, it is useful to use a table-type screen (Ishii et al., 2002; Rekimoto & Saitoh, 
1999; Streitz et al., 1999).
In this context, AR displays are even more suitable for supporting face-to-face collaboration 
than tabletop interfaces, since they are normally capable of showing imagery between 
participants in midair. When the shared information appears in the middle of participants, 
they can see the partners and the information at the same time, and collaboration efficiency 
is improved. At least, co-located AR interfaces have been proven to support awareness 
better than shared virtual environments. For example, Kiyokawa, Takemura, and Yokoya 
report that the collaborative AR interfaces transmit gaze cues better than an immersive 
virtual environment (Kiyokawa, et al., 1998) does. Billinghurst, Weghorst, and Furness 
(1998) report that users perform better on a task in a collaborative AR interface than when 
completing the same task in an immersive virtual environment. Billinghurst, Belcher, Gupta, 
and Kiyokawa (2003) also report that communication behaviors exhibited in HMD-based 
co-located AR interfaces are more similar to those in the real face-to-face collaboration than 
those in wall-screen based collaboration.
Kiyokawa et al. (2002) explored how the separation between the task space and the commu-
nication space affected collaboration. They found that by presenting the shared information 
in midair between two participants, the communication between them became more natural, 
social, and easier compared with conventional wall-screen and tabletop-screen configurations. 
Being able to see the partner all of the time, participants were motivated to involve each 
other by pointing gestures and initiatory utterances. Participants also made less clarification 
and made more laughter. Placing the task space between users in space is useful for natural 
communication. Whenever possible, face-to-face arrangements should be considered.
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Personal and Public Workspaces

When information is shared by multiple participants, it is important that the entire work-
space be divided into a shared workspace and a number of personal workspaces. A shared 
workspace is always accessible by all users, encouraging discussion in collaboration. On 
the other hand, personal workspaces placed near the shared workspace are said to have an 
important role in terms of independent activity and collaboration efficiency (Streitz et al., 
1999). In addition, a personal workspace should be provided in a way that each participant 
can easily access and process information in it. For example, Nakashima et al. (2005) 
developed a collaboration system using the IllusionHole (Figure 2). This system is specifi-
cally designed for integration of personal and shared workspaces. This system provides a 
number of standard Windows desktop environments as personal workspaces, as well as a 
single shared workspace with a dedicated graphical user interface. In the shared workspace, 
2D and 3D objects can be constructed and manipulated. In personal workspaces, users can 
simultaneously access existing applications and data, and exchange information between 
personal and shared workspaces.
When separating the entire workspace into the shared and personal ones, information filter-
ing techniques are of importance as well for independent activity and for securing privacy 
(Benko, Ishak, & Feiner, 2004; Höllerer, Feiner, Hallaway, & Bell, 2001).

Awareness.Support

Real World Visibility

Stereo goggles and see-through head mounted displays hinder viewing of the real environ-
ment in terms of reduced brightness and field of view. Video see-through HMDs further 
degrade the real world visibility in terms of resolution, small depth-of-field, low dynamic 

Figure 2. A tabletop collaborative system (Nakashima, Machida, Kiyokawa, & Takemura, 
2005)
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range, color purity, and latency. Those headsets will restrict periphery vision as well. Poor 
visibility of the real world degrades awareness among participants. With those headsets, col-
laborators will recognize other users’ activity less often and less accurately than with naked 
eyes (Billinghurst et al., 2003). Whenever appropriate, possibility of using non goggle-type 
display devices should be considered. Note that workspace arrangement also affects visibility 
of other users significantly as previously discussed.

Recovery of Gaze Awareness

Among a variety of non-verbal communication cues, gaze awareness is one of the strongest. 
By watching partners’ eyes, collaborators easily notice what they are paying attention to. 
Among display devices used for collaborative AR systems, video see-through HMDs disable 
gaze awareness. To recover natural appearance of the wearer’s eyes, Miyasato (1998) 
developed the Eye-Through HMD. In this HMD, video images of the user’s eyes captured 
by a pair of miniature cameras embedded in the headset are presented on a pair of miniature 
displays attached outside of it. As another way of recovering gaze information, Takemura 
and Ohta (2002) overlaid a realistic computer generated face model of the user onto his or 
her real face using an eye-tracking device.
Optical see-through HMDs allow direct observation of users’ eyes through the semi-trans-
parent optical combiner. However, the synthetic imagery shown to a user is also reflected 
and visible to other users (small, reversed images appear around the user’s pupils). To 
eliminate the reflection, polarized filters could be used to cancel it out. As another problem, 
eye regions are darkened due to the optical combiner. This problem can be improved by 
using recent optical elements such as holographic optical elements (HOEs) and light-guide 
optical elements (LOEs).

Enhancement of Gaze Awareness

By taking advantage of nature of augmented reality technologies, gaze awareness could 
also be “augmented” or enhanced by overlaying artificial clues of gaze directions in the real 
environment. The simplest way of achieving this is to render a line segment (a viewing line) 
from the center of the eyes toward his or her face direction (Kiyokawa, Takemura, & Yokoya, 
1998, see Figure 3). By looking at the viewing line, participants are able to recognize one’s 
rough viewing direction even when his or her face is out of view. Different entities such as 
cones, viewing frustums and virtual spotlights can be used in place of line segments (Dyck & 
Gutwin, 2002; Mogilev, Kiyokawa, Billinghurst, & Pair, 2002). Rendering viewing frustums 
help understanding of visible regions of other participants (Figure 5, right). Eye-tracking 
devices improve accuracy and interactivity of viewing direction (Novak, Sandor, & Klinker, 
2004). In addition, the observed virtual object can be highlighted by calculating intersection. 
The same effect for a real object will require real-time tracking of the object.
Tateno, Takemura, and Ohta (2005) proposed a unique approach to enhance gaze awareness. 
In this approach, computer generated eyes are overlaid on the HMD not only to recover 
gaze awareness but also to enhance it, by introducing eye-drawing techniques commonly 
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used in comic strips. By doing this, they achieved better user preference and recognition 
accuracy in viewing direction.

Seamless.Integration.of.Different.Environments

Registration Accuracy

Collaboration is performed relying on common understandings about shared information. In 
this sense, registration error must be minimized to share synthetic information in the same 
reference frame among participants. With erroneous registration, the same virtual object will 
appear at different positions to different users in the real environment. As registration error 
increases, pointing gestures to virtual objects will become less effective. On the contrary, 
registration accuracy is not a crucial problem in shared virtual environments compared to 
collaborative AR systems.

Transition between Augmented and Virtual Environments

Collaborative AR systems and shared VR systems are complementary to each other in terms 
of natural awareness support and flexibility in spatial configurations. One of the advantages 
of SVEs is that they can support free control over users’ viewpoints and scaling factors in 
their individual reference frames. Flexibility in spatial relationships helps parallel activities 
in 3D collaboration (Leigh et al., 1996). For example, having exactly the same viewpoints 
among participants is impossible in the real world; however, such a configuration in a SVE 
has been proved helpful for some sort of spatial tasks (Takemura & Kishino, 1992). However, 
due to poor awareness of remote participants and communication latency, participants in a 
SVE often face significant difficulty in recognizing what partners are doing.
A number of collaborative AR systems including SeamlessDesign (Kiyokawa et al., 2000, see 
Figure 1b) and MagicBook (Billinghurst et al., 2001) support both AR and VR workspaces, 

Figure 3. Seamless transition between shared AR and shared VR workspaces
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and transition between them to maximize user experience. Figure 3 shows a transition sequence 
of a user’s view captured through an optical see-through HMD (MediaMask from Olympus) 
by a miniature camera attached in a dummy head. At first, the user observes the real partner 
(A). As he translates his location using the navigation widget (B), his partner becomes a 
CG avatar (C) and their reference frames become independent from each other (D, E). For 
instance, Figures 4 shows a situation where two users are examining the same virtual room 
from different viewpoints and scaling factors. When he selects a ‘home-position’ button on 
the widget (F), his reference frame automatically changes back to the original (real) one 
(G) with a smooth animation, and the CG avatar is replaced by the real partner again (H). 
Whenever appropriate, a SVE is worth introducing with a transition mechanism.

Compatibility with Conventional Computing Environments

Compatibility with a conventional desktop environment is an important issue in design-
ing collaborative systems. In a typical face-to-face meeting, each participant brings one’s 
own laptop computer as a personal workspace. Each participant knows how to best utilize 
it in collaboration. On the other hand, AR systems often try to fully replace conventional 
interfaces with new ones. However, as AR systems become more common, seamless inte-
gration of AR and conventional interfaces must be exploited. Several attempts have been 
made to seamlessly integrate a conventional desktop graphical user interface (GUI) with a 
shared screen (Mantei, 1988; Nakashima et al., 2005; Rekimoto & Saitoh, 1999; Stefik et 
al., 1987; Streitz et al., 1999). Some studies have developed a set of dedicated interaction 
techniques for shared information on the table (Shen, Vernier, Forlines, & Ringel, 2004). 
Some collaborative AR systems also try to integrate conventional computer environments 
into 3D workspace (Butz, Höllerer, Feiner, MacIntyre, & Beshers, 1999; Regenbrecht, 
Wagner, & Baratoff, 2002).

Evaluation.of.Human.Communication.Behaviors

Remote collaboration with conventional communication media such as videoconferencing 
has been extensively studied, but there have been few user studies on collaborative AR 

Figure 4. A virtual room observed from two users’ respective viewpoints (Images taken from 
Kiyokawa, Takemura, & Yokoya, 2000, © 2000 IEEE, used with permission)
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systems, and particularly communication behaviors with such technologies. This section 
introduces typical metrics applicable to the studies on human communication behaviors in 
collaborative AR systems.

Human.Communication.in.Mediated.Environments

A number of researchers have studied the influence of verbal cues on the communication 
process. These include cues such as the presence or absence of speech, explicit words, 
pauses, paraverbals, and prosodics or intonation. For example, Orestrom (1983) identifies 
five linguistic features that operate as conversational turn-yielding signals: rise and fall in 
pitch, completion of a syntactic sequence, completion of a semantic sequence, loudness, 
and silent pauses.
In addition to verbal messages, 55% of communication messages are in the form of visual 
cues such as gaze, gesture, and body language (Walsh, 1992). Gaze plays an important role in 
face-to-face collaboration by providing visual feedback, regulating the flow of conversation, 
communicating emotions, and relationships (Kendon, 1967). Argyle finds that in face-to-
face conversation 60% of the time one participant is gazing at the other, while for 30% of 
the time both participants are engaged in mutual gaze (Argyle, 1967). Finally, humans are 
capable of producing a wide range of gestures that aid in face-to-face collaboration.
Real objects and interactions with the real world can also play an important role in face-to-
face collaboration. Garfinkel (1967), and Mehan and Wood (1975) all report that people use 
the resources of the real world to establish shared understanding. Minneman and Harrison 
(1996) show that real objects are more than just a source of information, they are also the 
constituents of the collaborative activity, create reference frames for communication and 
alter the dynamics of interaction, especially in multi-participant settings.
The various cues presented in face-to-face collaboration can be organized according to the 
different communication channels used. In unmediated face-to-face collaboration there are 
essentially three channels available (see Table 4):

• Audio: The various audio signals produced by the person.
• Visual: The various visual cues that can be produced by a person.

Audio Visual Environmental

Speech

Paralinguistic

Paraverbals

Prosodics

Intonation

Gaze

Gesture

Face Expression

Body Position

Object Manipulation

Writing/Drawing

Spatial Relationships

Object Presence

Table 4. Cues supported by different channels
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• Environmental: The interactions of the person with the surrounding real world.

In technologically mediated collaboration, each of these cues may or may not be transmitted 
between the collaborators. The ability of different communications media to support different 
communication cues is related to the affordance of the media (Gaver, 1992). For example, 
although face-to-face collaboration and video conferencing both enable the transmission 
of visual cues, the visual affordances in each case are very different; it is difficult for users 
to separate non-verbal communication cues from the background in video conferencing 
(Heath & Luff, 1992).
Co-located users collaborating on separate workstations do not perform as well as they 
would if they were huddled around a single machine (Inkpen, 1997). However, screen-based 
collaboration is different from face-to-face collaboration. When people face each other, 
the space between them is used for sharing communication cues. However, when users are 
collaborating in front of a screen their attention is often focused on the screen space. The 
task space is part of the screen space, and is separate from the interpersonal communica-
tion space. As Fussell, Kraut, and Siegel point out, having a shared visual space positively 
affects collaboration (Fussell et al., 2000).
Shared AR interfaces allow users to see each other at the same time as virtual objects, merg-
ing the task and communication spaces. So collaborative AR interfaces should allow people 
to share the same verbal and non-verbal cues used in unmediated face-to-face collaboration. 
Thus, users of a collaborative AR interface should exhibit the same communication behaviors 
as in unmediated face-to-face collaboration.

Human.Communication.Metrics

In order to be able to understand the impact of AR technologies it is necessary to arrive at 
methods for evaluating collaborative interfaces. Researchers such as Monk, McCarthy, Watts, 
and Daly-Jones (1996) argue that a multidimensional approach is needed. Here introduced 
are performance, process, and perceptual measures.

Performance Measures

Performance measures are those that measure a task outcome, such as the time it took to 
finish. However, task outcome time is often a poor measure of the effect on communication 
of different technologies. Indeed, in many telecommunication experiments there were no 
performance differences between mediated conditions (Williams, 1977). This may be because 
subjects try to protect the primary task of getting the work done (McCarthy & Monk, 1994), 
with increased workload or subjective cost, a factor not measured by performance-oriented 
studies. Performance measures often contribute only to provide a gross measure of the dif-
ference between communication conditions.

Process Measures

Process measures are objective measures that capture the process of collaboration. These 
are extracted from transcriptions of video recordings and notes made during the collabora-
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tive task. With the right process measures, considerable differences between technology 
conditions can be found. Measures that have been found to be significantly different across 
technology conditions are shown in Table 5. Gesture and non-verbal behaviors can also be 
analyzed for characteristic features. For example, Bekker, Olson, and Olson (Bekker et al., 
1995) categorize gestures exhibited in a face-to-face design task.

Perceptual Measures

Perceptual measures (or subjective measures) are based entirely on the users’ perception of 
their experience using the collaborative interface. The typical method for gathering subjective 
data is to have users fill out a survey questionnaire. Daly-Jones provides a set of questions 
that have been found to be sensitive to the differences in mediating technology (Daly-Jones 
et al., 1998). These questions refer to interpersonal awareness, ease of communication, and 
the suitability of the communication mode for the experimental task. These are usually an-
swered on a scale of Disagree to Agree. Typical questions include “I was very aware of my 
conversational partner.” and “I could readily tell when my partner was concentrating.”

Collaborative.Augmented.Reality.System

In this section, a number of existing collaborative AR systems are discussed from a per-
spective of human communication. The section introduces co-located systems with regard 
to display devices employed and then introduces two types of remote systems: symmetric 
and asymmetric.

Table 5. Examples of process measures

Process Measures Research Examples

Frequency of conversational turns
(Daly-Jones, Monk, & Watts, 1998; O’Conaill & Whittaker, 
1997; O’Malley, Langton, Anderson, Doherty-Sneddon, & 
Bruce, 1996)

Incidence of overlapping speech (Daly-Jones et al., 1998; O’Conaill et al., 1997; Sellen, 1995)

Number of interruptions (Boyle, Anderson, & Newlands, 1994; O’Conaill & Whittaker, 
1997)

Turn Completions (Tang & Isaacs, 1992)

Backchannels (O’Conaill & Whittaker, 1997)
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Co-Located.Systems

A number of different display devices have been used for co-located 3D collaboration. Each 
display has different pros and cons from a perspective of collaboration support as summarized 
in Table 6. Specifically, Table 6 deals with eight types of display devices: volumetric displays, 
the IllusionHole (Kitamura, Konishi, Yamamoto, & Kishino, 2001), the Virtual Showcase 

# of user Real view Accessibility 
to image

Location of 
synthetic 
imagery

Visuo-pro-
prio-ceptive 
consistency

Collaboration 
-related

Issues

Type of display

Scalability

Gaze 
interaction 
/periphery 
awareness

Pointing 
to synthetic 

information

Application 
domains, 

workspace 
layout

pointing 
gesture, gaze 
interaction

Volumetric 

Display
Inf Naked Impossible Limited 

volume Very good

IllusionHole ~4 Goggle Possible Limited 
volume Good

Virtual Showcase ~4 Goggle Impossible Limited 
volume Good

Optical STHMD Inf Goggle Possible Free Good

Video STHMD Inf Goggle Possible Free Good

Projective HMD Inf Goggle Possible Retroref. 
surfs. Good

Handheld video 
ST Inf Naked Possible Free Not good

Projection-based 
AR Inf Naked Possible

Surface 

(2D img.)

Good 

(2D img.)

Table 6. Characteristics of display devices with regard to collaboration support
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Virtual over real Real over virtual

Collaboration 
-related

Issues

Type of display

Application domains, workspace layout 
(e.g. virtual objects appear in midair)

Application domains, 
availability of physical tools 
(e.g. pointing virtual objects 

by a finger)

Volumetric 

Display
No Yes (only outside the display)

IllusionHole No Yes

VirtualShowcase Yes (pattern light source) Yes (phantom objects)

Optical STHMD No (visible but semi-transparent) Yes (phantom objects)

Video STHMD Yes (phantom objects) Yes (phantom objects)

Projective HMD Yes (block by retroref. objects) Yes

Handheld video 
ST Yes (phantom objects) Yes (phantom objects)

Projection-based 
AR Limited (merged pattern) Yes (phantom objects)

Table 6. continued

(Bimber, Frohlich, Schmalstieg, & Encarnacao, 2001), optical see-through head mounted 
displays (STHMDs), video see-through head mounted displays, projective HMDs (or head 
mounted projective displays (HMPDs)), handheld displays coupled with video see-through 
capability, and projection-based AR displays. Table 6 also deals with seven issues related 
to collaboration support; number of available users, real scene visibility, accessibility to the 
synthetic imagery, available location for synthetic imagery, visuo-proprioceptive consistency, 
capabilities of overlaps between the virtual and the real imagery (virtual over real, and real 
over virtual).
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Volumetric Displays

Volumetric displays present true 3D imagery without the need for a pair of glasses for an 
arbitrary number of observers at the same time. User interfaces using a volumetric display, 
therefore, inherently support multiple users, at least for observation (Balakrishnan, Fitzmaurice, 
& Kurtenbach, 2001). In this sense, volumetric displays can support 3D collaborative activity. 
As volumetric displays normally make use of an afterimage effect with a moving screen, 
it is impossible to reach the synthetic imagery by hand and to present an opaque imagery 
(Actuality Systems, 2001; Soltan, Trias, Dahlke, Lasher, & McDonald, 1995). However, 
volumetric displays are normally not considered as AR displays, as the synthetic imagery 
is difficult to be merged with the real environment. Although hologram is another common 
approach to produce true 3D imagery, real-time rendering of computer-generated hologram 
is still a tough problem with current technology.

Multiplexed Stereoscopic Displays

Conventional stereoscopic displays, composed of a pair of stereo glasses and a projection 
screen, are originally intended for a single user. Coupled with head-tracking facility, stereo-
scopic displays support dynamic 3D image viewing. If the viewpoint of the user is different 
from that of rendering, the rendered image appears distorted and skewed. For this reason, 
multi-user support has been difficult to achieve. Recently, however, attempts have been 
made to tackle this problem by using time- or space-multiplexed projection techniques. For 
example, Agrawala et al. (1997) developed a two-user stereo projection system by doubling 
the cycle of stereo shuttering so that only one out of four images (left and right images for 
two users) is visible at a time. On the other hand, the Virtual Showcase (Bimber et al., 2001) 
and the IllusionHole (Kitamura et al., 2001) are examples of space-multiplexed multi-user 
displays. These devices render multiple images from multi-users’ respective viewpoints 
and separate them to corresponding users by using mirrors or a masking plate. With these 
displays, 3D imagery can be shared in the middle of multiple participants, allowing a face-
to-face arrangement. Practical number of available users is limited up to around four.

Head Mounted Displays

Most collaborative AR systems employ HMDs as their display devices. AR interfaces using 
HMDs allow virtual objects to be shown at arbitrary locations, such as in midair between 
participants (Kiyokawa et al., 2000; Ohshima et al., 1998; Schmalstieg et al., 1996). Another 
advantage of HMD-based interfaces is that they have the potential capability of showing 
correct occlusion phenomena between virtual and real scenes. The ability of true occlusion 
not only expands application domains significantly, but also improves collaboration 
experience. For example, to be able to point to a virtual object, the user’s finger needs to 
be overlaid on the object. On the other hand, to be able to present a virtual object among 
users, a virtual object needs to be overlaid on users behind. With a video see-through HMD 
and proper depth information of a real scene, virtual objects can cover further real objects, 
and be covered by closer real objects (Kanbara, Okuma, Takemura, & Yokoya, 2000; Kato 
& Billinghurst, 1999).
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However, the video see-through approach degrades the quality of the real scene dramati-
cally and inevitably introduces system latency. Users often feel the captured real image 
is something like a television or video game image and the sense of presence is severely 
damaged. Stereo depth cues are not available with biocular video see-through HMDs (the 
same image to the both eyes). On the other hand, an optical see-through display keeps the 
intrinsic quality of the real scene. However, in optical see-through displays, virtual images 
often appear as semi-transparent ghost images due to the optical combiner. Kiyokawa’s 
prototypical display tackles this problem, however, it is bulky and heavy for casual use 
(Kiyokawa et al., 2003).
Kiyokawa et al. (2002) explored how the visual condition of a HMD affected collaboration. 
They compared four conditions: optical see-through, biocular video see-through, stereo video 
see-through, and immersive (VR). They found that the optical case produced the fastest 
average time and the least number of miscommunications. Generally, the more difficult it 
was to use non-verbal communication cues, the more subjects resorted to speech cues to 
compensate. Subjects also felt the optical case was the easiest to tell where their partner 
was looking or pointing. When the virtual scene is well registered to the real world, optical 
see-through approach is the best in order for natural and smooth communication. The stereo 
video see-through interface was more favored by subjects than the biocular condition. The 
stereo condition also reduced the need for extra pointing gestures and positional phrases 
compared to the biocular condition.
Projective HMDs are promising for collaboration, because they do not require eyepieces 
that may be obstacles for gaze interaction, and because they can theoretically support wide 
field of view up to 120 degrees. To the author’s knowledge, however, there is no report on 
comparison between projective HMDs and other display devices from a perspective of hu-
man communication.

Handheld Devices

A number of studies have explored how handheld displays can be used for viewing AR 
content, such as TransVision (Rekimoto, 1996), NaviCam (Rekimoto & Nagao, 1995), 
mPARD (Regenbrecht & Specht, 2000), and AR Pad (Mogilev et al., 2002, see Figure 5). 
These systems employ a miniature camera on the back of a small display to support for video 
see-through AR. Handheld AR displays can also be used as a tool for supporting co-located 
collaborative AR. Several users can sit around a common workspace each with a handheld 
display to look at the same content. Unlike most HMD-based systems, handheld systems 
are unencumbering, allowing users to see each other’s eye gaze and facial expressions. 
Thus, handheld displays do not obstruct the non-verbal cues. The AR Pad also supports 
mutual understanding of spatial relationship among users by presenting partners’ viewing 
frustums (Figure 5, right).
Billinghurst et al. (2003) compared handheld systems with video see-through HMD systems. 
They found that awareness among users is better exchanged with handheld devices than 
with video see-through HMDs because of better real world visibility. However, users with 
handheld devices needed to be positioned further from the workspace to acquire enough field 
of view than with HMDs. This is mainly due to the large offset between the camera and the 
user. Cell phone based collaborative AR systems have not yet been studied deeply.
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Non-Stereo Projection-Based Systems

Recently, projection-based AR systems have been intensively explored. As opposed to stereo 
projection, non-stereo projection-based AR systems do not require cumbersome goggles 
and they can support arbitrary number of users in exchange for giving up 3D content. Some 
non-stereo projection-based AR systems are intended for supporting collaboration includ-
ing Augmented Surfaces (Rekimoto & Saitoh, 1999) and Illuminating Clay (Piper, Ratti, & 
Ishii, 2002). Registration error among participants is eliminated, as the projected imagery 
is on the surface of the real world. As long as 2D content satisfies the task requirements, 
non-stereo projection-based AR systems offer a good solution.

Figure 5. AR Pad (Mogilev et al., 2002)

Figure 6. An AR videoconferencing (Image courtesy of Mark Billinghurst, Hit Lab NZ)
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Remote.Systems

As discussed earlier, some collaborative AR systems support remote collaboration over the 
network. AR-supported remote collaboration can be classified into two types; symmetric and 
asymmetric. Symmetric systems support remote face-to-face collaboration by presenting a 
single reproduced environment. They virtually connect different locations in the real envi-
ronment. Asymmetric systems, on the other hand, are normally used when there is a specific 
task to perform at one of the user locations, whereas other users observe and solve the task 
cooperatively over the network. In this case, every user often shares the same viewpoint.

Symmetric Systems 

Attempts have been made for years to improve spatial cues and gaze interaction in video 
conferencing systems. For example, Hydra preserves spatial cues such as head turning by 
arranging multiple displays side-by-side (Sellen, Buxton, & Arnott, 1992). ClearBoard-2 
supports eye contact by carefully designing camera layouts (Ishii & Kobayashi, 1992). HMD-
based AR systems are advantageous over conventional video conferencing systems, as they 
allow video images to be positioned at an arbitrary location in an arbitrary scale regardless 
of physical geometry constraints (Billinghurst & Kato, 2002, see Figure 6). However, with 
2D video images, it often becomes difficult for users to recognize spatial gestures such as 
pointing. Being unable to control viewpoint of the 2D image is also disadvantageous for 
human communication.
To preserve 3D information, multi-user 3D telecommunication systems have been studied 
for years (Kishino et al., 1993). Many of those systems aim at reproducing a realistic vir-
tual environment from measurement of the real environment. For example, Ogi, Yamada, 
Tamagawa, Kano, and Hirose (2001) developed a 2.5 D video avatar system. Yoshikawa, 
Machida, Kiyokawa, and Takemura (2004) developed a 3D telepresence system using a set 
of real-time range finders (see Figure 7). Such systems are considered as augmented virtu-
ality (AV) systems on the Milgram’s reality-virtuality continuum. 3D telecommunication 
systems allow free viewpoint control and realistic, stereo representation of participants, and 

Figure 7. A telepresence system
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facilitate exchanging of non-verbal communication cues. Real-time 3D geometry acquisition 
is, however, still erroneous and/or costly with current technology.

Asymmetric.Systems

Asymmetric remote collaboration systems have been used for, for example, remote surveillance 
and remote instruction. Asymmetric systems can be simply implemented by using a user-worn 
camera (Kuzuoka, 1992; Mann, 2000). By watching the remote live video, observers can 
recognize the situation around the cameraman. However, viewpoints of the participants are 
forced to be identical in such a setup. On the other hand, some systems support free viewpoint 
control over the remote environment. Kurata et al. (2004) used a shoulder-mounted remote 
control camera to allow the remote observer to change the camera direction on demand. 
Hiura et al. (2003) developed a projection-based AR system. In their system, 3D geometry 
of the task space is acquired on demand, and the stroke instructions drawn on the rendered 
task space is overlaid onto the real task space using pre-calibrated projectors. Ogawa et 
al. (2005) developed an AR remote instruction system that has the advantages of both the 
video-based and model-based approaches (see Figure 8). By using video projection onto a 
static 3D geometry, a remote observer is able to see the realistic virtual environment from 
any viewpoint whose texture information is updated in real-time.

Conclusion

Billinghurst and Kato (2002) identify following four properties of AR techniques that con-
tribute to explore different types of collaborative interfaces:

Figure 8. A remote instruction system (Image taken from Ogawa, Kiyokawa, & Takemura, 
2005, © 2005 IEEE, used with permission)
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• The ability to enhance reality.
• Seamless interaction between real and virtual environments.
• The presence of spatial cues for co-located and remote collaboration.
• The ability to support multi-scale collaboration.

Compared to other communication media such as video conferencing and networked VR, 
however, collaborative AR systems are still at their infant stage. Especially, display tech-
nologies must be progressed further for AR technology to be widely accepted as a standard 
medium for collaboration.
As shown in Table 6, there is no ideal display device for collaboration support. Therefore, 
a display device or a combination of different display devices needs to be chosen to best 
satisfy the task requirements. For example, combining HMDs and a projection-based AR 
system solves both privacy issues in personal workspaces and registration error in the shared 
workspace. For naturally exchanging gaze and face expression, HOE-based and LOE-based 
HMDs appear promising. Considering their accessibility and increasing capability, cell 
phone-based collaborative AR systems should be explored in detail. Other technologies 
such as wearable and ubiquitous computing should also be explored to couple with AR 
technology.
Though a number of useful insights have been given by recent studies, much more formal 
user studies must be conducted to investigate the technical impact of AR technology on 
human communication. For example, differences of the impacts in gender, age, number of 
participants should be explored to choose a right configuration for a given condition. Other 
metrics such as physiological measures may be useful for analyzing collaboration activity 
in deeper detail.
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Abstract

This chapter describes designing interaction methods for tangible augmented reality (AR) 
applications. First, we describe the concept of a tangible augmented reality interface and 
review its various successful applications, focusing on their interaction designs. Next, 
we classify and consolidate these interaction methods into common tasks and interaction 
schemes. Finally, we present general design guidelines for interaction methods in tangible 
AR applications. The authors hope that these guidelines will help developers design interac-
tion methods for tangible AR applications in a more structured and efficient way, and bring 
tangible AR interfaces closer to our daily lives with further research.
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Introduction

The first augmented reality (AR) scene was created nearly forty years ago by Ivan Suther-
land (1965) with a wire frame cube generated by computer graphics on a see-through head 
mounted display (HMD). Computer graphics have advanced tremendously since then. 
For instance, real-time photorealistic renderings of complex objects are now possible, and 
instead of using a mechanical head tracker like Sutherland, there are now a wide variety of 
commercially available sensors such as electromagnetic, ultrasonic, computer vision based, 
and inertial systems.
In recent years, interaction methods for AR have become a very active area of research. 
Various interaction techniques have been developed, including those adopted from other 
related areas such as virtual reality (Kiyokawa, Takemura, & Yokoya, 1999; Schmalstieg, 
Fuhrmann, & Hesina, 2000), 2D desktop user interfaces, and wearable computing. One 
promising direction is to explore the use of physical objects to interact with virtual content. 
Ishii popularized this with the concept of the tangible user interface (TUI) (Ishii & Ullmer, 
1997) in which physical objects were used to manipulate digital data. 
The TUI metaphor can be effectively applied to AR interfaces as well. Kato, Billinghurst, 
Poupyrev, Imamoto, and Tachibana referred to this concept as the 'tangible augmented real-
ity' (Kato et al., 2000). In a tangible AR interface, the visual display of the AR content is 
coupled to a tangible object. Thus, tangible AR interfaces are those in which (Billinghurst, 
Grasset, & Looser, 2005):

•  Each virtual object is registered to a physical object, and
•  The user interacts with virtual objects by manipulating physical objects.

For instance, with a tangible AR interface, users can handle physical “records” to manipulate 
virtual music, or flip over real book pages to see different virtual scenes from a storybook. 

Figure 1. Example of tangible augmented reality interface
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Tangible AR interfaces provide intuitive and effective manipulation of virtual objects by tak-
ing advantage of the immediacy and familiarity of physical objects in our everyday life.
Figure 1 shows a simple application of the tangible AR interface. The user wears a video 
see-through (Azuma, 1997) HMD which has a video camera attached in front of it. When 
the user looks at a real book page through the display, one can see a virtual object (e.g., a 
yacht) popping out from it. As the virtual yacht is registered to the physical book page, the 
user can move and rotate the virtual yacht by simply moving the book.
While TUI offers great advantages in interacting within an AR scene, there are no specific 
guidelines to as how to design a tangible interface for a given AR application. Despite some 
recent progresses in interaction modeling (Bowman, Kruijff, LaViola, & Poupyrev, 2001), 
finding the best interaction method for a given AR application usually requires costly and 
time-consuming development and usability testing.
In this chapter, we review the interaction designs of a number of representative tangible AR 
applications, and develop several guidelines in designing interaction methods for tangible 
AR applications.

Background

The basic goal of designing an interface is to “map user input onto computer output us-
ing an appropriate interaction metaphor” (Billinghurst et al., 2005, p. 17). In Tangible AR 
interfaces, the user inputs are from physical objects, while the computer outputs are virtual 
objects. A physical object and a virtual object are combined into an augmented object by 
mapping their inputs and outputs. The mapping between these two entities (physical and 
virtual objects) involves updating virtual object properties according to physical object 
behaviors (see Figure 2).
In many tangible AR applications, a virtual object is visualized at the same position and 
orientation as its physical counterpart, thus forming direct mapping of properties (position 
and orientation) between them. Although this is natural for direct 3D manipulation, direct 
mappings may not always be the best solution. For instance, a snap-to-grid function is an in-
direct mapping in which the position of a virtual object is attracted to discrete grid points.
In tangible AR applications, most of the mappings occur between a virtual object and its 
physical object counterpart. Usually virtual objects appear as if they are anchored to a 
paired physical object. If this mapping is unchanged within the application, we refer to this 

Figure 2. Interface design as a mapping
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as static pairing. However, the pairing might change dynamically (dynamic pairing) for 
some applications. For instance, the user may hold a real paddle that is used to pick up and 
manipulate a variety of different virtual models, so the real virtual object pairing changes 
dynamically.
In providing TUI, it is desirable to match the physical (or tangible) properties (e.g., shape, 
weight, texture, etc.) of the interaction prop (physical object) to the target interaction object 
(virtual object) as much as possible. However, on the other hand, if the match is too exact, 
then the prop can represent only few virtual objects. Figure 3 shows the spectrum of the 
relationship between the physical and virtual objects in terms of their similarity in physical 
properties. While abstract props can represent anything, the tangible feel is reduced with 
non-exactly matched shape. A metaphorically designed prop can represent a class of virtual 
objects, while it looses concrete representations.

Survey:.Tangible.Applications

In this section, we review some successful tangible AR applications and examine their 
interaction designs. We will later attempt to consolidate the various interaction methods 
into general design guidelines.

MagicBook

The MagicBook (Billinghurst, Kato, & Poupyrev, 2001) is a real storybook with specially 
marked pages that is viewed through a hand held display (see Figure 1). The display con-
sists of a small LCD display on a handle with a video camera attached in front of it. When 

Figure 3. Spectrum of relationship between the physical interface and the target interaction 
object in terms of the similarity in their tangible property (e.g., shape)
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the user looks at the book through the display, he or she can see a 3D virtual object/scene 
popping out of the book pages. The virtual objects are visually registered to the book page, 
so the user can easily move and rotate the virtual scene by manipulating the physical book. 
The user can also turn the real pages of the Magic Book to see different virtual scenes.

MagicLenses

MagicLenses (Looser, Billinghurst, & Cockburn, 2004) allows the user to see multiple 
virtual datasets at the same time. While the basic display configuration is similar to that of 
the MagicBook, the MagicLens interface has an additional hand held prop which represents 
a reading glass. Looking through the glass, the interface shows different representations 
of the virtual object. For instance, Figure 4 shows how the MagicLens can be used to look 
inside a virtual human body.

Shared.Space

In the Shared Space interface (Billinghurst, Poupyrev, Kato, & May, 2000), multiple users 
play a card matching game in a shared (i.e., multi-user) AR environment. On the table in 
front of the users, there are cards placed face down. As the user picks up a card and turns it 
over, he or she can see different virtual objects on each card, through a see-through HMD. 
When two cards with matching virtual objects are placed side by side, an animation is trig-
gered. For instance, when the card with an alien is placed next to the UFO, the alien appears 
to fly around the earth.

Figure 4. MagicLenses
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Augmented.Groove

The augmented groove application (Poupyrev et al., 2001) shows how a tangible AR ap-
proach can be used for controlling electronic music. In this interface, users stand in front 
of a projection screen, which shows a live video taken from the camera facing down from 
the ceiling. On the desk, there is a shelf of LP records from which the user can select one. 
Each record is associated with a different music clip and the music starts to play when the 
LP record is shown to the camera. Users are also able to see a virtual 3D widget on the LP 
record, visualized on the front display. This virtual widget works as a controller for modify-
ing the music. Users can apply different modulations to the music (such as pitch, amplitude, 
and cut-off frequency filters) by manipulating the LP record in 3D space (e.g., raising it up 
and down, or tilting it).

MagiPlanet

The MagiPlanet from Human Interface Technology Laboratory New Zealand (HITLabNZ, 
http://www.hitlabnz.org) is an interactive AR system that helps users to learn about the solar 
system. The users of the MagiPlanet application stands in front of a desk with a set of cards 
each named after the planets in the solar system. Users can see the 3D models of each planet 
registered to the card by looking through a hand held display (see Figure 5). On the desk, 
the orbit of each planet is drawn with a blank square on which the cards should be placed. 
When the user places all of the planets in the correct order, a complete virtual solar system 
appears with animation.

Augmented.Chemistry

In the augmented chemistry (Fjeld & Voegtli, 2002) application, users can learn the basics 
about chemical elements from an AR book. The user can select virtual elements from the 
book with a paddle-like prop and compose complex molecular models by adding the selected 

Figure 5. MagiPlanet
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elements onto each other. Users can manipulate (or rotate) the molecular model built on the 
platform pad by rotating a cube shaped prop. The workspace is configured in a style of a 
workbench (showing the mirrored live video of the tabletop on the screen in front), so the 
conventional 2D graphical user interface is easily integrated for system commands.

Tangible.Hypermedia

Sinclair, Martinez, Millard, and Weal (2002) presented what was called a tangible hyperme-
dia, a tangible AR-based information system in which virtual annotations were controlled 
by the context associated with the tangible interface. In their prototype system, the spatial 
relationships and movement of the markers were used for various interactive features. For 
instance, bringing a card with a pile of labels close to a virtual object and imitating a sprin-
kling gesture added labels to the object. Users could also shake off the labels attached to 
a virtual object by shaking the object itself. By using different cards with different sets of 
labels and contexts, users were able to browse through a huge amount of information linked 
to a virtual object in interest.

Tiles

Tiles (Poupyrev et al., 2002) was a tangible AR system for fast design of aircraft cockpits. 
Users attached different virtual instruments to real tiles and placed them on a whiteboard to 
test their configuration. Most of the functions were invoked by placing a pair of tiles side 
by side. Users could make a copy of an instrument on another tile by placing an empty tile 
next to it. Similarly, users could also copy instruments from the menu book by placing an 
empty tile next to it. There were also several special tiles with virtual objects representing 
different operations, such as delete or help, which could be applied to adjacent tiles.

VOMAR

The VOMAR interface (Kato et al., 2000) provided more generic scene construction func-
tionalities, demonstrated in a furniture layout interior design application. In this system, 
the user used a paddle like prop and made gestures with it for 3D manipulation of virtual 
objects. For instance, one could pick up an object by placing the paddle beneath the object, 
and place it by dropping it on a desired position. The user could also delete objects by hit-
ting or throwing them away.

Virtual.Studio

The virtual studio (Grasset, Gascuel, & Schmalstieg, 2003) is a tangible AR workspace 
that allows users to modify visual appearances of real world objects. With magnetically 
tracked real tools and a palette, users can paint on a surface of real objects or add geometri-
cal objects registered to the real object. Users can virtually paint a real object by touching 
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a virtual color on the real palette with a real brush and brushing the object surface with it. 
Similarly, users can also choose simple geometrical objects from the palette to add it into 
the augmented scene.

iaTAR

The iaTAR system (Lee, Nelles, Billinghurst, & Kim, 2004a) was an immersive authoring 
tool for tangible AR content. In this system, a cube shaped manipulator prop (see Figure 6) 
was used for manipulating virtual objects in 3D space. In addition to constructing a virtual 
scene, users could also add simple behaviors to virtual objects. For this purpose, iaTAR 
provided an interface, named inspector pads, for forming and modifying dataflow graphs 
between Tangible AR interface entities (i.e., physical and virtual objects). For instance, us-
ers could make a virtual fan spin around by connecting its orientation property to another 
virtual abstract object representing a motorized rotational motion.

Tasks.and.Common. Interaction.Schemes. in. . . .
Tangible.Applications

Although we have only looked at a small subset of tangible AR applications that have been 
developed, we can readily see that there are commonalities in terms of the subtasks performed 
and specific interaction styles. Bowman et al. (2001) has carried out systematic research on 
3D interaction techniques in the context of virtual reality systems. He suggested that general 
3D tasks in virtual environments can be viewed as compositions of primitive tasks, such as 
object selection, object manipulation, navigation, and system control. A similar observation 
can be made about tangible AR applications. We take a closer look at the tangible AR inter-
faces in terms of these primitive tasks and characterize tangible AR interfaces to them.

Figure 6. iaTAR: Immersive authoring tool for tangible AR interfaces
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Viewpoint.Control.(Navigation)

Since tangible AR environments are based in the real world environment, there can be three 
main configurations for viewpoint control deeply related to the display configuration of the 
system: mobile, fixed, and tele-mobile. 
The viewpoint control is mobile when the virtual viewpoint is identical to the user’s physi-
cal viewpoint. This can be achieved by tracking the user’s viewpoint and using see-through 
displays (usually head mounted) or spatial augmented reality display techniques (Bimber 
& Raskar, 2005; Raskar, Welch, & Chen, 1999). In this case, users can freely change their 
viewpoint just as they do in their every day lives, by moving their head. In comparison, the 
viewpoint is fixed for a workbench style display configuration (as is in the Augmented Groove 
application). In this case, users see from the viewpoint of a fixed camera, carefully placed to 
cover the whole workspace. Although users are not able to change the augmented view, they 
are still able to freely look around the real world directly, and the interaction space (usually 
a table) is placed just in front of them. Besides, with a workbench style display configura-
tion the camera still can be mobile (e.g., held in the user’s hand), forming a monitor-based 
AR configuration (Azuma, 1997). In this case, the movement of the camera is usually not 
coupled to the motion of the user’s eye; hence, we refer to it as tele-mobile situation.
Each configuration has its own advantages and disadvantages. The mobile configuration is 
the most natural; although field of view and resolutions can be limited with head mounted 
displays. On the other hand, with the fixed and tele-mobile view configurations the actual 
viewpoint and the viewpoint to the AR scene do not coincide. In a fixed view configuration, 
the camera is usually placed in front, looking towards the user. Thus, the resulting image is a 
mirrored image, creating a flip in the perceived direction. Therefore, the fixed and tele-mobile 
configurations require users to reinterpret the spatial configuration due to different refer-
ence frames between the view coordinate and the manipulation point. Although sacrificing 
viewpoint controllability, the fixed configuration has the advantage that users do not need 
to wear any devices. The tele-mobile configuration restores viewpoint controllability by 
dedicating one hand for the viewpoint control, but this makes difficult to support bimanual 
interactions. Overall, in contrast to the immersive VR case, viewpoint control in a Tangible 
AR environment is mostly limited to physical movements without many alternatives. 

3D.Spatial.Manipulation

Spatial manipulation is perhaps the most frequent interaction task in 3D spaces. Bowman 
and Hodges (1999) divided 3D spatial manipulation into three subtasks; selection, manipu-
lation and release.

Selection and Release

Selecting an object of interest is the most basic interaction task. Usually, selection is done by 
pointing to an object, such as is with a cursor/pointer in 2D GUI environments or a virtual 
hand (or ray) in an immersive virtual environment. For this purpose, users need to use a 
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physical interface (such as a mouse or a tracking sensor) to move the virtual pointer over 
the objects they want to select and interact with. Thus, the action is carried out indirectly.
However, in a tangible augmented reality environment, the selection can be accomplished 
more directly. When each virtual object has its own physical counterpart, selecting a virtual 
object happens implicitly when the user picks up the physical object that it is paired with. In 
this case, both selection and other interactions, such as 3D manipulation, occur at the same 
time. For instance, in the shared space application (Billinghurst et al., 2000), users pick up 
a card with a virtual object which they are interested in, as they start to move it.
In Tangible AR applications where virtual objects and their counterpart physical objects are 
paired dynamically, explicit interaction methods are necessary for selection, as it is within 
virtual environments. For example, selecting a virtual instrument in Tiles (Poupyrev et 
al., 2002) is done by placing an empty tile next to another tile with the virtual instrument. 
In the VOMAR application, Kato et al. (2000) introduces a tangible AR version of a 3D 
mouse cursor represented in a paddle form. Users can place the paddle under a piece of 
virtual furniture they want to pick up, and once the virtual furniture is selected (appears on 
the paddle) they are able to move it to another place. In iaTAR (Lee et al., 2004a), the user 
points to an object with a virtual ray which is emitted from a physical prop—such as a box 
or a pad—held in his or her hand.
Selection tasks in tangible AR applications mostly occur within arms reach of the user (be-
cause it is a direct interaction). It is well known that provision of binocular stereoscopy is 
important for correct depth perception and efficient close range interaction. Thus, without 
binocular stereoscopy, users can often get frustrated in carrying out object selection tasks 
because the proprioceptive and visual senses do not coincide. Once the selection is made, 
the difficulty seems to ease as the hand-eye coordination is much better with the object in 
hand. Many AR applications only use monoscopic displays (e.g., for reasons of cost), thus 
it would be beneficial to provide artificial depth cues to aid the selection process (such as 
shadow and limited occlusion information). However providing correct artificial cues in a 
mixed reality environment is difficult in general, because it requires a correct understanding 
of the physical environment.
After the selected object is used, it must be released. Statically paired objects do not need 
explicit releasing; virtual objects are released from the user’s hand as soon as the user drops 
the corresponding physical objects. However, in dynamically paired cases, explicit interac-
tion methods are needed for triggering the release. In iaTAR, virtual objects are released 
from the cube manipulator when the manipulator cube is invisible to the camera. Thus, 
users just need to hide the cube with their fingers when they want to release the selected 
object. In VOMAR, users need to tilt the paddle so that the selected object slides off into 
the virtual scene.

Manipulation

Object manipulation in 3D spaces refers to changing the 6 degree-of-freedom pose (i.e., 
position and orientation) of an object. As with selection, direct manipulation is the most 
natural interaction method for object manipulation. In many cases of virtual reality systems, 
this is usually implemented through tracking the user’s hand (using data gloves and tracking 
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sensors). On the contrast, in a tangible AR interface, this is accomplished by tracking the 
interaction objects. The real objects act as surrogates for manipulation of virtual objects, and 
users can manipulate virtual objects by manipulating their corresponding real objects.
Most typically, the physical motion applied to the surrogate is directly mapped to the virtual 
object. However, non-direct mappings (distorted and multiplexed mappings) are also useful 
in some cases. In the distorted mapping case, the source property values are altered, ac-
cording to specific rules, before they are mapped to the target. For example, a snap-to-grid 
function where the virtual object position is attracted to the virtual grid’s crossing points. 
In iaTAR, the distorted mapping is used for separating controls during manipulation. When 
a virtual object is selected by the cube manipulator, its position is fixed relative to the cube 
center at the moment it was selected, while it is rotated in-place. That is, the virtual object 
center, instead of the center of the cube manipulator, acts as the center of rotation. This 
is useful for changing orientation independently from translation, otherwise the position 
would change when rotating the selected object. In the multiplexed mapping case, object 
properties are controlled by separate input objects. For instance, in augmented chemistry, 
the orientation of the molecular model is controlled with the cube manipulator, while its 
position is anchored on the platform pad. This is  especially useful for the fixed view con-
figuration, since the position of the model is kept at the best viewing location, while users 
can still rotate the molecule.
Sometimes, object poses are decided through complex calculations, so that the manipulation 
can appear as physically realistic as possible. For instance, in VOMAR, users can not only 
pick up and drop an object to a desired position, but can push it with the paddle. Moreover, 
virtual furniture acts as if it was affected by gravity and friction, falling and dragging on 
the floor when there are no supporting objects beneath. Applying such physical rules adds 
to the intuitiveness of the interface.

Event.Generation.and.System.Command

While the three primitive tasks (viewpoint control, selection, and manipulation) are the 
most prevalent subtasks in any tangible AR applications, applications also require additional 
interactive features for triggering events. In particular, system commands that do not have 
any 3D connotation are also often needed.

Location and Pose Based

One popular form of event generation is by using a particular spatial configuration of multiple 
objects; when objects are brought together, or at a certain orientation and location, an event 
is triggered, such as an animation (Shared Space, MagiPlanet), object selection or deletion 
(Tiles), or making a connection among object attributes (see Figure 7).
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Gestures with Props

Gestures are movements made to express emotions or information and are often made using 
objects (props). While physical objects decide the outer appearance of an interface, gestures 
specify how to use them. Thus, different gestures can be made for different tasks while using 
the same object. For instance, knives are not only used for cutting, but also for spreading 
jam on bread. Gestures and objects can be combined for natural and intuitive interface for 
generating various types of events in tangible AR environments.
In VOMAR, users can do different tasks by performing different gestures with the paddle 
interface. Users can pick up an object by scooping it up, or release it by tilting the paddle 
to make it slide into the virtual scene. Shaking the paddle throws away the selected object 
and the paddle becomes empty. Pushing objects with the paddle makes them slide over the 
floor, while users can also delete objects by hitting them. The iaTAR application uses tilting 
gestures for selecting an item from a list of object attributes (see Figure 8). The sprinkling 
action in the Tangible Hypermedia controls the amount of annotation.
The downside of using special interaction objects and gestures is that sometimes people 
might have different ideas in terms of what the object is supposed to do. If there are many 
special tasks needed to be done, the user can be overwhelmed both mentally and physically 

Figure 7. A Tangible AR puzzle calculator: A data flow graph for calculating a mathematical 
expression is made by connecting puzzle pieces with mathematical entities

Figure 8. Tilting gestures for selecting an item from property list in iaTAR
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(too many interface handles). A right balance must be maintained between making objects 
multipurpose or special. Using familiar objects like a book (MagicBook), LP record (Aug-
mented Groove), trash can (iaTAR, Tiles), or magnifying lens (MagicLenses) allow users 
to easily understand the functionality and usage of the interface.

2D Interactions

Although tangible augmented reality interfaces are 3D by nature, 2D interactions are un-
avoidable, especially for triggering events and system commands that are not space related. 
System commands are usually best handled using a 2D metaphor due to user’s familiarity 
with the 2D desktop interface. The most naive approach for implementing 2D input is us-
ing the conventional 2D interaction devices within the AR environment. For instance, in 
the augmented chemistry application, users are provided with a mouse and 2D graphical 
user interface overlaid on the AR scene. In addition, by using it, users can save or load the 
chemical composite built. This works well with a fixed view case where the configuration 
is similar to that of a desktop environment.
However, in the mobile view case other techniques are needed. Dias et al. (2003) proposed 
to use screen space interaction with a 2D projected 3D pointers that moves along with the 
Magic Ring interface (a tracking marker worn as a ring). Although this approach was good 
enough for providing a 2D pointing method on the screen space, displaying 2D GUIs on the 
screen space might cause a depth perception mismatch with stereoscopic visualization. This 
is one of the reasons why world stabilized 2D GUIs are needed where users interact with a 
two-dimensional surface embedded within the 3D augmented reality environment. 2D GUI 
registered on tangible surfaces could be used together with conventional 2D input devices 
(Geiger, Oppermann, & Reimann 2003), but this might not be suitable in some cases, such 
as in a mobile environment.
McDonald and Roth (2003) proposed using bare hands for interacting with 2D GUIs registered 
on a tracking marker surface. They used computer vision techniques for detecting users’ 
hands on the surface, and let the users point on the 2D GUIs with their fingers. Combined 
with gesture recognition, users can also give commands while they touch 2D GUI elements. 
Other various gesture based interaction methods used in the descendants of the digital desk 
interface (Wellner, 1993) would provide good references to this topic.
An alternative approach to computer vision-based gesture recognition is based on observ-
ing that most of tangible AR applications use tracking systems with multiple markers. The 
occlusion-based interaction method (Lee, Billinghurst, & Kim, 2004) is an easy and simple 
method for 2D interactions using occlusions. In this case, a set of markers placed with a 
predefined spatial relationship is used for tracking rigid body physical objects. When a 
subset of these markers are invisible while they are supposed to be in the view, the system 
considers them occluded, and triggers proper interaction events. Figure 9 shows using this 
method for interacting with a Tangible AR calculator and a tic-tac-toe game.
Developing special devices with buttons and switches might be an alternative choice when 
available. For instance, in the MagicBook interface, the user holds a handheld display which 
also has buttons on its handle. Recently, handheld devices, such as PDAs and smart phones, 
are concerned as next generation tangible AR platforms (Möhring, Lessig, & Bimber, 
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2004). In such cases, 2D interfaces are already available on the device itself (e.g., buttons, 
scroll wheels, and touch screens) and tangible AR applications could also take advantage 
of these.

Summary

So far, we have examined some of the important application tasks and various interaction 
methods that have been proposed for those tasks. This information is useful as guidelines 
for designing tangible AR interfaces. Table 1 summarizes the main surveyed results.

Figure 9. Occlusion-based Interaction with calculator and tic-tac-toe game

Tasks Interaction design Comments

Viewpoint Control 
(Navigation)

mobile most natural, limited field 
of view

fixed hands and head free, fixed 
view

tele-mobile free viewpoint control, 
space mismatch

Selection and re-
lease

pick up with bare hands statically paired case

using props dynamically paired case, 
3D pointer

Table 1. Common tasks in Tangible AR applications and their interaction designs
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Design.Guidelines

In this section, we describe common guidelines for designing tangible AR interfaces. First, 
we start with general guidelines that originate from natural characteristics of tangible AR 
interfaces. Next, we describe guidelines for dealing with problems that developers could 
encounter often during implementation.

General.Guidelines

Tangible augmented reality environments are more than virtual environments with a live 
real world video backdrop. Allowing the users to see the real world and letting them to 
use physical objects to interact with virtual entities provide extremely intuitive interaction 
designs. These support types of interaction that are usually uneasy or even unthinkable with 
immersive virtual environments, although they also cause limitations due to their physical 
nature.

3D manipulation

direct mapping most natural

distorted mapping handy (e.g., snap-to-grip)

multiplexed mapping isolated control

Event generation & 
system command

location and pose based distance, specific spatial 
configuration

gestures with props easy to learn, confusing 
when too many

2D interaction

keyboard & mouse familiar, good for fixed 
view case

pointing with bare hands natural, slow, less haptic 
feedback

special devices need extra hardware

Table 1. continued
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Using Metaphors from Every Day Life

Since tangible AR applications are located in a real environment, it is useful to design inter-
faces similar to those in our everyday lives. This not only preserves consistency between the 
real and virtual worlds, but also makes it easier to learn and use the interface. Thus, many 
tangible AR applications use familiar real world metaphors as an interaction method.
We use various objects dedicated to specific tasks in the real world, such as pens to write with, 
or files to organize papers. Similarly, it is useful to design the AR interface and interaction 
objects to resemble those used for a similar purpose in the real world. LP records used in 
the augmented groove and a real brush in the virtual studio are good examples.
Introducing physical rules to interaction design also helps to build natural and intuitive in-
terfaces. For example, the VOMAR application uses the illusion of gravitational force. It is 
common that objects fall when there is no supporting underneath. Thus, users can easily learn 
that they can push a bookshelf to the border of the desk in order to drop it onto the floor.

Taking Advantage from Parallel Activities

With tangible AR interfaces, users interact with the interface using their bare hands. They 
do not need to wear special tracking devices, which makes users feel more natural and 
comfortable while manipulating objects in 3D space. In addition, since there are no require-
ments for wearing sensors, users can hold and manipulate objects freely and naturally using 
both of their hands. This also supports natural collaboration between multiple participants, 
such as it is in the Shared Space (Billinghurst et al., 2000) and Tiles (Poupyrev et al., 2002) 
applications.
Adding multiple interaction objects is another way to utilize parallel activities. Since us-
ers are able to manipulate multiple objects at the same time, it is useful to make copies of 
interfaces to allow parallel interactions. For instance, in iaTAR, users can use multiple cube 
manipulator props to record synchronized motions of multiple virtual objects.

Guidelines.for.Dealing.with.Implementation.Problems

Due to physical and technical limitations, interaction problems can occur during implemen-
tation of Tangible AR applications. Here we present useful guidelines to deal with some 
of these.

Using Timers to Prevent Unintentional Operations

While individual interaction methods might work nicely in isolation, in an application with 
many interactive features, unintentional operations can be triggered while performing other 
actions. For instance, to release objects in iaTAR, the user hides the props; however, there are 
cases where the user hides the props by accident causing false actions. This is particularly 
apparent when there are many props to be used. The users of the Tiles system experienced 
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a similar situation; when there are many tiles to be manipulated with, it is easy to misplace 
them and accidentally place a tile next to another, triggering false activities. One of the best 
methods to prevent such unintentional operations is to use timers. In both iaTAR and the Tiles 
systems, users need to perform an action for a certain period of time, confirming that they 
mean to do it. In addition, using timers provides chances to cancel mistaken operations.

Setting the Interaction Volume According to the Users’ Physical Limits

Problems might also occur due to the user’s physical limitations. For instance, in iaTAR, 
users need to bring inspector pads near enough to their eyes to make the property list appear. 
In this case, if the threshold distance is too near, users might not be able to see the long 
list very well. Thus, the distance must be decided properly according to the users’ viewing 
limits. Similarly, in the augmented groove application, the height limit must be decided 
according to the users’ reach, so that they could change the music pitch by raising up the 
record high enough.

Securing Tracking Losses

The volume of the tracking system is another important factor that should be considered for 
deciding the space where the interaction can be performed. When using ultrasonic or magnetic 
sensors, the tracking volume is bound to the source of tracking signal and a tracking target 
gets lost when it travels too far from the source. With vision-based tracking techniques, the 
tracking volume is limited to the field of view of the camera. In most cases, tracking also 
relies on the same camera that provides the real world view to the user and hence tracking 
can get easily lost while moving the viewpoint.
Moreover, for computer vision or ultrasonic sensor based systems, tracking also gets lost 
when the target is occluded by other objects (e.g., the users’ hands). This can occur when 
users hold augmented objects to manipulate them and cover up tracking targets. To prevent 
such cases, the basic remedy is to secure enough white space so that users would not cover 
the tracking markers (or sensors) while they grab the object. For example, with the paddle in 
VOMAR, the tracking marker is placed far from the handle that the users hold on to. Besides, 
when objects are mostly placed on a table, glass tables could also be useful for preventing 
occlusions by placing a tracking camera underneath the table and placing tracking markers 
on the bottom of the objects (Ulbricht & Schmalstieg, 2003).
In vision-based tracking systems, besides adding more tracking cameras and enlarging the 
marker size, introducing more tracking markers is another way to reduce tracking losses. 
When multiple tracking markers are attached on a rigid body object, the pose of one marker 
can be inferred from that of another by knowing their pre-defined spatial relationships. Hence, 
the tracking would not get lost even though some of the markers are not tracked successfully. 
The cube shaped manipulator used in augmented chemistry and iaTAR applications make 
use of such approach. This method is well supported in computer vision based tracking 
libraries, such as the ARToolKit (http://www.hitl.washington.edu/artoolkit).
Tracking loss can make interaction difficult, but might also cause false alarms. To prevent 
such problems, designers must consider the case when interaction objects get lost for 
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tracking. For instance, in the puzzle calculator application (see Figure 7), the connection 
status between two puzzle pieces are only updated when both of them are visible (tracked 
successfully). Otherwise, the connection can get broken improperly when one of those are 
out of view since the calculation of the spatial relationship is not correct anymore. Hence, 
developers must carefully treat hidden objects, especially when implementing interaction 
methods using spatial relationships.

Considering Limitations in Visualization

When visualizing virtual objects in AR systems, the occlusion problem is often encountered. 
Occlusion is one of the factors that make users feel depth in an image and can be correctly 
represented between virtual objects using computer graphics techniques, such as using z-
buffers. However, when virtual objects are superimposed on the real world view, they tend 
to always occlude real objects even when the real objects are nearer to the user’s viewpoint. 
This is mainly due to having no depth information of the real world scene. Breen, Whitaker, 
Rose, and Tuceryan (1996) proposed two representative methods to solve this problem. 
One is using 3D models of the real objects and the other is acquiring a depth map from the 
real world scene. With the first method, the depth information can be acquired in real-time 
by projecting virtual models of the real objects (a.k.a. ghosts). However, this requires 3D 
models of the real world objects to be prepared in advance. When such models are not 
available, depth information can also be reconstructed from video images using computer 
vision techniques. Though recent advanced researches showed real-time performance from a 
contour-based stereo matching method (Hayashi, Kato, & Nishida, 2005), this still requires 
heavy computation and stereoscopic camera setups which are not widely available yet. As 
an alternative, some Tangible AR applications try to partially solve this problem by mak-
ing the virtual image semi-transparent (see Figure 9). Although it still does not show an 
augmented scene with correct occlusion, this helps users a lot while interacting since they 
can see their hands.
Another thing to consider while designing visualizations is the amount of information avail-
able. Due to technical limitations, most video cameras have a narrow field of view, and this 
causes restrictions in amount of objects that can be viewed together. For instance, when 
designing interaction methods using two or more real objects (as in the Shared Space), the 
size of the object must be adjusted so that it is big enough for reliable tracking and handling, 
and small enough to have all the necessary objects within the view at the same time.

Conclusion

In this chapter, we reviewed the tangible AR interface metaphor and some applications of 
its use to find typical subtasks and common interaction methods for them. For each of these 
interaction methods, we assessed their advantages and possible shortcomings. Finally, we 
have proposed some further guidelines in terms of the overall application-level interaction 
design also considering the implementation issues. Despite interaction limitations of tangible 
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AR interfaces and less than perfect tracking/sensing/recognition and display technologies, 
tangible AR interfaces provide rich interactivity with virtual objects by introducing physical 
objects as the main medium of interaction. There are a multitude of possible applications 
for the tangible AR approach as demonstrated by the number of successful interfaces in 
education, training, gaming, and engineering. Further research will bring tangible AR closer 
to our daily lives, especially through next generation mobile multimedia and communica-
tion devices.
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Chapter.XIV

Industrial.Augmented.
Reality.Applications

Holger Regenbrecht, Un�vers�ty of Otago, New Zealand

Abstract

This chapter explains and illustrates the terminology and the different types of industrial 
augmented reality (IAR) applications according to their purpose and degree of maturity. 
Augmented reality is well on its way to becoming a valuable application tool in industry. 
Certain stages in research and development are required to get there, namely demonstration 
systems, prototype systems, and productive systems. We discuss the progress made within 
these requirements, with illustrating examples, and conclude with some lessons learned 
while implementing augmented reality in an industrial context. The information presented 
here provides valuable insights into the underlying principles and issues associated with 
augmented reality applications. We hope that this chapter becomes a useful resource for all 
individuals who research or develop augmented reality tools.
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Introduction:..........................................
Augmented.Reality. in.an. Industrial.Context

Bringing research results out of the laboratory and into an industrial context is always a 
challenge. If this process eventually leads to success on the market, it is usually called in-
novation.
Innovations in the technological area of augmented reality are rare. It has to be considered that 
research and development (R&D) is still in its early days. However, academic and industry 
partners both agree that there is huge potential for the technology in a broad variety of ap-
plications. As a result, various attempts to bring R&D and “real world use” of AR together 
have been made and are still top of the list for potential innovations.
Reviewing the research literature in augmented reality over the last couple of years leads 
to the impression that there are a variety of applications in the field. In contrast, having a 
look at the industrial and commercial market AR applications are barely found. Because 
of the maturity of AR applications we rather opt for more precise descriptions of projects 
presented.
We introduce a classification approach identifying demonstration systems, prototype systems, 
and productive systems as the main types of AR systems. Each of these types has its own 
advantages and disadvantages and all of them are necessary to establish AR as an enabling 
technology. Criteria and a discussion of characteristics are given to identify the appropriate 
type. The different types and conglomerates of types are illustrated with practical examples 
and are discussed in detail.
We will start with highlighting the background of industrial AR applications followed by 
the approach to define the term IAR applications.
Then we propose three main categories on a maturity continuum, illustrate these categories 
with a variety of examples from international IAR R&D. Based on these classifications we 
will illustrate and discuss in detail three of our own projects.
Finally, we will conclude with some lessons learned from our experience to give some advice 
or guideline for industrial AR research and development.

Background:.Reported. Industrial.AR.Applications

There are three driving forces in any industrial context, which lead to the introduction of 
new technologies: cost reduction, speed-up of processes, and quality improvement. If one 
can bring the appropriate information, to the right place, at the right time all three forces 
can be addressed. Augmented reality seems to be an ideal candidate in almost any contexts. 
It lies in the very nature of AR to be applied within the current working context (e.g., the 
assembly line) and to deliver accurate, useful, and up-to-date information (e.g., the number 
and representation of the next product part to be assembled). This will eventually lead to 
shorter production times, less training effort, reduction of errors, and finally to lower pro-
duction costs.
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But, why is it so difficult to implement AR technology in an industrial context? We believe 
that the maturity of the contributing technologies (tracking, displays, content generation, 
wearable computing, etc.) does not suit the demanding industrial environment conditions 
yet regarding robustness, reliability, quality, and practical experience. But, we also believe, 
that it is very close to being applied successfully in a broad range of fields.
It can be said that the application of augmented reality in an industrial context started with 
Boeing’s wire bundle assembly project in the early ’90’s (see Mizell, 2001). The wiring 
for each individual airplane to be built is unique. Therefore, the wire bundles needed to be 
pre-configured in a workshop beforehand according to plans displayed on large boards in 
huge numbers. The display of the wiring paths for this very manual task of forming bundles 
at the boards seemed to be a promising area for the application of AR technology: the wire 
plans are augmented directly onto the board using an optical see-through head-worn display. 
Even if this application did not make it into the real production process for various, mainly 
organizational reasons, the wire bundle assembly still stays as the first prototype example 
for industrial AR.
This project was followed by several smaller projects until the end of the last century. While 
numerous academic projects evolved in the following years, industrial augmented reality 
(IAR) applications are still rare. In some cases, AR technology was applied successfully 
in certain use cases. For instance in supporting welding processes (Echtler et al., 2003), 
where the welding helmet itself is used to overlay information and to ease the visibility of 
the welding point and seam. 
To date there have been two major initiatives for AR innovation. The Mixed Reality Systems 
Laboratory in Japan, with its focus set on the development of mixed reality prototype appli-
cations comprising hardware and software, has demonstrated the potential for the real-world 
use of AR (see Tamura, Yamamoto, & Katayama, 2001). The success of this project led 
to the release of the mixed reality platform, a comprehensive toolkit consisting of display, 
tracking, and AR software technology.
The other initiative has been the German project “ARVIKA” lead by Siemens, which in-
cluded the majority of the manufacturing industry in the country as well as selected partners 
in academia, and small and medium enterprises (see Friedrich, 2004). The focus here was 
on the application of AR in the fields of design, production, and servicing.
There is noticeable progress in the application of all kind of augmented reality technology 
in a broad scope of fields. For instance, the use of projection-based augmented reality in the 
context of museum exhibitions by Froehlich et al. (2005), where a permanent installation 
at a German exhibition clearly shows the reliable use of AR technology. Another example 
being the use of head-mounted display based AR technology in the education of students at 
TU Vienna reported by Kauffmann (2005) with major benefits for students in understanding 
complex geometric properties by applying interactive techniques.
The European Commission currently supports a variety of projects related to augmented 
reality in its framework programs (Badique, 2005), which is a strong indicator for the im-
portance of the dissemination of this technology.
In the realm of industrial augmented reality applications, Navab (2004) identified design, 
commissioning, manufacturing, quality control, training, monitoring and control, and service 
and maintenance as main application field for augmented reality and gives guidance based 
on own experiences made. Navab emphasizes the need for “killer applications” to progress 
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further the research and development in IAR applications. He, for instance, overlays images, 
drawings, and virtual models onto the geometry of plant equipment, in particular industrial 
pipelines with high accuracy.
All projects encountered serious problems regarding the instrumentation of the industrial 
site with tracking equipment to track the user’s position and orientation, several calibration 
issues, and the robustness, ergonomics, and fidelity of the AR display technology, among 
others.
All these initiatives brought forward various prototypes and demonstrated applications and 
have therefore been valuable in progressing the field of AR. The lessons learned in these 
projects have had a strong influence on the direction of AR R&D worldwide.

Definition and Scope of IAR Applications

The term “industrial augmented reality applications” is used in the literature in a very broad 
context. As far as we have reviewed the related work there is no clear definition of the term 
used nor its scope.

Definition

We will address this problem by giving a preliminary definition, dividing the term into its 
components “industrial,” “AR,” and “applications”:

“Industrial” refers in one way or another to the organized activity of making goods and 
services for sale and therefore, differentiates itself from things such as entertainment, 
medicine, or education.

“Augmented reality” has often been defined in various ways. Either a more conceptual point 
of view has been taken (which could also include very different media and even dreaming) or 
emphasis has been placed on a technological point of view, which often refers to the display 
or tracking devices used (ranging from context activated information display on a personal 
digital assistant to projection systems applied to real world geometries). In this article, we 
will rely on a definition from Azuma et al. (2001) which is widely acknowledged and can 
serve as a benchmark for what AR includes and excludes: “we define an AR system to have 
the following properties:

• Combines real and virtual objects in a real environment;
• Runs interactively, and in real time; and
• Registers (aligns) real and virtual objects with each other.”
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The most difficult part in trying to give a precise definition for IAR applications lies in the last 
word: for what is an application? Can one talk about an application if the system presented 
is running on a computer and is not only described with formulas? Then again, can one talk 
about applications if and only if there is a market success of such a system?
It is often confusing for the reader to decide whether the system is applicable in his or her 
targeted context based on the descriptions given. To overcome this problem, we provide a 
simple classification system on a maturity continuum. Before we describe this classification, 
we will define industrial AR applications in the following way:

Industrial augmented reality applications are systems to be used in a product lifecycle pro-
cess utilizing the concept of spatially aligned and interactive overlay of computer generated 
information in a working context.

With this definition, there is still sufficient room to define the kind of application, which we 
characterize in the following section.

AR Applications Maturity Continuum

Reviewing the recent literature on AR applications regarding their maturity or applicability 
is a difficult task. We are introducing a classification system that places three main types of 
applications on a continuum of maturity and innovative character: demonstration systems, 
prototype systems, and productive systems (see Figure 1).
The main characteristics of a demonstration system can be outlined as follows: 

• It has to be novel or unique in some way. This is the strongest benefit and the biggest 
challenge. If the system is demonstrating existing technologies or approaches only, it is 

Figure 1. Types and maturity of applications
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probably not worth to be published or reported and therefore will probably be rejected 
by most publication bodies for good reason. While a productive system has to have 
a unique selling proposition, a demonstration system has to have a unique research 
or invention proposition. An excellent example for a unique demonstration system is 
the introduction of tabletop marker-based Augmented Reality by Kato, Billinghurst, 
Poupyrev, Imamoto, and Tachibana (2000). The main purpose is to explain concepts 
and ideas.

• It focuses on a single or few aspects to be shown in comparison to the provision of 
a comprehensive application solution. It shows the benefits of the technology rather 
than of the real use case.

• It is often a prerequisite to approach or convince customers and users. Highlighting 
some central aspects demonstration systems motivate customers to invest further into 
augmented reality research or development. Potential future users can benefit from 
demonstration systems in getting their first idea about possible use cases. Because 
these systems do not actually solve a real world problem it is mainly up to the user 
to imagine possible application scenarios, which can be a very contributing factor 
because it involves users from the very beginning. It is a required, first step in the 
innovation process.

• It is not targeted for real users. The developer or presenter is the user of the system. 
That’s why almost no documentation is needed.

• Hardly ever will it be replicated: The demonstration system is a dedicated, proprietary 
solution and should not serve as a technological basis for further development. It has 
a short life cycle regarding usage and development. 

• The provision of prepared data/content is sufficient. It is neither required nor reason-
able to invest much time and effort into the integration of existing real world content. 
Rather information out of a possible actual working context are taken as a basis for 
the preparation of a convincing demonstration scenario. 

• It is applied in a laboratory-like, demonstration-friendly environment that can be the 
place where the system was developed or a conference, exhibition or fair.

• These types of applications require investment and will not provide immediate return 
on investment. 

• It does not have to comply with any standards (except for systems demonstrating stan-
dards) and does not need to fit into existing organizational or workflow processes.

• The main targets are customers and technologists, who are going to introduce or imple-
ment AR technology. The needs of users are of interest only insofar as the customer 
understands them. This statement might look a little paradoxical, but it reflects the 
(sometimes very) different motivation and scope of work of customers and users.

A prototype system can be characterized:

• It has to show unique or new properties or features in comparison to existing prod-
ucts or solutions. Mainly based on the knowledge and findings of demonstration 
systems (own and others) the uniqueness lies in the application of these findings in a 
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“close-to-real-use” context. It is a required step before a potential productive system 
development.

• Therefore the focus is set on an application scenario and work context rather than on 
the technology itself.

• It involves (few) real users and with this allows for first usability investigations.
• Because the developer or presenter is no longer the only user, some documentation 

and self-explanatory user interfaces are needed.
• Requires a certain (often underestimated) amount of development time
• It is used and applied more often than a demonstration system and has to be robust in 

its core functionality.
• Makes use of and integrates real-world data, even if as example data sets only.
• It has to comply with existing work processes in those aspects to be investigated.
• It can be used in the laboratory or another technology-friendly environment. For in-

stance, a prototype system is installed first at one work place in a plant, where it does 
not interfere with the existing workflow, and where the environmental conditions are 
safe and controllable.

• The prototype tests concepts in a real context.
• The targets are customers and users, because real users are confronted with the system. 

But still, the customers (e.g., the management) have to be convinced to invest further 
into AR technology.

Finally, a productive.system can be described in brief with the following:

• It addresses real users, which are very often unknown. While in the process of prototype 
testing a face-to-face contact between developers and users is given and needed, here 
the system will be delivered to users never seen before.

Figure 2. Relation between types of applications
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• Therefore, documentation and well-designed and tested user interfaces are essen-
tial.

• It has to be integrated into existing data chains and working processes.
• It has to be robust and reliable.
• It is applied in the “field,” often in very harsh environments (see description of ex-

ample)
• It has to be profitable; this is the main reason for a product. There has to be a mar-

ket.
• The use of standards (technological, organizational) is mandatory and it has to fit into 

the technological environment (operating systems, middle-ware, hardware, network 
infrastructure, data interfaces, GUI guidelines…)

• Acceptance is a key issue; the main targets are the users.

Given the characteristics previously described, it is obvious that (1) only a small number of 
AR projects will comply with the requirements of a productive system as the main result of 
the innovation process and that (2) we need a huge number of demonstration and prototype 
systems as a prerequisite for successful innovation. This is illustrated in Figure 2.

Illustrating.Examples

To make our classification approach a bit more tangible, we will show with three of our 
own projects the commonalities and differences in the types of AR applications. We chose 
our own projects because (1) we have in-depth knowledge about these and (2) it is easier 
to highlight flaws in our own work than that of others in the field where only their reported 
descriptions are available.
We will describe in detail one example for each of the three types. These application examples 
are part of Regenbrecht, Baratoff, and Wilke (2005).

Demonstration.System:.Servicing.and.Maintenance

Today’s products are getting more and more complex. The days when a plan of the electrical 
circuits of a car fit onto one large sheet of paper have long gone. Modern high-tech cars now 
require a database system and state of the art computer equipment for electric and electronic 
diagnosis. A printout of such a database is as thick as an encyclopedia.
How can one bring the right information to the right place at the right time? The use of 
augmented reality technology seems to be obvious. The service personnel is equipped with a 
(wearable) computer unit and gets the appropriate information displayed next to or overlaid 
onto the object being inspected. Not only can this do away with the need for a paper sche-
matic, but a far richer information resource can be provided via online access to dedicated 
information and multi-media content. The promise is to increase effectiveness (fewer errors) 
and efficiency (shorter time to complete the task) through the use of context-sensitive, up-
to-date, and media-rich information. 
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All major manufacturing enterprises are thinking about how to make use of AR technology 
in their maintenance and servicing areas. The more complex the product is, the greater the 
potential benefit of AR.
For the diagnosis of maintenance and repair tasks, modern cars provide a system interface 
(mostly via a plug-like connector). While this interface allows for very fast and precise 
analysis of the state of the engine, the accompanying information is still found on a dedi-
cated PC or on printouts. Hence, the object to which the diagnosis is applied (part of the 
engine) and the resulting data yielded by the diagnosis are spatially separated. AR has the 
potential to close this gap, enabling the diagnosis results to be displayed right in immediate 
proximity to the engine.
There are many important questions that must be considered, however, what kind of in-
formation is useful and should it be represented? What are the technological alternatives 
available for solving this? If the data is very complex, as it often is, where and how do you 
place the information at the engine?
These were the issues we had to address when implementing a demonstration system for 
a real Mercedes-Benz (8 cyl. SL) engine. A head-mounted display solution connected to 
a portable PC (alternatively, a notebook computer) was chosen. The tracking of the user’s 
position and orientation was done by using a marker-based approach. In this case, markers 
were attached to a U-shaped object, which was placed into a certain location at the engine. 
The use of multiple markers at well-defined positions provided us with reasonably precise 
tracking.
The following data types were presented (see Figure 3): (1) Maintenance and repair in-
structions taken from the garage information system, represented as textual and pictorial 
information in space. (2) Pre-recorded video instructions in the form of a “virtual TV set” 
placed at a fixed position in space. (3) 3D models with predetermined animated sequences 
as overlays. (4) A video/audio link to an expert technician as an example of remote technical 
assistance displayed with the TV set approach.
While the choice of computer and display technology is straightforward, taking into account 
such matters as cost, quality of design, and reliability, the information provision is a bigger 
challenge due to various key factors. (a) The appropriate information has to be selected 
automatically out of the existing information system (normally text and graphics with ref-

Figure 3. Maintenance demonstration system
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erences to 3D models), (b) the user interaction has to be supported in an easy-to-use way, 
(c) new multi-media content (esp. video and 3D models) has to be created and edited, and 
finally (d) the multi-media information has to be brought into a spatial relationship with the 
object (engine). This entire authoring process is subject to research and development (see 
Haringer & Regenbrecht, 2002) and clearly deserves stronger attention.
Although the application scenario looks obvious and straightforward, the developed system 
is not ready for actual use yet. It can very well serve for the presentation of the concept 
behind and the application potential. Hundreds of potential customers and users have seen 
the demonstration system at the laboratory and at exhibitions and are now able to validate 
the applicability in their working contexts. The feedback of the potential customers led to 
the following main findings.
The use of a head-mounted display (HMD) cannot be recommended at this stage of the 
maturity of the technology. Tracking fidelity, calibration issues, and display resolution and 
fidelity are the main reasons for this. While it is possible in certain cases to apply a HMD in 
a different context (e.g., display of context-activated 2D information, see productive system 
example next), 3D, registered overlay has to be implemented in a different way.
The use of the inexpensive marker tracking is not suitable for such a real-world application 
yet, because (a) the instrumentation of the environment (markers at or around the engine) 
is unacceptable and (b) the reliability and accuracy of this tracking method is not sufficient 
in a garage workshop context.
The authoring process is far from being comprehensive (see previous).
Nevertheless, this demonstration system clearly shows the benefits and limitations of the 
idea and the technology that led to follow-up projects with a shifted focus.

Demonstration.and.Prototype.System:.Visualization.of....
Volume.and.Surface.Data.in.Airplane.Cabins

This application allows the interpretation of computational fluid dynamics (CFD) data 
within a real airplane cabin (Regenbrecht & Jacobsen, 2002). The information is displayed 
as volumetric data in the form of voxels. The setup demonstrates the combined visualization 
of four domains: video see-through, VR data, phantom model, and voxel data, as shown 
in Figure 4.
Non-visible physical properties of a real or simulated environment can become visible using 
VR technology. In our case, climate conditions within the cabin of an Airbus airplane are 
displayed as spatially distributed voxel data. These data represent air temperature, velocity, 
or pressure. The physical values are coded with different colors using 3D texture mechanisms 
available in rendering hardware today.
One main problem in interpreting such volumetric data is the loss of relationship to the real 
environment, for which the data sets were originally computed. Using AR technology, the 
volumetric data can be spatially aligned with the real world for appropriate interpretation. 
Furthermore, missing parts of the real environment, like seats not yet placed and compart-
ments not yet built in, can be visualized.
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Finally, we used a phantom model of parts of the real environment, in our case of the seats, 
to render the hybrid scene with the correct occlusion relations between real and virtual 
world.
We incrementally implemented three versions of the system: (1) a demonstration system 
located in our laboratory (Figure 5a), (2) a second mobile demonstration system with a 
scaled-down model for presentation and teaching purposes (Figure 5b), and a prototype 
system implemented at the customers site (Figure 7).
In both demonstration setups (Figure 5a and b), the user wears a head-mounted display 
with a mini camera attached to it. The main difference is the tracking system used. Setup 
(1) tracks the user’s head with an A.R.T. Dtrack system (ART 2003) with very high quality. 
This system tracks retro-reflective markers within the environment by self-flashing infrared 
cameras. The main disadvantage is the need to place fixed cameras (in our setup three of them) 

Figure 4. Principle of combined display of VR, phantom, voxel models, and video

Figure 5. (a) Mockup of real-size cabin, (b) miniature cabin model

(a)

video

phantom model

mixed reality

vr model

voxel model
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within the real environment, which is not suitable for the application in a real airplane cabin. 
Setup (2) uses a marker-based tracking approach described in this chapter. This tracking is 
not as accurate but more flexible. The markers are detected using the video camera already 
mounted to the HMD. HMD and the camera are connected to a standard PC equipped with 
a graphics board capable of generating 3D textures.
The application allows all model domains to be switched on or off, and appropriate files to 
be loaded. The virtual-to-real-world calibration (i.e., the positioning of the virtual models in 
the real world coordinate system) is done in a pre-processing step using a special calibration 
tool. All data sets (CFD, VR, phantom) are pre-computed and respectively pre-modelled.
After the implementation of these two demonstration systems, we have developed a prototype 
system to be transferred to the customer’s factory plant. To do so, we have extended the 
miniature mock-up system to a real-world sized tracking approach. As in the engine example 
previously mentioned, it was not possible to instrument the environment (airplane cabin) 
permanently with markers. We opted for a solution where markers were temporarily placed 
within the cabin using self-adhesive markers. To do so, we have researched and developed a 
semi-automatic self-calibration system that computes the geometric relation between these 
temporarily placed markers (Baratoff, Neubeck, & Regenbrecht, 2002). 
The whole system, including all hardware components needed (PC, helmet with HMD and 
camera, video-splitter, controllers, battery operated power supply, self-adhesive markers, 
interaction device), is integrated into a portable unit (flight attendant trolley, see Figure 6). 
It has been transferred to its final destination at Airbus Industries in Hamburg, Germany. 
In each session, the engineer rolls this unit into the airplane cabin, attaches markers to the 
environment, and calibrates the coordinate systems. After these preparatory steps, he can 

Figure 5. continued

(b)
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visually interpret the CFD data in its relation to the real world. Finally, he removes the 
markers and leaves the cabin.
Because we were using a virtual reality system as a basis for the AR system, the solution 
can be used for digital mock-up displays as well. Even elements of the cabin that have not 
yet been built in can be visualized in 3D with this system. Interestingly enough this is now 
what this system is primarily used for at the customer’s site.

Figure 6. Final AR system integrated into trolley

Figure 7. Prototype system in use at customer’s site



���   Regenbrecht

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of 
Idea Group Inc. is prohibited.

This prototype system is ready to use, but more design and engineering is needed to prepare 
it for long-term use. The HMD needs to be more robust and ergonomically designed, the 
update rate and robustness of the tracking system has to be improved, and access to CFD 
and 3D model data has to be improved.
On the other hand, the system has reached a stage of maturity, which allows for usability 
studies as well as for actual engineering tasks. Once the initial prototype test phase is com-
pleted, decisions can be made on whether a final productive system will be developed.

Productive.System.Example:.Picking

Whoever comes into a large manufacturing or production shop floor will immediately real-
ize the difficulty in introducing any kind of sensitive equipment to such an environment. 
By their very nature these environments are crowded with workers and/or robots, are noisy, 
mostly tidy but dirty, have very little wasted space (no room for extras), and are a scene of 
endless activity.
Given the requirement to provide a value-adding augmented reality application, the iden-
tification of a suitable workplace is very hard. AR technology at this stage of maturity is 
far from being robust enough to be applied to the whole manufacturing process. Together 
with internal and external specialists (ar-solutions.de, shared-reality.com) we have identi-
fied some application scenarios where AR could be applied successfully and could gain a 
reasonable return on investment.
In two German car manufacturing plants, we were investigating applications for the use of 
AR technology with the potential to provide the benefits previously mentioned. The work-
ing process of “picking,” present at all assembly line manufacturing locations, was chosen 
as an initial test case for the widespread use of AR.
Picking in this case refers to the manufacturing process where an employee picks car parts 
out of storage according to a sequentially numbered list of parts written on paper, puts these 
parts into a cart, brings the cart to the next process location for later just-in-time assembly, 
and confirms this action on the paper list.
The main shortcomings of this procedure are: (1) the list of items to pick is locally separated 
from the storage location to be picked from, this results in unnecessary travel between the 
cart and the storage shelf, (2) the confirmation of picked parts is done on paper and there-
fore error-prone, and (3) incorrectly reading the list (e.g., reading the wrong row) can also 
lead to errors.
There are two main technologies which attempt to address these issues: (1) A so called 
“pick-by-light” system, where lamps on the storage shelf indicate which part to pick next 
(including a confirmation button), this technology is not applicable in our scenario because 
the system has to be reinstalled every time the storage arrangement is changed according to 
new assembly line needs. (2) A “pick-by-voice” system instructs the worker using audible 
instructions via a headset. Confirmation is also done using voice commands. This system 
has not been accepted by a majority of workers for ergonomic reasons.
This task however looks like a promising candidate for the use of AR. The paper list can 
be transformed into electronic information brought to the worker on a head-worn display, 
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and confirmation can be provided electronically enabling greater integration into the entire 
logistic process. This approach is presented here.
A further motivating factor in selecting this task is that, if one can successfully introduce 
AR supported picking into a given manufacturing environment, (1) the resulting system can 
easily be modified and deployed into almost any environment where picking takes place 
(not limited to car manufacturing, but also applicable in dispatch and other fields), and (2) 
that the proof-of-concept of AR in picking will serve as an enabler for the introduction of 
AR into other processes (e.g., in assembly or servicing).
After conducting a comprehensive requirement analysis (not presented here for reasons 
of brevity) together with our supplier experts (ar-solutions.de and shared-reality.com), we 
have implemented the entire introduction process in an industrial case study. This was also 
conducted in close partnership with our customers and end-users with extended periods 
spent on site. 
Here we focus on the process of data delivery and handling, the technology chosen, and the 
integration of the system into the existing working processes.

Data.Delivery

The logistics of a just-in-time assembly line is very complex and has to be robust and failure-
free. The process we found at the car manufacturing plant was highly optimized and, with 
regard to the electronic data provision, without having had a single error in seven years! 
Any intervention in this process was going to be considered cautiously for good reason. 
Therefore, “non-invasive” data integration was the only option.
For picking, the existing process can be described briefly as follows: A control system gov-
erned by the pace of the assembly line selects, compiles, and provides a “selective assembly 
task.” This is sent to the appropriate printer within the picking storage area. Multiple tasks 
are put onto one sheet of paper that is retrieved from the printer by the worker. After the 
completion of each picking task, confirmation that this task has been completed is made by 
writing a checkmark on the sheet. All sheets from a shift are collected and checked.
In the case where clarification is required and for specialized assembly tasks, additional 
information is needed in the form of drawings or textual descriptions. This is rarely used in 
the picking process, but is often used in assembly processes on the production line.
After much consideration, a data delivery solution was developed where a virtual printer was 
implemented and controlled in exactly the same way as the real printer. With this approach, 
we (1) ensured that the actual current data are sent and (2) enables paper and AR to be used 
in parallel, which is needed for the initial introduction phase and doubles as a fallback in 
the case of malfunction of the AR system.
We implemented tailored software on a dedicated PC networked to the production system, 
which presents itself to the rest of the system as a printer. Figure 8 shows an example of 
the user interface of an AR client. The information displayed is reduced to necessary in-
formation only, with options for additional requests. The interface is operated by buttons 
only and (in this example) makes use of different colors and font sizes to ensure effective 
information delivery.
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At this stage of the project, we have not done any optimization of the sequence in which 
data is presented. The data is presented in the same temporal and content order as on the 
paper. The only difference is the layout and amount of information shown at once. In a later 
step, it might be advisable to optimize the sequence according to part type, location in the 
storage facility, or even on a user’s individual preferences.

Wearable.Technology

If one wants to support a given workflow with new technology, the technology itself should 
really be of help and must not disturb or distract the attention of the user. In our case, the 
AR technology and interface should be as unobtrusive as possible and should not require 
massive instrumentation of the environment or worker. 
We considered various display and computer technologies for use within our scenario, like 
tracked video-see-through head-mounted displays, head-mounted or environment mounted 
projectors, and displays on the cart or within the storage environment. Eventually two sys-
tems remained worth considering, the first being a combination of a MicroOptical display 
unit and a personal digital assistant (PDA) and the second, a Microvision Nomad Expert 
Technician System consisting of a head-worn display unit connected to a Nomad wearable 
computer (see Figure 9).
Both systems include integrated wireless LAN (WLAN), work with lightweight head-worn 
displays, the computer units can be worn on a belt and are battery-operated.
The MicroOptical display unit was attached to standard safety glasses. Workers are obliged 
to wear these glasses while working. The PDA was integrated into an industrial housing 
with customized buttons for operating the unit mounted and interfaced to the PDA. A high 
capacity battery was used instead of the standard one. The Microvision display unit was 
attached to a baseball cap (see Figure 9 bottom left).
The pros and cons of each system can be summarized as follows: Both systems were robust 
enough to be suitable for the picking task environment. The housings and components used 

Figure 8. Example of display content 
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already do, or will soon, comply with industry requirements for the near future. Although 
not extensively tested yet, both computer units as well as the display units were acceptably 
comfortable to wear, though we recognize there is room for improvement.
The main issue is the display technology. The MicroOptical system blocks parts of the user’s 
sight. Even though this is only a small portion of the entire field of view, it is disturbing and 
concerns the customers. The Microvision system allows for optical see-through and therefore 
blocks only those parts of the environment where the actual information is displayed. Unfor-
tunately, a psychological aspect comes into play with the Microvision system. Because the 
image is provided by applying a laser beam to the retina of the user, an acceptance barrier 
has to be broken first before one can introduce the display.
To be worn for a full working day (a shift), a wearable AR system has to operate continuously 
for about eight hours. Because of the high-capacity battery used in the MicroOptical/PDA 
system, this can be achieved easily. The Microvision system on the other hand, when oper-
ated together with the WLAN, has to be recharged after less than 4 hours. If no extra battery 
option is available, more than one system per worker and shift has to be provided including 
a transparent, continuous, and seamless information provision/hand-over.
The user interface has to be robust, easy-to-use, and must not require fine motor-move-
ments to control, like mouse cursor movements. For this reason, the use of a button-only 
interface is advisable. This can be implemented with both systems. The lack of colors with 
the Microvision system can be substituted with a careful interface design. 

Process.Integration

The readiness to invest into augmented reality technology for a customer presupposes the 
provision of return on investment (ROI) estimates by the AR technologists. In our case, the 

Figure 9. Displays and wearable computer units of technologies chosen
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customer was already given a report by an external supplier on the ROI of AR introduction 
into certain assembly processes. Together with the customer experts and our suppliers (ar-
solutions.de and TU Munich) we double-checked this report and computed new ROI numbers 
for the picking task as it had not been considered in the report. This provided the base for 
our presentation to the management and eventually led to the financial and organizational 
support for this implementation study. Without any ROI figures it would have been very 
difficult to start the project on a serious level.
A necessary next step was to establish a close working relationship with the customers. 
We had to identify their current work processes, their needs, expectations, and ascertain 
their attitudes toward new technologies in general and AR in particular. We presented pilot 
prototype examples to potential users, union representatives, group leaders, and occupa-
tional health and safety experts (including the company physician). We found the various 
customer groups receptive to the new technology and willing to support the introductory 
process and its eventual deployment. Later on an informal user interview study was carried 
out to get an idea of the potential level of acceptance within the worker community and it 
was actually very high.
Last but not least, we established an ongoing communication schedule with the technicians 
and IT experts within the enterprise whose support was critical to the AR project in provid-
ing data and infrastructure assistance.
Compared to state-of-the-art augmented reality research projects our approach is a very 
humble one from a technological and invention point of view:

• We are using commercially available, off-the-shelf components with little modifica-
tion.

• We display two-dimensional information only.
• This overlaid information consists of text and some graphics only.
• The user is neither located, nor tracked, nor registered within the environment.
• The tangible user interface is reduced to button-clicks.
• The task to be supported is very simple by nature.
• All information for task completion is available.

It becomes apparent that the focus of effort with a productive system compared to demon-
stration and prototype systems shifts from the introduction of new and unique solutions to 
process and data integration and robustness and reliability. We have neither developed new 
hardware nor have we invented new algorithms. The main challenge was the analysis of the 
requirements and the implementation of a seamless integrated solution.

Conclusion

We have briefly introduced augmented reality projects applied in the automotive and aero-
space industries. As previously shown, there are many technical and organizational issues 
to be resolved before one can apply AR in the field. Besides the application-specific issues 
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addressed, some general guidelines can already be drawn from the experience we have gained. 
Even those may not represent empirical evidence; we think some humble suggestions can 
be made here that have value for anyone who wants to apply AR in an industrial context.

Data.Integration

Firstly, the effort required to incorporate real-world data into the AR application is often 
seriously underestimated. Most demonstration scenarios work pretty well with (manually) 
pre-configured and specially prepared data sets. When it comes to the first real data trial, 
however, the systems mostly tend to fail. This is usually either because of the quantity of 
data needed, or the complexity and historic diversity of the data. One could probably argue 
that the data delivery and preparation falls outside the realm of AR research, but nobody 
else better understands the data interface than the team of end-users and AR researchers 
involved in the project. The early consideration of real-world data sets is crucial for the 
successful final deployment of the system.
If the existing data cannot be used right away, a dedicated workflow and tools (especially 
authoring tools) need to be developed for successful process integration.

Acceptance

AR technology and research has not yet reached a level of maturity that allows for a wide-
spread deployment “from scratch.” The initial application fields need to be identified very 
carefully with key persons in innovator roles. These persons should work together with the 
researcher as close as possible, should know the application field very well, and should be 
widely accepted among their colleagues to serve as a point of multiplication for later dis-
semination. If one cannot find such a person who fully accepts the approach and is willing 
and able to drive it to success, the entire project will probably fail. Furthermore, the inte-
gration of many parties in the early process of the project (managers, company physician, 
union representatives etc.) is laborious but worthwhile. Additionally, usability studies with 
representative subjects should be a part of every application project.
Finally, if one has the opportunity to choose between different application scenarios, the 
preference should be given to single-user, single-location, and single-task settings. There is a 
far greater chance of success if your AR system is setup in an “island” environment compared 
with, for example, trying to equip hundreds of workers with wearable AR systems. 

Simplicity

Albert Einstein once said: “Keep it simple, but not simpler!” This is very true for industrial 
AR projects. From the researcher’s point of view, the best solution found might not be the 
one with the highest level of originality or novelty, but imagine if the users realize later on 
that there was a simpler, more elegant solution for their problem. The disappointment will 
probably put an end to future cooperation. It is advisable therefore to provide a simple, but 
accepted solution first and to build on it for advanced versions at a later time.
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The maturity of AR display and tracking technology, in particular, seldom allows for the use 
of the most advanced and most recent systems available. One has to consider all alterna-
tives available. Choosing the most accepted and robust one is always better than offering 
the latest “bleeding-edge” technology.

Added.Value

At the beginning of a planned project, consideration of factors like cost, quality, time, and 
knowledge obtainment helps and often enables the project to get started. Even if the figures 
are “educated guesses,” estimates of the value added and sometimes even a return on in-
vestment appraisal are widely expected. Indeed, this is not the core competence of an AR 
researcher, but it is to be expected that the researcher will be concerned with these issues. 
Preferably, one can find experts in the field of industrial economics to provide appropriate 
data or estimates.

Demonstrators.and.Prototypes

As shown in the first part of this chapter, a huge number of convincing demonstration and 
prototype systems are needed before a productive system can be developed and introduced. 
From our experience, these systems should avoid “pretending” to be productive systems. 
Rather the knowledge gained with these systems will probably lead to much better and 
productive solutions.
All types of applications are actually needed for successful innovation in the field of indus-
trial augmented reality. 
In a mid-term perspective, augmented reality is on its way to become a productive tool in 
industry. The spectrum of application fields is very wide and early applications of the tech-
nology have already demonstrated its value. A comprehensive, multi-disciplinary approach 
to future research and development conducted in partnership with potential users will bring 
about the increased use of AR.
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Chapter.XV

Creating.Augmented.
Virtual.Environments

Ulr�ch Neumann, Un�vers�ty of Southern Cal�forn�a, USA

Suya You, Un�vers�ty of Southern Cal�forn�a, USA

Abstract

An augmented reality fuses computer graphics onto images or direct views of a scene. In 
a new alternative augmentation approach, a real scene is captured as video imagery from 
one or more cameras, and these images are used to augment a corresponding 3D scene 
model or virtual environment. This arrangement is termed an augmented virtual environ-
ment (AVE) and it produces a powerful visualization of the dynamic activities observed by 
cameras. This chapter describes the AVE concept and the major technologies needed to 
realize such systems.
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Introduction

Most augmented realities fuse computer graphics onto images or direct views of a scene. 
This chapter describes an alternative augmentation scenario that offers unique capabilities 
and challenges. In this alternate form of augmented reality, a real scene is captured as video 
imagery from one or more cameras and these images augment a corresponding 3D scene 
model or virtual environment. This arrangement is termed an augmented virtual environ-
ment (AVE) and it produces a powerful visualization of dynamic activities occurring over 
wide and occluded areas (Figure 1). 
This chapter describes the AVE concept and its benefits. In addition, the chapter details 
solutions to the major technologies needed to realize such systems as well some technical 
barriers that are yet to be overcome. 

Figure 1. An AVE visualization is created by projecting camera images (a-e) onto 3D models 
(f) to produce arbitrary views (g, h), in this example, for an area in Washington, DC

   
(a)    (b)    (c) 

   
(d)    (e)    (f) 

  
(g)      (h) 
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Background

The AVE concept is a variation of augmented reality (AR), in which the user’s view of the real 
world scene is not tied to their physical presence. Rather, the user’s view is freely modified, 
as in a virtual environment, and their perception of the real world scene arises from viewing 
multiple camera images projected in the 3D model. This concept of using a virtual environ-
ment for viewing imagery from cameras has its roots in several research areas, including 
texture projection, camera pose calibration, 3D modeling, and virtual environments.
The fusion of images or video in the context of 3D models has a long history in computer 
graphics, computer vision, and telecommunications. The following represent much of 
the earliest research that has some clear relation to the AVE concept. Dorsey, Sillion, and 
Greenberg (1991, pp. 41-50) present methods and applications for simulating projected 
textures for the theater stage sets. This is perhaps the earliest work that contemplates the 
projection of imagery onto 3D models, rather than the more common mapping of textures 
onto a surface through an explicit parameterization. Segal, Korobkin, Widenfelt, Foran, and 
Haeberli (1992, pp. 249-252) formalizes the notion of projective image textures and provides 
the mathematical framework in the context of efficient graphics-hardware implementation. 
Bajura, Fuchs, and Ohbuchi (1992, pp. 203-210) presents the concept of a video-see-through 
AR system and the idea of a 3D polygonal surface embedded in the virtual world with real-
time video mapped onto it. State (1996, pp. 439-446) also presents 3D polygons with live 
video and a volumetric rendering of stored past video. Debevec, Taylor, and Malik (1996, 
pp. 11-20) presents 3D building models and the use of multiple projected texture images 
to produce view-dependent texture rendering. Simsarian and Åkesson (1997) introduce the 
notion of projecting live video of real-world objects onto their virtual world counterparts 
for enhancing the reality of remote scene comprehension. Weinhous and Devarajan (1997, 
pp. 325-365) presents the texture projection process in the context of modeling buildings 
and terrain. Dorbie (1997) presents OpenGL implementations of projective textures and 
occlusion processing. Spann and Kaufman (2000) present methods of calibrated image 
projection onto 3D building models to produce realistic scene models.
The work of Karl-Petter Åkesson is really the beginning of the complete AVE concept. In 
his Master’s Thesis (1998), Åkesson presents his vision of how “…to create augmented 
virtual worlds in an automatic way with textures generated from real world images.” This 
idea is presented in the context of tele-surveillance where video cameras capture a scene, 
and remote observation is enabled by projecting the images onto a virtual 3D scene model 
of the scene. In 1999 (p. 11-18), Åkesson and Simsarian also describes how white-board 
tele-collaboration and remote robotic tele-operation are facilitated by video projection onto 
3D scene models. Sequeira, Bovisio, and Gonçalves (1999, pp. 661-666) describe the use 
of internet video with a Web-based AVE system for video surveillance. This work also 
highlights the importance of scene modeling fidelity and the scene-comprehension benefits 
of the AVE visualization. 
The previous research exemplifies the variety of ways that have been developed to combine 
images, video, and 3D models for the purpose of augmenting human perception of the world. 
Three specific examples, Augmented Virtuality (Åkesson, 1998), Reality Portals (Åkesson 
et al., 1999, pp. 11-18), and Augmented Reality in Multi-Camera Surveillance (Sequeira 
et al., 1999, pp. 661-666), form the inception of what we now term an augmented virtual 
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environment (AVE), in which video images are projected onto corresponding 3D models of 
a scene. The result provides a viewer with both the spatial context of the 3D scene model 
and the dynamic activities captured by the video images. The argued and evident benefit 
of rendering the video images in the context of the 3D models is the aid in human compre-
hension of the events and the entire scene. Specifically, the activities observed by fixed or 
moving video cameras become more easily understood in relation to each other when the 
images are presented by AVE methods in the context of the surrounding scene that has been 
modeled. These three pioneering publications describe many aspects of creating an AVE 
system, including the use of multiple cameras, camera calibration, dynamic model updates, 
user or automated view control, the use of recorded or real-time video, and tagging objects 
with labels or icons. 

AVE.Technologies. and.Challenges

The next and main section of this chapter surveys the components needed and approaches 
available for creating AVE visualizations. Before proceeding with these details, a table of 
system components is presented to provide a framework for introducing the main technolo-
gies and challenges.

Video.Acquisition

The video cameras determine the bounds and coverage of the scene view. Multiple cameras 
are needed to adequately cover the scene and any specific areas of interest. An overlap 

System.Components Technical.Challenges

Video Acquisition cameras, transmission network, computer interface

Video Projection decode, texture transfer, projection, hidden surfaces

Projection Calibration pose calibration for stationary and moving cameras

3D Scene Modeling data acquisition and model refinement

Moving Objects object tracking, dynamic modeling, and rapid model-
ing

Table 1. System components
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between camera views is helpful to ensure that there are no gaps in coverage. Projection 
distortion is minimized if the camera views are in line with the likely user viewing direc-
tions. Projection distortions are also minimized by placing clusters of cameras at similar 
locations or on similar sides of an observed scene. Roof level cameras often provide better 
coverage and lower projection distortion than ground level cameras.
Regardless of camera locations, the video streams must be gathered and interfaced to the 
computer. Technical solutions to this range widely. In simplest form, analog video is routed 
from cameras via coax cables that connect to video digitizer interfaces in the host computer. 
While this simple solution is suitable for up to three or four cameras, it does not scale well. 
There are limits to how many digitizers are supported by any host computer, both in terms 
of physical interface slots and in terms of how much bandwidth is available within the 
computer I/O and memory buses to accept this data. 
As a design example, consider that a single uncompressed 720x480-color image in 24-bit 
RGB format requires 1 MByte. At 15 Hz frame rates, a sustained bandwidth of 15 MB/s is 
required to transfer a camera stream from the interface to memory or to the graphics card. 
Different resolutions or frame rates impact these figures proportionally.
The simple coax/digitizer approach does not scale to sixteen cameras, for example, where 
current PCs do not support sufficient IO slots, and the required 240 MB/sec I/O bandwidth 
far exceeds 32-bit PCI bus capabilities. 
An alternative solution is the use of network video cameras that stream compressed video 
over IP networks. This approach can simplify video routing, since it does not require separate 
coax cables for each camera. More importantly, the interface problem is diminished since 
the cameras can share one or more high-speed (100Mb/s or 1Gb/s) IP interfaces. A good 
quality MJPG compressed stream for a single camera is 60 KBytes/image, meaning that one 
camera stream consumes 7.2 Mb/s on the network. Therefore, about 10 cameras can reason-
ably share a single 100Mb/s interface, or 100 cameras can share a 1Gb/s interface. These 
figures improve if the image size or compression quality is reduced, or if more aggressive 
MPEG compression methods are employed. The use of network video technology is a clear 
solution to the video acquisition, routing, and interface problem (Figure 2).

Figure 2. Video acquisition with an IP camera network

Dedicated switches Dedicated switches

1000 Mbit/s Backbone
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Video.Processing:.Decode,.Texture.Transfer

The drawback of network video is the need for decoding the compressed video streams. 
Decoding is a potential bottleneck, but video decoding is a common problem in multimedia 
applications and therefore a number of solutions are available. An Intel IPP library perfor-
mance report (2003) shows that a 3.06 GHz Pentium 4 can decode an MJPEG image of 
size 720x480 in under 0.01 secs. Therefore, a CPU can decode over 100 fps, or 6.7 camera 
streams. A dual CPU system is therefore needed to decode ten full camera streams with 
about 50% of a CPU still available for the application. If we use MPEG-2 cameras, the IPP 
library performance increases to 310 fps, or over 20 camera streams per CPU. 
Once video frames are available in memory, they must still be transferred to the graphics 
card for use in texture projection. Fortunately, the peak AGP 8x bus bandwidth of 2.1 GB/s 
can support up to 140 camera streams. In practice, transfers for RGB texture of size 720x480 
take about 1.4 ms, with the AGPx8 interface capable of supporting up to 47 camera streams. 
Increased performance is feasible with PCI Express x16.

Video.Texture.Projection

Projecting imagery onto a 3D model is effectively performed through a projective texture 
mapping method. Although the technique was originally proposed only for shadow and 
lighting effects (Segal et al., 1992, pp. 249-252), researchers later found it extremely useful 
in various areas of computer graphics, image-based rendering, and visualization. 
A projective texture mapping models the process of perspective image projection by casting 
the lines of projected light onto objects using the camera position as the projection center. The 
projection of an image I onto a scene is the inverse of the corresponding camera transforma-
tion. Given an arbitrary eye-view transformation Ve to create image J, the mapping between 
I and J is determined once a scene surface and projection camera pose Vc.are specified. In 
practice, as each scene surface (triangle) is rendered for image J, the texture coordinates t 
of image I are computed and applied as a texture to the surface, as shown in Figure 3.
From a practical point of view, the value of the projective texture mapping lies in the way that 
texture coordinates are assigned to model surface points automatically during the rendering 
process. By dynamically updating the texture scene image and the camera pose, the projec-
tion onto the scene geometry dynamically “paints” the acquired images onto the model. The 
projection parameters are analogous to cameras parameters; the view transforms and view 
volume clip planes can be modified for dynamic control during rendering.
There are several steps involved in projecting streams of video imagery onto 3D models: 
(1) video texture upload; (2) visibility and occlusion processing; (3) compute projection 
parameters; and (4) texture rendering. These steps in the projection algorithm are sum-
marized next.
Initially, the video imagery and camera pose data (position and orientation) are available in 
memory buffers and converted to the formats required for texturing and projection. Video 
frames are tagged with time, internal camera parameters, and camera pose. 
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The projection transformations are constructed for each camera, and applied in sequence 
during the rendering process to produce multiple projections onto the same model. 
Simply applying a texture projection to the entire scene model will produce textures on all 
surfaces that fall within the camera projection frustum. Visibility information is needed to 
modulate the projection process and several techniques are available. For example, stenciled 
shadow volumes and shadow mapping (Dorbie, 1997) will compute visibility information. 
Occluded portions of the model are omitted from the projection process, thereby keeping 
their original colors and reducing the rendering time.
The texture coordinates are automatically computed and assigned to model surface points 
in the rendering process. However, the texture must be clipped to the projection frustum 
specified by the camera parameters. Texture color can blend with or overwrite exiting color 
information.
The projection algorithm is summarized as pseudo code below with corresponding section 
numbers that provide additional detail.

for each frame
 Upload video (3.3.1)
 Move video into texture memory
 if (projection camera moved) 
  Perform occlusion processing (3.3.2), and texture setup (3.3.3)
 Render whole scene (lit, texture)
 Enable blending
 for each projection camera 
  Enable video texture and automatic texture generation (3.3.4)
Configure register combiner or pixel shader (3.3.4)
Render (unlit, non-texture) visible polygon set (3.3.4)
 Disable blending

Figure 3. Camera projection and eye-viewpoint geometry

Surface.
v:..vertex.coordinates.
t:.texture.coordinates.
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J 
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Video.Texture.Upload

Decoded video images are loaded into the center of a texture buffer using OpenGL function 
glTexSubImage2D. An RGBA texture buffer is allocated and bound of size video_width+2 
by video_height+2 (round up to the nearest power of two). This sets the buffer’s alpha 
channel to one for the video texture region and allows at least one texture border pixel with 
zero alpha value. The alpha channel is used later for blending the live video streams with 
the existing scene and ensuring that regions outside of the camera frustum are not affected 
during texture projection.

Visibility. and.Occlusion.Processing

A visibility calculation is necessary from the viewpoint of each projection-camera. To 
achieve real-time projection of multiple cameras, a culling and depth-map shadow process is 
employed. A depth-map shadow algorithm is supported by many high performance graphics 
cards. The depth map is generated by rendering the scene from the projection-camera pose. 
This depth information is then compared to the interpolated texture depth coordinate used 
for perspective division. The resulting visibility mask is used to determine partial visibility 
of the visible-set triangles for each projection-camera and to filter partially hidden triangles 
in the texture-blending stage.
Instead of a brute-force re-rendering of the entire scene for each video-projection texture-
rendering pass, a list of visible polygons is created for each projection camera. This over-
comes the scalability problem that would otherwise require rendering the entire scene N+1 
times for N projection cameras. This approach is optimal if the projection cameras are static, 
since off-line processing can be employed to determine an exact visibility set (Cohen-Or, 
Chrysanthou, Silva, & Durand, 2003, pp. 412-431). Dynamic projection-cameras require 
run-time visibility-set determination that may be approximate (Roden & Parberry, 2005, p. 
3). In general, a visible-set of polygons is produced in three phases:

1. Test if an object (e.g., geometry node in VRML) bounding box intersects with the 
projection-camera frustum.

2. Clear the depth buffer, enable OcclusionQueryNV extensions, and render each object 
visible in the projection-camera frustum, producing a complete depth map of the scene 
from the perspective of the projection-camera.

3. Test individual triangles in visible objects to see if they pass an occlusion query 
test.

Once the visible set Ri is found for each projection camera i, the complexity of rendering a 
scene of D triangles with N projection cameras becomes: O(D + ∑Ri) (i = 1…N)
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Compute.Projection.Parameters

The projection transformation is based on the inverse of the calibrated camera transformation. 
High-performance graphics cards support real-time projective texture mapping in hardware 
with OpenGL texture coordinate generation. 
It is noteworthy that the OpenGL projective texture mapping is not a real projective projection. 
The mathematics of OpenGL projective texture mapping actually produces dual projections. 
One is along the camera view direction, and another is in the opposite direction, producing 
a reverse projection. The sign of the component q of the generated texture coordinates is 
negative behind the projector, inverting the texture image of the reverse projection. The 
programmer must manage the negative projection in the application. Setting an appropriate 
near clip-plane can prevent the reverse projection, and far clip-plane can be added to control 
how far video textures are projected. Furthermore, since the allocated texture-buffer size is 
larger than the video width/height by at least two-pixels, the projected video is smaller than 
the projection-camera frustum, requiring offset and scaling. 

Texture.Rendering

The final appearance of video texture rendering depends on many factors, including the 
input video quality, texture blending between the projection areas, and the geometry of the 
eye and projection-camera frustums. Due to the two frusta involved in texture projection, 
there may be portions of the textured image that require extreme anisotropic filter kernels, 
extreme minification, and extreme magnification, all within the same image. A developer 
has to consider those factors in designing the camera views and tuning the system. Recent 
graphics hardware offers register-combiner and pixel-shader features that optimize these 
rendering processes.

Camera.Calibration.and.Tracking

One of the key challenges in creating an AVE is to maintain accurate registration between 
the 3D scene model and projected images. When projected, the camera image must align 
with the corresponding 3D positions and orientations of the scene model. This calibration 
requirement is identical to that of a conventional video-see-through AR system. The align-
ment between the real and virtual scene elements depends on accurately calibrating the 
sensor pose, relative to either the environment or a defined inertial reference. 
Assuming the scene model is accurate, and the cameras are fixed, an off-line process can 
determine correspondences of image features to model features and compute the camera pose. 
This is a traditional camera calibration problem, and there are many approaches that have 
been developed in the photogrammetry and computer vision communities (Brown, 1971, 
pp. 855-866; Faig, 1975, pp. 1479-1486; Faugeras & Toscani, 1986, pp. 15-20; Tsai, 1986, 
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pp. 364-374; Wang, 1992, pp. 161-175). Camera calibration often involves two steps. First, 
a mathematical camera model is built to approximate the mechanical and optical behaviors 
of the sensor; then the parameters of the model are estimated (Ito, 1991, pp. 321-335). 
There are several camera models to choose from, depending on the desired accuracy. The 
simplest models are based on linear transformations or ideal pinhole projections that omit 
models of lens distortion (Hall, Tio, McPherson, & Sadjadi, 1982, pp. 42-54). Given a set 
of corresponding model and image points (Pm, Pi); a camera can be modeled by means of 
a linear transformation M, that is, Pi = M⋅Pm.
The linear camera model is simple and its parameters are relatively easy to estimate. However, 
a model of the camera optical system is needed to obtain greater precision by compensating 
for lens distortions. A more realistic camera model employs a non-linear model with four 
parameters, two of which are intrinsic parameters representing the effective focal length and 
principle point of the optics and sensor system. The remaining two parameters embody the 
extrinsic pose (position and orientation) of the camera in relation to the scene. These four 
parameters are often augmented with additional parameters that model mechanical distortion 
effects such as sensor skew, anisotropic scale, and radial lens distortions. These factors are 
explicit parameters in the photogrammetric collinearity equations. Since the equations are 
nonlinear, it is important to have reasonable approximations for the unknown parameters 
for a well-conditioned estimation (Faugeras, Luong, & Maybank, 1992, pp. 321-334).
The camera model parameters are estimated by optimal estimation techniques. While 
four corresponding features are sufficient to estimate the linear camera model, in practice 
additional features produce a more-robust estimation with tolerance for feature detection 
and 3D model inaccuracies. Least-squares techniques are often employed to resolve over-
determined parametric equations, and multi-pass statistical techniques are used to improve 
estimate accuracy (Fischler & Bolles, 1981, pp. 381-395). Often, an initial calibration is 
obtained by using the linear model approximation, and an iterative refinement optimizes 
the solution. One of the most popular multi-pass calibration methods is the Tsai camera 
calibration method (1986, pp. 364-374), which is suitable for a wide range of application 
since it deals with coplanar and non-coplanar points. This method also allows for separate 
calibration of intrinsic and extrinsic parameters, which is particularly useful since it offers 
the option of fixing the intrinsic parameters of the camera, once known, and thereafter only 
estimating pose. 
The ability to steer a camera’s viewing direction is useful in AVE systems since it extends 
the scene coverage of single camera. Pan, tilt, zoom (PTZ) cameras offer dynamic control 
of their view direction and focal length. Use of such cameras implies that three degrees of 
freedom (3DOF) must be calibrated dynamically. In fact, changes to focal length (zoom) 
generally impact other intrinsic parameters such as the principle point and lens distortion; 
however dynamic calibration of those parameters is often ignored. Generally, pan and tilt 
changes also modify the camera position, however, this position change is often a small and 
ignored. A general approach to the PTZ calibration problem involves placing known moving 
targets in the environment, while tracking a pre-defined path of the target motions to estimate 
the camera transforms (Thrun, Fox, & Burgard, 1998, pp. 253-271). A vision-based tracking 
method or motion sensor can be used for target tracking. While this approach automatically 
calibrates a PTZ camera, the requirement for accurate tracking is a severe constraint that 
makes this approach difficult to implement in general applications.
An alternative solution to the PTZ problem is to use a “scenario-driven” PTZ camera control 
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mechanism. The application scenario is analyzed and each PTZ camera location is calibrated 
and assumed fixed. A set of preset view-directions and zoom settings are created for each 
camera and calibrated as fixed views. These presets are often associated with anticipated 
scene activity or sensors that inform the system to automatically switch to a corresponding 
preset PTZ and viewpoint. Each PTZ camera preset is calibrated with the stationary calibra-
tion approach and the results are saved as a lookup table that represents the available PTZ 
views of the scene and their relationships to sensor signals. At runtime, the system consults 
the lookup table to select optimal PTZ views based on sensor status or operator view control. 
This approach is flexible and scales linearly in the number of PTZ cameras and the average 
number of preset views per camera.
Cameras can also be freely moving on robotic or manned platforms. In such cases, high-
performance dynamic camera-calibration and tracking is required to report the complete 
6DOF pose of a camera as well as any changes to its intrinsic parameters. Unconstrained 
camera tracking is challenging, especially in unconstrained outdoor scenes. Several tracking 
methods have been developed including active-target, passive-target, and hybrid approaches. 
Active-target systems incorporate powered signal emitters and sensors placed in a prepared 
and calibrated environment. Examples of such systems use magnetic, optical, radio, laser, 
and acoustic signals. Passive-target systems use ambient or naturally occurring signals. 
Examples include compasses sensing the Earth’s field, inertial systems sensing physical 
phenomena created by linear acceleration and angular motion, and vision systems sensing 
intentional landmarks or natural features. Hybrid tracking methods attempt to compensate 
for the shortcomings of any single technology by using multiple measurements to produce 
robust results. Hybrid system examples include active-target magnetic and passive-target 
vision in State (1996, pp. 429-438), inertial sensors and active-target vision are combined 
in Azuma et al. (2001, pp. 34-47), inertial and natural-feature vision tracking approach are 
combined in You, Neumann, and Azuma (1999, pp. 36-42) and Jiang, You, and Neumann 
(2004, pp. 3-10). The fusion approach is based on the SFM (structure from motion) algorithm, 
in which approximate feature motion is derived from the inertial measurement, and vision 
feature tracking corrects and refines these estimates in the image domain. Furthermore, the 
inertial data aids vision tracking by reducing the feature-search space and providing toler-
ance to interruptions.

3D Modeling: Acquisition and Refinement

Modeling is crucial for AVE visualizations. The model acts as the projection surface for all 
video images and provides the context for understanding the relationships between images. 
As such, common errors in modeling may clearly reveal the differences between the actual 
scene images and the corresponding models of the scene (Figure 4). For example, buildings 
are often constructed with flat-wall surfaces at right angles and symmetric roof structures, 
so models should also adhere to such constraints to minimize the differences and artifacts 
that become visible under image projection. One view is that the modeling system should 
enforce and preserve such constraints to minimize artifacts in AVE visualizations.
Methods such as Haala and Brenner (1997) pursue an automated method for creating 3D 
models from both 2D ground plans (CAD or GIS) data and 3D airborne LiDAR data. A 
constrained interactive method (You, Hu, Neumann, & Fox, 2003, pp. 579-588) uses only 
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airborne LiDAR data. The latter does not depend upon the availability of CAD or GIS data 
and argues that a human in the loop is an essential part of modeling.
The method of You et al. (2003, pp. 579-588) allows a user to select 3D primitives such 
as a plane, ridged plane pair, cuboid, polyhedron, wedge, cylinder, sphere, ellipsoid, and 
superquadric to 3D scan data (Figure 5). While shape fitting is common (Wilczkowiak, 
Boyer, & Sturm, 2002, pp. 221-237), the You method speeds the process and optimizes the 
resulting models for use with texture projection by enforcing the constraints that are com-
mon in building construction. Coincidently, these constraints are related to the ways people 
express and represent building structure. The interactive modeling process takes this into 
account. Building structures are often represented and expressed in hierarchies of geometric 
primitives. For example, one can describe a simple building as having four outer walls, a 
peaked roof, and an extruded entry. Unspoken, but equally important is the notion that the 
walls are vertical, meet at right angles, and the roof is symmetric. The You fitting system 
makes these inferences based on simple descriptions that users input, and then automatically 
computes the best possible constrained fit to the LiDAR data. 
A ground plan is used in Haala, Brenner, and Anders (pp. 339-346) to describe the entire 
footprint of a building, thereby limiting the complexity of the modeled structure. The in-
teractive approach allows users to define a series of connected parts of a building, rather 
than the entire structure at once, thereby allowing the creation of arbitrarily complex build-
ings. As users select a series of primitives, constraints are applied automatically to ensure 
a completely connected and seamless model. All constraints can be overruled by users, but 
as defaults, they greatly speed the process of model building. 
Fitting constrained cuboids or spheres to range data is more accurate than simple plane 
finding. The problem of determining unconstrained plane edges is described in Haala et al. 
(1997). The fitting of constrained primitives determines the best constrained edges that fit 
the scan data without the need for 2D CAD or GIS data. The constraints of symmetry and 
alignment with wall orientations are useful inferences for fitting roof structure. Since users 
can override the constraints, arbitrary structures are also possible.

Figure 4. A simple building model created from LiDAR data (left) shows artifacts under im-
age projection, a constrained model built from that same data (right) shows fewer artifacts;  
the lines illustrate the projection frustum in both images
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Moving Objects: Tracking, Dynamic Modeling,                 
and Rapid Modeling 

The 3D scene model in an AVE visualization will generally not include all the scene details 
a camera image captures. Models of such details can greatly enhance the visualization and 
reduce projection distortions. For example, fences, utility poles, people, cars, and vegetation 
are commonly missing in 3D scene models created from LiDAR or aerial images. Limited 
LiDAR resolution does not capture utility poles and aerial images only see vegetation cano-
pies. However these and other static scene elements are often clearly visible from ground or 
building-level imagery that can be used to model them, if only approximately and manually. 
A different problem arises, however, when moving objects are in the scene. For example, 
people and cars are often objects of interest in AVE visualizations, yet they are transient 
and therefore impractical to model a-priori. 
If no special treatment is afforded dynamic objects, they are simply projected onto the scene 
model as part of a video image. For example, cars are projected onto the road surface and 
people are projected onto sidewalks and building walls (Figure 6). Under such projection, 
distortions arise as the eye-viewpoint moves away from the viewpoint of the camera(s) 
observing the real scene. Such distortions are localized, so the overall scene comprehension 
is not lost, however, these distortions can be minimized.
Ideally, a complete 3D model of the moving object should be computed and placed where 
the video will project the object’s texture on it. Such models are difficult to compute in real 
time for moving people and cars, however, there are examples of work in progress.

Figure 5. A complex model is created by fitting multiple constrained primitives, including 
spheres and symmetric roof-peak structures, to LiDAR data
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A complete real time 3D reconstruction of dynamic models is produced in Kanade, Tanaka, 
Oda, Yoshida, and Kano (1996, pp. 671-676) using a custom multiple-sensor and computing 
system. Likewise, an array of sensors is employed to produce dynamic 3D models in CMU 
(1999). These systems produce approximate models that are suitable for AVE visualizations, 
but their acquisition requirements are impractical for most environments in terms of the 
number of cameras needed and constraints on their locations.
Another approach is to rapidly construct and position approximate models. Most simply, a 
polygon acts as an approximate model when positioned to track the projected object through 
the scene (Sebe, You, & Neumann, 2004, 2005, pp. 82-93). Estimating a 3D model from a 
single image is ill-posed due to loss of information during projection. However, a simple 
model can be inferred using knowledge of the scene. 
First, a background image is estimated by a sliding temporal-window average (Sebe et al., 
2004). Such background estimation allows for slow lighting changes. Dynamic objects are 
detected by background subtraction, a threshold, and morphological filtering. A connected 
component process then produces a labeled object, and its convex hull is computed.
Once an object is detected, its color properties, size, and motion vectors are computed and 
the objects are matched or tracked in future frames. Tracking is formalized as a generalized 
combinatorial assignment problem (Sebe, 2005, pp. 82-93). In general, this an NP-hard 
problem, however, a successful approximation can be made in O(n3) complexity, where n 
is the number of objects in the scene. A resemblance matrix encodes the similarity between 
currently tracked objects and newly detected objects.
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Figure 6. A scene viewed from near the real camera viewpoint (left) shows minimal distor-
tions, while a different eye-viewpoint (right) reveals distortions of dynamic or unmodeled 
objects (people/cars/poles) in this scene
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Figure 7. A convex hull computed for a tracked vehicle: (a) Polygon models placed in the 
3D scene to display projections of moving objects (b, c)

     
(a)    (b)    (c) 

This function compares the size (Si,Sj), shape (Oi, Oj), and motion vectors (Vi, Vj) of objects 
as a measure of resemblance. Object are classified into one of the following modes: Appear, 
Disappear, Track, Split, and Merge. A mode likelihood matrix is calculated for every object 
for every mode. The optimal overall classification is computed with a modified multiple-
hypothesis tracking method. 
Tacked objects are assumed to rest on the ground plane. A ray from the bottom of an object 
is backprojected onto the scene model. The intersection of a ray with the ground plane is 
the 3D location for a 2D polygon with the shape of the object’s convex hull. This approxi-
mation works well when the objects have little depth variance compared to their distance 
to the camera (Figure 7). 
For higher quality models and near views of moving objects, a part-based modeling approach 
is employed (Sebe, 2005, pp. 143-146). Similar to the constrained fitting approach used for 
buildings, the part-based method creates high quality models of specific classes of objects, 
in this case vehicles. The current method is semi-automatic and requires users to provide 
10-20 mouse clicks of key features to create 3D models from single images. If these features 
were detected automatically, the model could be created in mere seconds (Leung, 2004). 
The part-based approach fits a generic car model to different vehicle images. Proper design 
of the parts and their constraints allows rapid modeling of many types of vehicles, includ-
ing SUVs, minivans, and sedans, from single images. During modeling, visible portions 
of the vehicle texture are recovered. Model surfaces that are neither visible nor inferred by 
symmetry are assigned an estimated color of the vehicle. 
User input facilitates fitting by dragging on the parts of a pose-aligned wire frame model 
(Figure 8). The algorithm estimates the best 3D movement of model parts based on their 
constraints. Changes to one part of the vehicle are distributed to other parts through con-
nectivity and symmetry constraints and a scattered data interpolation. The distribution of 
part changes to other parts prevents gaps in the model and speeds up the interaction process. 
Examples of vehicle models created with this method are shown in Figure 9.
Modeled vehicles can be tracked in video using a model-aided tracker to estimate the pose 
and location changes of the vehicle in the scene. The 3D model patches are tracked by 
matching their 2D projections on the image. Tracked 3D models are animated in the 3D 
scene and viewed from an arbitrary viewpoint (Figure 10). 
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Figure 8. The part-based modeling process fits a generic model to an image of a desired 
vehicle

Open.Problems

AVE technology is rapidly maturing and initial deployments have already occurred for 
commercial and government installations. However, the technology is still in it its first 
generations and there are significant opportunities for improvements (Neumann, You, Hu, 
Jiang, & Sebe, 2004, pp. 222-233).

Generic model

Input image

Model fitting

3D model

Figure 9. Examples of varied car models created with part-based approach
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Dynamic models are still difficult to compute in real time. Fast and robust algorithms are 
needed for detecting and tracking the silhouettes of moving objects. An automated 3D model-
ing or reconstruction of moving objects from multiple images or range sensors is desirable. 
This is a long-term area of research and further advances are needed.
Tools for rapidly modeling 3D static scene elements are often focused on buildings and large-
scale scene structures (Pollefeys, Koch, Vergauwen, & Gool, 1999, pp. 14-23). Much can be 
gleaned from the methods employed in the fields of photogrammetry and GIS (geographic 
information systems). However, while tools exist for modeling terrain and buildings, they 
can be made smarter, more accurate, and more automated. Algorithms are needed to deal 
with partial visibility or occlusion of sensors (Allen et al., 2003, pp. 32-41). Tools that use 
common cameras as sensors can make modeling more broadly accessible (Gibson, Hub-
bold, Cook, & Howard, 2003, pp. 293-301). Tools are needed to facilitate fusion of data 
from multiple sensors and modalities, such as aerial LiDAR and ground images (Hu, You, 
& Neumann, 2003, pp. 62-69). Modeling tools need to facilitate the inclusion of smaller 
but important structures such as utility poles, sidewalk curbs, vegetation, fences, awnings, 
etc. Overall, current modeling capabilities are far from practical for modeling entire cities 
at the detail level desired for AVE visualizations.
The acquisition and mapping of static textures onto large-scale models is a serious current 
problem. While large image sequences can be obtained from aerial or ground vehicles, algo-
rithms are needed to solve many outstanding problems in the use of such imagery. Automatic 

Figure 10. Tracked car movement in video (a, b) and novel viewpoints of textured and 
animated 3D cars rendered into the scene model (c, d)

    
(a)   (b) 

 (c) 

 (d) 
 

 



322   Neumann & You

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of 
Idea Group Inc. is prohibited.

methods are needed for mapping such large image collections to 3D models. Images taken 
from a single viewpoint or moment in time need methods for the removal of foreground 
occlusions such as cars and pedestrians. Similarly, methods are needed for merging multiple 
images from different vantage points (and times) in order to capture textures for high-rise 
or heavily occluded structures. The alignment of texture and geometry may disagree and 
methods for optimally refining the models and the image mapping parameters are needed. 
Video management for hundreds and thousands of cameras is a crucial problem for scaling 
AVE capabilities to large areas such as industrial centers, defense facilities, and government 
complexes. Clearly, an AVE system only needs to access and process video imagery that will 
be visible in the output image. Therefore, the visible sets associated with each camera can be 
used to cull the video streams to ensure that only the visible streams are processed. Graphics 
algorithms, currently used to cull and manage polygon rendering based on visibility, are 
likely candidates for application or adaptation for this purpose. Likewise, network stream 
management becomes an issue with large numbers of cameras. The network community has 
developed algorithms for managing the distribution of video from a few sources to a large 
number of users. AVE requires new, but related, methods that manage the distribution of 
video from large numbers of camera sources to a relatively small group of users.
An integrated AVE system merges existing databases of geospatial information. For ex-
ample, data that is currently viewed in 2D GIS systems would benefit from 3D models and 
video augmentation. Maps, internal building data, addresses, travel routes, zoning, property 
records, and utility information could all be viewed in the context of 3D models and live 
video that provides confirmation about area activities, traffic, and work in progress. The 
connection of such data sources requires an interface for mapping and filtering the data for 
semantic meaning. Manual and automatic geospatial queries need to be feasible. Once data 
is available, its placement, visibility, and occlusions within the scene need to be managed 
(Bell, Feiner, & Höllerer, 2001, pp. 101-110).
Video decode and texture projection improvements are needed to scale to higher numbers of 
camera streams. Such improvements are needed in the graphics systems and recent history 
indicates that progress in that area will continue. Texture upload performance could be im-
proved by hardware video decoding and scaling to varied resolutions. Alternately, decoders 
that output images in S3TC DXT1 compressed texture format would reduce texture size by 
a factor of six. The depth map read back performance is a bottleneck that could be solved by 
implementing the new OpenGL multiple render target API that binds depth maps to texture 
directly without read back. The last phase in visible set identification is time consuming 
since it involves an occlusion query for each triangle. An algorithm that takes advantage of 
spatial coherence and geometric topology could minimize the number of occlusion queries. 
Graphics cards now support N multiple concurrent textures, so the whole scene could be 
rendered exactly once, as long as no single triangle has more than N video cameras projected 
on it. Lastly, the register combiner mechanism for blending textures could be replaced by 
GLSL which is a cross-vendor standard.
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Conclusion

In conclusion, it is instructive to consider an integrated application to illustrate the potential 
benefits and utility of AVE technology in wide-area situational awareness and surveillance. 
This system offers a unique solution for monitoring, assessment, and response support for 
security and management personnel. Traditional monitoring and surveillance systems dis-
play camera images on separate windows/screens, the AVE system provides a high-level 
view of the entire scene including 3D geospatial models of the structures and terrain, static 
aerial and terrestrial imagery, real-time video imagery, and dynamic sensor alarm status–all 
on one screen, and from arbitrary viewpoints. This section explores the system design and 
capabilities needed to produce an integrated AVE system for real-time situation awareness. 
Figure 11 depicts the architecture of the system and the six major functional modules. 

Data Acquisition and Interface Module

This module interfaces to different sensors and messages including dynamic or static im-
agery, 2D/3D geospatial measurements, electronic security sensors, abstract and symbolic 
datasets, and system control commands and messages. Dynamic data such as real-time 
video streams, security sensor status messages, and control messages from/to other devices 
modules are communicated via the TCP/IP network. Static information such as pre-loaded 
aerial or terrestrial images, 2D/3D geospatial models, and symbolic abstract data is loaded 
directly to the system from databases or servers and can be updated when necessary or ac-
cessed from external data sources via the network. Control and data are exchanged in XML 
format over TCP/IP, allowing for a general bi-directional communication mechanism. For 

Figure 11. Integrated AVE system architecture
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example, a sensor system can issue commands that direct the AVE system to focus on a 
region of interest or alarm zone.

Data.Processing.and.Analysis.Module

This module incorporates a variety of tools to model, process, and analyze real-time or re-
corded data to facilitate data fusion, scene understanding, and visualization. For example, an 
integrated camera calibration system employs the scene model, detected or selected features, 
and an error minimization system to facilitate accurate and robust camera calibration. The 
geometry modeling module incorporates a semi-automatic modeling system to rapidly cre-
ate new 3D scene models or dynamic refinements and updates from new sensor data. The 
dynamic event analysis and modeling system incorporates automatic analysis of imagery 
and other sensor data for detecting, tracking, and modeling of dynamic objects (people or 
vehicles). The analysis produces locations and tracked paths of the moving objects in the 
3D scene. Shape models are created for use as dynamic models that can be animated in the 
3D scene to minimize viewpoint distortions. Furthermore, the data processing module also 
interprets the messages or commands received over the TCP/IP network from external sen-
sor devices and systems. While an AVE visualization system can operate in a stand-alone 
configuration, it is more likely to operate as part of an existing security and command sys-
tems. In addition, the command interpreter provides the capability for remote control and 
data sharing with multiple distributed users and display systems.

Data.Fusion.Module

This is the core graphics module that combines all manner of models, images, videos, and 
data in the real-time 3D rendering. This component is described by the prior sections detail-
ing the video-texture projection and rendering methods.

Data.Visualization.and.Interaction.Module

This module provides the user with different viewpoints and perspectives of the scene. 
A small iconic scene map display provides a “gods-eye” view along with a rectangle that 
shows the current region visible in the main display. The main display window presents 
the arbitrary scene view selected by either a human operator or an automated subsystem. 
A traditional 2D image window can also be invoked to display one or more selected video 
streams as conventional tiled images. These views are integrated and controlled manually 
by users or command messages.
Operator control enables a system operator (local or remote) to manually control the view-
point. Operators also can set and selects preset views for display at any time. Preset views 
can be linked to video events or sensor alarms so that when events or alarms occur, the 
system flies to the corresponding preset viewpoint. Multiple events/alarms are placed in a 
queue and a list is provided to the operator to select among them. 
System control is invoked after a pre-set period of inactivity to scan or fly the viewpoint 
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over a preset path. An event or alarm automatically reverts control to the preset view of 
the event or alarm, following a smooth transition between the current and preset views to 
maintain an overall sense of scene comprehension.  
A temporal display mode enables users to assess and analyze any prior events observed in 
the scene. The system records all signals to a time stamped database, including all images, 
tracked paths, and dynamic events or alarms. An operator can manipulate time with a slider 
interface. Once a prior time is selected, a freeze-frame, normal, or accelerated playback 
commences and the user is free to modify the view to explore the scene of interest. In 
many cases, this capability is important to understand what transpired prior to an alarm or 
to cause an alarm.
In summary, the AVE based system offers many powerful integrated capabilities. This ap-
proach to visualizing events and activities over a wide-area provides a new level of real-time 
situational awareness and scene comprehension (You & Neumann, 2005, pp. 713-724). AVE 
is the enabling technology for a new generation of monitoring and surveillance systems that 
employ large numbers of cameras and sensors to convey the activities at complex sites such 
as military bases, government facilities, airports, rail stations, borders, coastlines, harbors, 
power plants, and commercial infrastructure.
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Chapter.XVI

Making.Memories.
of.a.Lifetime

Chr�stopher B. Stapleton, S�m�osys LLC, USA

Charles E. Hughes, Un�vers�ty of Central Flor�da, USA

Abstract

This chapter explores how mixed reality (MR) allows the magic of virtuality to escape the 
confines of the computer and enter our lives to potentially change the way we play, work, 
train, learn, and even shop. Case studies demonstrate how emerging functional capabilities 
will depend upon new artistic conventions to spark the imagination, enhance human expe-
rience, and lead to subsequent commercial success. The Media Convergence Laboratory 
at the University of Central Florida is creating a content framework for applying mixed 
reality to entertainment, education training, and rehabilitation. Utilizing classical concepts 
of mimesis and state-of-the-art experiential entertainment, new models are examined and 
evaluated that will shape the next generation MR content. The convergence of story, play, 
and games become the cornerstones of “Interplay Conventions” that will transform MR 
technical capabilities into new creative possibilities (“The Evolution of a Framework for 
Mixed Reality Experiences,” Chapter X,  is the technical companion piece).
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Introduction

Virtuality can simulate worlds with great realism or as far-fetched fantasy, yet it remains a 
disembodied experience trapped in the box of the computer or venue and echoing the limi-
tation of traditional passive media. The power of mixed and augmented reality expands the 
dynamics of virtual reality (VR) by fully engaging the physical world (Figure 1). 
The more we can effectively melt the boundaries between the realities, the more we can 
leverage the best of both worlds. Integrating the art and science of mixed reality (MR) en-
ables the power of VR to expand its impact on an unlimited number of human experiences. 
Its full potential will be realized when we integrate the full imagination into real and virtual 
worlds using emerging artistic conventions. 
Our approach to enhancing human experience through MR focuses on the time-tested 
conventions of story, game, and free-play that have been shown to appeal to the broadest 
demographic. However, it is important to distinguish between traditional conventions that 
transcend media and those that do not adapt to the new functionality of Mixed Reality 
(Stapleton & Hughes, 2006). As diverse as our case studies are, they all come down to a 
common denominator—making memories for a lifetime (Hughes, Stapleton, Hughes, & 
Smith, 2005). 
Making memories is the business of entertainment, training, and education. In the case 
of cognitive rehabilitation, we are tapping existing memories where new ones are hard to 
create. Making memories is the power of imagination that can change lives (education), 
save lives (training), provide alternate lives (entertainment), or resurrect lives (rehabilita-
tion). Media employs the expanse of the human imagination to define our culture, inform 
our understanding, and spark our vision of the future. Imagination is where every medium 
takes its mimetic1 form from Aristotle poetics to the latest amusement park simulation ride. 
For Mixed Reality to reach its full potential, we must think of it “not as a tool, but as a 

Figure 1. Concept art for Sea Creatures’ Journey. Kids use the Mixed Reality Kiosk to co-
operatively operate an underwater vehicle around the Orlando Science Center’s Dino Digs 
fossil exhibit where underwater prehistoric reptiles come alive. (©2006 Media Convergence 
Laboratory/UCF, used with permission)
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medium,” as Brenda Laurel did with virtual reality prior to the explosion of the home video 
games market (Laurel, 1991). 

“Think of the computer, not as a tool, but as a medium.”
~ Brenda Laurel

Getting.the.Genie.Out.of.the.Bottle:......................................
Applying.the.Best.of.All.Realities

The magic of media is to make technology disappear. For virtuality to escape the confines 
of computers, we must look beyond technology to complete the illusion for the audience. 
Former Disney Imagineer and video game designer, Jesse Schell, describes the role of 
entertainment as it applies to magic of media, “interactive entertainment creates significant 
overlap between perception and imagination, allowing the guests to directly manipulate and 
change the story world.” What can we learn from other forms of interactive entertainment 
in MR applications to engage the imagination? Schell elaborates that “in a good interactive 
entertainment experience, the guest forgets that the interface exists.” In this transparency, 
imagination is taken for granted when transforming MR from a functional tool to an ex-
pressive media form. Transforming MR will take an evolved interactive framework that 
leverages both new capabilities and traditional forms of interactive entertainment and the 
imagination. When reviewing Milgram’s reality to virtuality continuum diagram (Milgram 
& Kishino, 1994), imagination is explicitly missing. 
Our research objective is to expand the notion of Milgram’s mixed reality continuum to 
include imagination within a mixed fantasy continuum (Stapleton & Hughes, 2003). This 
effort involves both the creation of a real-time technical framework of a mixed reality software 
system (Hughes et al., 2005) in conjunction with developing a creative content framework 
of Interplay Conventions to transform MR into a compelling and expressive media. To un-
derstand more of the technology behind these case studies, refer to the companion chapter, 
“The Evolution of a Framework for Mixed Reality Experiences.” Understanding that there 
will always be technical limitations to any new capability, we took a fresh perspective to the 
content framework. Throughout media history, it has been new artistic conventions that have 
allowed media to overcome the technical limitation and engage the human imagination to 
fill in where technology leaves off. There are other interactive entertainment forms that seem 
to transcend new media invention and form the underlying structure from which to create a 
new MR content framework. How can we integrate traditional interactive entertainment to 
leverage the emotional engagement of story, the participatory involvement of play and the 
procedural mechanism of games to help make memories for a lifetime?

Making.Memories.for.a.Lifetime

Whether dealing with a traumatic experience or enjoying a Disney classic, our minds are 
able to capture real or fictional experiences that we may want to or can’t help but recall 
later in life. In producing experiences for entertainment, education, or training, one needs to 
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create a lifetime memory that people can effortlessly recall in order to share with a friend, 
reach a goal, or even save a life. What are the salient qualities of mixed reality that cannot 
be achieved with movies, video games, or virtual reality? 
Mixed reality media allows us to embed virtuality into the places where we live, work, 
and play, and thus, influence the physical, social, and emotional aspects of our lives. To 
introduce this technology, we discuss an entertainment form much older than video games, 
television, cinema, or the printing press; this is the power and complexity of experiential 
entertainment handed down from Aristotle’s theories of mimesis (imitation of reality and 
human experience) to modern day theme parks (simulated fantasy). The authors take on the 
challenge to build the next generation Mixed Reality experience by combining one author’s 
20 years of experience in designing and producing films, theater, games, and theme parks 
worldwide with the other’s 40 years of experience in designing and building large-scale 
computer systems. We have partnered with key subject matter experts from each application 
area to gain insights that help us produce informed solutions.
This chapter will present the case studies as a continuum of development, identifying each 
project’s contribution within its key challenges and lessons learned. They represent a broad 
enough spectrum to establish and validate many of the emerging “interplay conventions” 
that will be discussed in later sections. 

Case.Study:.Military.Training.Simulation

The first and most complex case study was to transform embedded training for dismounted 
soldiers for the United States (U.S.) Army’s Research Development Engineering Command 
(RDECOM). This effort starts with the hypothesis that future military ground conflicts are 
most likely to take place in urban terrains. To properly train dismounted infantry in Military 
Operation in Urban Terrain (MOUT) requires training within a simulation that comes closest 
to combat reality. This requires creating an extreme situation that presents a richly layered, 
multi-sensory experience simulating a complex environment (Figure 2). 
It requires situational awareness as well as rapid response in all directions, dimensions, and 
realities to stay alive. Each domain of simulation (virtual, live, or constructive) is critical, 
but singly cannot achieve the intense physical, cognitive, and emotional intensity of combat 
reality. Live simulation is compelling, but expensive and laborious to mount. Virtual simu-
lation is dynamic and easily enabled, but provides a limited perspective that is far from a 
realistic experience. Constructive simulation provides the perspective of the larger theater 
of military engagement, but traditionally only uses 2D representations with cryptic icons. 
RDECOM requested a cross-domain solution (mixed reality) that was able to utilize the 
latest technical developments of MR and the compelling nature of experiential entertainment 
developed for venues such as theme parks, video games, and extreme sports.
Building an MR application for combat training provided a need and an opportunity to 
develop tools to simulate scenarios within complex terrains. The end product needed to 
be more compelling than realistic, leveraging the power of entertainment, not as an end, 
but as a means. In rendering multiple realities, form, haptics, light, sound, and story are 
integrated into one MR software system, made up of multiple rendering engines. These 
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include a graphics engine managing visual objects and geometry; an audio engine providing 
a hybrid of 3D, surround, point source, and hypersonic audio; and a special effects engine 
controlling real world elements, similar to the use of show control to actuate devices in a 
theme park environment. A story engine integrates information from a sensor server; one 
or more physics engines; zero or more plug-ins (e.g., user interfaces and AI components); 
and an interactive, non-linear scenario script in order to maintain the state of the scenario 
and mediate the activities of the three rendering engines. The challenge in producing this 
system was to develop the technical framework that melts the boundaries between the reali-
ties and then develop a content framework for producing compelling experiences that are 
both interactive and non-linear.
Pioneering use of augmented reality for military operations was achieved by registering 
location specific data within the physical environment to communicate critical intelligence 
to the soldier in a hostile environment. At the Naval Research Laboratories, the wearable 
system called the Battlefield Augmented Reality System (BARS) was tested for operational 
use within an actual battle (Julier, Baillot, Lanzagorta, Brown, & Rosenblum, 2000). How-
ever, in applying similar technology to training, there were additional needs to include the 
entire spectrum of realities to simulate the intensity and complexity of combat reality. It is 
the simulation of the battle itself in addition to the communication and coordination with 
command and fellow soldiers (real or robotic) within a complex and dangerous terrain that 
requires an extreme form of mixed reality (Malo et al., 2004). Where the video see-through 
MR HMD would not be suitable for the quick action of real battle due to its resolution, field 
of view, and frame rate, in a controlled training situation video offered the opportunity to 
be more convincing by filling in the gaps between the perception of real and virtual reality 
to provide a seamless mixing of realities.

Figure 2. Mixed Reality for Military Operations in Urban Terrain (MR MOUT) concept art 
merging real and computer generated forces and assets within a physical courtyard (death-
trap) surrounded by urban combat terrain with MR views from real and virtual soldiers, 
observer cameras & combat vehicles. (©2006 Media Convergence Laboratory/UCF, used 
with permission)
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MR.MOUT.Facility

In select locations across the country, entire towns are constructed as Military Operations in 
Urban Terrain (MOUT) sites for the armed forces to practice maneuvers within live simula-
tions. Being heavily instrumented, they are run similar to movie studio backlots with the 
throughput of soldier training that is similar to theme parks. In a science and technology 
objective (STO), RDECOM challenged us with enhancing the richness of the live MOUT 
training experience. In a three-year grant, we integrated art, science, and engineering to 
experiment with the notion of a cross-domain simulation. Additional work was completed 
in cooperation with the Naval Research Laboratories at the Virtual Reality Labs (creators 
of the BARSystem). 
In lieu of going out of state and experimenting within a real MOUT site, we created a mini-
MOUT within the Science and Technology Training Center (STTC) at the Central Florida 
Research Park. It was called Mixed Reality for Military Operations in Urban Terrain (MR 
MOUT). Scenic sets were used temporarily during development (Figure 3). The long-term 
goal is to be able to develop methods and tools that could be easily deployed to make any 
site around the world into a cross-domain MOUT site. 

Training.Experience

The creation of a close-quartered combat training environment involves the design of death 
traps. Wearing a Canon Video See-Thru, Canon COASTAR HMD tracked by an Intersense 
900 system, soldiers enter into a courtyard exposed to snipers and aircraft above, and sur-

Figure 3. U.S. Army MR MOUT facility at RDECOM, displaying multiple real, virtual, 
or augmented views from the operator’s panel (left). Trainee observing 3D replay of the 
scenario with trainer (upper right). Embedded MR security camera capturing alternative 
views for observation (lower right). (©2006 Media Convergence Laboratory/UCF, used 
with permission)
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rounded by virtual threats hiding in doors and behind crates. Within reach in all directions 
physical walls, crates, and windows hide potential threats that must be confronted. Each 
real entity has a corresponding occlusion model that integrates it smoothly with virtual enti-
ties, partially occluding them, and being partially occluded by them. Beyond the windows, 
doors, and over the façades are layers of virtual urban obstructions that strategically block 
where you can perceive and engage a target or where threats can spot you. The programmed 
unpredictable behaviors of virtual hostile forces or panicked civilians can come from any-
where in a four block diameter; from the building tops; within roaming vehicles (manned 
and unmanned); and hidden behind crates and doors. The soldiers must be aware of every 
potential threat and evaluate their optimal positions and movements with speed, accuracy, 
and lethality. Hiding behind a crate may be the only way at first to be truly safe. 
The use of hybrid chroma-keying provides additional registration accuracy for the layering 
of real and virtual assets. A two-tiered surround sound system provides 3D ambient and point 
source simulation without the need to cover the ears with headsets, thereby allowing for 
interaction with live audio including firearms and communications with peers via radio or 
in person. The multi-tiered audio allows for the registration of sound in multi-storied build-
ings critical to a soldier’s acoustical situational awareness (Hughes, Thropp, Holmquist, & 
Moshell, 2004). The reliance on just visual cues can be fatal due to the fact that you cannot 
see behind your head, around or through walls, but you can hear. When response times can 
be measured in split seconds, the training of a soldier’s acoustical faculties are as important 
as the visual. Traditional entertainment audio assets and sound systems do not account for 
the range, subtleties, or depths of realistic acoustical landscapes (Hughes et al., 2005). 
Unlike your typical first-person shooter video game where your view, aim, and direction of 
movement are the same, within MR MOUT you have a dynamic range of movement similar 
to live training. You have three axes of complex action (viewing, aiming, and moving), which 
are operating in three different axes simultaneously. Virtual content is no longer confined 
behind embedded projection screens, nor are you separated, as in a VR HMD, from the 
physical passive haptics and the tangible interaction with your weapon. Other live soldiers, 
trainers, or opposing forces can join your space. Integrated with vehicular and constructive 
simulation, other players working from other simulators can engage your position. Virtual 
entities can engage and affect real entities and vice versa. The entire training session can be 
captured, replayed, and evaluated by behind-the-scenes trainers who can leverage multiple 
views (e.g., taking an observer view or positioning themselves as a virtual terrorist opposing 
your character) just as one would in a multi-player video game.

Lessons Learned

The MR MOUT project was an ambitious creative leap to what we feel MR should and 
could be. That is why it is still under development. Yet its evolution constantly feeds our 
other studies. For MR to work effectively, everything live and inanimate must be tracked 
and rendered as either a visible or occluding object. This real-time manipulation of data 
can be captured replayed, and used to analyze and measure performance. This capability 
has led to our formulating a concept we call human experience modeling that combines the 
capture, simulation and analysis aspects of a full experience to perform after action review 
(ARR) and to create novel visualizations of aggregate data that can impact training as either 
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a 3D immersive replay or a visualization of interactions not revealed in the heat of battle. 
This concept is further explored with the experience called MR Kitchen that uses MR to 
enhance cognitive rehabilitation.
As we transfer the lessons learned to other applications, the emphasis transfers from technical 
accuracy and refinement to the ability to tell a good story or play a good game. The power of 
interactive entertainment cannot be underestimated. However, in serious applications with 
life and death consequences, it needs to be used as a means and not as an end. Evolving 
artistic conventions are used more for impact than they are for expression. The value of MR 
MOUT comes in being able to measure the impact in human performance.  

Mixed.Fantasy.Continuum:.Interplay.Conventions.

Once the technology is incorporated within an integrated system, the creative Interplay 
Conventions begin to evolve to drive an immersive, interactive, and non-linear scenario 
both technically and creatively. Where modern conventions of cinema and video games are 
designed to remove you from reality, there is a need to tap traditions of live theater that have 
embraced the physical venue in context to the creative content. From the classical theory 
of mimesis2 to contemporary video games, it is the author’s alchemy of the mind, media 
and matter that produces the magic of simulation (Figure 4). (I) The MIND creates a vision 
(invento) that is artistically crafted (poiesis) (II) in the form of a MEDIA (mimenta) designed 
to skillfully render (techne) (III) for the reception of the audience as MATTER (mimema) 
and their imagination. (IV) With interactive entertainment, even the level of engagement 
or causality becomes a spectrum of creativity. 
Unlike recorded media, we must also design the causality that builds the audience’s invest-
ment within the story world (Mott, 2005). In passive media, the performance is from another 
time and place and the audience merely absorbs. In an engaging live theater, the audience 
presence is proximate to the performance and influences the delivery. Theme park rides are 
active where the audience participates even if they are linear. Video games are reactive 
where one chooses, but everything has already been created. Role playing games, on the 
other hand, are truly interactive where the audience contributes to the story. Ultimately, 
you have experiential where the audience lives the experience. Prior to the convergence of 
real-time simulation, technology limited an artist to one level of causality or another. Now 
it becomes an entire creative spectrum from which to work with and discover its impact to 
apply to the procedural interactive story engine.
In driving the MR story engine, it is necessary to be able to create a combat mimema (sin-
gular form of mimesis) that could also build a climatic story arc. This required the creative 
conventions and heuristics of video games combined with techniques of interactive theater 
and military rules of engagement to achieve the emotional intensity to train and evaluate a 
soldier’s competencies while under pressure. Where story is usually considered passive and 
linear, we need to author the program with dramatic structure within the dynamic mechanics 
of a scenario script.
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Case.Study:.Entertainment

Entertainment has defined most of the emerging forms of media technology throughout history 
by providing an appealing introduction of novel possibilities for an unsuspecting audience. 
When a new capability like MR emerges, entertainment can be the ultimate qualifying factor 
in its ability to be applied to other mainstream applications. It is also compelling entertain-
ment content that sparks market demand for the technology and drives the adoption across 
diverse applications. Unfortunately, entertainment is a reluctant adopter of new technology. 
This has forced major consumer electronics manufacturers to become entertainment firms 
to help drive the adoption of new technological products (Sony, Microsoft, Apple, etc.). 
The easier way to introduce new technology is not to create an entirely new model, but to 
reinvent an existing model. In this way, you disguise a potentially disruptive technology as 
an acceptable innovation. Our quest to transform MR into a successful entertainment con-
cept was a “solution looking for a problem.” We needed to look for just the right problem 
to exemplify the unique qualities of MR to mainstream audiences.
With the convenience and economy of online shopping, traditional “bricks and mortar” busi-
nesses need to rethink the experience of shopping for their customers to stay competitive. 
They need to draw customers not only by their selection of goods, but with the entertainment 
experience of shopping itself, creating what has been coined “retailtainment.” 

Figure 4. The Mimesis of Mixed Reality shows the relationship between classical theories 
of Mimesis with Mixed Reality Continuums and the levels of causality used as a foundation 
for next generation InterPlay Conventions. (©2006 Media Convergence Laboratory/UCF, 
used with permission)
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“The more time someone spends in a mall, the more stores they will visit and the more they 
will buy” (Underhill, 2004). Adapting the advances developed with MR MOUT allows us 
to bring the extreme experience of a destination theme park to a local mall. 

Invention.to.Innovation:.Solution.Looking.for.a.Problem

Our partners, experts in retailtainment, Brand Experience Laboratory (http://www.brandex-
periencelab.org/), brought a challenge for us to solve with MR. Their client, MGM needed 
to market their brand and each variation of their franchises in different retail outlets. They 
needed to sell feature films in the movie theaters, games in the game stores, videos in the 
video store, merchandise in the merchandising stores, and theme park vacation packages 
through travel agents. How could they find one vehicle to do all this at the place where 
customers can actually buy all of these products when they have the propensity to spend? 
Naturally, the shopping malls are where theaters and stores exist that sell all forms of en-
tertainment, and where the customer is primed and ready to buy on impulse. The challenge 
was to construct an experience that could sell all forms of entertainment for all franchises. 
They requested content that feels like you are in a film; engages you like your favorite video 
game; and immerses your whole family in the experience like a theme park. This transformed 
into TimePortal an experiential movie trailer (Figure 5).
As an entertainment company, MGM can spend as much on marketing a film as they do 
on the production itself. The high-risk, big profit potential is too crucial not to emphasize 

Figure 5. Concept art for MR TimePortal, an experiential movie trailer to market MGM 
entertainment franchises in malls as retailtainment. Multiple levels of interactivity hook 
diverse participants and increase attendance capacity and through-put. (©2006 Media 
Convergence Laboratory/UCF, used with permission)
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marketing. Most marketing is based on the media where it is distributed. Like new movies, 
it was in the form of a “movie trailer,” a quick synopsis of the story premise presented in 
the theater to set up expectations to see the film. Yet the emphasis of movie trailers now 
needs to go beyond just selling films. Even though films only represent a niche market of 
$10 billion dollars, they drive the entire $100 billion dollar entertainment market. What 
sells a film needs to also sell videos, music, television, games, merchandise, and amusement 
attractions. For the movie studio, the investment made in marketing needs to sell the whole 
franchise, not just the movie. As entertainment companies, studios also need to sell all of 
their franchises in the form of brand experience marketing. 

The.Challenge:.Retailtainment.Experience

To market an entire entertainment franchise within an experiential venue, like a shopping 
mall, meant that the solution needed to appeal to the entire family (cross-demographic), 
competing within a highly competitive marketing environment that must demand the atten-
tion of the shopper in order to sell the product. With marketing, the first advantage of MR is 
that novelty sells. However, as just a head mounted experience, it could not draw a major-
ity of the crowds. With only the MR HMDs, the experience would shut out the bystanders 
capturing only a fraction of the audience. In addition, the operation of placing HMDs on 
and off guests was too time-consuming and labor intensive to be considered. A new form 
of display and interaction was needed to address different levels of interaction with a larger 
amount of peripheral players and spectators. 

Levels.of.Interactivity:.Divers,.Swimmers,.and.Waders

The important aspect of experiential entertainment is that not everyone wants the same 
experience. However, they don’t want to feel cheated by making the wrong choice and not 
getting the best experience that is suited for them. To accommodate a wide variety of needs 
with the same content, different levels of interactivity and immersion need to be provided. 
In designing theme parks worldwide, one realizes that there are distinct types of attendees 
who like different levels of experiences. These levels are known in the industry as swimmers, 
divers, and waders. The key is to provide each level with the appropriate entertainment value 
for their investment of time, money, and risk. Divers making up about a fifth of any audience; 
they will jump right into the center of attention and gear up in the MR HMD. Swimmers 
would rather participate via the portal view; they are not willing to mess up their hair for 
the HMD or look silly. Waders just like watch others having a good time. In this case, we 
needed to make the whole environment come alive with action and special effects.
The content needs to be designed with all three levels of interactivity as options, uncharac-
teristic of Hollywood style entertainment, where one size fits all. Each level of interactivity 
operates at different capacity and throughput. Where one diver’s experience is typically two 
minutes, there could be two swimmers interacting during the same time with a peripheral 
audience of waders equaling two to eight spectators in the same time period. 
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Lessons Learned

At the 2003 international SIGGRAPH conference’s commercial exhibition, the model was 
tested. It was intended to draw a significant crowd and sustain the anticipated capacity and 
throughput with interchangeable content (Figure 6). 
When the content was not in operation (e.g., during changeover) the crowd immediately 
dispersed. For an industry where capacity is king, MR is able to expand capacity and 
throughput as well as provide Web cast of the experience or competition. However, until the 
MR HMDs are in higher supply and more ruggedly built at a lower cost, the fully designed 
experience is impractical. 
The next challenge was to see if this model could go beyond merely amusing and transfer to 
more challenging markets and work beyond the novelty and provide a significant functional 
innovation (Moore, 1991). This made us examine a more economical form of the experi-
ence without the use of the HMD. This led us to an even more challenging application for 
informal education or Edutainment.

Mixing.Realty.Conventions:.Interface.to.Interplay

It is easy to say you will make an entertainment experience “feel like a film, play like a game, 
and immerse families like a theme park,” but the realities are that the structure of stories, 

Figure 6. At the 2003 SIGGRAPH conference, TimePortal showcasing multiple MR displays 
including Canon’s MR HMD and MR Kiosk created with Elumens Vision Domes and Canon 
fisheye cameras, with magnetic tracking by polhemus FastTrack. (©2006 Media Convergence 
Laboratory/UCF, used with permission)
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games, and free-play are very different forms of entertainment even though they are made 
up of the same components of emotions and fantasy. 
When designing MR experiences, we not only needed to bring story, game, and play to-
gether, but needed to leverage each to provide an overall heightened experience (Figure 7). 
(a) The emotional power (Pathos) of the story provides the invitation to draw the audience 
into the experience and apply their imagination. (b) The irresistible simplicity of play invites 
physically interaction (Participatory). (c) The mixed reality engine gives us the power of 
game mechanics (Procedural) to invite the virtual world of media to integrate with both our 
physical and imaginary worlds leading to social interactivity. Instead of being distracted by 
an explicit graphical user “interface” to structure usability, the concept of “interplay” inte-
grates complex environments, relationships, and behavior using story, games, and free-play. 
Janet Murray (1997) similarly frames the future of interactive narrative in what she calls 
the multiform story, which is composed of the audience’s participation with the computer’s 
procedure, for mediation of the encyclopedic ingredients of the story world including its 
environmental navigation of immersion.

Story.World:.Stories.Engaging.the.Mind.with.Pathos

The user is motivated in proportion to the ability of the author to make the audience empa-
thetic with the characters (McKee, 1997), so much so that the audience is immersed within 

Figure 7. InterPlay Conventions of story, play, and game relating the Mixed Reality Con-
tinuum to the pathos, participatory, and procedural aspects computer generated scenarios. 
(©2006 Media Convergence Laboratory/UCF, used with permission)
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the presence of that character and will be compelled to go wherever or do whatever the 
author of story directs them to do. The empathy is achieved through emotion. The emo-
tion or pathos of the audience is engaged by the story flow that motivates their interplay 
between intriguing characters in context with dynamic worlds, and driven by escalating 
risks in events that then help transform the character and achieve an emotional catharsis, 
or the intent of the author.

Playground:.Toys.Engaging.Matter.with.Participation

Interactivity is inherently physical. When it asks us to participate, we must act by walk-
ing into, triggering effects, or reacting to stimuli. Play interfaces mediate the real world to 
incorporate participation with the virtual and imaginary worlds. Play intuitively engages 
the entire body and its full range of sensory perception and visceral kinesthetic interaction, 
just as a playground or a toy does. Where passive media disengages the body in order to 
work, future interactive media must engage the audience by inviting participation within 
play (Wirth, 1994). 
The structure of free-play involves the cause & effect that leads to consequences. It defines 
the immediate interaction and exchange that the users employ to understand and participate 
meaningfully with their surroundings. There are no rules in play, nor are there winners or 
losers. It drives the curiosity of the users and draws them deeper into the flow of game and 
story play. 

Playing.Field:.Games.Engaging.the.Media.with.Procedure

Where play drives the participation of the user and defines the user’s interface (UI), some-
thing must drive the procedure of the overall computer. The art of game mechanics is used 
in video games at a basic level of simulated mediation. Game developers use the construct 
of rules, tools, and goals to motivate and process the exchange between real and virtual 
behaviors. 
Goals are set to prompt a challenge for the user to engage the media. The construct of rules 
is for the player to act and the machine to respond accordingly, providing increasing intensity 
with persistent and non-linear outcomes and increasing interest. Tools are created to empower 
the user’s influence that is motivated by the goals that are established. 

Case.Study:. Informal.Education

The strength of an innovation like MR rests in its ability to transfer across diverse applications. 
For military training, it was able to render rich and complex cross-domain immersion. For 
entertainment, it was able to draw a crowd and entertain a wide variety of users. But, how 
will MR transfer to a venue such as informal education? Community learning centers such 
as the Orlando Science Center need to compete with not only the sophistication of national 
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museums such as the Smithsonian Institution, but with destination theme parks such as Walt 
Disney World and Universal Studios as well. On a fraction of the budget and a minimum 
ability to support complex technology, can the use of MR in informal education prove to 
be as if not more successful as the entertainment or military projects? 
Our target application, the Orlando Science Center’s Dino Digs exhibit, was not perform-
ing up to expectations. Although it is well-designed aesthetically, it became stale over time 
and unable to change. A cornerstone of the science center when the exhibit first opened five 
years ago, it showcases large and impressive prehistoric fossil displays. Yet when people 
come through the doors, it does not take long for them to walk right back out. “There is 
nothing to do,” said one kid, “This is boring, let’s go,” said another. Although there is plenty 
to learn on the detailed information plaques, most people do not bother to read them. The 
center’s CEO had few choices to solve this problem. He could leave it as is and lose money, 
because it would still cost him to staff it, maintain it, heat, cool, and clean it. He could gut 
the exhibit and start over, but risked the chance of getting complaints about losing a land-
mark. In addition, the cost to redesign and build a new exhibit took more capital than was 
available. He could fill the empty space with a rented exhibit, but that venture usually costs 
as much as it earns. With either choice there is a lot of work and investment without much 
return. He needed a third option to avoid capital expense of redesign, or rebuilding, but that 
also increased the educational and entertainment value that would bring more people in, 
have them stay longer and come back on a regular basis. What could MR do to augment the 
experience to enhance the educational and entertainment value and draw more attendance? 
Could the experience draw more people more often with minimal cost and infrastructure, 
and change the whole economic model for museum redesign? If applied on a larger scale, 
could it be a model for the whole industry?

MR.Sea.Creature.Learning.Experience

As you enter the exhibit called Dino Digs, you are surrounded by prehistoric fossils in an 
attack position ready to devour you. Prior to incorporating mixed reality, there was little 
else to do besides read the information panels and play in some sand. The challenge was to 
spark viewers’ interest in order to motivate them to learn more and perhaps even read the 
plaques to inspire learning back home or in the classroom. 
In the expanded exhibit, parents or kids could peer through the MR portal (Figure 8) see-
ing a live video feed of the museum beyond, augmented with virtual content including a 
digital docent. These characters, some from live capture and others from computer gener-
ated animation, explained or demonstrated the significance of items in the exhibit. After 
the introduction, the venue was virtually flooded with water as seen through the portal. 
Prehistoric marine reptile fossils grew muscle and skin and came alive to swim around the 
exhibit. Users had multiple views from which to interact with the environment. Through the 
portal, one had a stationary augmented reality view with water and dinosaurs overlaying the 
exhibit and other guests. Occlusion models allowed for virtual content to flow around exhibit 
features, moving and disappearing behind and in-between structures. On the user’s control 
panel, a trackball operated a virtual, unmanned underwater vehicle to explore the exhibit 
space for artifacts. A monitor in the podium displayed a virtual telepresence viewpoint of 
the underwater vehicle in order to guide the user through the exhibit to find artifacts. This 
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would occasionally toggle to the laboratory where the paleontologist guided participants 
from his laboratory. The monitor also contained a heads-up display with readings of health, 
cargo, research references, and other data. A simulated radar signal identified the spots where 
interesting artifacts could be found. This encouraged further investigation of the real exhibit 
to score better on the virtual expedition.
The experience guided participants through the physical exhibits to make the activity that 
much more realistic. The display provided for activities for participants to work together, 
enhancing the relational aspects of the experience. The experience revealed that Florida 
was underwater during the Cretaceous Period when prehistoric reptiles swam the earth. 
The flooding was not only a dramatic movement for the participants; it also drove home the 
relevance that the events took place right where viewers were standing.

Validating.the.Design.

During a one-month field study, a third party evaluator from the Text & Technology Doctoral 
Program at the University of Central Florida observed the exhibit, conducting interviews 
of the participants concerning the educational and entertainment value of the MR experi-
ence. They observed duration of interaction, surveyed the propensity for repeat visits and 
patronage of similar exhibits. The results showed that younger guests extended their exhibit 
stay beyond ten minutes and up to 30 minutes, or often until their parents pulled them away. 
The game encouraged exploration of other parts of the exhibit, typically to become better 
at the game play (Hughes et al., 2005). The most encouraging observation was how much 
the imagination of the audience was able to extend beyond the virtuality to areas that had 
no technology. Some children during the experience chose to pretend to swim through the 
hall vs. walking. 

Figure 8. Users using mixed reality kiosk with content example for Sea Creature’s Journey 
field testing at the Orlando Science Center’s Dino Digs exhibit. (©2006 Media Convergence 
Laboratory/UCF, used with permission)
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The experience was evaluated for two weeks with more than 500 guests participating in 
the activity. Evaluations revealed that more than 80% of a random sample of 50 guests 
surveyed either agreed or strongly agreed that MR enhanced the entertainment experience, 
added educational value, enticed them to visit similar exhibits, and encouraged extended 
and repeat play (Figure 9). This means that MR not only provided a better experience for 
guests, but enhanced the potential economic performance of the exhibit.

Lessons Learned

Mixed reality is able to provide a critical option for museums that allows exhibits to not only 
keep up with the latest techniques of entertainment in video games, but also incorporate the 
latest scientific visualization techniques being used regularly by scientists. MR can allow 
the constantly changing world and advancing scientific knowledge to be directly reflected 
within learning institutions by having a vehicle to showcase simulated models of actual sci-
entific phenomena drawn from current research. The video see-through technology provides 
a method to transfer insights from exhibit experiences into the home and classroom. MR 

Figure 9. MR Sea Creature’s pilot test results show a significant increase in the entertainment 
and educational value with increased duration time and likelihood of repeat visit (©2006 
Media Convergence/UCF, used with permission)
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expands the value of the unique artifacts of an institution’s collections, as well as provides 
a continuous flow of new content to keep a museum’s offerings fresh and relevant. All of 
this provides means for an industry struggling to survive financially to transform itself so 
it can compete with the growing amount of leisure activities. 
Mixing realities provides a platform for the parent to become an active mentor and inspira-
tion within the learning experience. With your parent being the most important teacher in a 
child’s life, where does the parent learn to be a teacher? What if MR in community-learn-
ing centers can become the prime location for parents to learn and play the role of teacher 
with the help of dynamic augmentation of physical experience? The use of the MR portal 
allows one-to-one interplay, challenges, and explanations between parent and child. In the 
traditional exhibit, a parent cannot read information plaques fast enough to either entertain 
their children or keep up with questions. With the display of passive video, there is no 
opportunity for the parent to participate within the learning experience. In contrast, with 
a multi-participant interactive game, the MR learning landscape can be explored together 
with enough engagement to keep the attention of the child, while allowing enough time for 
the parent to become the guide. 
These results speak to the economic impact. By enhancing the exhibit with augmented real-
ity, museums can keep a valued collection and periodically supply new experiences without 
any capital improvements. Enhanced games and content can provide added value as a rental 
facility. The video based technology also allows for unique photo opportunities for guests 
to purchase at events or email to friends as a promotion. 

Interplay.Conventions:.......................................................
Linking.Story,.Play,.and.Game.into.Learning.Experiences

The traditional graphical user interface with either virtual content or physical plaques in 
museums tends to disrupt the playful and active flow of discovery. The distinct and sometimes 
disruptive inquiry based interaction with multiple-choice answers and fixed branching limits 
the imaginative play and personal exploration of an experiential venue. With all the types 
of interaction (physical, social, cognitive) happening at once, the notion of “conversational-
ity” is needed in the next generation of interface interaction. It will need to be more subtle 
and implemented with more casual interruptions, responsive questions, implicit utterances 
and peripheral gestures to indicate understanding and propel deeper engagement (Laurel, 
1993). The convention of interactive entertainment provides a very intuitive process for this 
exchange. However, the introduction of entertainment can be controversial when applied 
to education. 
Working with the Communicative Disorders Laboratory at UCF’s College of Health and 
Public Affairs, we started to construct a content framework that sequentially incorporated 
entertainment structures of story, play, and game as a complete learning engagement. In 
Figure 10, we have the same underlying story, play, and game interplay diagram as it ap-
plies to this learning framework. (1) The emotional impact of story allows us to create a 
relevant connection to hook the user and answer the prime question, “why should I care?” 
If the story is successful, the guest’s curiosity will be sparked and the audience will begin 
to inquire. (2) The inquiry validates the success of the story. (3) The set up of a playful 
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environment that invites users’ participation based on their curiosity validates the success of 
the inquiry. Without the pressures of winning and losing, the user is provided with enough 
stimulus and response to understand the properties and concepts being presented in the 
simulation. (4) The play provides the basis for understanding, and if successful, inspires 
creativity in recombining the learned elements in unique and novel ways. The successful 
creative process validates the foundational learning from successful play. (5) The play and 
creativity process is validated when it leads to a higher level of critical thinking where one 
starts to set up experiments with the elements of games (goals, rules, and tools). (6) Game 
play naturally brings in the process of sharing with multi-players demonstrating confidence 
in mastering the subject matter and culminates an experience with social interaction. The 
process that is driven by the succession of story, play, and game building engagement, and 
the level of interactivity provides a powerful tool in helping change attitudes in education 
to increase motivation in learning. 

Future.Work:.Human.Experience.Modeler

The emphasis on media has been mostly focused on the display and interaction of sensory 
stimulation. With the extent and precision of tracking and modeling of all the realities and 

Figure 10. The InterPlay Convention as it is applied to informal education utilizing the use 
of story, game, and play to engage in physical, emotional, and social interactivity (©2006 
Media Convergence Laboratory/UCF, used with permission)
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interactions, that data can be captured to a high degree of detail. This captured data can 
then be replayed, reviewed, and analyzed to rapidly evaluate participant performance. Rapid 
analysis and replay can significantly improve rehabilitation practices and effectively transfer 
training into practice. 
In pilot tests, we prototyped a multi-purpose human experience modeler for cognitive reha-
bilitation (Fidopiastis et al., 2005) to explore how mixed reality can capture, replicate, and 
analyze human behavior for real-time feedback and adaptation to improve human perfor-
mance (Figure 11). Our work with cognitive scientists, team performance specialists, and 
human factors engineers has led to our developing a multi-purpose integrated system that 
has provided understanding and insight on how people perform a variety of tasks, hopefully 
leading to improved methods and performance in all aspects of life. Applications are now 
expanding into elite sports training, design & manufacturing, advanced decision support 
systems, and intelligent security systems.

Conclusion

Invention.into.Innovation:.Capabilities.into.Possibilities

The transition from invention to innovation goes beyond merely bringing a product to market. 
It involves applying new technology so that it can change participants’ lives. This is even 

Figure 11. Human experience modeler capturing, simulating, and analyzing human per-
formance with cognitive rehabilitation for retraining of daily activities for traumatic brain 
injury patients (©2006 Media Convergence Laboratory/UCF, used with permission)
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more significant than the invention itself. It transitions technical capabilities into creative 
possibilities by conducting in-depth development, experimentation and refinement within 
each application to understand how the invention can be best enhanced and exploited. 
The power of mixed and augmented reality in the future will be greater than all existing 
media forms put together. This is mostly because MR is the convergence of all previous 
media forms. It involves making creative leaps incorporating ancient traditions and inventing 
new conventions. We have not yet found an application from which mixed and augmented 
reality has not been able to benefit.
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Endnotes

1  Reflective or representative of actuality or reality of human experience (derived from 
Aristotle’s concept of mimesis or imitation).www2.cumberlandcollege.edu/acad/eng-
lish/litcritweb/glossary.htm

2  The classical concept of mimesis (Sörbom, 2002) defines the reflective or representa-
tive reality of human experience. They distinguished the virtual world as the artistic 
Media (a painting of Pegasus for instance) that represents both the physical Matter 
in the real world (a horse and a bird) as well as the vision of the artist (the mythical 
character). Artistic and technical methods were used to translate this idea from one 
form or reality to another. The artistic convention of the Mixed Reality author needs 
to use them to merge realities together.
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Chapter.XVII

Social.and.Physical.
Interactive.Paradigms.

for.Mixed.Reality.
Entertainment

Adr�an Dav�d Cheok, Nat�onal Un�vers�ty of S�ngapore, S�ngapore

Abstract

In this chapter, we explore the applications of mixed reality technology for future social and 
physical entertainment systems. Throughout the case studies that will be presented here, 
we will show the very broad and significant impacts of mixed reality technology on variety 
aspects of human interactivity with regards to entertainment. On the technological aspect, 
the various systems we would be touching on incorporated different technologies ranging 
from the current mainstream ones such as GPS tracking, Bluetooth, RFID to pioneering 
researches of vision based tracking, augmented reality, tangible interaction techniques 
and 3D live mixed reality capture system. We will discuss each project in detail in terms 
of their motivations and requirements of the particular application domain, their system 
description and design decisions, as well as their future impacts on the human social and 
physical entertainment field.
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Introduction

Recently more and more people realize that entertainment is a key driver for development 
of technology. There has been a lot of recent research put in the entertainment industry 
and it has grown dramatically as a topic of research interest. However, there is still a big 
gap to achieve physicality, mobility, tangible, social and physical interaction for people’s 
entertainment. The main deficiencies of present entertainment systems is that they make 
people involved in the play passively and partially due to limited kinds of screen-based 
interactions imposed by the mouse button or key click (Hall, 1994) and also large lack of 
social physical interactions between humans and computer entertainment systems.
We believe that social and physical interactions are new paradigms that outline the vision of 
the next generation of entertainment. Researchers and developers can provide these interactions 
through employment of technologies such as mixed reality and ubiquitous computing. We 
have found that those new genres of technology provide much greater degrees of freedom 
than current entertainment systems, and will describe a resultant development of five novel 
research prototype systems.
In this chapter, we describe how 3D images and graphical interactions using the principles of 
mixed reality support the creation of novel ubiquitous computation computing in the developed 
systems of Magic Land, Human Pacman, Age Invaders. With these systems, there are three 
main features presented in this chapter. Firstly, the players physically and immersively role-
play in the game playing, as if a fantasy computer digital world has merged with the real 
physical world. Secondly, users can move about freely in the real world whilst maintaining 
seamless networked social contact with human players in both the real and virtual world. 
Thirdly, it also explores novel tangible aspects of physical movement and perception, both 
on the player’s environment and on the interaction with the digital world.
The structure of the remaining part of the chapter is as follows: In the following section, 
we describe some keys of entertainment and previous research works for mixed reality 
and wearable computer entertainment. Following, we detail new paradigms of social and 
physical interactive entertainment using mixed reality, ubiquitous computing etc. Finally 
conclusions are drawn in last section.

Background

Entertainment as an end-product is amusing; as a tool it is powerful. The power of 
entertainment stretches far beyond venues for amusement (Stapleton, Hughes, & Moshell, 
2003). As mentioned before, entertainment is a key driver for development of technology. 
It is able to excite, motivate, satiate, communicate, and inspire. With powerful functionality 
of entertainment, it is being applied to all aspects of life from learning, training, designing, 
communicating and collaborating everywhere. Nowadays, present entertainment focuses 
the user’s attention mainly on computer screens or 2D/3D virtual environments, rather than 
interactions between humans. Physical and social interaction is constrained, and natural 
interactions such as gestures, body language and movement, gaze, and physical awareness 
are lost (Mandryk & Inkpen, 2001).
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Today’s mainstream entertainment revolves around interactivity. Gone are the days when 
people were satisfied with passive forms of entertainment as provided by television and 
cinema. People today enjoy entertainment they can control, and experience in which they 
are full involved. In fact, not only do they want such entertainment, people want to enjoy it 
together with family and friends. As shown in a certain survey (Association, 2002), one of 
the top reasons why game players like to play games is that game playing is a social activity 
people can enjoy with family and friends. With advancement in networking technology, social 
gaming has gained popularity since the introduction of networked games (Association, 2002). 
Networked games overcame the barrier of distance, enabling real people to play against each 
other over large areas. After all, there is no opponent like a live opponent since no computer 
model will rival the richness of human interaction (Crawford, 1998). According to a recent 
study by Nezlek (Nezlek, Richardson, Green, & Schatten-Jones, 2002), enjoyable and 
responsive interactions increase life satisfaction scores among people. However, there is a 
big deficiency for network game because people can not have physical interactions between 
each others. Natural interactions such as behavioral engagement and cognitive states are 
lost during entertaining. Thus with the power of Mixed Reality providing us with the ability 
to combine the fantastical worlds of the imagination through virtual reality and seamlessly 
merge them with the compelling aspects of reality can bring players in physical proximity 
for interaction and help players regain lost natural interactions because humans enjoy being 
physically together, and socially interacting with each other (Bowlby, 1983).
Using mixed reality technology in entertainment is an exemple of ubiquitous human media 
(Dourish, 2001). Thus, we believe that ubiquitous human media is a next generation computing 
paradigm that involves the elements of ubiquitous computing, tangible interfaces and 
interaction and social computing for mixed reality entertainment. In this way, it moves the 
computer interface away from the traditional keyboard and mouse and into the environment, 
supporting the more social and physical interactive behavior. Furthermore, ubiquitous human 
media foresees that the future of human-computer interaction will lie in an interface to 
computing that appears throughout our physical space and time. Thus, humans as physical 
beings now actually become situated inside the computational world.
The three important research paradigms on which ubiquitous human media is founded, are 
Weiser’s ubiquitous computing (Weiser, 1991), Ishii’s tangible bits or “things that thinks” 
(Ishii & Ullmer 1997), and Suchman’s sociological reasoning to problems of interaction 
(Suchman, 1987). Related research in social and physical mixed reality entertainment can 
be studied in an overview paper, and due to space constrains, they are not repeated in this 
chapter (Magerkurth, Engelke, & Memisoglu, 2004). With ubiquitous human media, we 
present several prototype systems in this chapter to show how people are fully involved in 
social and physical interactions for entertainment. In the following sections, we will describe 
these systems in detail.

Magic.Land

System.Concept.and.Game.Play

Magic Land (Farbiz et al., 2005; Nguyen et al., 2005; Prince et al., 2002) is a mixed real-
ity environment where 3D Live (Prince et al., 2002) captured avatars of humans and 3D 
computer generated virtual animations play and interact with each other. It demonstrates 
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novel ways for users in real space to interact with virtual objects and virtual collaborators. 
Using the tangible interaction and the 3D Live human capture system, our system allows 
users to manipulate the captured 3D humans in a novel manner, such as picking them up 
and placing them on a desktop, and being able to “drop” a person into a virtual world using 
users’ own hands. This offers a new form of human interaction where one’s hands can be 
used to interact with other players captured in 3D Live models.
After the user is captured inside the system, he or she can go to the interactive room to play 
with his or her own figure. The interactive room consists of three main components: a menu 
table, a main interactive table, and five playing cups. On top of these tables and cups are 
different marker patterns. A four cameras system (ceiling tracking system) is put high above 
the main interactive table to track the relative position of its markers with the markers of the 
cups currently put on it. The users view the virtual scenes and/or virtual characters which will 
be overlaid on these tables and cups via the video-see-through head mount displays (HMD) 
with the Unibrain cameras mounted in front and looking at the markers. The system obtains 
images from this Unibrain camera, tracks the marker pattern on these images, calculates 
the position of the virtual viewpoint, generates a novel view of the captured subject from 
this viewpoint and then superimposes this generated view to the images obtained from the 
Unibrain camera and display it on the HMD.
The main interactive table is first overlaid with a digitally created setting, an Asian garden 
in our case, whereas the cups serve as the containers for the virtual characters and also as 
tools for users to manipulate them tangibly. There is also a large screen on the wall reflect-
ing the mixed reality view of the first user when he/she uses the HMD. If nobody uses this 
HMD for 15 seconds, the large screen will change to the virtual reality mode, showing the 
whole magic land viewed from a very far distant viewpoint.
An example of the tangible interaction on the Main Interactive Table is shown in the Figure 
1. Here we can see a user using a cup to tangibly move a virtual panda object (left image) 
and using another cup to trigger the volcano by putting the character physically near the 
volcano (right image). Although cables and HMD will constrain the mobility of the user, the 
user can view the scene from different angles and distances to have full 3D view of scene.
The menu table is where users can select the virtual characters they want to play with. There 
are two mechanical push buttons on the table corresponding with two types of characters: 

Figure 1. Tangible interaction on the nain table: (left) Tangibly picking up the virtual object 
from the table; (right) trigger of the volcano by placing a cup with virtual boy physically 
near to the volcano
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the human captured 3D LIVE models on the right and VRML models on the left. Users can 
press the button to change the objects showed on the menu table, and move the empty cup 
close to this object to pick it up. To empty a cup (trash), users can move this cup close to 
the virtual bin placed at the middle of the menu table.
In the Figure 2, in the left image, we can see a user using a cup to pick up a virtual object; 
at the edge of the table closest to the user are two mechanical buttons. In the right image 
we can see the augmented view seen by this user. The user had selected a dragon previously 
which is inside the cup.
After picking up a character, users can bring the cup to the main interactive table to play 
with it. Consequently, there will be many 3D models moving and interacting in a virtual 
scene on the table, which forms a beautiful virtual world of those small characters. If two 
characters are close together, they would interact with each other in the pre-defined way. 
For example, if the dragon comes near to the 3D LIVE captured real human, it will blow 
fire on the human. This gives an exciting feeling of the tangible merging of real humans 
with the virtual world.
As an example of the interaction, in the Figure 3, we can see the interaction where the 
witch who is tangibly moved with the cup turns the 3D Live human character which comes 
physically close to it into a stone.

Figure 3. Main table: The witch turns the 3D LIVE human which comes close to it into a 
stone

Figure 2. Menu table: (left) A user using a cup to pick up a virtual object; (right) augmented 
view seen by users
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System Design 

As shown in Figure 4 (it is a simple diagram, please check the details in Nguyen et al., 
2005), the software system of Magic Land consists of five main parts: 3D live recording, 
3D live rendering, main rendering, ceiling camera tracking, and game server. Beside these 
parts, there is a sound module that produces audio effects including background music and 
interactive sounds for the whole system. In this system users can record their live model 
for playback.

Human Pacman

System Overview

Human Pacman (Cheok et al., 2003a, 2003b, 2004) is a novel mixed reality interactive 
entertainment system that ventures to embed the natural physical world seamless with a 
fantasy virtual playground by capitalizing on infrastructure provided by mobile computing, 
Wireless LAN, and ubiquitous computing. We have progressed from the old day’s 2D arcade 

Figure 4. System setup of Magic Land
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Pacman on screens, with incremental development, to popular 3D game console Pacman, 
and the recent mobile online Pacman. Finally with our novel Human Pacman, we have a 
physical role-playing computer fantasy together with real human-social and mobile-gam-
ing that emphasizes on collaboration and competition between players in a wide outdoor 
physical area that allow natural wide-area human-physical movements.
The main concepts of the game are first given in terms of team collaboration, ultimate 
game objectives, and the essential nature of the game’s playground named Pac-World. The 
players are assigned to two opposing teams, namely the Pacman team and the ghost team. 
The former consists of two Pacmen and two Helpers; correspondingly, the latter consists of 
two ghosts and two helpers. Each Pacman\ghost is in coalition with one helper, promoting 
collaboration and interaction between the users. As a new character introduced into Hu-
man Pacman, helper acts as an intelligence, advisor, and coordinator for her in her quest 
for achieving her goal. The real-time position of each mobile user is sent periodically to 
the server through wireless LAN. To enhance the gaming experience for both Pacman and 
ghost, the players in the physical world with wearable computer are not able to see enemy 
mobile units. Therefore the helper, who is in VR mode and see all, guides her partner by 
messaging her with important information. This promotes collaboration and interaction 
between humans through the internet.

System Design 

Human Pacman system features a centralized client-server architecture that is made up of 
four main entities, namely a central server, and client wearable computers, helper laptops, 
and Bluetooth embedded objects. Wireless LAN serves as a communication highway between 
the wearable computers, the helper computers (laptops), and the server desktop computer. 
Figure 5 shows the top-level system design overview of Human Pacman.
Physical location and players’ status updates are sent from the client wearable computers to 
the server every 10 ms to 21 ms, depending on the processing load on the client. The server 
maintains up-to-the-minute players’ information (location, status, etc.), and presides over 
any communication between the Bluetooth objects and the wearable computers.

Figure 5. Top-level system overview of Human Pacman
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As the main equipment of player, at the heart of the whole wearable computer system is a 
Desknote A980 system, with a 3GHz processor and a NVidia GeForce4 video card. Twid-
dler2 acts as handheld keyboard and mouse inputting device for the system. Video input 
of the surroundings is obtained from USB Web camera and head mounted display (HMD) 
displays the processed video. Data from the InertiaCube2 (which has been fastened on the 
HMD) is obtained and used to track the user’s head motion with a dynamic accuracy of 
3 degrees. RTK GPS/Infrared LED (outdoor/indoor) used to detect the position of player. 
Bluetooth communication is made with the TDK Bluetooth USB adaptor. A touch-sensor 
circuit designed and built in our laboratory using capacitive touch sensors QT160 is used 
to sense the touching of the backpack by the enemy player or the touching of Bluetooth 
embedded objects by Pacmen.

Game.Play.

Pacmen and ghosts are now real human players in the real world experiencing mixed com-
puter graphics fantasy-reality provided by using the wearable computers on them. Virtual 
cookies and actual tangible physical objects (super cookie) are incorporated into the game 
play to provide novel experiences of seamless transitions between real and virtual worlds. A 
new character-helper is introduced into this system, each Pacman and ghost will be assigned 
a partner helper who acts as an intelligence, advisor and coordinator for her in her quest 
for achieving her goal. Human Pacman follows the game rules of the traditional Pacman 
game—all players are divided into two teams: Pacman team and ghost team. The Pacman 
team needs to collect all virtual cookies by walking through them one by one, while ghost 
team endeavor to catch Pacman before she collect all cookies.
To enhance the gaming experience for both Pacman and ghost, the players in the physical 
world with wearable computer are not able to see enemy mobile units. Therefore the helper, 
who is in VR mode and see all, guides her partner by messaging her with important informa-
tion and thus this promotes collaboration and interaction between human. All physical actions 
are reflected visually in Pac-World such as virtual cookie collection is reflected through the 
disappearing of the cookie in both the AR (Pacman) and VR (helper) mode.
In addition, Bluetooth special cookie is provided in this game. Pacman can collect this special 
cookie by physically picking it up. When Pacman get this special cookie, she achieves one 
minute of ghost-devouring power. Player can catch her enemy by physically touch her/him. 
Figure 6 show the overall game flow in Human Pacman.

Age.Invaders

Age Invaders (AI) is a novel interactive intergeneration social-physical game which allows 
the elderly to play harmoniously together with children in physical space while parents can 
participate in the game play in real time remotely through the internet. With the increase of 
technology there is a huge gap between youth and elderly culture. Present technology does 
not often allow the facilitation of family entertainment. Most children greatly enjoy playing 
computer games from childhood and most of them do not like to take part in more elderly-
style games such as chess games or fishing. Parents are often busy at work and may have 
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to travel away from the family on business trips. It is important to put in place a social and 
physical inter-generational family entertainment system that can connect family members 
in the home and away from the home.
AI is a novel interactive intergeneration social-physical game that allows the elderly to 
play harmoniously together with children in physical space while parents can participate 
in the game play in real time through the internet. This game is based on the popular tra-
ditional Space Invader arcade game. The game offers adaptable game parameters to suit 
the simultaneous gaming of elderly and young. Adjusting game properties automatically 
compensate for potential elderly disadvantages, for example slower reaction time and slow 
movement. For example, the rockets of the elderly are faster than those of the children's, 
and vice-versa. This property is important to sustain the players’ interaction and interest 
in the game. Unlike standard computer games, AI requires and encourages physical body 
movements rather than constraining the user in front of computer for many hours. It also 
incorporates puzzle solving games which encourage cognitive stimulating activities for the 
health benefits of the elderly and young.
AI uses a floor display, which is an unconventional interface for mixed reality entertainment. 
The key advantage of floor display over HMD or other wearable display is that it does not 
require the user to wear something bulky and perceive the world through the device and this 
is an important feature for elderly to participate in augmented reality games. The floor display 
is very intuitive and provides users with a direct connection to the virtual game world using 

Figure 6. The overall game flow of Human Pacman
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their whole body as the interface. Players can move around the game platform as they would 
for normal activities without having to adapt to new display interface. In real time, as the 
players move and shoot rockets or bomb, it will appear that it is physically coming out of 
their bodies, which gives a real time link between the real world and the virtual world. This 
will immerse the players into the game and introduce high physicality which is important 
to sustain the players’ interest in the game and encourages them to collaborate actively.
We now describe some of the motivations for Age Invaders: There is a global aging popu-
lation and increasing generation gap between the grandparents or parents and children. In 
1950, just 8% of the world population was aged 60 years or over. By 2005, that proportion 
had risen to 10% and it is expected to more than double over the next 45 years, reaching 
22% in 2050 (World, 2005).
The problem of increasing population of the elderly brings along many socio-economic 
issues. For example, the elderly require increased health cares for both mental and physical 
problems. Many of these problems derive from social isolation and lack of activity. Find-
ings from scientific research studies show that playing video games can lead to changes in 
an individual’s pleasure, arousal, dominance, and/or affiliative behavior (Christian, 1978). 
Furthermore, the elderly enjoy the computer gaming experience (Whitcomb, 2005). There-
fore it is a highly positive move to use digital new media to increase elderly happiness, 
through social interaction, physical activity, and entertainment. Participation in an activity 
helps elderly to feel better and healthier as they recognize their ability to move and create 
something which is important to produce a sense of health (Matsuo, Nagasawa, Yoshino, 
Hiramatsu, & Kurashiki, 2003). 
Often a unique bond connects grandparent and grandchildren (Carlson, 1996). Grandparents 
can have significant impact on their grandchildren’s lives in many different ways. They can 
act as the family historian, mentor, playmate, nurturer, role model, confidante, advocate, advi-
sor, and surrogate parent. The more grandparents and grandchildren are in contact with each 
other, the more the relationship grows and the more influence grandparents have (Calsson, 
1996). As children nowadays are more inclined to play computer games, it is necessary to 
create a new platform of interactive games so that the elderly and young can play harmoni-
ously together in a physical space and in long run strengthen the inter-generational bond. 

System.Description

The concept of the Age Invaders game is shown in Figure 7. The children are playing with 
two grandparents in this interactive physical media space while two parents can join into the 
game via the internet as virtual players, thus increasing the inter-generational interaction.
The system was designed to track players’ positions in real time using RFID embedded in 
the players’ shoes. A large electronic game board made from high resolution LED blocks is 
where the game will be played on. In real time as players move and shoot using the Bluetooth 
toy gun, rockets will be shown moving out from the blocks on which they are standing. 
Players can trigger rockets and bombs to the other players and collect extras to gain or lose 
score points. Gaining the most points in a set amount of time wins the round. 
Bonus items can also be placed and explosions triggered by the virtual players logged in 
the system through Internet. The virtual players could interact strongly by choosing which 
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player to help and picking up bonus items for this player. They can also adjust the game 
parameters (e.g., speed of the rockets) by dragging the slide bar. More importantly, the virtual 
players can see a real time representation of the physical board space, thus increasing the 
link between the real and virtual world as shown in Figure 8.
When a player steps on a puzzle, the game enters a “hyperspace” mode where it is specially 
designed to enhance collaboration between the players. The young players will have to 
solve the puzzle and the elderly players can help by giving hints. Children will find these 
games interesting as they are digitally enhanced from the well received puzzle and arcade 

Figure 7. Age Invaders: An inter-generational, social, and physical game

Figure 8. 3D virtual player interface linking virtual and real physical game world
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games. These puzzle games also stimulates cognitive activity which is beneficial for the 
health of the elderly.
The main goals of Age Invaders for the elderly generally focus on four major areas: social, 
physical, cognitive, and psychological. The social aspect emphasizes family and inter-gen-
erational social interaction, sharing and support. The physical aspect attends to the aging 
individual’s need for physical exercise and expression. The cognitive aspect stimulates the 
mental functioning and improves the elderly adult’s mental stimulation. The psychological 
aspect refers to promoting personal integration, to the expression of emotions, and feelings 
of self-worth and wellbeing in a family interaction context.

Holistic.Overview

Since the beginning of the home computer era in the late 1970s, the term computer entertain-
ment has mostly been used synonymously with computer or console games (Magerkurth et 
al., 2004). Seven similarities among our various developed research systems come out after 
similarities analysis. Those seven features for entertainment are very different from tradi-
tional computer games which are rather isolated and conservative because even nowadays 
most games are based on traditional multi-playing and internet connection. This is due to 
the limitations of the traditional computer interface, such as keyboard, mouse, and screen. 
We strongly believe that those seven features of our systems domineeringly represent the 
next generation of entertainment which is social and physical interactive paradigms with 
mixed reality technology.

The.Social.Experience

A first and obvious addition to the traditional paradigm is the notion of the social experi-
ence. Most of today’s computer entertainment titles are multi-playing and draw their at-
traction between human competition and cooperation. However, since there are limitations 
of traditional human computer interface, social interaction is still not an integral part of the 
entertainment experience.
For example, with traditional games, players can not interact with each other in a natural 
fashion, but communicate each other through computer screen or micro-phone. Also, all 
actions they play on each other are merely implemented by keyboard, mouse, or joy-control-
ler. Thousands of human interaction such as gestures, physical movement, tangible touch, 
eye contact is totally lost in the game. However, the problem mentioned above are reduced 
in the next generation entertainment systems described in this chapter. For instance, in the 
Human Pacman system, players are physically role-playing the characters of Pacman and 
the ghost. With wearable computers donned, they use free physical bodily gestures and 
movements as part of interaction between each person.
The social experience is not just about providing multiplayer experiences where the user’s 
can compete and collaborate with each other, but also have to further augment the strong 
emotional involvement among the players by introducing direct social face-to-face interac-
tions and new interfaces between the players and the virtual domain which can be found in 
the systems described in the chapter.
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Physical.Interaction

Physical interaction allows a psychological insurance that players immerse themselves from 
the real world to virtual world effectively. Players should keep mental model of the action 
in real world when they jump into the virtual environment. In traditional game, players use 
keyboard, mouse or joystick to perform actions in the game, which is not the same as in the 
real world situation. Physical interaction thus should be fundamental element for the next 
generation entertainment. Together with the highly dynamic nature of computer simulations, 
the sensible use of the audio and visual presentation capabilities of entertainment technol-
ogy has the potential to provide a much more immersive and richer gaming situations than 
traditional one ever could.
Entertainment such as Human Pacman allowed the compelling aspects of physical which 
can bring players in physical proximity for interaction and help players regain lost natural 
interactions. This is of definitive advantage because humans enjoy being physically together, 
and socially interacting with each other (Bowlby, 1983), and entertainment systems should 
reflect this compelling need.
We thus propose to the next generation entertainment application which is augmented 
traditional game with social and physical elements. With social and physical interactive 
paradigms, the new hybrid application will open a new page for computer entertainment.

Conclusion

In this chapter, it was argued that entertainment is a key driver for development of technol-
ogy, and it was proposed to use embodied interaction between humans and computation both 
socially and physically, with the aim of novel interactive computer mixed reality entertain-
ment. Social and physical interactive paradigms for mixed reality involve the elements of 
ubiquitous computing, tangible interfaces, and interaction, as well as social computing. They 
bring the opportunity of interaction and entertainment through and with the environment, 
rather than only on a desktop computer with keyboard and mouse, in addition to incorpo-
rating the sociological organization of interactive behavior. Thus, with social and physical 
interactive paradigms, people can easily play and entertain with each other and computers 
within real world and virtual world. Essentially, humans as physical beings now actually 
become situated inside the computational world.
The technical background of social and physical interactive paradigms was discussed, and 
then research examples where shown where the users had interactions both socially and 
physically by computing within the physical environment. Moreover, these activities take 
place in the context of the environment. Using 3D graphical objects, tangible interaction, 
and 3D sound, it was shown that ubiquitous computing allows the manipulation of objects 
in physical space to interact with 3D digital information. For these systems, the computer 
is embedded in the activity in such a way that the user interacts with the environment, and 
physical objects themselves become the interface.
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Chapter.XVIII

The.Future.of.
Augmented.

Reality.Gaming

Bruce H. Thomas                                                                                                                       
Wearable Computer Laboratory, Un�vers�ty of South Austral�a, Austral�a

Abstract

Entertainment systems are one of the successful utilisations of augmented reality technolo-
gies to real world applications. This chapter provides my personal insights into the future 
directions of the use of augmented reality with gaming applications. This chapter explores 
a number of advances in technologies that may enhance augmented reality gaming. The 
features for both indoor and outdoor augmented reality are examined in context of their 
desired attributes for the gaming community. A set of concept games for outdoor augmented 
reality are presented to highlight novel features of this technology.
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Introduction

Augmented reality (AR) in entertainment computing is a well established area of investiga-
tion, and may one day prove to be an early “killer app” for this emerging form of technology. 
AR gaming may well succeed where Virtual Reality gaming had only a limited success. 
The three features of AR that enable it to support more novel forms of computer games as 
compared to VR versions games are as follows:

1. AR only requires a limited amount of the user’s field of view to be rendered. The 
vast majority of the user’s view is the physical world, and only the introduced game 
pieces require computer generated graphics. In VR, the entire visual world (i.e., the 
virtual world) must be rendered, causing the users to always be left with the feeling 
of existing in a synthetic world.

2. The ability to view the physical world allows the users a better sense of where they are 
and who is around them. Being able to see the physical world allows users to move 
freely in the combined physical and virtual world with the ability to view and avoid 
obstacles such as chairs, trees, and other people. The ability to view other people, 
albeit without being able to view the other person’s eyes, is a powerful visual cueing 
mechanism for collaborative games. For example, aiming a physical ray gun and 
virtually shooting at someone instead of an avatar is much more personal. Full body 
cues such as waving one’s hand is more naturally supported in an AR environment.

3. Finally, the physicality of moving in open spaces is appealing to users. The ability to 
move around in large or small areas allows the users to understand and experience 
the game at a more primordial level. The ability to physically walk over to a position 
is more intuitive than the use of keyboard or mouse control.

AR gaming requires additional computer hardware support. In particular, self-contained 
position and orientation sensors that are rapid to setup and install. AR technologies could be 
employed in the entertainment industry for theme parks, video arcades, or special purpose 
arenas (for example paintball or laser tag). This chapter will focus on the home use of AR 
gaming, as I believe this will have the largest impact for society.
The overall objective of this chapter is to provide an overview of my vision of the future of 
AR gaming. The chapter starts with an exploration of what advances in technology would 
enhance AR gaming, and in particular highlighting the required technology advances re-
quired to bring this form of game to life. The chapter then goes on to examine indoor AR 
games in context of their desired attributes for the gaming community. Augmented reality 
is currently in a number of different form factors based on the following:

1. Whether it is played indoors or outdoors 
2. The type of display—head mounted displays, handheld displays, or projector-based 

displays
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Some example AR games based on these different form factors will be described to accen-
tuate the properties of this form of gaming. A number of fine examples of the state of the 
art for the use of AR with gaming and entertainment may be found in the chapters Mixed 
Reality for Future Social and Physical Entertainment Systems and Making Memories for 
a Lifetime, Mixed and Augmented Reality Experiences for Entertainment, Education, and 
Training. Outdoor AR games are then examined. To show the impact of the use of AR 
technology, a suite of conceptual games for outdoor AR are presented to draw attention to 
innovative characteristics of the use of this technology. The chapter finishes with a set of 
concluding remarks.

Future.of.Technologies

In this section, a set of well-known outdoor AR problems are outlined and a set of possible 
technologies to overcome them are postulated.

Standard.Outdoor.AR.Problems

The outdoors is a hostile environment for AR and mobile computer research. There are num-
ber of continuing outdoor AR research problems (Azuma, 1999), as most AR investigations 
tend to be performed indoors in controlled environments. The three areas that are discussed 
here are head mounted displays (HMD), tracking, and portability.
Current HMD technology is still non-optimal for outdoor AR applications. The field-of-view 
of current moderately priced HMDs are around 30° ± 10°, and this is still only quite narrow 
considering the very wide angles that the human eye can see. In addition, HMDs have a 
tendency to have a heavy plastic frame around the lens. This results in the user’s peripheral 
vision being restricted or tunnelled, reducing the overall immersion.
For AR environments to be realistic, a key requirement is that there is accurate and fast track-
ing in six degrees of freedom. Current technology still is not adequate to perform tracking 
in an outdoor environment at the required speed and accuracy. Tracking has a propensity to 
work best in a restricted environment where the conditions are known, and infrastructure can 
be put in place in advance. In a large outdoor environment, conditions change dynamically 
and putting infrastructure in place can be difficult.
The mobile nature of outdoor AR gaming also imposes further constraints, such as the overall 
weight the user may carry. The form factor is very important for the eventual acceptance 
of games hardware and software. People will desire shrink-wrapped solutions like modern 
console games (Norman, 1990); therefore the games have to be easy to set up and use. 
The following are a number of the well known technology challenges for mobile and wear-
able computing: electric power, processor power, and communication power. The electric 
power problem is currently being solved by improved battery technology and the use of 
less power hungry chips and displays. Future games will, as new games today, require 
improvement in processing power for computations, graphics, and sensors. New games, 
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such as MMORPG (Massively Multiplayer Online Role-Playing Game), involve increased 
communication power in both bandwidth and connectivity. These three challenges are being 
met by current industry developments.

Future.Technologies

To really make AR gaming extremely engaging, improved, and less expensive display tech-
nologies are required. I will postulate some innovative technologies that could really drive 
AR gaming into the future. For outdoor use, a very small and portable laser retinal HMD 
that fits into wire-frame glasses or no glasses at all would be ideal. Laser retinal displays 
(Kollin, 1993) are one of the few technologies that work well outdoors in full sunlight. Indoor 
AR gaming could also benefit from the improvements of laser retinal displays. However 
a revolutionary replacement or augmentation would be the use of very small, portable and 
bright projectors, approximately the size of a cigarette. These small projectors could be placed 
around the AR gaming environment or body worn to illuminate the user’s surroundings. 
To make the presence of game pieces and avatars registered to the physical world in a 
believable fashion, very high precision and accurate location and orientation sensors are 
required. These must perform under the following conditions: full coverage of the globe, 
sub-millimetre accuracy for location, less than a tenth of one degree accuracy for orientation, 
and with extremely low drift. Current AR rendering provides very poor image quality of the 
computer generated graphics. Photorealistic rendering of AR images is required to gain the 
full sense of presence in the augmented world (Grosch, 2005). When an AR game requires 
the rendered information to be seamlessly integrated with the physical world, photorealistic 
rendering techniques are required. It is essential all of the previously mentioned technologies 
be low power, portable, and inexpensive to manufacture.

Indoor.AR.Gaming

The development of AR games for the indoor home market would most certainly follow the 
concept of users playing games in one particular location of their home. This would enable 
the leverage of current tracking technologies. Tracking technologies are more robust and 
accurate indoors, and the equipment does not suffer from as many environmental concerns. 
In the most part, these forms of games require only orientation sensing plus very limited or 
no positional tracking. In these configurations, the people will be tethered to their comput-
ers. The following three forms of indoor AR gaming display technologies are examined: 
immersive head mounted display, spatially immersive display, and tabletop displays. 

Immersive.HMD

One direction of immersive HMD-based AR games is to develop AR versions of original 
games. I see this form factor being a new display device attached to existing gaming infra-
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structure (a game console or existing PC). Because of the static nature of the placement of 
the gaming infrastructure, the HMD and sensors would be cabled to the infrastructure.
An obvious choice for AR gaming is the ability to make the game more animated. For example, 
the game of “Wizard’s Chess” depicted in the movie Harry Potter and the Philosopher’s Stone 
provided graphic animations of chess pieces fighting whenever a piece was captured. The 
use of AR allows for animated games pieces to interact with each other and the participants 
of the game. Animation could help with the following features of the game: 

1. Instruction of the game in how to play, 
2. Tactics, and
3. Current attributes of a playing piece (power level, strength, or abilities).

An interesting feature of AR is that different information may be displayed to different us-
ers. In the case of displaying current attributes, private information about a playing piece 
could be displayed to the user who controls the piece. This private information could include 
visualisation of potential placement of pieces or future actions.
An example of a “running around the house” style of game is MIND-WARPING (Starner, 
Leibe, Singletary, & Pair, 2000). This game enables users to see one another, and allows them 
to virtually shoot each other. This makes for a virtual form of laser tag. This game requires a 
large instrumented space, as in the case of MIND-WARPING a floor of a computer science 
building at a university. To play this style of game in someone’s home requires a game that 
is designed of a smaller indoor area. Gandy et al. developed an acting based AR Karaoke 
game built on top of the DART AR authoring tool (Gandy, 2005). The concept is to play 

Figure 1. User’s view of AR Karaoke (Used with permission of Maribeth Gandy, Georgia 
Institute of Technology)
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your favourite scene of a movie from inside the movie. The user wears an HMD and acts 
out a part in the movie scene via voice and movement. The movie is shown to the user in 
a first person perspective, and the user acts against a pre-recorded scene from the movie. 
Figure 1 depicts the user’s view from an HMD playing AR Karaoke with the movie “Princess 
Bride.” The user’s friends can watch the final result of the user’s actions. This concept takes 
the notion of the Eye-Toy® to a new level: a group game in which the players move around 
in front of their friends instead of in front of a camera. I see group based games that allow 
people to act silly in front of their friends and family as a major new thrust. One possible 
improvement is placing low cost tracking devices on each of the users to allow them to be 
draped in virtual costumes. The players can not only act silly but look silly too!

Spatially.Immersive.Display

Home entertainment centres enhanced with spatially immersive displays (SID) will be an 
interesting entry point for AR. Wrapping the game’s visual and sound space around the user 
would semi-immerse the user in the game. In the near future AR gaming could make use 
of a number of current technologies. An attractive option over an HMD is to use a SID. A 
SID is a set of displays that physically surrounds the viewer with a panorama of imagery 
(Lantz, 1996). A three screen system could easily be setup with one screen in the middle 
normal to the viewing vector and each side screen 45○ to 90○ angled in, depending on the 
visual immersion required. This enables a simple and inexpensive semi-immersive system 
with lower-cost DLP projector technology1. Passive 3D monitors without the need of glasses 
and laser retinal displays2 are commercially available. I envision the use of these display 
technologies in the near future for high-end AR gaming experiences.
An example of a SID based game could be a flight or dog-fighting simulator. The setup is 
very similar to a commercial flight simulator with project screens where the wind-screens 
would be located. Looking forward is the wind-screen looking over the nose of the plane. 
Looking to the left would be out the side window, and to the right would be either the other 
side window or the co-pilot. Each of the viewpoints for the projections on the screens is 
slaved to the current virtual view point of the plane. The games would be operated in a 
normal fashion, but the visual output would be enhanced to allow three separate views from 
the same user location in the game. This form of AR does not require any tracking. One 
could easily argue this form of a virtual environment is not AR. I leave it up to the reader to 
make up their minds on the subject, but it is still an enhanced gaming experience reachable 
in the very near future. 
Players using a SID with games such as first-person-shooter, real time strategy, and puzzle 
format would have an enhanced situational awareness. A player would operate the game 
in the normal fashion with the added feature of being able to look over the shoulder to see 
if someone or something is sneaking up on their side. A problem with the user interface 
is whether to allow the user to interact with objects on the side screens. In the case of the 
flight simulator, the front of the plane is the focus of the user input. In these other games, 
an object on the side screen may require some form on interaction, say shooting it. One 
possible solution is to force the user to place the desired game object on the front screen 
to enable them to interact with that object. A second option is to overload the game’s input 
device to allow the fast placing of the side screen view point on to the front screen, in ef-
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fect rotating the user’s view by the amount the screens’ are angled in. A third option is to 
overload the game’s input device to switch the screen the game is interacting with. This 
third option would require the player to rotate their body to face the screen now accepting 
the input control. These examples provide an indication of how more immersive this form 
of gaming could be.

Tabletop.AR.Gaming

The employment of the tabletop as an AR gaming surface provides a number of interesting 
user interface opportunities for tabletop projected augmented reality entertainment appli-
cations. The games may range from extensions to traditional non-computer based games, 
such as Augmented Reality Chinese Checkers (Cooper et al., 2004) to new games such as 
Augmented Coliseum (Kojima et al., 2006). There are many advantages to playing games on 
a computer, rather on a physical board, such as the ability to introduce animation and other 
multimedia presentations. This animation can do more than add excitement to the game play, 
it can also aid the players to learn the game and help them to understand invalid moves.
In the case of augmented reality Chinese checkers, AR provides extra functionality to an 
existing board game. This game is played as a tangle mixed reality game with projector-
based AR. The users manipulate cardboard fiducial markers to control the playing space and 
pieces. Chinese checkers is ideal for a tabletop based AR game because it can be played by 
up to six players and it has relatively simple rules for a board game. 
Augmented coliseum is a special purpose game developed for tabletop AR, which employs 
small active robots as game pieces. The robots are physically driven around on the tabletop 
by remote control. The tabletop display (front or rear projected) provides the virtual play-

Figure 2. Augmented coliseum (Used with permission of Professor Masahiko Inami, Uni-
versity of Electro-Communications, Tokyo)
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ing space. The AR information indicates virtual barriers, explosions, and gunfire. The game 
provides a nice blend of virtual and physical interactions. Figure 2 is a photograph of the 
game in action with two physical robots playing on a front-projected virtual battleground.

Outdoor.AR.Gaming

The following two forms of outdoor AR gaming are examined: head-down gaming with 
a handheld display and head-up gaming with an HMD. The sheer nature of these outdoor 
mobile games requires some form of compact portable computer. Both of these forms of 
gaming require tracking for location through systems such as GPS and robust orientation 
sensing. 

Outdoor.Head-Down.Gaming

Outdoor head-down gaming is the presentation of the visual information through a handheld 
device that augments the world in an indirect manner. Traditionally this has been in a map 
format that places the user within the virtual environment. The device is independently 
tracked by position and orientation from the users’ body. This enables users to “shoot 
around the corner.” The users’ have the following two modes of operation: (1) interacting 
with the screen head down or (2) moving about looking at the physical world. Players are 

Figure 3. (a) (right image) The Real Tournament handset includes inbuilt GPS, electronic 
trigger and digital Compass, connected to a Compaq iPAQ and team mates via IEEE802.11 
or GPRS; (b) (left image) screenshots as seen by a Real Tournament player (Used with 
permission of Joe Finney, Lancaster University)
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able to move slowly looking at the screen, but to swiftly move, the player would have to 
look up and pay attention to the physical world. Location-based mobile phone games are 
an impoverished version of this form of gaming.
The outdoor handheld version of Real Tournament (McCaffery & Finney, 2004; Mitchell 
et al., 2003 ) is a good example of this evolving form of game. The players hold a gun-like 
device and are able walk and turn unencumbered, and these movements in both direction and 
orientation are simultaneously linked to the physical and virtual worlds. The Real Tourna-
ment handset includes inbuilt GPS, electronic trigger, and digital compass, connected to a 
Compaq iPAQ and the teammates via IEEE802.11 or GPRS (see Figure 3). The gun-like 
interface provides a good affordance for first-person-shooter style games.
The future of outdoor head-down gaming is following the MMORPG model of gaming. The 
big advantage of this form factor is the ability of the user to quickly engage and disengage 
from the game. This mode makes for a socially appropriate game for downtown areas, 
parks, and general public spaces. Albeit running around with gun-like props would be very 
disconcerting to the general public. From the user’s point of view, the problems of informa-
tion tunnelling would not go away, but they can be more easily be minimised. Information 
tunnelling is the problem where the user concentrates on the AR information presented 
to them and ignores the physical world. This form of inattention causes safety problems, 
such as walking in front of a bus. An additional benefit is that use of HMDs would not be 
required, and the issues of social weight would be minimised (Toney, Mulley, Thomas, & 
Piekarski, 2002). The social weight of the device would be lower due to the lower technol-
ogy apprehension (TA) of a handheld device over an HMD.

Outdoor.Head-Up.Gaming

The first reported example of an outdoor head-up game is ARQuake, an outdoor AR version 
of the game Quake (idSoftware, 2000). Figure 4 depicts the user’s view from the HMD of 

Figure 4. Screenshot of the user’s view of ARQuake
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the ARQuake game. Notice how the virtual world is overlaid onto the physical world.
ARQuake is a first-person perspective application with the following attributes: 

1. The application is situated in the physical world. 
2. The point of view, which the application shows to the user, is completely determined 

by the position and orientation of the user’s head. 
3. Relevant information is displayed as AR information via an HMD. 
4. The user is mobile and able to walk through the information space. 
5. The user interface additionally requires only a simple handheld button device. 

In the ARQuake application, the physical world is modelled as a Quake 3D graphical 
model. The AR information (monsters, weapons, objects of interest) is displayed in spatial 
context with the physical world. The Quake model of the physical world (walls, ceiling, 
and floors) is not shown to the user: the HMD allows the user to see the actual wall, ceilings 
and floors, which ARQuake needs to only model internally. Coincidence of the actual and 
virtual structures is the key to the game. The AR application models the existing physical 
outdoor structures as clear objects, and so omission of their rendered image from the display 
becomes in effect one of the rendering techniques. 
Informal evaluation of using AR for game playing indicates people enjoy this environment 
(Thomas & Piekarski, 2002). There are a number of issues and possible areas of investiga-
tion to produce better AR gaming technology, and these are as follows: safety, modelling 
tools, and the standard set of outdoor AR problems. 

Safety

Safety is a major concern operating an AR system in an outdoor setting. While using the 
HMD with AR information displayed, a user may experience information tunnelling. While 
operating the AR application, the user could pay more attention to the information on the 
HMD than the physical world. This may escort the user into dangerous situations, such as 
placing the user in way of motor car traffic or tripping over an obstacle. 
I envision three major ways to tackle this problem. A first method is to have the game ne-
cessitate the user to focus on the physical world. Bringing elements of the physical world 
into the game would help the users focus on the virtual and physical at the same time. In 
the ARQuake game, the users have to pay attention to the physical buildings, as they oc-
clude monsters and game pieces. This stops users from bumping into walls, but the users 
are oblivious to hazards not associated with the game. For example the poor tracking of the 
system could cause game pieces to float onto roads. The desire to acquire a powerful new 
weapon would entice users to step onto the road. The second method is to contain the user 
to a safe playing arena. For example, the game could require use of a fenced-in area, such 
as a cricket oval. This would eradicate a number of possible dangerous elements. The field 
may be examined for possible loose footing circumstances. The games would then have 
to be restricted to basically open field arenas. The final method to solve a number of these 
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problems is to design the games to lure people away from dangerous situations. Interesting 
virtual objects should be placed away from motorways, unsafe footing, and the like. 

Modelling.Tools

Good tools for building graphical models for outdoor AR games are required. Issues of 
colour schemes, sizes, and positioning are best determined outdoors (Thomas, Krul, Close, 
& Piekarski, 2002), while the authoring of the storyline of the game, quest puzzles, and 
monster attributes may be best determined at a desktop computer.
A particular problem with modelling outdoor AR games is how much of the physical world 
to model into the game. If a large number of buildings are required, the user must either 
enter them in themselves or play in a setting that has already been entered. The game needs 
to be customised for the environment the players are in. For example, not everyone has the 
same sized cricket oval. Users will need to be able to easily configure the game to their 
own environment.
The Tinmith-Metro application is designed for the capture of city models (Piekarski & 
Thomas, 2001). This technique supports the modelling of relatively complex buildings and 
other large physical structures, and the positioning of prefabricated graphical models of typi-
cal community infrastructure and city objects. The user performs these tasks interactively 
while walking around outdoors with the aid of an AR wearable computer. The user employs 
hand and head gestures to interact with AR information.

How.to.Make.a.Fun.Outdoor.AR.Game?

An appealing feature of outdoor AR games is that movement in the game reflects physical 
movement (Cheok et al., 2004). The design of games has to reflect this feature, people walk 
slowly compared with the speed of the characters running in a desktop game. A second 
smaller feature is to have the restart position of a level close to where a user is physically 
standing, and not to require the person to walk all the way back to the initial staring point 
of the playing arena in order to restart the level. Unlike the desktop versions of the games, 
the users will not be teleported back to the start of a given level. Therefore the games are 
required to be redesigned to accommodate this feature. Users will want these games to be 
more like paintball and laser-tag style games; where they are able to physically move about 
among a group of users. The users will want the physical game hardware to be lightweight 
and unobtrusive so people can pretend they are having a real battle. An added feature of AR 
games is the ability to fight against virtual monsters that cannot exist in a paintball world.
The Wearable Computer Laboratory of the University of South Australia has been perform-
ing a quantity of formal and informal testing of the usability and playability issues for AR 
games and established a number issues for constructing the virtual worlds (Avery, Piekarski, 
Warren, & Thomas, 2006; Thomas et al., 2002). We have experimented with a number of 
different field of view (FOV) settings. Setting the FOV in the Quake game to the equivalent 
as the HMD corrected for the registration of the graphical images, but caused depth per-
ception problems. This FOV difficulty requires further investigation. Minute errors in the 
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tilt orientation of the user’s head were quite noticeable. The standard contour of doors and 
corridors in the Quake worlds are not well suited to ARQuake. ARQuake requires wider 
corridors and doors that are not so thick. The world feels superior to the user if it is brightly 
lit. In the Augmented Virtuality and Augmented Reality modes, very dark and black colours 
(unless used for occlusion purposes) ought to be avoided. These colours give the false 
impression the physical world is “leaking” into the virtual world. There were a number of 
particular features we observed:

1. Floating objects succeed quite well in ARQuake. 
2. The use of an overhead texture for the sky should be avoided. 
3. Users did not enjoy the use of shadows in the virtual worlds. 
4. Even with these observations, the users overall enjoyed ARQuake.

Genre.of.Games. for.Outdoor.AR.Gaming

In this section, I explore the following four genres of games set in an outdoor AR context: 
real time strategy, role playing, sports, and public spaces. I wish to highlight a number of 
attributes that make these enticing, exciting, and fun modes of gaming playing. 

Real.Time.Strategy

Imagine you slip on an HMD see the battlefield through the eyes of Napoleon and you are 
leading your troops into battle (Phillips & Piekarski, 2005). Sweeping before you is your 
army and you must lead and direct them onto victory. You have performed your strategic 
planning and it is time for actions. As with all planning, a great general must react and adjust 
during the course of the battle. You direct your troops by issuing commands to your captains 
through the use of maps, hand signals, and voice commands. The fog of war prevents you 
from observing the entire battlefield. Situational awareness is gained by what you can see 
and recognise from the field. You move amongst the battle redirecting forces. The enemy has 
broken through the battle lines and you are forced to fight hand to hand with the sword that 
has served you so well. You are victorious through your courage and superior intellect!

Sports.Games

Now that you have conquered the world, you wish to climb to the top of the sporting world. 
Your sword is replaced with a bat or ball, and you become the captain of your favourite 
sporting team. You are the quarterback of your favourite team and leading them into a dif-
ferent form of battle. As the quarterback, you call the plays from the huddle and take the 
snap from the center. You fade back and throw a perfect spiral to your wide receiver for a 
touchdown. 
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Or for members of the Commonwealth, you face the bowling of the world’s fastest cricket 
bowlers. You could relieve the infamous “body line” series of 1932-1933 and be Don Brad-
man facing the vicious bowling of the English, as they try to strike “The Don” with deadly 
fast bowling to the rib cage. The user has to be able to not only bat, but they have to be able 
to duck or avoid the nasty bowling that is not hittable. A bad stroke of the bat would mean 
a thick edge and you are caught in the slips, or a solid hit is a boundary for four.

Role.Playing.Games

In the science fiction novel Dream Park by Larry Niven and Steven Barnes, gamers go to a 
theme park to engage in a multi-day role-playing adventure game. The gamers interact with 
a number of interfaces in a simulated outdoor environment. These include the following: 
holographic 3D images, electro-mechanical robotics, human actors, and physical artefacts. 
The environment is a very large highly instrumented enclosed space. The “game” is controlled 
by a game master and myriad of technicians. Fantasy creatures and people are created and 
interacted with to provide a full sensory augmented environment that the players are situated 
in. I see AR making these forms of gaming experiences possible.
I see role-playing games facilitated by the use of AR. Theme parks are a natural location for 
such games, but highly portable AR equipment would enable these forms of games in many 
outdoor spaces. I see two modes of operation for this form gaming, one with a human game 
master and one with a computer controlled game master. In the case of the latter, the computer 
would have a very limited or even no knowledge of the playing location. This version of the 
game would be played in an open space such as a large backyard or playing field.
The use of a human game master opens up a larger set of possibilities for spontaneous gam-
ing situations. The game master, or dungeon master, allows for the unexpected choice of 
the gamer. As an extreme example, let us examine how a group of friends would create a 
full role-playing game for a particular location near them, say a favourite forest or park. A 
number of supporting systems would enable a group of friends to create their own fantasy 
world with handcrafted characters; this is an important aspect of providing support for this 
genre of games. The AR gaming interface requires a game master interface that is different 
from the gamer interface.
I see the phases of the game fall into the following different phases:

1. Game board creation
2. Game creature/artefact creation
3. Character creation
4. Character training
5. Game play over a number of sessions

The first four phases are a combination of the use of traditional indoor workstation tech-
nology and outdoor mobile AR technology. In these phases, traditional 3D graphics and 
CAD like tools may be employed to build the initial rendition of the game and characters. 
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Once these initial renditions are settled on, the placement in the physical world requires the 
developer to go out in the field. The mapping of the game pieces to the physical world is 
essential to the gaming experience. Once the game has been developed, the game is played 
over a number of occasions.

AR.Gaming.in.Public.Spaces

Public spaces such as parks, town squares, or historical locations could provide an interest-
ing backdrop for AR gaming. For example, there are a number of National Battlefield Parks 
in the United States for both the American Revolution and the Civil War. These battlefield 
parks are rich in well documented history. These may provide an interesting backdrop to 
an historical AR game. One particularly interesting set of battles are the First and Second 
Battle of Bull Run. In the north, these are known as the First and Second Battle of Manas-
sas. The second battle was fought August 30, 1862, and the Confederate’s General Robert 
E. Lee’s Army of Northern Virginia defeated the Union’s Major General John Pope’s Army 
of Virginia. What make this an interesting location is that the visitors are able to walk over 
large tracts of land where the armies engaged. A person can stand where the commanders 
viewed the terrain and made strategic and tactical decisions. AR would be a marvellous 
technology to allow the visitor to view the battle from these vantage points. Imagine a civil 
war game that allowed the user to view and direct the battle from these points. This would 
be truly history coming alive! 

Conclusion

The great thing about the future is everyone can predict it, but no one can promise it. The 
point of this chapter is to provide the reader with a peek into my thinking in the direction 
of AR gaming of the future. The Wearable Computer Laboratory at the University of South 
Australia and myself have been investigating AR gaming since 2000, and we have pondered 
a number of issues, directions, and crazy ideas over that time. The contents of this chapter 
describe what might happen and what technologies may help with the development of AR 
gaming, and it is not intended to be a roadmap.
What to take away from this chapter? 

1. There will not be one AR gaming platform. The form factor of AR gaming will be 
determined by the type of game played.

2. Games will have to be developed to take into account this new medium of gaming. 
The genres and fundamental game play may remain the same, but the interaction with 
the game will be very different.

3. Games will allow players to move more freely. The physicality is very important to 
the gaming experience.
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4. There will be no one game everyone will play. As with current gaming, everyone’s 
taste is different.

5. AR gaming will allow co-located people to share a gaming experience in a similar 
fashion to laser tag, chase games, or exploration of new places. The physical sharing 
and not virtual sharing will be a key new feature of this form of gaming.
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Endnotes

1  A 800 × 600 SVGA DLP projector are currently under the $(US) 600.00 mark; this 
was found through http://froogle.google.com/ on the February, 14, 2006.

2  http://www.microvision.com/
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