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Preface

Two decades have lapsed since the ambitious Protein Structure Initiative (PSI) was launched
by the U.S. National Institute of General Medical Sciences in 2000. With the initial
enthusiasm curbed, the outcome of structural genomics (SG) can now be more proportion-
ally assessed within an established context. To the researchers who are not directly involved
in SG projects, they have been observing with skeptical eyes, pondering the justification of
these expensive endeavors. While the grand objective of populating the “protein structure
universe” is yet far from complete, it is undeniable that, alongside the course of pursuing this
goal, the field of SG has produced many technological advances that transform and acceler-
ate protein production, structural determination, and analysis.

Like before in the first edition, the second edition of this SG-themed book steers clear of
collecting interim reports of SG centers. While staying close to the spirit of SG, this volume
uniquely emphasizes the benefits to the wider structural research community. It is meant to
strike a balance and fill some gaps; the target reader is an “average” structural biologist in a
small or medium-sized laboratory. We carefully sampled a diverse range of methods applica-
ble to SG research.

The topics are grouped under three parts: (I) protein production, (II) structural analyses
and data management, and (III) modeling, simulation, and visualization. Half of this book is
devoted to the first part, as recombinant protein production remains a major bottleneck in
many structural projects. We have extended this section to include new methodologies for
membrane and metal-binding proteins, as well as high-throughput protein production and
screening. As a result of high-throughput practices, structural data is accumulating at an
ever-increasing rate. This calls for improved quality control and management. The experi-
mental structure determination contents in the previous volume have been largely replaced
by an extended part on computational tools for molecular simulation and visualization. The
power of modern-day computing allows experimental results to be interpreted in the light of
structural models at the molecular level. Overall, the spectrum of topics reflects the trend
towards tackling more diverse challenges of studying macromolecular machineries and
complexes.

The preparation of this book falls into the period when there was, unfortunately, a global
outbreak of a new coronavirus (SARS-CoV-2, aka 2019-nCoV). Following the release of its
genome sequence, the complete set of viral protein structural models were generated within
days, as illustrated on the Global Health Drug Discovery Institute portal (https://ghddi-
ailab.github.io/Targeting2019-nCoV). Virtual and real screening of drug candidates
immediately follow. This is modern structure-based medicine at work.

In compiling this volume, we witnessed the generosity of the SG community to share
experiences and methods. The outcome is most satisfactory: it represents a global effort with
a shared vision. We would like to thank all the authors for their contributions.

Hung Hom, Hong Kong Yu Wai Chen
Chin-Pang Bennu Yiu
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KATHARINA L. DÜRR • Structural Genomics Consortium, University of Oxford, Oxford, UK

xi



MICHAEL R. DYSON • Department of Antibody Engineering, Ichnos Sciences S.A., Biopôle
Lausanne-Epalinges, Epalinges, Switzerland

KATHERINE ELLIS • Jenner Institute, University of Oxford, Oxford, UK
ALEJANDRA FERNANDEZ-CID • Structural Genomics Consortium, University of Oxford,

Oxford, UK
ZBIGNIEW FRATCZAK • Department of Molecular Physiology and Biological Physics, University

of Virginia, Charlottesville, VA, USA
PIERRE GANS • CNRS, CEA, Institut de Biologie Structurale (IBS), University of Grenoble

Alpes, Grenoble, France
OPHER GILEADI • Structural Genomics Consortium, University of Oxford, Oxford, UK
JULIUSZ GONERA • Department of Molecular Physiology and Biological Physics, University of

Virginia, Charlottesville, VA, USA
MAREK GRABOWSKI • Department of Molecular Physiology and Biological Physics, University

of Virginia, Charlottesville, VA, USA; Center for Structural Genomics of Infectious
Diseases, University of Virginia, Charlottesville, VA, USA

SUSANNE GR€ASLUND • Structural Genomics Consortium, Department of Medicine, Solna,
Karolinska Institutet, Solna, Sweden
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Chapter 1

High-Throughput Protein Engineering by Massively Parallel
Combinatorial Mutagenesis

Yuk Kei Wan, Gigi C. G. Choi, and Alan S. L. Wong

Abstract

Exploring how combinatorial mutations can be combined to optimize protein functions is important to
guide protein engineering. Given the vast combinatorial space of changing multiple amino acids, identify-
ing the top-performing variants from a large number of mutants might not be possible without a high-
throughput gene assembly and screening strategy. Here we describe the CombiSEAL platform, a strategy
that allows for modularization of any protein sequence into multiple segments for mutagenesis and
barcoding, and seamless single-pot ligations of different segments to generate a library of combination
mutants linked with concatenated barcodes at one end. By reading the barcodes using next-generation
sequencing, activities of each protein variant during the protein selection process can be easily tracked in a
high-throughput manner. CombiSEAL not only allows the identification of better protein variants but also
enables the systematic analyses to distinguish the beneficial, deleterious, and neutral effects of combining
different mutations on protein functions.

Key words CombiSEAL, Protein engineering, Combinatorial mutagenesis, Combinatorial genetics
en masse, High-throughput screening, Protein variant characterization, Next-generation sequencing

1 Introduction

Protein engineering, involving the modification of the original
protein sequence, has shown success in enhancing protein func-
tions of antibodies, enzymes, and gene-editing proteins [1]. Knowl-
edge on the rule of how changes of multiple amino acid residues
can be combined to improve protein function is enormously useful
yet challenging to acquire given the unknown epistasis among
different residues [2]. It is impossible to test every combination as
the number of mutants increases dramatically with every additional
residue to be changed. Prior knowledge and structural information
can constrain the number of residues to be changed, allowing for an
efficient screening of protein variants.

A protein variant library can be built by multiple sites–directed
mutagenesis, where short oligonucleotides can encode the

YuWai Chen and Chin-Pang Bennu Yiu (eds.), Structural Genomics: General Applications, Methods in Molecular Biology, vol. 2199,
https://doi.org/10.1007/978-1-0716-0892-0_1, © Springer Science+Business Media, LLC, part of Springer Nature 2021
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mutations if the mutations lie close to each other. Otherwise, the
library of protein variants can be assembled either using longer
fragments synthesized with higher cost and error rate or seamlessly
ligating mutagenized fragments using methods such as Golden
Gate assembly [3] and Gibson assembly [4], which require costly
long-read sequencing to track and screen a large number of
mutants. Furthermore, long-read sequencing makes accurately
identifying the mutations among highly similar sequences in the
library difficult due to its high error rate. The CombiSEAL plat-
form can overcome this limitation by introducing short barcode to
every mutagenized part, which can be concatenated into a unique
combination of barcodes at one end of the genetic construct for
short-read sequencing [5]. This method can be applied to assemble
any protein variants by modularizing the sequence into multiple
segments. Seamless assembly is achieved by flanking the barcoded
segments with any Type IIS restriction enzyme sites to give
digested overhangs originating from the protein-coding sequence.
Including another set of Type IIS restriction enzyme sites in the
linker connecting the mutagenized part and the short unique bar-
code specifying predetermined mutations allows for seamless inte-
gration of successive rounds of pool ligation of succeeding parts of
the protein.

As barcoded combination mutants can be easily tracked by
high-throughput short-read sequencing, CombiSEAL offers an
efficient and cost-effective way to scale up the experimentation of a
massive number of combination mutants to study epistasis and deci-
pher how changes in sequences leads to corresponding changes in
protein activities. Thismethod circumvents the need to characterize a
large number of clonal isolates. By knowing the rule of the sequence-
to-activity relationship, it could accelerate the protein optimization
process and lead to a better design in protein engineering.

2 Materials

2.1 For Assembling

a Barcoded

Combinatorial Library

by CombiSEAL

1. Any protein-coding DNA sequence.

2. PCR primers for amplifying and introducing site-directed
mutations of gene fragments for direct cloning into expression
or storage vectors.

3. High-fidelity DNA polymerase.

4. Prebarcoded storage vectors (see Note 1).

5. Expression vector.

6. Any two Type IIS restriction enzymes compatible with the
protein-coding and vector sequences (see Note 2).

7. Ligase.

8. Competent cells with high transformation efficiency.
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2.2 Sample

Preparation

for Barcode

Sequencing

1. Plasmid purification kit.

2. Genomic DNA extraction kit (e.g., Qiagen DNeasy Blood and
Tissue Kit for mammalian cells).

3. High-fidelity DNA polymerase.

4. PCR primers with Illumina adapter sequences.

5. DNA quantification kit (e.g., Quant-iT PicoGreen dsDNA
Assay Kit from Life Technologies).

6. SPRI (Solid Phase Reversible Immobilisation) paramagnetic
beads for size selection and PCR purification (e.g., Agencourt
AMpure XP beads from Beckman Coulter Genomics).

7. Illumina Library Quantification from Kapa Biosystems or
NEBNext Library Quant Kit for Illumina from NEB.

8. SYBR Green PCR Mix for real-time PCR.

9. Agilent 2100 Bioanalyzer with the high-sensitivity DNA chip
from Agilent.

10. Illumina HiSeq or other next-generation sequencing (NGS)
platforms.

11. BD Influx or other fluorescence activated cell sorters.

3 Methods

3.1 Creating

Mutagenized Parts

3.1.1 Creating

Mutagenized Parts Using

a Library of Prebarcoded

Storage Vectors

1. Create barcoded storage vectors that can be linearized by
restriction enzyme(s) for cloning in the insert via Gibson
assembly. The insertion site should be flanked by two Type
IIS restriction enzyme sites in a specific orientation as described
in Fig. 1. Synthesize random oligo sequences (e.g., 8-base-pair
NNNNNNNN), and clone them into the storage vector to
serve as a randomized barcode sequence as described in Fig. 1.
Make sure that the barcoded vector library has sufficient bar-
code diversity so that each clone is represented by a unique
barcode.

2. Select the protein residues to be mutagenized. Modularize the
protein-coding sequence into multiple parts (Fig. 2). Use high-
fidelity DNA polymerase to amplify and/or mutate the
sequence by PCR. To create site-directed mutations at specific
amino acid sites, design the primers with specific codon
changes in those sites. Include overlapping end of the linear-
ized storage vector into the primer sequences for cloning in the
PCR fragments via Gibson assembly.

3. Isolate single clone after transforming the Gibson assembly
product into bacterial competent cells. Verify the sequence of
the insert and barcode of each clone by Sanger sequencing.

Massively Parallel Protein Engineering Using CombiSEAL 5
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Fig. 1 Strategy for seamless assembly of the barcoded combination mutant library pool. To build a barcoded
combination mutant library using storage vectors with a random barcode, the storage vector containing two
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4. Mix the modularized insert storage vectors at equal molar
ratio. Digest the pooled vectors with the first Type IIS restric-
tion enzyme (i.e., RE1) to generate the pooled inserts. It is
important to minimize variation in representation across the
inserts with different combinatorial mutations.

5. The inserts will be used in Subheading 3.2.

�

Fig. 1 (continued) sets of Type IIS restriction enzyme sites (RE1 and RE2) is first linearized for the insertion of
DNA parts via Gibson assembly. After the libraries of storage vector with the mutagenized parts are built, these
libraries are pool-digested with RE1 to generate barcoded fragments with overhangs complementary to that of
the digested assembly vector for the pool ligation afterward. After the insertion of the first DNA parts, the
libraries of assembly vector are digested with RE2 to generate overhangs compatible with the digested inserts
from subsequent libraries (until the (n�1)th library) of storage vector digested by RE1 for pool ligation. The
storage vector of the nth insert library is different from that of the other libraries as it does not contain RE2
sites between the insert and the barcode but instead has a primer binding site for NGS. The final assembly
vector library contains the full protein-coding sequence composed of n modules that are linked to barcodes
concatenated at one end. If the assembly vector is not an expression vector, then the barcoded protein-coding
sequences can be subcloned into the expression vector for protein expression in the host cells for selection.
“I” and “B” denote the insert and the barcode, respectively

B1st library BBB2nd library 3rd library 4th library

BI

BI

BI

BI

BI

BI

BI

BI

BarcodesLibrary of combination mutants

Total 
combinations

Number of 
inserts

:

B

B

B

I

I

I

I

I

B

B

B

B

B

I

I

I

B

B

B

I

I

I

Fig. 2 Modularization of a protein-coding sequence. Protein-coding sequence can be modularized into
multiple parts (four segments in this example). The number of mutagenized inserts in each library is flexible,
where a, b, c, and d denote the number of inserts in each of the four libraries respectively. Assembly of a
protein variant library from each part will give a total number of a� b� c� d combinations (or multiplication
of the number of inserts in each insert library)
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3.1.2 Creating

Mutagenized Parts

with Barcodes by PCR

(an Alternative Strategy

to Subheading 3.1.1 That

Does Not Require

the Storage Vectors)

1. Design primers with restriction sites according to Fig. 3.

2. Use high-fidelity DNA polymerase to amplify and/or mutate
the sequence by PCR.

3. Keep a portion of the PCR products for Sanger sequencing.

4. Quantify and mix the PCR products at equal molar ratio.
Digest the pooled PCR products with RE1 to generate the
pooled inserts.

5. Use PCR purification kit or Agencourt AMPure XP beads to
purify the digested PCR products, which will be used in Sub-
heading 3.2.

3.2 Creating

a Barcoded

Combinatorial Protein

Library

1. Select a suitable cloning vector for assembling the protein-
coding sequence.

2. Modify or construct a cloning vector by introducing restriction
enzyme sites that generate compatible overhangs upon cutting
for the insertion of barcoded parts from Subheading 3.1.1 or
3.1.2.

3. Ligate the cloning vector and the inserts of the first modular-
ized part of the protein.

4. Transform the library of vectors into competent cells for plas-
mid preparation (Refer to Subheading 3.4).

5. Digest the library of cloning vectors with the second Type IIS
restriction enzyme (i.e., RE2) and ligate it with the second
modularized parts. Then, the cloning vector will contain
libraries of the first and second modularized parts.

6. Repeat step 4 until the cloning vectors incorporate the libraries
for all modularized parts. The final library of constructs should
have the full-length protein-coding sequence, where the mod-
ularized segments are seamlessly linked together while the
barcodes are concatenated at one end.

B 

I 

RE1

RE1

RE2

RE2

RE1 RE1RE2RE2PCR
I B 

Fig. 3 An alternative PCR-based method to generate barcoded mutagenized inserts. Primers are synthesized
for incorporating mutations, type IIS restriction enzyme sites (RE1 and RE2), and barcodes into the protein-
encoding parts by PCR. Digestion of the PCR products with RE1 enzymes generates barcoded fragments with
overhangs complementary to that of the digested assembly vector for pool ligation, as described in Fig. 1. “I”
and “B” denote the insert and the barcode, respectively
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7. Subclone the final assembled library of protein-coding
sequences with barcodes into an expression vector for screen-
ing in host cells if the cloning vector being used is not an
expression vector (e.g., Lentiviral vector for delivering con-
structs to mammalian cells).

3.3 Amplification

of the Plasmid Library

1. Since each plasmid library is a mixture of different DNA con-
structs, maintaining its diversity by amplifying the library is
important. Use highly efficient competent cells to transform
the plasmid library.

2. To avoid the loss of representation, plate several dilution plates
for colony counting and calculating the transformation effi-
ciency. A coverage of 100-fold or more colonies per construct
in the plasmid library is recommended.

3. To prevent recombination between the lentiviral long-terminal
repeats, either use bacterial strain that reduces the frequency of
homologous recombination or incubate the bacterial culture at
a lower temperature is recommended.

4. Purify plasmid library with a midi- or maxi-scale plasmid
purification kit.

5. Sequence the plasmid library to verify the representation of
variants and the diversity of the pool.

3.4 Expressing

the Protein Library

in Cell Culture

for Screening

1. Plasmid library of the expression vectors can be directly trans-
formed into an E. coli expression strain if the screen is to be
performed in E. coli. For screening in mammalian cells, a
lentiviral vector library with packaging and envelope plasmids
can be transfected into HEK293T cells for lentivirus produc-
tion. Infect mammalian cells at a low multiplicity of infection
(MOI) to ensure that most of the cells in the population carries
only one copy of construct.

2. Choose an appropriate selection scheme for picking the clones
of interest as different protein may require different strategy for
various desired property. In general, if the desired protein
confers a selective growth advantage or a better survival fitness
in a particular environment, clones with desirable properties
will be enriched after the selection process, and this will be
reflected by their representation in the pool. If the desirable
phenotype can be translated into a gain or a loss of fluorescent
signal by using a fluorescent reporter system in the host cells,
fluorescence activated cell sorting (FACS) can be utilized to
select desirable variants from the pool.

3. Perform the screen at a 300-fold or more representation with at
least 2 biological replicates (see Note 3).
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3.5 Preparing

Samples for Barcode

Sequencing

1. Harvest both the selected and the total population of cells.

2. Extract the genomic DNA from the cells (e.g., use DNeasy
Blood and Tissue kit for mammalian cells).

3. Quantify the DNA concentration using Quant-iT PicoGreen
dsDNA Assay kit.

4. Calculate the amount of genomic DNA required to recover the
barcodes from the cells by PCR amplification to achieve desired
coverage of the library (see Note 4).

5. Amplify the barcoded region using PCR primers containing the
P5/P7 flowcell attachment sequence, Illumina primer binding
sequence, vector primer binding sequence, and the indexing
barcode for multiplexed sequencing (see Note 5).

6. Purify the PCR amplicons of correct fragment size using Agen-
court AMPure XP beads.

7. Quantify the purified PCR amplicons by real-time PCR using
Illumina Library Quantification (Kapa Biosystems) or NEB-
Next Library Quant Kit for Illumina (NEB).

8. Assess the quality of the quantified samples using Agilent 2100
Bioanalyzer with the high-sensitivity DNA chip. About
5–10 ng/μl DNA sample is needed.

9. Pool the quantified samples at a ratio based on their desired
share of sequencing reads, and sequence the pooled sample
with the Illumina HiSeq sequencing system.

3.6 Barcode

Sequencing Data

Analysis

1. Categorize the barcode reads from the sequencing data based
on the indexing barcodes.

2. Normalize the barcode reads for each combination into per
million reads.

3. Calculate the frequency of each combination mutant between
selected population and the total population without selection.
Changes in the relative abundance of the combination in a pool
suggest a selective advantage or disadvantage during the selec-
tion process (see Note 6).

4. Calculate the enrichment ratio (E) by comparing the frequency
of each mutant in the selected population (Nselected) to that in
the total population (Ntotal) relative to the rest of the popula-
tion, where E ¼ (Nselected/Ntotal)/((1�Nselected)/(1�Ntotal)).

5. Calculate the mean of enrichment ratio from multiple
biological replicates to compute the log2-transformed mean
(log2(E)) for ranking the mutants (see Note 7 and Fig. 4).
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3.7 Epistasis

Analysis

1. Calculate the expected fitness [6, 7] for a combination variant
[X,Y] by log2(E[X]) + log2(E[Y]).

2. Calculate the epistasis scores by (observed fitness) � (expected
fitness). Combinations showing better observed fitness than
expected fitness have a positive epistasis while those with
worse observed fitness than expected fitness have a negative
epistasis (see Note 8 and Fig. 4).

3. Exclude the log2(E) values of combination mutants causing a
lethal phenotype to avoid false detection of predicted fitness.

4 Notes

1. Inserts can be barcoded using a prebarcoded storage vector or
by PCR methods [5, 8, 9]. In the CombiSEAL study, the
mutant insert and the barcode sequence were cloned into a
storage vector in the configuration of BsaI–insert–BbsI–BbsI–
barcode–BsaI. However, it should be noted that the configura-
tion of the last insert was different from the first to (n�1)
libraries as described in Fig. 1. The last insert should include
a primer binding site between the insert and the barcode in the
configuration of BsaI–insert–primer binding site–barcode–
BsaI.

2. Avoid using Type IIS restriction enzyme sites contained within
the protein-coding sequence or remove those Type IIS restric-
tion enzyme sites by changing a nucleotide to introduce a silent
mutation.

3. Reduce the experimental noise by increasing the fold represen-
tation of cells per combination in the pooled screen.

Create a barcoded 
combination library 
of protein variants

Use an appropriate 
selection scheme 
for selecting the 
clones of interest

Harvest the DNA from 
the selected clones 

and perform NGS on 
their barcodes

Preprocess the NGS 
data and calculate the 
enrichment ratio of the 

protein variants
Determine the fitness 

of a protein variant

B1st library BBB2nd library 3rd library 4th library

BI

BI

BI

BI

BarcodesLibrary of combination mutants

Total 
combinations

Number of 
inserts

:

B

B

B
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I

I

I
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B

B

B

B

I

I

I

B

B

B

I

I

I
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Fig. 4 The workflow of the CombiSEAL screening platform. After building a barcoded combination library of
protein variants and selecting the desired clones by an appropriate selection scheme, genomic DNA purified
from the selected population can be used for NGS to retrieve the barcodes for analysis. Using the NGS data,
read count for each variants can be generated using the BC-analyzer program available on Github (https://
github.com/AWHKU/BC-analyzer) for calculating the enrichment ratio of each variant. Further analyses
including mutational epistasis can be done by using the Epistasis Calculator program available on Github
(https://github.com/AWHKU/epistasisCalculator) for calculating the epistasis score of each variant
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4. PCR condition should be optimized to ensure that the number
of PCR cycles falls within the linear phase of amplification to
avoid bias in PCR.

5. To give sufficient sequence diversity of amplicon across flow
cells, use a mixture of primers with stagger regions of different
length to balance the base composition during Illumina
sequencing.

6. Remove the barcodes with too little reads (e.g., less than
100 reads) in the total populations (or the control group) to
remove noise resulting from low-representation of variants.

7. We have generated a Python program (bc_analyzer_v4), which
is available on Github (https://github.com/AWHKU/BC-ana
lyzer), for calculating the enrichment ratio of each variant.

8. Mutational epistasis can be determined by using a program
we generated and posted on Github (https://github.com/
AWHKU/epistasisCalculator) (last updated on Oct
22, 2019) for calculating the epistasis score of each variant.
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Chapter 2

Rational Design and Construction of Active-Site Labeled
Enzymes

Man-Wah Tsang, Yun-Chung Leung, and Kwok-Yin Wong

Abstract

With a growing amount of structural information of proteins, deciphering the linkage between the
structure and function of these proteins is the next important task in structural genomics. To characterize
the function of an enzyme at molecular level, placing a reporter on the active site of an enzyme can be a
strategy to examine the dynamics of the interaction between enzyme and its substrate/inhibitor. In this
chapter, we describe an approach of active-site labeling of enzyme for this purpose. Provided with the
fabrication of a fluorescein-labeled AmpC β-lactamase as an example, we herein depict the methodology of a
structure-based selection of the location in an enzyme’s active site for bioconjugation and the preparation of
the active-site labeled enzyme.

Key words Active site, Bioconjugation, Chemical modification, Enzyme, Fluorescence labeling,
Protein engineering

1 Introduction

Enzymes are biocatalysts involved in diverse biochemical processes
in all living cells [1]. Besides, they have a wide variety of industrial
and biomedical applications [1–5]. Understanding their molecular
functions are important for both fundamental and applied science.
In this sense, numerous biochemical and biophysical methods have
been devised to achieve this purpose [6–9].

In this chapter, we present a method of active-site labeling of
enzyme for the characterization of enzyme–substrate/inhibitor
interaction. In this approach, a small molecular probe is covalently
conjugated onto the active site pocket of an enzyme. With the
objective that the conjugated probe can sense and report the local
environmental changes occurring inside the active site upon the
substrate/inhibitor binding, the attachment site is rationally cho-
sen based on the already-known three-dimensional structure of the
enzyme. This method has been previously adopted to construct a
series of fluorescently labeled β-lactamases that enable a real-time
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monitoring of the interaction between these enzymes and their
β-lactam substrates/inhibitors [10–14]. These fluorescent enzymes
were β-lactamases covalently attached with a single fluorescein onto
their active site’s entrance via a maleimide linker. Here, the fluores-
cein was strategically placed onto a location without perturbing the
binding capability of the enzymes. The preparation of these labeled
enzymes involves two steps: (1) a cysteine point mutation at the
attachment site of the enzyme to generate a thiol reactive group for
the labeling reaction; and (2) a fluorophore attachment via a cross-
linking reaction between the sulfhydryl group of the introduced
cysteine and the maleimide group of a fluorescein-5-maleimide
(Fig. 1). The attached fluorescein enables a track of the dynamic
change taken place in the active site pocket [10, 11, 14]. When the
active site is empty, it partially occupies the pocket (Fig. 2a) and
gives out a low fluorescence intensity. With a binding of substrate/
inhibitor to the active site, it is displaced by this molecule and
becomes more exposed to the solvent environment (Fig. 2b).
This subtle change in the microenvironment of the fluorescein
leads to an increase in the fluorescence intensity of this fluorescent
probe (Fig. 3). The fluorescence keeps turning-on as long as the
active-site is being occupied whereas it returns to its basal level
when the active site is free (Fig. 3). Based on this binding event-
modulated fluorescence switching system, the pattern of the fluo-
rescence signal varies in accordance to the mode of interaction
between the enzyme and the substrate/inhibitor [10, 11,
14]. This provides a real-time monitoring of the trajectory of
these various interactions. For further study of the enzyme’s struc-
ture–function relationship, mutation of interest can be introduced
into the labeled enzyme and its influence on the enzyme’s interac-
tion with its substrates/inhibitors can be assessed by fluorescence
measurements [13].

In this article, we utilize the construction of a fluorescein-
labeled AmpC β-lactamase [11] as an example to demonstrate the
selection criteria of the attachment site of a fluorescein (reporter)
on the enzyme’s active site and the bioconjugation procedure.

2 Materials

Reagents for site-directed mutagenesis, expression, and purification
of a specific protein are required but not listed here. Freshly prepare
a 20 mM stock of fluorescein-5-maleimide (F5M stock) by dissol-
ving the dye in dimethylformamide (DMF) or dimethyl sulfoxide
(DMSO). Wrap the fluorescent dye with aluminum foil to protect it
from light. Use 15 mL ultracentrifugal device (e.g., Amicon® Ultra
filter device (Millipore) or Vivaspin® Turbo ultrafiltration centrifu-
gal concentrator (Sartorius)) for buffer exchange and concentra-
tion of the protein sample. Select the device with Molecular Weight
Cutoff (MWCO) that is at least twofold smaller than the molecular
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weight of the protein sample. Rinse and prewet the membrane in
the sample reservoir of the device with Milli-Q water. Keep fluid
(Milli-Q water or buffer) inside the reservoir to avoid drying out of
the wet membrane prior use.

Fig. 1 Generation of a fluorescein-labeled β-lactamase. The desired fluorophore attachment site of a wild-type
enzyme is first substituted by a cysteine via site-directed mutagenesis. Then the cysteine mutant is chemically
modified with a fluorescein-5-maleimide via a thiol reaction to give the fluorescent β-lactamase

Fig. 2 A fluorescein-labeled AmpC β-lactamase in its (a) apo form and (b) substrate-bound form. Green:
Fluorescein; Red: β-lactam substrate. (Reprinted figure with permission from ref. 11. Copyright 2011
American Chemical Society)
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2.1 Acquisition

and visualization

of the Enzyme’s

Structural Information

1. Access to Protein Data Bank via https://www.rcsb.org [15]
and retrieve the structural data of the protein of interest. Our
example is Enterobacter cloacae P99 AmpC β-lactamase and its
PBD ID is 1XX2 [16]. To search for the protein structural
information, (1) input the name (Enterobacter cloacae P99
AmpC β-lactamase) or PBD ID (1XX2) into the red-circled
column and (2) click the “Go” button (Fig. 4).

2. After the page regarding the information of the target protein
has been launched, (1) go to “Download Files” and (2) select
“PDB Format” to download the PDB file of the protein
(Fig. 5).

Fig. 3 Fluorescence trace reflects the progress of the hydrolysis of a β-lactam
antibiotic (penicillin G) by a fluorescein-labeled AmpC β-lactamase. The rising
phase indicates the fluorescence enhancement upon the substrate binding to the
active site; the declining phase reveals the reduction of the amount of fluores-
cent species, ES and ES*, due to the turnover of substrate; and the return of the
fluorescence signal to the basal level (relative fluorescence intensity ¼ 1) is
resulted from the regeneration of the active site due to the leave of the product
(P). E free enzyme, S substrate, ES precovalent substrate–enzyme complex, ES*
acyl–enzyme complex, P hydrolyzed product
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3. Load the PDB file with a molecular visualization program (e.g.,
PyMOL [17] and Swiss-Pdb Viewer [18]) to view the three-
dimensional structure of the protein (see Note 1).

Fig. 4 Procedure for searching structural data of the protein in Protein Data Bank [15]

Fig. 5 Procedure for obtaining the PDB file of the protein in Protein Data Bank [15]
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2.2 Selection of Site

for Fluorophore

Attachment

From the construction of a series of fluorescein-labeled
β-lactamases [10–14], we have generalized a rationale in deciding
the fluorophore attachment site, which may be applicable to other
enzymes. The followings suggest the selection criteria of our
model:

(a) The fluorophore has to be placed in close proximity to the
active site residue so that it can have a higher chance to
experience the changes in microenvironment of the active
site pocket.

(b) The fluorophore has to be introduced at the entrance of the
active site so as to avoid perturbing the binding and catalytic
capabilities of the enzyme.

(c) The fluorophore has to be attached onto a flexible region of
the enzyme to confer the flexibility of conjugated fluorophore
to move in response to the dynamic changes taken place in the
active site pocket.

To illustrate the above selection criteria, a fluorescent AmpC
β-lactamase, V211Cf, is used as an example [11]. V211Cf was
generated from a cysteine-free AmpC β-lactamase from Enterobac-
ter cloacae. Viewing the structure of the wild-type AmpC
β-lactamase (PDB ID: 1XX2), position 211, at which a Valine is
situated, is a suitable site for the fluorophore attachment (Fig. 6).

Fig. 6 Valine 211 of AmpC β-lactamase as a site chosen for cysteine substitution
and fluorophore attachment. Red: Valine 211; Yellow: Serine 64 (active site
serine); Magenta: flexible Omega loop; Black line box: active site pocket. PDB ID:
1XX2 (ref. 16). (Reprinted figure with permission from ref. 11. Copyright 2011
American Chemical Society)
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First, Valine 211 is close to the active site (Serine 64). Second, it
resides on entrance of the active site pocket. Lastly, it is located on a
long flexible loop of the enzyme.

2.3 Preparation

of Cysteine Mutant

1. Mutate the selected site for the fluorophore attachment into
cysteine by site-directed mutagenesis (see Note 2).

2. Overexpress the cysteine mutant and purify it to >90%
homogeneity.

3. Lyophilize the purified protein and store the lyophilized pro-
tein at �20 �C or �80 �C until the labeling reaction.

3 Methods

3.1 Protein Labeling

with Fluoresecein-5-

Maleimide

1. Reconstitute 2 mg of the lyophilized protein into 4 mL of a
suitable buffer (see Note 3).

2. Adjust the pH of the protein solution to 7.0 (see Note 4).

3. Add a five- to ten-fold molar excess of the fluorescein-5-mal-
eimide from the F5M stock to the protein solution. Wrap the
reaction mixture with aluminum foil to protect it from light.

4. Incubate the reaction mixture for 2–4 h with stirring in
the dark.

5. Add the reaction mixture to the sample reservoir of a prerinsed
15 mL ultracentrifugal filter device for the removal of excess
dye, buffer exchange, and sample concentration (see Note 5).

6. For the case of using centrifuge with swing-bucket rotor, fill
the reservoir with buffer up to 15 mL whereas for the case of
centrifuge with fixed angle rotor, add buffer to final volume of
11 mL.

7. Cap the filter device and centrifuge it at 4000 � g for
15–30 min (see Note 6).

8. Keep the retentate in the sample reservoir as the labeled protein
is supposed to retain in the reservoir, and discard the
flowthrough.

9. Repeat steps 6–8 for approximately 6–7 times until the flow-
through becomes clear in color.

10. Collect the labeled protein and check the efficiency of labeling
(see Subheading 3.2).

11. Store the labeled sample at a suitable condition until further
experiment (see Note 7).
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3.2 Validation

of the Labeling

Reaction

3.2.1 Qualitative Analysis

by SDS-PAGE

1. Load the protein marker, unlabeled protein (negative control)
and labeled protein onto three separate lanes of a
SDS-polyacrylamide gel.

2. Run the SDS-PAGE electrophoresis.

3. Illuminate the gel with UV light and visualize if there is any
fluorescent band on the gel (seeNote 8). Save the image of the
UV-illuminated gel.

4. Stain the protein with Coomassie blue. Compare the Coomas-
sie blue-stained gel with the image of the UV-illuminated gel to
check whether the fluorescent band corresponds to that of the
target labeled protein.

3.2.2 Estimation

of Degree of Labeling

1. Assess the protein concentration (in mg/mL) by Bradford
assay or measurement of absorbance at 280 nm.

2. Calculate the moles of the labeled protein by dividing the
protein concentration by the molecular weight of the labeled
protein (see Note 9).

3. Measure the absorbance of the labeled protein at 495 nm
(A495), which is the absorption maximum wavelength of fluo-
rescein-5-maleimide.

4. Calculate the moles of the incorporated fluorescein by dividing
the A495 value of the labeled protein by 68,000 M�1 cm�1,
which is the molar extinction coefficient of fluorescein-5-
maleimide.

5. Determine the degree of labeling by dividing the moles of the
incorporated dye by the moles of the labeled protein.

4 Notes

1. PyMOL is a popularly used user-sponsored system accessible at
https://pymol.org/2/ [17] whereas Swiss-Pdb Viewer is a free
protein visualization software available at https://spdbv.vital-
it.ch [18]. In addition, there is a collection of other softwares
for protein structure visualization suggested in the Protein
Data Bank’s website: https://www.rcsb.org/pages/
thirdparty/molecular_graphics [15].

2. Endogenous cysteines in the enzyme have to be mutated into
other noncharged small-sized amino acids (e.g., alanine or
glycine or serine) to ensure that there is only one unique
cysteine for the thiol modification. This can avoid the nonspe-
cific coupling of the thiol-reactive dye to the undesired sites of
the enzyme. However, if the endogenous cysteines have
involved in the disulfide bridge formation and/or deeply
embedded inside the protein, they can be retained as the thiol
reactive dye is inaccessible to them for the coupling reaction.
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3. 10–100 mM HEPES, phosphate or Tris buffer with
pH 7.0–7.5 are suitable buffers for the labeling reaction.
Reducing agents such as dithiothreitol (DTT) and
β-mercaptoethanol should not be added to the protein solution
because they can interfere with the thiol coupling
reaction [19].

4. For fluorescein-5-maleimide, the optimum pH for the thiol
coupling reaction is 7.0. At this neutral pH, maleimide is highly
reactive with the thiol groups. Higher pH (>8.0) should be
avoided because this leads to the undesired nonselective cou-
pling reaction of maleimide with the amine groups [19, 20].

5. Buffers used in the subsequent downstream experiment are
appropriate for the buffer-exchange. Extensive dialysis, desalt-
ing chromatography, or gel filtration can also be employed for
removing excess dye, but these methods dilute the concentra-
tion of the sample. In these cases, the labeled sample has to be
concentrated after these processes.

6. To have an efficient buffer exchange, concentrate the sample to
a smaller volume in each spin by centrifugation.

7. For a long-term and better storage, the labeled protein is
suggested to be frozen by snap freezing with liquid nitrogen
and stored at �80 �C or lyophilized and stored at �20 �C or
�80 �C.

8. The gel should be illuminated immediately after running the
SDS-PAGE electrophoresis. Labeled protein does not show a
fluorescent band under UV illumination if the gel has been
stained by Coomassie blue.

9. The estimated molecular mass of the labeled protein is the sum
of the molecular mass of the unlabeled protein and that of the
fluorescent dye. The calculated mass of the unlabeled protein
can be determined by inputting the protein sequence to the
protein molecular weight calculator (e.g., ProtParam tool
which is available at https://web.expasy.org/protparam/
[21]).
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Chapter 3

Screening and Production of Recombinant Human Proteins:
Ligation-Independent Cloning

Claire Strain-Damerell, Pravin Mahajan, Alejandra Fernandez-Cid,
Opher Gileadi, and Nicola A. Burgess-Brown

Abstract

Structural genomics groups have identified the need to generate multiple truncated versions of each target
to improve their success in producing a well-expressed, soluble, and stable protein and one that crystallizes
and diffracts to a sufficient resolution for structural determination. At the Structural Genomics Consor-
tium, we opted for the ligation-independent cloning (LIC) method which provides the throughput we
desire to produce and screen many proteins in a parallel process. Here, we describe our LIC protocol for
generating constructs in 96-well format and provide a choice of vectors suitable for expressing proteins in
both E. coli and the baculovirus expression vector system (BEVS).

Key words PCR, Gene, Ligation-independent cloning (LIC), Construct, Protein, Crystallography

1 Introduction

The knowledge base resulting from sequencing of the human
genome has provided a strong foundation for identifying and
understanding the role of genes encoding various proteins involved
in health and disease as well as in physiological processes. Deter-
mining three-dimensional (3D) structures of the proteins is impor-
tant to understand the biochemical reactions they catalyze at the
molecular level. According to the latest estimate by the Interna-
tional Human Genome Sequencing Consortium, the human
genome seems to encode 20,000–25,000 proteins [1]. However,
there is a major gap between the number of protein sequences and
experimentally determined 3D protein structures. The Structural
Genomics Consortium (SGC) is a not-for-profit organization that
is addressing this gap by solving the structures of medically relevant
proteins and placing them into the public domain without restric-
tion (http://www.thesgc.org/).

YuWai Chen and Chin-Pang Bennu Yiu (eds.), Structural Genomics: General Applications, Methods in Molecular Biology, vol. 2199,
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Determining protein structures by X-ray crystallography or
cryo-electron microscopy (cryo-EM) on the genome scale creates
a number of bottlenecks, the first being expression and purification
of the large number of soluble, homogeneous and stable proteins in
heterologous systems. We have developed robust protocols for
medium-throughput cloning, expression testing and protein pro-
duction in E. coli and in insect cells which have resulted in a
portfolio of hundreds of protein domains. We have used E. coli as
the primary expression system for producing our soluble target
proteins; however, for expression of more challenging proteins
such as kinases and integral membrane proteins (IMPs), the bacu-
lovirus expression system is our first choice. The recombinant
proteins expressed globally at SGC have yielded more than 2,000
protein structures, but in addition, these proteins have provided a
rich resource for functional genomics, small molecule inhibitor
screens, and generation of antibodies.

Ligation-independent cloning [2] was our method of choice as
it provided a simple and cost-effective tool for producing many
constructs of a single target or multiple targets in parallel without
the need to select specific restriction enzymes for each gene. Briefly,
the process involves T4 DNA polymerase treatment of linearized
vectors in the presence of a single deoxynucleotide (dNTP). PCR
fragments of the gene of interest (GOI) with complementary over-
hangs are generated by adding appropriate 50 extensions into the
primers (LIC sequences) and treating the fragments with T4 DNA
polymerase in the presence of the paired dNTP (see Fig. 1). At the
SGC we have engineered many of our vectors to share the same
LIC site which allows one LIC-prepared PCR fragment to be
cloned into a range of vectors within the same and across different
expression systems. Alternative efficient cloning methods are avail-
able including Golden Gate Assembly [3, 4], Gateway® [5–7],
MAGIC [8], and In-Fusion® [9], the latter being the method
preferred by our SGC node in Toronto. More recently, the LIC
method has evolved to SLIC [10, 11] which removes sequence
constraints.

In this chapter, we begin the process of medium-throughput
screening by describing in detail our methods for (a) identifying
domain boundaries to increase the likelihood of producing a stable
and correctly folded protein, (b) primer design, PCR and vector
preparation, (c) annealing and transformation into E. coli, and
(d) confirmation of cloning success by colony PCR screening. In
the following three chapters, we provide detailed protocols for
expression testing using E. coli, baculovirus/insect cells and Bac-
Mam and producing milligram quantities of protein of sufficient
quality and purity for structural studies (e.g., crystallization or
cryo-EM) and functional screening. Although our cloning and
expression testing protocols are described for 96-well format, the
whole process can easily be applied to generate and screen a smaller
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number of proteins. Handling 24 or more samples should be
performed in block format rather than in individual tubes as
described in the methods.

2 Materials

Unless otherwise stated, molecular biology grade water is used for
all dilutions and reactions set out below. Where ultrapure water is

Fig. 1 Overview of the LIC process. The gene of interest (GOI) is amplified with primers that include the LIC
sequence specific to the target vector. The vector is linearized by restriction digest, removing the sacB gene.
Both insert and vector are then T4 DNA polymerase treated to resect 30 ends, creating large overhangs,
promoting efficient circularization without the need for T4 DNA ligase
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instead specified, it is prepared by purifying deionized water to
reach a resistivity of 18.2 MΩ cm at 25 �C. All reagents should be
of analytical grade or higher and all plasticware should be DNase-
free.

2.1 PCR 1. Primers: Primers are HPSF-purified at 0.01 or 0.05 μmol scale.
Primer stocks are either supplied at or diluted (in 10 mM Tris–
HCl buffer, pH 8.0) to 100 μM and stored at �20 �C.

2. Template library: Human cDNA clones were obtained from
the IMAGE cDNA collection (currently distributed by Source
BioScience, UK), from other commercial providers (OriGene,
Invitrogen, FivePrime), or isolated in-house by PCR from
human cDNA. Synthetic DNA clones, including either the
natural cDNA or codon-optimized sequences, were synthe-
sized to order by GenScript, BioBasic, or Twist Bioscience.

3. Enzymes: Herculase II Fusion DNA Polymerase (Agilent
Technologies), alternatively Q5®High-Fidelity DNA Polymer-
ase (New England BioLabs, NEB) for difficult-to-amplify tar-
gets; MyTaq™ Red DNA Polymerase (5 unit/μL, Bioline) for
colony PCR screening; DpnI (20 units/μL).

4. Dimethyl sulfoxide (DMSO), molecular biology grade
(DNase/RNase free).

5. 10 mM dNTP solution: Mix 2.5 mM dATP, 2.5 mM dTTP,
2.5 mM dGTP, and 2.5 mM dCTP and store at �20 �C.

6. TE Buffer: 10 mM Tris–HCl and 1 mM EDTA, pH 8.0, filter
through a 0.2 μm syringe filter and store at room
temperature (RT).

7. 50� TAE buffer (1 L): Dissolve 242 g of Tris base, 57.1 mL of
glacial acetic acid, and 100 mL of 0.5 M EDTA, pH 8.0 in
water and adjust pH to 8.5. Filter through a 0.2 μmmembrane
filter and use as a 1� solution.

8. 96-Well 1.5% TAE-agarose gels: Dissolve 3 g of agarose pow-
der in 200 mL of 1� TAE buffer using a microwave. Once
cooled to hand-hot, add 8 μL of SYBR-safe DNA gel stain
(Invitrogen), mix by swirling and cast in a Sub-cell Model
96 (Bio-Rad or similar) gel cast.

9. DNA ladders: For the E-Gel® system, the Low Range Quanti-
tative DNA Ladder (Invitrogen), and for the colony PCR
screen, the 1 kb Plus DNA Ladder (Invitrogen) prepared in
1� BlueJuice™ (Invitrogen) are used.

10. PureLink® PCR Purification Kit (Invitrogen).

11. MultiScreen PCR96 filter plate (Merck).

12. 96-well PCR plates.

13. Adhesive PCR seals.
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14. Adhesive tape pads.

15. V-bottomed microtiter plates.

16. Minisart syringe filters, 0.2 μm.

17. Express™ PLUS filter unit, 0.22 μm (Merck).

18. Supor® PES Membrane Disc Filters, 0.2 μm and unit (Pall).

19. Reagent reservoirs for multichannel pipetting.

20. Multichannel pipettes and repeat pipettors are used to dispense
reagents into a 96-well format.

21. 96-well PCR thermocycler with heated lid.

22. E-Gel® 96 Mother base and E-Gel® 96 1% Agarose Gels
(Invitrogen).

23. 96-well gel cast and tank (Subcell Model 96 Bio-Rad or
similar).

24. Centrifuge suitable for 96-well PCR plates (150 x g).

25. Microcentrifuge.

26. MultiScreenHTS Vacuum Manifold (Merck).

27. Gel Doc™ XR+ (Bio-Rad).

28. Water bath set at 37 �C and 42 �C.

2.2 Cloning The following reagents, consumables, and equipment are required
in addition to those listed above:

1. Competent cells: All cloning is performed in Mach1™ cells
(originally purchased from Invitrogen), with chemically com-
petent cells produced in-house using the RbCl method
[12]. Alternatively, for large plasmids, NEB® 10-beta cells are
used. Other cell lines are suitable for cloning, but we recom-
mend using a recA� phage resistant strain, to promote plasmid
stability and to reduce the risk of bacteriophage infection dur-
ing E. coli expression, respectively.

2. Vectors: LIC-adapted vectors listed in Table 1 for expression of
proteins in Chapters 4, 5, and 6 were generated in-house from
commercially available sources. The BacMam vector backbone
(pHTBV1.1) was kindly provided by Professor Frederick Boyce
(Massachusetts General Hospital, Cambridge, MA) (see Note
1).

3. All enzymes and their associated buffers are supplied by NEB;
including T4 DNA Polymerase (3 units/μL), BsaI-HF®v2
(20 units/μL), BfuAI (5 units/μL), and BseRI (4 units/μL).

4. 25 mM dGTP: Prepare from 100 mM dNTP set and store at
�20 �C.

5. 25 mM dCTP: Prepare from 100 mM dNTP set and store at
�20 �C.
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6. 100 mM and 1 M DTT: Make up with water, filter through a
0.20 μm syringe filter and store as 1 mL aliquots at �20 �C.

7. 20 mg/mL bovine serum albumin (BSA).

8. 25% (w/v) sucrose: Dissolve 250 g sucrose in 1 L of ultrapure
water and filter through a 0.22 μm filter unit.

9. 60% (v/v) glycerol: Autoclave to sterilize.

10. 50 mg/mL Carbenicillin: Prepare in water, filter through a
0.20 μm syringe filter and store at �20 �C.

11. 50 mg/mL Kanamycin: Prepare in water, filter through a
0.20 μm syringe filter and store at �20 �C.

12. LB-agar: Dissolve 22.5 g of premixed LB-broth and 13.5 g of
agar in 800 mL of ultrapure water. Adjust volume to 900 mL
and autoclave on the same day.

13. LB-agar plates: Melt LB-agar slowly in a microwave and add 5%
(w/v) sucrose (see Note 2). Once cooled to hand-hot, add the
appropriate antibiotic (see Table 1) and swirl vigorously to mix.
Pour 10 mL of the molten agar into each 50 mm petri dish and
once set, upturn and leave open to dry. These can be prepared
ahead of time and stored for up to a month at 4 �C, sealed in a
plastic bag to prevent over-drying.

14. 1� LB: Dissolve 22.5 g of premixed LB-broth in 800 mL of
ultrapure water. Adjust volume to 900 mL and autoclave on
the same day.

15. SOC medium: Dissolve 18 g of tryptone (or peptone from
casein), 4.5 g of yeast extract, 0.45 g of NaCl, and 2.25 mL of
1 M KCl in 800 mL of ultrapure water. Adjust volume to
900 mL and autoclave on the same day. Once cooled, add
9 mL of 2 M MgCl2 hexahydrate and 18 mL of 1 M (18%)
glucose. Both solutions are filtered through a 0.20 μm syringe
filter prior to use (see Note 3).

16. Virkon.

17. Montage Plasmid MiniprepHTS 96 Kit (Merck).

18. 50 mm petri dishes.

19. Disposable sterile spreaders or 2 mm autoclaved glass balls
(2.5–3.5 mm) for spreading as these are reusable and allow
for faster plating for the medium-throughput scale.

20. Disposable sterile inoculation loops (1 μL).
21. 96-deep-well blocks.

22. AirOtop porous seals (Thomson or VWR).

23. Centrifuge suitable for 96-deep-well blocks (3,000 � g).
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24. Micro-Express Glas-Col shaker (Glas-Col, Indiana, USA) or
similar set to 37 �C.

25. Incubator set at 37 �C.

26. Heated block set at 50 �C.

3 Methods

3.1 Construct Design In order to give the best possible chance of producing soluble
protein with a high propensity for crystallization we opt for a
multiconstruct design approach [13–15]. While we do include
the full-length protein in the initial target screen, only 8.6% of
our solved structures have arisen from such constructs. By reposi-
tioning the start and stop boundaries of our constructs by only
5 amino acids either side, our success increases to 13.3% (unpub-
lished data). By expanding the design out to include only certain
domains of the protein, our success rate improves further meaning
that structures that would have otherwise been missed make it
through to Protein Data Bank (PDB) submission using the multi-
construct approach. Constructs are therefore designed based on
available protein domain information, secondary structure predic-
tions and sequence alignments, as well as taking account of disor-
dered regions to try to produce more stable proteins at the
expression stage. Due to uncertainty in predictive methods and in
our understanding of factors affecting protein behavior, we test a
number of construct endpoints (2–5 on either end) closely spaced
around the predicted domain boundaries.

3.2 Primer and Plate

Design

1. Having identified appropriate construct boundaries in the pre-
vious step, design primers for PCR amplification of the desired
DNA segments. The primer sequences themselves typically
include the appropriate LIC sequence (see Table 1) followed
by ~20 bp from the construct sequence. In each case, the ATG
underlined in Table 1 should be in-frame with the target
sequence.

2. Where the construct includes an N-terminal purification tag,
the stop codon is incorporated by the 30 LIC sequence marked
in italics (see Table 1).

3. For C-terminally tagged constructs, the reverse primer must
not include a stop codon but must be in-frame with the 30 LIC
sequence i.e., do not include additional nucleotides between
the 30 of the reverse LIC site and the codon encoding the
C-terminal amino acid (see Note 4).

4. The arrangement of constructs in a 96-well format is done with
the following constraints for ease of cloning: (a) constructs
from the same entry clone are kept together; (b) constructs
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are arranged in order of size; (c) where possible, only one
vector and or T4-treatment condition is used per plate; and
(d) if the plate is mixed then like-vectors and T4-treatment
conditions are kept together on the plate. Arrangement in this
manner enables easy identification of correctly sized products
and limits mistakes caused by erroneous pipetting.

5. Once you have designed the plate format keep a record of what
primers, template, and vector will be associated with each well
and use this for all subsequent steps.

3.3 PCR 1. Using a multichannel pipette and reagent reservoir, add 90 μL
of water to each well of a 96-well PCR plate. To this, add 5 μL
each of the 100 μM forward and reverse primers and mix well.

2. For each template, prepare a 2.5 ng/μL dilution in a 1.5 mL
Eppendorf tube, mix well and aliquot 20 μL of this into the
appropriate wells of a second 96-well PCR plate.

3. Prepare a PCR master mix as follows: 500 μL of 5� Herculase
II buffer, 75 μL of 10 mM dNTP mixture, 25 μL of Herculase
II Fusion DNA Polymerase, and 1.5 mL of water. Mix the
solution well. Using a multichannel pipette or repeat pipettor,
aliquot 21 μL into each well of a third 96-well PCR plate (see
Note 5).

4. Using a multichannel pipette, transfer 1.5 μL of the diluted
primers, followed by 2.5 μL of diluted template DNA, into the
corresponding wells of the reaction plate. Mix well then seal the
plate using an adhesive PCR seal, making sure to press down
well in order to limit evaporation (see Note 6).

5. Place the reaction plate into the thermocycler and cycle with
the following conditions—touchdown PCR (see Note 7):
95 �C, 10 min.

(95 �C, 30 s; 68 �C, 30 s; 68 �C, 1–3 min*) �5 cycles.

(95 �C, 30 s; 60 �C, 30 s; 68 �C, 1–3 min*) �5 cycles.

(95 �C, 30 s; 55 �C, 30 s; 68 �C, 1–3 min*) �5 cycles.

(95 �C, 30 s; 50 �C, 30 s; 68 �C, 1–3 min*) �20 cycles.

68 �C, 10 min.

15 �C hold.

*Extension time dependent on length of PCR product (e.g.,
30 s per 1 kb).

6. Remove 3 μL of each reaction and dilute with 12 μL of water.
Run on an E-Gel® against 20 μL of the diluted Low Range
Quantitative DNA Ladder (Fig. 2).

7. Transfer the successful reactions into the corresponding wells
of a fresh PCR plate and repeat any failed reactions using
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different cycling conditions or with additives such as the
DMSO or GC-enhancer (see Note 8).

8. Any products amplified from templates containing the same
antibiotic resistance cassette as the target vector, require DpnI
treatment to limit template carryover (see Note 9). Prepare a
1 in 20 dilution of DpnI (20 units/μL) in NEB buffer 2 or
CutSmart and aliquot 1 μL into the appropriate wells of the
PCR reaction plate. Incubate the plate in a 37 �C incubator for
1 h.

9. Purify the products (see Note 10) using a MultiScreen PCR96

purification plate following the manufacturer’s instructions.
Recover the DNA from the plate in 50 μL of TE buffer,
transferring into a V-bottomed microtiter plate and store at
�20 �C.

Fig. 2 Image of an initial PCR performed in 96-well format, analyzed using the E-Gel® system and Low Range
Quantitative DNA Ladder. The sizes of the ladder are indicated. Due to the low resolution of these gels the
products are judged based on the sizing of neighboring bands; for example, the products of E5 to E8 should be
in decreasing size order, which can be observed on the gel
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3.4 Vector

Preparation

1. Digest the target vector using the restriction enzyme indicated
in Table 1 (seeNote 11 for alternative restriction enzymes), for
example for BsaI vectors (see Fig. 3 for example vector) prepare
the digest as follows: 5 μg vector, 10 μL of 10� NEB CutS-
mart, 1.5 μL of BsaI-HF®v2 (20 units/μL), make up to 100 μL
with water and incubate at 37 �C for 2 h.

2. Mix 3 μL of the digested vector with 3 μL of 2� BlueJuice™
and analyze on a 1.5% TAE-agarose gel to confirm complete
digestion (see Note 12).

3. Purify the digested vector using a PureLink® purification spin
column, following the manufacturer’s instructions, and elute in
50 μL.

3.5 T4 DNA

Polymerase Treatment

1. To the purified vector (50 μL) add 21.5 μL of water, 10 μL of
10� NEB buffer 2.1, 10 μL of 25 mM dCTP or dGTP (see
Table 1), 5 μL of 100 mMDTT, 1 μL of 2.5 mg/mL BSA, and
2.5 μL of T4 DNA Polymerase (3 units/μL). Place in a ther-
mocycler with the following conditions: 22 �C for 30 min,
75 �C for 20 min, 15 �C hold (see Note 13).

Fig. 3 Vector map of standard bacterial expression vector pNIC28-Bsa4. Digestion with BsaI excises the sacB
gene and T4-treatment resects the 30 ends of the LIC sites to provide complementary cohesive ends to the
PCR products. The vector incorporates a His6 tag at the N-terminus followed by TEV cleavage site in frame
with the PCR product. This vector also includes the T7 promoter and terminator sequences for expression in
the BL21(DE3) strain and is under the control of the lac repressor for induction with IPTG during the expression
stage (see Chapter 2)
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2. For T4-treament of the PCR products prepare a master mix as
follows: 215 μL of water, 100 μL of 10� NEB buffer 2.1,
100 μL of 25 mM dCTP or dGTP (see Table 1), 50 μL of
100 mM DTT, 10 μL of 20 mg/mL BSA, and 25 μL of T4
DNA Polymerase (3 units/μL, NEB). Using a repeat pipettor
aliquot 5 μL into each well of a PCR plate. Using a multichan-
nel pipette, transfer 5 μL of the purified PCR product into the
corresponding wells of the T4 reaction mix, mixing as you
dispense. Place in a thermocycler with the following condi-
tions: 22 �C for 30 min, 75 �C for 20 min, 15 �C hold.

3.6 Annealing

and Transformation

1. Using a repeat pipettor, aliquot 1 μL of the T4-treated vector
into each well of a 96-well PCR plate and centrifuge briefly at
150 � g. Confirm that there is liquid in each well before
progressing to step 2.

2. Using a multichannel pipette, transfer 2 μL of T4-treated insert
into the corresponding wells of the plate from step 1 (seeNote
14). Spin briefly and incubate the reaction at RT for at least
20 min before placing on ice (see Note 15).

3. Take two 1.5 mL Eppendorf tubes, label one with “vector-only
control” and the other with “insert-only control” (see Note
16). To the first add 1 μL of the T4-treated vector and to the
other 2 μL of T4-treated insert from a well that has undergone
DpnI treatment, then place both tubes on ice.

4. Using a repeat pipettor, aliquot 50 μL of chemically competent
sub-cloning efficiency cells (see Notes 17 and 18) into each
well of the plate from steps 1 and 2 and into the two tubes
from step 3. Incubate on ice for 30 min.

5. Heat-shock the cells at 42 �C for 45 s, then return to ice briefly.

6. Using a multichannel, pipette 100 μL of SOC medium (see
Notes 19 and 20) into each well, seal with a porous seal and
incubate at 37 �C for 1.5 h in a stationary incubator.

7. Plate 100 μL of the transformation mixture onto LB-agar
plates containing 5% sucrose (see Note 1) supplemented with
either 50 μg/mL kanamycin or carbenicillin (see Table 1).
Spread the sample across the plate using either sterile spreaders
or glass beads (see Note 21).

8. Incubate the plates at 37 �C for ~16 h, then store at 4 �C until
the colony PCR screening step is complete.

3.7 Colony PCR

Screening

1. Prepare a 96-deep-well block containing 1 mL of LB and the
appropriate antibiotic selection (see Table 1).

2. Set up a PCR master mix as follows: 400 μL of 5� MyTaq™
Reaction Buffer Red, 1.49 mL of water, 100 μL of 10 μM
screening primers (see Tables 1 and 2), and 10 μL of
MyTaq™ DNA Polymerase (5 unit/μL). Using a repeat
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pipettor or a multichannel pipette, aliquot 20 μL into each well
of a 96-well PCR plate.

3. Using a 1 μL sterile loop, pick one colony from each transfor-
mation plate and inoculate into the corresponding well of the
PCR reaction plate (step 2) followed by the corresponding well
of the deep well block (step 1) (see Note 22).

4. Once all of the wells have been inoculated, seal the deep well
block with a porous seal and incubate at 37 �C overnight in a
Glas-Col with shaking at 700 rpm, then store at 4 �C.

5. Seal the PCR reaction plate with a thermal resistant adhesive
seal and set a thermocycler with the following conditions,
making sure that the block is up to temperature before placing
your sample plate in the instrument (see Note 23):
95 �C, 10 min

(95 �C, 30 s; 50 �C, 30 s; 72 �C, 1–3 min*) �25 cycles

72 �C, 5 min

15 �C hold

*Extension time dependent on length of PCR product—e.g.,
30 s per 1 kb. Please note that additional bp will be added
to your products due to the positioning of the screening
primers (see Table 1).

6. While the cycle is running, prepare a 96-well 1.5%
TAE-agarose gel.

Table 2
Colony PCR screening primers for SGC vectors

Primer name Primer sequence

pLIC-F TGTGAGCGGATAACAATTCC

pLIC-R AGCAGCCAACTCAGCTTCC

FBac-1 TATTCATACCGTCCCACCA

FBac-2 GGGAGGTTTTTTAAAGCAAGTAAA

FBac-3 TTAAAATGATAACCATCTCG

pFBM-fwd CAAAATGTCGTAACAACTCCGC

pFBM-rev TAGTTAAGAATACCAGTCAATCTTTCAC

GFP-fwd TAACCACTACTTGTCGACGCAGTC

GFP-rev CTGTCGTACAGATGAACTTCAAGGTC

GST-fwd CAATGTGCCTGGATGCGTTCC

The screening primers are situated upstream of the LIC sites, allowing full sequencing of the purification tags

incorporated by the vector sequence. The pLIC primers are for the bacterial vectors, the FBac primers are for the

baculovirus vectors (BEVs) and the pFBM primers are for the BacMam vectors. Note that FBac-1 and -2 may be used to
screen all BEVs but that FBac-1 is located too close to the start codon of the C-terminally tagged vectors to allow

complete coverage during sequencing; FBac-3 is recommended for this purpose. The GFP and GST primers are used

instead to reduce the size of the PCR fragment
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7. Using a multichannel pipette, load 10 μL of the PCR reaction
mixtures directly onto the gel. Note that the spacing of the
wells means that samples will be interleaved (Fig. 4). Load 6 μL
of 1 kb DNA Ladder and run the gel at 150 V for 1 h.

8. Confirm the sizing of the products and repeat the screen for
additional clones if necessary (see Note 24).

3.8 Preparation

of Glycerol Stocks

and 96-Well Miniprep

1. Combine the correct clones into a single block by inoculating
20 μL of each culture into 1 mL of LB (see Note 25) in a new
96-deep-well block, containing the same antibiotic selection as
above. Grow overnight at 37 �C in a Glas-Col with shaking at
700 rpm.

2. To each well of a V-bottomed microtiter plate, add 30 μL of
60% (v/v) glycerol, followed by 120 μL of the overnight cul-
ture. Mix well as you add the culture (seeNote 26). Seal with an
aluminum foil pad and store at �80 �C.

3. Centrifuge the remaining culture at 3,000 � g for 20 min.

4. Discard the supernatant into a waste pot containing 1% Virkon
and blot the excess liquid onto a clean paper towel.

5. Use a 96-well plasmid purification kit to purify the plasmids
from these cell pellets following the manufacturer’s instruc-
tions, with a few modifications (see Note 27).

6. Recover the DNA in 50 μL of TE and transfer into a
V-bottomed microtiter plate. Seal with an adhesive tape pad
and store at �20 �C.

Fig. 4 Image of a colony PCR screen performed in a 96-well format, analyzed on a 1.5% TAE agarose gel. The
samples are interleaved (e.g., A1, B1, A2, B2, etc.). Note that the products are larger (~200 bp) at the colony
screening stage due to the positioning of the screening primers
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4 Notes

1. The vectors listed in Table 1 are available from Addgene or
Source BioScience. However, if you would like to receive the
pHTBV1.1 vectors, please contact the SGC (contact@sgc.ox.
ac.uk).

2. The sacB gene product, expressed from our LIC-adapted vec-
tors (Fig. 3), is capable of converting sucrose to a toxic
by-product [16]. By adding sucrose to the LB-agar plates we
select for recombinant plasmids only, as these will lack the sacB
gene, having been replaced by our GOI (Fig. 1).

3. It is advisable to prepare small volumes of SOC medium at a
time as it is prone to contamination.

4. As the primer sequences are dictated by the desired boundaries
in the protein sequence, the corresponding DNA sequences
may have properties (e.g., repetitions or biased nucleotide
composition) that make it difficult to design optimal primers.
Primers are thus designed with care to avoid mispriming or
primer-dimers and to ensure compatible Tm values, determin-
ing the lengths and base composition accordingly.

5. Note that if using the repeat pipettor to aliquot the PCR
master mix, the volume added will actually be 20 μL (not
21 μL) but this will not affect the reaction.

6. Spend plenty of time sealing your PCR plate, applying a lot of
pressure around the wells to ensure efficient adherence to
prevent evaporation. It is important that your thermal cycler
has a heated lid as this will again limit the amount of
evaporation.

7. When dealing with a mixture of targets and primers on one
96-well plate, it is not always possible to optimize each reac-
tion, therefore the best approach is to perform touchdown
PCR as a first pass and then use a more tailored cycle for any
missing products. As touchdown cycles through a range of
annealing temperatures, it will cover the differences in melting
temperatures of your primers across the plate.

8. If you get multiple bands from your PCR, try using a fixed
annealing temperature instead which should be ~5 �C lower
than the melting temperature of your primers. If you get no
bands, try using additives such as the GC-enhancer supplied
with Q5® High-Fidelity Polymerase or DMSO at a final con-
centration of 3%, or test higher concentrations of MgSO4

(1.5–3 mM). However, you may also want to sequence your
template to check that it is correct.

9. DpnI is a restriction endonuclease that can only cleave at its
recognition sites when they have been methylated. Standard
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strains of E. coli (including Mach1™) methylate their DNA,
thus any entry clones propagated in them will be methylated.
By DpnI-treating a PCR product, we specifically cleave
the template DNA leaving only the product intact. This limits
the chance of template carry-over when the entry clone carries
the same antibiotic resistance marker as the cloning vector.

10. It is important to purify the PCR products away from any
unincorporated dNTPs in the reaction mixture as these will
inhibit resection of the 30 ends during the T4 DNA polymerase
step. Note than when DMSO is present in the PCR reaction,
the clean-up of the samples is delayed.

11. Alternative restriction digest conditions are as follows: BfuAI
vectors: 5 μg vector, 5 μL 10� NEB buffer 3.1, 1 μL BfuAI
(5 units/μL), make up to 50 μL with water and incubate at
50 �C for 2 h. Alternatively, if BfuAI digestion is problematic or
inefficient, you can try using BveI: 5 μg vector, 10 μL 10�
FastDigest, 2.5 μL 20� Oligonucleotide (0.01 mM), 2 μL
FastDigest BveI (5 units/μL), made up to 100 μL with water
and incubated at 37 �C for 2 h. BseRI vectors: 5 μg vector,
10 μL 10�NEB buffer 2, 1.5 μL BseRI (4 units/μL), made up
to 100 μL with water and incubated at 37 �C for 2 h.

12. Check by agarose gel analysis that your vector has two clearly
distinct bands; the top one is the vector backbone that you will
ligate your fragment into and the lower band is the sacB
fragment (~2 kb). You do not need to purify the lower frag-
ment away from the top fragment as self-ligation is selected
against by using sucrose in the medium (see Note 1).

13. It is important that you only add one dNTP to your reaction as
this will determine the stop position of the 30 resection (Fig. 1).
For this reason, it is also important that your dNTP stock is
stored at �20 �C when not in use to ensure that it remains
fresh. The same rule applies to DTT.

14. The longer you give the annealing the more successful your
transformation will be. Give your samples no less than 20 min
but give them longer time whenever possible.

15. If the annealing reaction is not successful and transformation
fails, repeat using 1.5 μL of the T4-treated vector and 3.5 μL of
the T4-treated insert, and/or increase the volume of compe-
tent cells to 100 μL. We recommend using these alternative
conditions with BacMam vectors, since we noticed a decrease
in annealing efficiency when using them.

16. It is important to include a vector-only control during the
transformation to check that the rate of insert-independent
colonies is low. The sucrose will select against reinsertion of
the sacB fragment and uncut vector but the vector backbone
can occasionally close on itself. If there are many colonies on
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this plate then there may be an issue with your sucrose selection
or with your T4-treatment step as self-ligation should be rare.
Note that these will be distinguishable at the PCR screen step
as they will produce a ~200-bp product. You should also
include an insert-only control at the transformation step
when your PCR products have required DpnI treatment as
this will indicate any template carryover from insufficient
DpnI treatment.

17. When using a repeat pipettor to aliquot your cells, care should
be taken to prevent cross-contamination between wells caused
by splash-back.

18. It is important to use high-cloning efficiency cells for the
transformation and if you fail to get colonies this is normally
the reason why. If you prepare your cells in-house, then check
the efficiency is on the order of 1 � 106 CFU per μg by
transforming 0.5 ng of vector. This test should be done every
time new competent cells are prepared. You should also test for
contamination by plating 50 μL of untransformed cells on
plates containing either carbenicillin or kanamycin. This test
should be performed using aseptic techniques to ensure that
the cells are the only potential source of contamination.

19. Other media can be used during this step (e.g., 1� or 2� LB);
however, SOC gives a higher transformation efficiency when
dealing with the low DNA concentrations that are used in this
protocol.

20. We recommend using 2-mL blocks and 500 μL of SOC media
when working with BacMam vectors. Blocks should be incu-
bated in a shaker (Glas-col or similar) at 700 rpm and 37 �C for
1.5–2 h.

21. To plate using sterile glass beads: stack the plates, agar-side
down, in order of row (e.g., A1 to A12) and add ~5 beads per
plate. Working from one side of the transformation plate to the
other transfer 100 μL of the culture to the relevant agar plate.
When each row is completed, split the stack into two blocks of
six and shake the plates from side to side to spread the culture.
Once all wells have been plated, shake the plates once more and
upturn to move the beads onto the lid. The beads can then be
transferred into a beaker containing 1% (w/v) Virkon to be
cleaned, autoclaved, and reused.

22. Give the inoculation loop a twirl in both the PCR mixture and
the LB to transfer more material for the PCR and growth,
respectively.

23. We have foundMyTaq™ Red DNA Polymerase reactions to be
more successful when the samples are placed in a thermocycler
preheated to 95 �C, rather than allowing the enzyme to heat up
to 95 �C. If using an alternative screening polymerase, check
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the conditions specified by the manufacturer, however note
that Bioline do not specify preheating with their product.

24. If your colony screen is not working there may be several
reasons why: If you get a smear on your agarose gels then it
can often be remedied by cleaning your pipettes and gel tank
before starting the screen. If you get no product, then check
that your reagents and cycling conditions are working by
including a small sample of your uncut vector (use 2 μL of a
2.5 ng/μL dilution for a 20 μL reaction) to act as a positive
control. If this works but your screen does not, then there may
be an issue with your cells (seeNote 15). If the positive control
fails, then you may want to try alternative reagents and/or
cycling conditions and if the initial PCR requires specific con-
ditions, then try these for the screen as well. If you are using
ampicillin (as opposed to carbenicillin) as the selectable marker,
we have found that colonies with lots of satellites surrounding
them tend not to yield products during the PCR screen. If this
is the case, try retransforming and always store the plates at
4 �C when you are not screening them.

25. For the plasmid miniprep, we have found that any medium
richer than LB yields pellets too large for efficient clearing
during the miniprep process.

26. It is important to mix your cells when preparing glycerol stocks
to ensure the viability of stock—should you need to go back
to it.

27. The volume of each buffer used to isolate the plasmid DNA is
100 μL instead of 150 μL which is recommended in the man-
ufacturer’s instruction booklet. In addition, we assemble our
clearing plate above the manifold, with the plasmid plate inside
the manifold, and apply ~300 mbar pressure. This is contrary
to the manufacturer’s instructions due to risk of cross-
contamination; however, we find this to be more effective
and have had no issue with samples missing wells when this
level of pressure is applied.
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Chapter 4

Screening and Production of Recombinant Human Proteins:
Protein Production in E. coli

Nicola A. Burgess-Brown, Pravin Mahajan, Claire Strain-Damerell,
Alejandra Fernandez-Cid, Opher Gileadi, and Susanne Gr€aslund

Abstract

In Chapter 3, we described the Structural Genomics Consortium (SGC) process for generating multiple
constructs of truncated versions of each protein using LIC. In this chapter we provide a step-by-step
procedure of our E. coli system for test expressing intracellular (soluble) proteins in a 96-well format that
enables us to identify which proteins or truncated versions are expressed in a soluble and stable form
suitable for structural studies. In addition, we detail the process for scaling up cultures for large-scale
protein purification. This level of production is required to obtain sufficient quantities (i.e., milligram
amounts) of protein for further characterization and/or structural studies (e.g., crystallization or cryo-EM
experiments). Our standard process is purification by immobilized metal affinity chromatography (IMAC)
using nickel resin followed by size exclusion chromatography (SEC), with additional procedures arising
from the complexity of the protein itself.

Key words E. coli, Bacteria, Expression, Recombinant, Protein, Purification, Immobilized metal
affinity chromatography (IMAC), Size exclusion chromatography (SEC), Gel filtration

1 Introduction

Choosing from which expression system to produce your protein
can depend on many different factors such as its size, location
within the cell, and the requirement for posttranslational modifica-
tions (PTMs) [1]. To provide a starting point for researchers,
structural genomics groups collectively identified trends and com-
mon strategies for producing proteins for structural determination
[2]. At the SGC, we preferentially start with E. coli for testing and
producing human intracellular (soluble) proteins, specifically a
tRNA-enhanced strain of BL21(DE3) which often compensates
for codon bias [3, 4]. This low cost prokaryotic expression system
is easy to use, suitable for increasing throughput and has a high
success rate for many targets, particularly when truncated or
mutated versions of the protein are screened [5, 6]. In 2010, we
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showed that 48% of the human proteins attempted in E. coli were
successfully purified, and of those, the structures of approximately
40% were solved by X-ray crystallography [7]. Protein crystalliza-
tion demands availability of soluble, pure, monodisperse, and
homogeneous proteins in sufficient quantities (usually in milligram
quantities). Nevertheless, the limited amount of protein obtained
from initial small-scale expression testing can provide valuable
information on protein solubility, expression level, molecular
weight and PTMs of target proteins. In addition to our standard
histidine (his)-tagged vectors, we have engineered a number of
other vectors harboring different tags and/or fusion partners
(some of which are listed in Chapter 3, Table 1) and a variety of
E. coli host strains [7]. All of these vectors also contain a six or ten
his-tag enabling the use of IMAC purification for fast and efficient
capture of recombinant proteins from cell lysates.

A version of the bacterial methods from expression testing to
large-scale protein production was published previously [8]. The
method presented here has been modified, in particular, the
changes in the method used to test protein expression in small
scale (1 mL) cultures has provided better correlation with the
results of large-scale expression. We found that using n-Dodecyl
beta-D-maltoside (DDM) to lyse the bacterial membranes gave hits
most comparable to those from large-scale cultures lysed by sonica-
tion or homogenization. The previous method we employed,
extracting the protein with BugBuster®, produced many false neg-
ative results (unpublished data) and often required purification
from a 50 mL culture to distinguish the true positives. Since we
implemented this change in procedure, our false negative rate has
declined substantially. Although we screen for expression in a
96-well format, the methods do not require expensive or
specialized equipment and are easily adaptable to lower throughput
in individual tubes and flasks. As a consequence, they can be per-
formed in any lab, with minimal equipment, at whatever scale is
required.

The methods for large-scale protein expression and purification
are also described in this chapter to provide the researcher with a
complete process for obtaining quality protein in quantities suffi-
cient for crystallization and/or cryo-EM experiments or develop-
ing assays for functional screening. The generic methods described
here are routinely used in our laboratory for expression and purifi-
cation of a large number of proteins. Following the standard IMAC
purification, many highly expressed proteins only require one addi-
tional step of SEC to yield pure protein, but for difficult-to-purify
proteins, additional steps such as his-tag cleavage using TEV prote-
ase and rebinding to nickel resin or ion exchange chromatography
are often required. Moreover, occasionally variations in the meth-
odology are incorporated to address the need arising from com-
plexity of the proteins, by introducing changes such as buffer type,
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pH, ionic strength, and use of additives to the buffer in order to
stabilize the proteins. The pipeline from cloning to expression
testing through to large-scale protein expression and purification
is outlined in Fig. 1. The processes that we use for screening and
producing proteins in the baculovirus expression vector system
(BEVS) and mammalian (BacMam) system are described in the
subsequent chapters.

2 Materials

Unless otherwise stated, all solutions are prepared using ultrapure
water (prepared by purifying deionized water to reach a resistivity
of 18 MΩ cm at 25 �C) and analytical grade reagents.

2.1 Transformation

and Test Expression

1. BL21(DE3)-R3-pRARE2 E. coli strain: phage-resistant deriva-
tive of BL21(DE3) isolated in-house containing the pRARE2
plasmid which was extracted from the strain Rosetta2 from
Novagen. This strain supplies tRNAs for 7 rare codons (AGA,
AGG, AUA, CUA, GGA, CCC, and CGG) on a compatible
chloramphenicol-resistant plasmid. Chemically competent bac-
terial cells are prepared in-house as described [9].

2. 60% (v/v) glycerol: Autoclave to sterilize.

3. 50 mg/mL kanamycin: Prepare in water, filter through a
0.20 μm syringe filter, and store at �20 �C.

4. 34 mg/mL chloramphenicol: Prepare in ethanol and store at
�20 �C.

Fig. 1 Overview of the bacterial expression pipeline. The process takes
~3–4 weeks from LIC to scale-up
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5. 1 M IPTG: Prepare in water, filter through a 0.20 μm syringe
filter, and store at �20 �C.

6. LB agar: Dissolve 22.5 g of premixed LB broth and 13.5 g agar
in 800mL of water. Adjust volume to 900mL and autoclave on
the same day.

7. LB agar plates: Melt LB agar slowly in a microwave and add 5%
(w/v) sucrose. Once cooled to hand-hot, add the appropriate
antibiotic and swirl vigorously to mix. Pour 10 mL of the
molten agar into each 50 mm petri dish and once set, upturn
and leave open to dry. These can be prepared ahead of time and
stored for up to a month at 4 �C, sealed in a plastic bag to
prevent overdrying.

8. 1� LB: Dissolve 22.5 g of premixed LB broth in 800 mL of
water. Adjust volume to 900 mL and autoclave on the
same day.

9. 2� LB: Dissolve 45 g of premixed LB broth in 800 mL of
water. Adjust volume to 900 mL and autoclave on the
same day.

10. SOC medium: Dissolve 18 g of tryptone (or peptone from
casein), 4.5 g of yeast extract, 0.45 g of NaCl, and 2.25 mL of
1 M KCl in 800 mL of water. Adjust volume to 900 mL and
autoclave on the same day. Once cooled, add 9 mL of 2 M
MgCl2 hexahydrate and 18 mL of 1 M (18%) glucose. Filter
both solutions through a 0.20 μm syringe filter prior to use (see
Note 1).

11. TB medium: Dissolve 12 g of Bacto tryptone, 24 g of yeast
extract, and 4 mL of glycerol in 800 mL of water. Adjust
volume to 900mL and autoclave on the same day. Once cooled
to room temperature (RT), adjust volume to 1 L with 100 mL
of a separately autoclaved solution of 0.17 M KH2PO4 and
0.72 M K2HPO4.

12. Virkon tablets.

13. 24-well cell culture plates.

14. 96-well PCR plates.

15. 96-well microtiter plates.

16. 96-deep-well blocks.

17. Disposable sterile spreaders or glass balls (2.5–3.5 mm; VWR
33212 4G).

18. Disposable sterile inoculation loops, 1 μL.
19. AirOtop porous seals (Thomson or VWR).

20. Adhesive tape pads.

21. Adhesive foil for microplates.

22. Disposable cuvettes.
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23. Reagent reservoir for multichannel pipetting.

24. Multichannel pipettes and repeat pipettors are used to dispense
reagents into a 96-well format.

25. Micro-Express Glas-Col shaker (Glas-Col, Indiana, USA) or
alternative that ranges in temperature from 18 �C to 37 �C and
shakes up to 800 rpm.

26. Water bath set at 42 �C.

27. Incubator set at 37 �C.

28. 96-well block mixer (Eppendorf MixMate or similar).

29. A visible light spectrophotometer for measuring OD600nm

(optical density) of bacterial cultures (for individual cuvettes).

30. 96-well plate reader is also useful but not essential.

2.2 Test Purification The following reagents, consumables, and equipment are required
in addition to those listed above:

1. Benzonase (Novagen, HC, 250 units/μL).
2. Protease Inhibitor Cocktail Set VII (Calbiochem).

3. 10 mg/mL Lysozyme: Prepared freshly in water.

4. 10% (w/v) DDM (n-Dodecyl beta-D-maltoside), Sol-grade
(Anatrace or Glykon): Prepare in water, filter through a
0.20 μm syringe filter, and store at �20 �C.

5. 0.5 M Tris(2-carboxyethyl)phosphine (TCEP): Prepare in
water, filter through a 0.20 μm syringe filter, and store at
�20 �C.

6. 1 M dithiothreitol (DTT): Prepare in water, filter through a
0.20 μm syringe filter, and store in 1 mL aliquots at �20 �C.

7. SeeBlue® Plus2 Pre-Stained Standard (Invitrogen).

8. InstantBlue™ (Expedeon Protein Solutions).

9. 20� NuPAGE™ MES SDS Running Buffer (Invitrogen).

10. 1 MHEPES, pH 7.5: Prepare in water, filter through a 0.2 μm
membrane filter, and store at RT.

11. 5 MNaCl: Prepare in water, filter through a 0.2 μmmembrane
filter, and store at RT.

12. 3 M imidazole, pH 8.0: Prepare in water, filter through a
0.2 μm membrane filter, and store at RT.

13. 200 mM MgSO4: Prepare in water, filter through a 0.2 μm
membrane filter, and store at RT.

14. 50% (v/v) glycerol: Autoclave and store at RT.

15. Lysis buffer (1 L): 100 mM HEPES, pH 7.5, 500 mM NaCl,
10% (v/v) glycerol, and 10 mM imidazole prepared in advance,
filtered through a 0.2 μm membrane filter, and stored at 4 �C.
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On the day of purification, add 50 μL/mL lysozyme, 0.2 μL/
mL Benzonase, 1 μL/mL protease inhibitor cocktail, 10 μL/
mLDDM, 5 μL/mLMgSO4, and 1 μL/mL TCEP from stock
solutions (see Note 2).

16. Wash buffer (1 L): 20 mM HEPES, pH 7.5, 500 mM NaCl,
10% (v/v) glycerol, and 25 mM imidazole prepared in advance,
filtered through a 0.2 μm membrane filter, and stored at 4 �C.
Add 0.5 mM TCEP on the day of purification.

17. Elution buffer (0.1 L): 20 mM HEPES, pH 7.5, 500 mM
NaCl, 10% (v/v) glycerol, and 500 mM imidazole prepared
in advance, filtered through a 0.2 μm membrane filter, and
stored at 4 �C. Add 0.5 mM TCEP on the day of purification.

18. Affinity buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 10 mM imidazole prepared in advance, filtered
through a 0.2 μm membrane filter, and stored at 4 �C.

19. 50% (w/v) Ni-IDA Metal Chelate Resin (Generon) or
Ni-NTA-agarose (Qiagen): The IMAC resins are generally
supplied in 20% ethanol. To equilibrate, wash the resin twice
in water and then three times in Affinity buffer in a 50mL tube,
by inverting to resuspend the resin and centrifuging at 500� g
for 1 min. After the final wash, resuspend the resin in Affinity
buffer as 50% (w/v) slurry and store at 4 �C when not in use.

20. SB: Prepare a stock of NuPAGE LDS sample buffer (Invitro-
gen) containing DTT (1:4 dilution of 1 M DTT in NuPAGE
LDS sample buffer) and store at �20 �C.

21. MultiScreen® Filter Plates, 1.2 μm (Merck).

22. MultiScreenHTS Vacuum Manifold (Merck).

23. Precast 26-Lane SDS-PAGE gradient gels (4–12% Bis-Tris)
(Invitrogen).

24. Protein gel electrophoresis apparatus (Invitrogen).

25. 96-well thermocycler with heated lid.

26. All gels are imaged on a Gel Doc™ XR+ (Bio-Rad).

27. Centrifuge suitable for 96-deep-well blocks (3,000 � g).

2.3 Large-Scale

Expression

The following reagents, consumables, and equipment are required
in addition to those listed above:

1. Glycerol stocks of transformed expression strain.

2. 2.5 L Ultra Yield baffled flasks (Thomson) or glass flasks.

3. Shaker-incubators with cooling capacity: Innova 44R (New
Brunswick) or Multitron (Infors HT).

4. Avanti J-20XP or Avanti J-26XP centrifuge or similar (Beck-
man Coulter) with a JLA 8.1000 rotor for harvesting large
volumes of cells.
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2.4 Protein

Extraction

and Large-Scale

Purification

The following reagents, consumables, and equipment are required
in addition to those listed above:

1. 5% (w/v) Polyethyleneimine (PEI): Dilute a 50% solution
tenfold then adjust to pH 7.5 with HCl.

2. 2� Lysis buffer: 100 mM HEPES, pH 7.5, 1 M NaCl, 20%
(v/v) glycerol, and 20 mM imidazole. Filter through a 0.2 μm
membrane filter and store at 4 �C. On the day of purification,
add Benzonase (0.2 μL/mL of cell lysate), Protease inhibitor
cocktail (2 μL/mL of cell lysate), and 1 mM TCEP.

3. Lysis buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
(v/v) glycerol, and 10 mM imidazole. Filter through a 0.2 μm
membrane filter and store at 4 �C. On the day of purification,
add Benzonase (0.1 μL/mL of cell lysate), Protease inhibitor
cocktail (1 μL/mL cell lysate) or cOmplete EDTA-free prote-
ase inhibitor cocktail (1 tablet/25 mL cell lysate), and
0.5 mM TCEP.

4. Affinity buffer: 50 mMHEPES buffer, pH 7.5, 500 mMNaCl,
10% glycerol, and 10 mM imidazole. Add 0.5 mM TCEP on
the day of purification.

5. Wash buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 30 mM imidazole. Add 0.5 mMTCEP on the day
of purification.

6. Elution buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 500 mM imidazole. Add 0.5 mM TCEP on the
day of purification.

7. Size Exclusion Chromatography (SEC) buffer: 20 mM
HEPES, pH 7.5, 500 mM NaCl, and 5% glycerol. Filter
through a 0.2 μm membrane filter and store at 4 �C. Add
0.5 mM TCEP on the day of purification.

8. Minisart syringe filters, 0.20 μm, 0.45 μm, and 0.80 μm.

9. Millex®-GV Low Protein Binding Filter, 0.22 μm (Merck).

10. Amicon Ultra protein concentrators.

11. Sonicator (Sonics Vibra-Cell, VCX 750, Sonics & Materials
INC) or basic Z model cell disruptor (Constant Systems
Ltd.) or EmulsiFlex-C5 high-pressure homogenizer (Avestin).

12. Econo-Columns (Bio-Rad or similar).

13. ÄKTA-Xpress or ÄKTA-Pure liquid chromatography system.

14. HiTrap 5 mL FF columns for his-tagged protein purification.

15. Ion exchange chromatography columns such as HiTrap 5 mL
Q FF and SP FF.

16. HiLoad Superdex columns (GE) for preparative size exclusion
chromatography such as HiLoad 16/600 Superdex™ S75 pg,
S200 pg, or Superose™ 6 Increase 10/300 GL.

Protein Production in E. coli 51



17. UV spectrophotometer for measuring DNA and protein con-
centration (e.g., The NanoDrop™ spectrophotometer allows
for measurements from as low as 1.5 μL volumes).

18. General-purpose benchtop centrifuge.

19. JA-17 rotor for centrifugation of cell lysates.

20. Microcentrifuge:

21. Supor® PES Membrane Disc Filters, 0.2 μm and unit (Pall).

3 Methods

3.1 Transformation

into E. coli

BL21(DE3)-R3-pRARE2

1. Prepare four 24-well tissue culture plates containing 1 mL of
LB agar, supplemented with 50 μg/mL kanamycin and 34 μg/
mL chloramphenicol and once set allow to dry, inverted at RT.

2. Using a multichannel pipette, add 3 μL of recombinant DNA
to a 96-well PCR plate. Place on ice and add 30 μL of chemi-
cally competent E. coli BL21(DE3)-R3-pRARE2 cells using a
repeat pipettor (see Note 3). Cover with an adhesive tape pad
and incubate for 30 min on ice. It is advisable to include a
positive control protein (i.e., a protein that has previously
shown soluble expression in E. coli) in position H12 of the
96-well plate.

3. Heat-shock in a water bath at 42 �C for 45 s, return to ice
briefly then add 100 μL of SOC (or 2� LB) medium (seeNote
4). Cover with a porous seal and incubate for 1 h at 37 �C.

4. Pipette 30 μL of the transformation mixture onto the agar in
the 24-well plates according to the format presented (see
Fig. 2). Gently rock the plates to cover the surface and allow
them to dry before incubating at 37 �C inverted overnight (see
Note 5).

5. Inoculate three colonies or a streak of colonies from each well
(see Note 6) into the corresponding well of a 96-deep-well
block containing 1 mL of LB (or 2� LB) medium supplemen-
ted with 50 μg/mL kanamycin and 34 μg/mL
chloramphenicol.

6. Cover the block with porous film and place in the Glas-Col
shaker in the afternoon at 37 �C, with shaking at 700 rpm.

7. The following morning, prepare four replicate glycerol stocks.
Dispense 30 μL of 60% (v/v) glycerol into 96-well microtiter
plates. Transfer 120 μL of each culture into the corresponding
wells of the microtiter plates and mix by pipetting. Seal the
plate with an aluminum foil seal and store at �80 �C. Keep the
remainder of the overnight culture for setting up the test
expression.
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3.2 Test Expression 1. Inoculate 20 μL of the overnight culture (or thawed glycerol
stock) into each well of two 96-deep-well blocks containing
1 mL of fresh TB medium, supplemented with 50 μg/mL
kanamycin (see Note 7) and grow to an OD600nm of 2–3
(approximately 5 h) in a Glas-Col shaker set at 37 �C and
700 rpm. Label one block as “OD measurement block” and
the other as “test block.”

2. Determine the OD measurement for a few wells (at least one
appearing visually to have low density and one high density) by
diluting 1 in 4 in TB medium and using a visible light spectro-
photometer. If the OD600nm is between 2 and 3, and you have
available a 96-well plate reader, dilute aliquots of the test block
1 in 4 (in a total of 200 μL) in a flat-bottomed clear microtiter
plate for OD measurement using the plate reader (see Note 8).

3. Leave the cultures to cool down at RT for 30 min or place them
in the cold room for 15 min and change the temperature
setting of the shaker to 18 �C.

4. Induce expression by adding 0.1 mM IPTG (10 mM stock
prepared in TB medium and 10 μL added to the block) and
incubating in the Glas-Col shaker overnight at 18 �C and
700 rpm.

Fig. 2 Format for plating cultures grown in a 96-well block onto four 24-well agar plates. This template can be
printed out to scale and placed underneath the 24-well plates when plating
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3.3 Test Purification 1. Centrifuge the 96-deep-well block at 3,000 � g for 20 min,
pour off the medium into a waste pot containing 1% Virkon
and tap the block on absorbent paper (see Notes 9 and 10).

2. Add 200 μL of Lysis buffer (see Note 2) and resuspend the
pellets either using the Glas-Col shaker at 18 �C and 700 rpm
or a 96-well block mixer (Eppendorf) at 1,000–2,000 rpm.
Use a multichannel pipette to resuspend any remaining solid
pellets and store the block at �80 �C for at least 20 min, until
all pellets are completely frozen.

3. Thaw the pellets in a shallow water bath (at RT) for approxi-
mately 15 min and resuspend in the Glas-Col shaker for
10 min. Remove 3 μL (Total fraction) and pipette into a PCR
plate containing 37 μL of water and 20 μL of SB for storage at
4 �C until required (Total fraction).

4. Centrifuge the block at 3,000 � g for 10 min.

5. Meanwhile, add 50 μL of a previously washed and equilibrated
50% slurry (Ni-IDA or Ni-NTA) to each well of a Multi-
Screen® Filter Plate, 1.2 μm.

6. Transfer the clarified lysate (seeNote 11) using a 1 mL capacity
multichannel pipette, to the filter plate containing the resin,
taking care to avoid transferring any pelleted material (seeNote
12).

7. Place an adhesive tape pad on top and incubate the plate in the
Glas-Col shaker at 18 �C for 1 h at 400 rpm (see Note 13).

Fig. 3 Image showing the Coomassie SDS-PAGE result of a test purification from E. coli. The gel shows a range
of high, medium, and low expressing proteins of different molecular weights. Note that samples loaded using
a multichannel pipette are interleaved
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8. Assemble the vacuum manifold according to the manufac-
turer’s instructions and then filter the contents through the
plate into waste for approximately 20 s, taking care not to dry
out the resin (see Note 14). Turn off the vacuum.

9. Add 200 μL of Wash buffer and filter quickly. Repeat this step
three more times, turning the vacuum off after each step to
prevent overdrying, and then place the filter plate on top of a
waste block and centrifuge for 2 min at 300 � g to remove all
trace of the Wash buffer (see Note 15).

10. Place a fresh 96-well microtiter plate under the filter plate, add
40 μL of Elution buffer and seal the plate with an adhesive
tape pad.

11. Incubate the plate in the Glas-Col shaker for 10–20 min at
400 rpm and 18 �C (or at RT on a shaking platform).

12. Elute the protein by centrifugation at 300 � g for 3 min.

13. Store the eluent (Purified fraction) at 4 �C until required
(or �20 �C for long term storage).

14. Dispense 5 μL of SB in all wells of a 96-well PCR plate, add
15 μL of each Purified fraction, denature by heating at 80 �C
for 10 min and load 15 μL samples into each lane of the
SDS-PAGE gels using a multichannel pipette, by alternating
rows (e.g., A1, B1, A2, B2, etc.; see Note 16). Include a
protein marker in the first lane (e.g., SeeBlue® Plus2
Pre-Stained Standard).

15. Run the gels at 150 V for approximately 1 h or until the first
dye front has reached the bottom of the gel, then stain with
InstantBlue™ to identify which constructs are positive for
soluble expression (see Fig. 3).

3.4 Large-Scale

Expression

1. After identifying the positive constructs from the test expres-
sion and purification, prepare a starter culture by inoculating a
loop of the glycerol stock into 10 mL of TB medium contain-
ing 50 μg/mL kanamycin and 34 μg/mL chloramphenicol in a
50 mL tube (see Notes 17 and 18). Grow the starter culture
overnight at 37 �C in a shaker-incubator.

2. The next morning, inoculate 10 mL of the starter culture into a
2.5 L Ultra Yield or baffled glass flask containing 1 L of sterile
TB medium, freshly supplemented with 50 μg/mL kanamycin
only (see Note 7). Cover the flask with a porous seal and
incubate at 37 �C, with shaking at 200 rpm (see Note 19).

3. Monitor OD600nm by taking 1 mL of the sample every hour
and continue the incubation at 37 �C until the OD600nm

reaches 2.00 � 1 (see Note 20).

4. Move the cultures to the cold room and reduce the tempera-
ture of the incubator to 18 �C and after approximately 30 min,
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induce protein expression by adding IPTG (from a 1 M stock
solution) to a final concentration of 0.1 mM (see Note 21),
then continue the incubation overnight at 18 �C.

5. If needed, measure OD600nm by diluting 25 μL of the culture
into 1 mL of the TB medium (see Note 22) and harvest the
remaining cells by centrifugation at 9,000� g for 20 min using
a JLA-8.1000 rotor or similar. Pour the supernatant back into
the original culture flask and decontaminate using Virkon.

6. Remove traces of the medium from the cell pellet using a 1 mL
pipette and transfer the cell pellet to a 50 mL tube. Record the
wet-weight of the cells (generally 12–30 g from 1 L of culture)
and store the pellets at �80 �C until required for purification.
The cell pellets can be stored at �80 �C for many months (see
Note 23).

3.5 Protein

Extraction

All the following steps of protein extraction and purification are
performed at 4 �C or on ice. Prechill all buffers and centrifuges.

1. If protein purification is performed straight after harvesting the
cells, transfer the cell pellets to ice or if the cells were frozen,
thaw the pellets in a water bath set at 37 �C for as long as
required to thaw, then immediately transfer to ice.

2. Resuspend the cells in 1 volume of 2� Lysis buffer (1 mL/g
wet-weight) and mix thoroughly using a glass rod or serologi-
cal pipette. Add 2 to 3 more volumes of 1� Lysis buffer until
the sample is manageably fluid with no cell lumps.

3. Prechill the cell disruptor and lyse the cells resuspended in step
2 above. Refer to the manufacturer’s instructions of the instru-
ment that is used (e.g., for the basic Zmodel cell disruptor, two
to three rounds at ~15,000 psi are sufficient for cell lysis).
Recover the lysate in the disruptor by flushing it with Lysis
buffer (20–40 mL). Save 10 μL of the lysate which represents
the Total fraction (see Note 24).

4. Add PEI to the cell lysate to a final concentration of 0.15% and
mix thoroughly by inverting the tube several times or using a
pipette. At this stage the lysates turn milky (see Note 25).

5. Transfer the lysates to centrifuge tubes, balance the tubes pair-
wise, and centrifuge at 39,000 � g in a JA-17 rotor (or similar)
for at least 30 min at 4 �C.

6. Transfer the clear supernatant into a clean tube taking care to
avoid transferring any pelleted material. This clarified superna-
tant represents the Soluble fraction (see Note 26).

3.6 Large-Scale

Protein Purification

The purification scheme described here for histidine-tagged pro-
teins is generic and applied to a diverse set of proteins; however, it
may not be applicable to every individual protein. Other buffer
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compositions may be substituted to address issues such as protein
instability and requirements of final applications. Careful optimiza-
tion of the buffer composition with respect to the buffering system,
pH, salt concentrations, and additives is particularly critical for
difficult to purify proteins (see Note 27). The protein purification
scheme described here is a two-step procedure (a) IMAC and
(b) SEC. Manual IMAC provides the flexibility to use a specific
volume of resin to the amount of lysate and collection of several
elutions with gradual increase in imidazole concentration. Auto-
mated protein purification systems allow for rapid purification of
target proteins while using multiple chromatography steps with
minimal intervention. An important point to mention when work-
ing with large culture volumes are the problems associated with
applying large volumes of lysate to small IMAC columns which can
result in reduced protein binding capacity due to depletion of nickel
ions from the column [10].

1. To perform manual IMAC, prepare the Ni-IDA (or Ni-NTA)
resin as described in Subheading 2.2, item 19.

2. Add the resin to the clarified cell lysate in a 50 mL tube.
Depending on the estimated protein expression level, add
0.5–2mL of the 50% (w/v) resin to the clarified lysate obtained
per L of culture and rotate the tubes gently for 30 min to 1 h at
4 �C.

3. Centrifuge at 500 � g for 10 min, remove and save the super-
natant in a fresh tube which represents the Unbound fraction,
taking care not to lose the resin while removing the
supernatant.

4. Resuspend the resin in 2–3 column volumes (CV) of Affinity
buffer and transfer to an empty chromatography column (such
as an Econo-Column). Alternatively, prepare a proportionate
resin bed in an empty column, apply the clarified cell lysate and
collect the Unbound fraction by gravity flow through the
column.

5. Wash the resin in the column with 10 CVof Affinity buffer and
save the flow through for gel analysis.

6. Wash the resin with 20 CVofWash buffer, again saving the flow
through for gel analysis.

7. Elute the bound protein in fractions of at least 5 elutions of
2 CVof Elution buffer, generally a total of 10–15 CV. Analyze
15 μL of each elution by SDS-PAGE (see Fig. 4a) prior to
proceeding to the next step (see Note 28).

8. To prepare the sample for SEC, pool the fractions and concen-
trate using an Amicon Ultra protein concentrator according to
the manufacturer’s instructions. Transfer the concentrated
sample into a 50 mL tube and centrifuge at 4,000 � g for
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10 min or filter through a 0.22 μm low protein binding filter to
remove aggregates and particulates before loading onto the
SEC column.

9. To perform SEC, follow the method from step 16 onward;
however, the protein sample will have to be injected onto the
SEC column manually (see Note 29).

Fig. 4 Image showing quality assurance measures in protein purification. (a) The initial IMAC elutions are
analyzed by SDS-PAGE to determine approximate size and yield. In the example shown, gel A lane 3 shows the
product of TEV-mediated cleavage of the his-tag following IMAC purification. (b) The cleaved protein is then
purified by SEC which in this example shows some degree of aggregation by the presence of two peaks. (d)
The resulting fractions from SEC are assessed for purity by SDS-PAGE before pooling and concentrating the
protein. (c) The identity of the purified protein is then confirmed by intact mass spectrometric (MS) analysis.
Note that in the example shown the expected mass of the protein is 38.8 kDa, as confirmed by MS analysis.
The size discrepancy shown in inserts A and D is due to the inaccuracy of size determination by SDS-PAGE
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10. To perform automated IMAC and SEC using an ÄKTA-Xpress
chromatography system, prepare the system in a cold cabinet or
cold room in advance by employing the desired number of
IMAC columns (e.g., HisTrap FF crude) and a SEC column
(e.g., HiLoad 16/60 Superdex 75 prep grade, HiLoad 16/60
Superdex 200 prep grade or Superose 6 Increase 10/300 GL).

11. Prepare the HisTrap columns by washing first with 10 CV of
water and then by equilibrating with 10 CVof Affinity buffer at
0.8 mL/min flow rate.

12. Prepare the SEC column by washing first with 2 CV of water
(inlet A5) and then with 2 CV of SEC buffer (inlet A4).

13. Set up an IMAC and SEC purification method. Change the
default parameters as described in the notes (see Note 30).
Steps 14–17 are performed automatically on the ÄKTA-
Xpress.

14. Apply the clarified and filtered cell lysate to the preequilibrated
IMAC column at 0.8 mL/min flow rate.

15. Wash the IMAC column with 5–10 CVof Affinity buffer using
inlet A1 until the A280 stabilizes. Wash with 10 CV of Wash
buffer using inlet B1. Elute with 5 CV of Elution buffer using
inlet A3. The eluted peak is automatically identified by detec-
tion of an increased A280 and is collected into the
reinjection loop.

16. The peak is then automatically injected onto the SEC column
at a flow rate of 1.2 mL/min, followed by running 1.2 CV of
SEC buffer at the same flow rate using inlet A4.

17. Collect 2 mL fractions based on the A280 peak (see Fig. 4b) into
a 96-deep-well block.

18. Analyze the fractions by SDS-PAGE for purity and homogene-
ity (see Fig. 4d). Avoid high molecular weight aggregates and
pool peaks corresponding to different oligomeric forms (e.g.,
monomers, dimers) separately (see Note 31).

19. If the purified protein is to be used at a later date, concentrate
the protein using an Amicon Ultra protein concentrator and
aliquot in small volumes, flash-freeze in liquid nitrogen and
store at �80 �C until needed. To prevent damage to the
protein during freezing and thawing, add glycerol, if not
already included in the buffer (see Note 32).

20. If required purity is not achieved in this two-step purification
scheme, additional steps such tag removal followed by IMAC
purification or ion exchange chromatography may be included
to obtain pure and homogeneous protein (see Note 33).
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3.7 Quality

Assurance

In addition to SDS-PAGE and SEC, if available, mass spectrometric
analysis of every purified protein is highly recommended (see
Fig. 4c). This confirms the molecular weight of the protein, with
mass discrepancies indicating mutations or cloning artifacts and
potential posttranslational modifications. The protein is loaded
into a small C3 HPLC column for desalting and eluted onto an
in-line electrospray ionization time-of-flight analyzer. Any discrep-
ancy needs to be explained, either by sequencing the DNA, by
enzymatic removal of suspected modifications or by MS/MS anal-
ysis of proteolytic fragments.

4 Notes

1. It is advisable to prepare small batches (10–100 mL) of SOC
medium as this can become contaminated very quickly.

2. On the day of purification, only prepare the required amount of
buffer for the number of samples to be purified; for example,
for one 96-well plate you will need about 25 mL of Lysis
buffer, 70 mL of Wash buffer, and 5 mL of Elution buffer.
The stock buffers can be stored at 4 �C for at least 1 month.

3. Be careful not to splash the cells up the sides of the wells while
using the repeat pipettor and also check that the cells are at the
bottom of the well before continuing. The cells can be added
first using the repeat pipettor, followed by the DNA using the
multichannel pipette which may reduce the risk of cross-
contamination.

4. The SOC medium can be added using a multichannel pipette
with the medium in a reagent reservoir.

5. The transformation can be performed for individual clones. In
this case, plate 80 μL of the transformation mixture onto a
50 mm petri dish and spread with a sterile spreader.

6. Multiple colonies are selected at this stage in order to account
for clone-to-clone variation in expression levels of the protein.

7. We recommend not adding chloramphenicol at this stage as the
pRARE2 plasmid is not lost during expression; however, its
addition may significantly slow down the bacterial growth.

8. Using the 96-well plate reader to determine the OD600nm of
the cultures across the whole 96-well block indicates any incon-
sistencies with growth for particular targets, or constructs, and
can therefore be used to identify proteins which failed to
express because of a lack of proper growth. However, this
step is not essential.

9. The cell pellets can also be stored at �80 �C for 1–2 weeks if
necessary.
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10. It is useful to set up two 96-well plates of test proteins in
parallel to provide a balance for the centrifugation steps; how-
ever, a balance block can be used containing water instead.

11. At this point, you can remove 15 μL of clarified lysate (as the
Soluble fraction) and mix with 5 μL of SB in a PCR plate before
transferring to the filter plate.

12. Take care to avoid transferring insoluble material to the resin as
it may block the filter plate in subsequent steps. To avoid
disturbing the Insoluble fraction, tilt the plate and drive the
tips down the side of the wells at an angle. Stop just above the
pellet, on most plates there is a ridge just off the bottom—feel
for this with the tips. Gently pipette up the supernatant and
then transfer to the new plate. Do not go back into the wells as
this will resuspend the pellets, if this happens then respin the
sample and try again.

13. Alternatively, incubate at RT on a shaking platform. It is advis-
able to place the filter plate on top of a 96-well microtiter plate
to avoid any drips coming through onto the shaker.

14. This step can also be done using centrifugation (200 � g for
1 min).

15. Removing all trace of Wash buffer is essential to ensure that the
subsequent elution step does not become diluted with Wash
buffer.

16. As standard, we only run the Purified fractions on gels to
identify which proteins are expressed, soluble and purified.
We will only analyze the Total and Soluble fractions if we
want to determine whether or not a protein has been expressed
but is insoluble or if the control protein has failed to purify.

17. Alternatively, retransform the expression plasmid into BL21
(DE3)-R3-pRARE2 as described in Subheading 3.1, except
plate 80 μL of the transformation mixture onto a 50 mm
petri dish and spread with a sterile spreader.

18. One 10 mL starter culture is required per liter of culture scaled
up. If you are planning to scale up to more than 1 L, prepare
starter cultures proportionately. We generally find that 1 L scale
is sufficient to obtain milligram quantities of highly expressed
proteins, that is, those having large visible bands on Coomassie
SDS-PAGE after test purification (see Fig. 3). If the bands are
weak, you may need to scale up to 3 L of culture or more.

19. The flasks can be autoclaved with the media in them but do not
use porous seals during autoclaving; instead, cover the flasks
with a piece of aluminum foil and use porous seals only during
cell growth. The bacterial growth is an important determinant
for protein expression and is mainly affected by aeration, stir-
ring, and temperature. Efficient aeration in shaker flasks can be
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achieved by optimizing the ratio of culture volume to the total
capacity of flask and shaking speed. The wide mouth design of
the 2.5 L Ultra Yield flasks with straight walls and baffles at the
bottom of the flasks facilitate good oxygenation for culture
volumes up to 1 L. Conventional baffled Erlenmeyer flasks
provide comparable aeration but with lower culture to vessel
ratios (typically 1:4).

20. Using a 5 mL serological pipette, remove 1 mL of sample and
measure OD600nm. ODmeasurements above 0.5 are not linear,
dilute the culture if it is at higher OD before measurement and
use the corrected value to obtain the precise OD. When cells
are grown in TB medium, induction at an OD600nm value of
1.5–4.0, followed by overnight growth at reduced temperature
is optimum for protein expression. However, this may need to
be optimized for individual proteins.

21. A concentration of 0.1 mM IPTG is sufficient for most strains;
however, others, such as pLysS, may require higher concentra-
tions in the range of 1–2 mM for efficient induction. We find
that the optimum temperature of induction for the majority of
the human proteins that we express in E. coli is 18–25 �C. It
may be beneficial to test a number of temperatures (ranging
from 15–37 �C) at the test expression stage for specific
proteins.

22. At this stage you can remove a 5 mL sample and harvest the cell
pellet by centrifugation in a 15 mL tube to perform a test
purification which will confirm if the scale-up expression has
been successful, before proceeding to large-scale purification.

23. If the cell pellets are not used for protein purification immedi-
ately, they can be frozen directly or after resuspension in a small
volume of Lysis buffer at �80 �C. If the cells are frozen after
resuspension in buffer, thawing may result in a very viscous
solution because of cell lysis and release of nucleic acids. Vis-
cosity can be reduced by the addition of Benzonase nuclease to
the cell lysate at a concentration of 25–50U/mL. The addition
of protease inhibitors is important when freezing pellets in
Lysis buffer to reduce protein degradation. However, it is
advisable to test your protein by purification first to determine
how sensitive it is to degradation. Some proteins require puri-
fication immediately from cell harvesting to prevent them from
proteolytic degradation.

24. Although many methods are available to lyse cells, high-
pressure cell disruption is a very efficient way of lysing large
volumes of cell suspensions. For smaller volumes (<100 mL)
sonication can be used effectively. However, both methods can
cause localized heating which can result in protein precipitation
or denaturation; therefore, it is important to keep samples on
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ice at all times and prechill the cell disruptor. Cell disruption by
sonication can also help in reducing viscosity by shearing
nucleic acids. Use of detergents should be avoided for cell
lysis if its presence will interfere with the downstream applica-
tions such as protein crystallization and cryo-EM. To lyse your
cells by sonication, transfer the cell suspension to a 50 mL
conical tube or a beaker depending on the volume and place
the container on ice. Sonicate the cell suspension using 10–15
bursts of 5 s on, 10 s off. Generally, an amplitude of 35% using
a 750 W Sonics Vibra-Cell sonicator is sufficient for lysis of a
50 mL cell suspension. The sonication time may need to be
adjusted depending on the volume of the cell suspension.
Avoid excessive foaming and heating of the suspension by
keeping the cell suspension on ice at all times.

25. PEI is a highly positively charged polymer at neutral pH and
can be used to remove negatively charged nucleic acids from
cell lysates by precipitation in the presence of high salt. At
lower ionic strength, nucleic acid binding proteins may remain
bound to the nucleic acid and the use of PEI may precipitate
proteins of interest along with the nucleic acid. Therefore, it is
crucial to maintain a high salt concentration (>0.5 M NaCl)
during this step. Alternatively, a preequilibrated anion
exchange column such as DEAE-cellulose (DE52) may be
used prior to IMAC purification.

26. If the supernatant is still turbid after centrifugation or if the
pellet dislodges, add additional PEI to a final concentration of
0.05% and repeat the centrifugation step to obtain clear super-
natant. If the lysate is still turbid, before proceeding to the
IMAC step, filter the supernatant using a 0.80 μm syringe filter
first, followed by a 0.45 μm syringe filter to remove large
particulates and cell debris which can delay the binding, wash-
ing, and elution steps in the chromatography procedure.

27. Phosphate and HEPES buffers with 0.5MNaCl concentration
work equally well for the IMAC; HEPES is preferred as diva-
lent ions (e.g., Mg2+, Ca2+, or Zn2+) are included to avoid
precipitation. If the purified protein is to be used for crystalli-
zation, care must be taken to exchange the buffer from phos-
phate to HEPES during later stages of purification (such as
SEC) because phosphates may form salt crystals with many of
the crystallization solutions. A commonly observed problem in
IMAC is copurification of intrinsic proteins from host cells due
to affinity of exposed histidines or metal binding moieties
toward immobilized metal ions. Success of the technique
depends on buffer composition, pH, and ionic strength. The
binding of his-tagged proteins to the resin is optimal at physi-
ological pH; therefore, it is important to keep the Lysis buffer
pH close to 7.5–8.0. Higher salt concentration (> 0.5 M
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NaCl) is also responsible for avoiding nonspecific binding of
proteins to IMAC resin. Salt concentration also plays an impor-
tant role in protein stability in solution; therefore, it is crucial
that the ionic strength of the buffers should not be reduced too
far, as this may promote protein precipitation. The presence of
5–10% glycerol is useful to promote protein stability; however,
it may inhibit protein crystallization in some cases and should
be completely absent for cryo-EM studies.

28. It is important to collect the eluates in fractions and analyze
them by SDS-PAGE before pooling them together. Pooling
the fractions together before SDS-PAGE analysis can result in
mixing of the purified sample with other contaminated frac-
tions or dilution of concentrated fractions. Protein purified
through IMAC may be pure enough for some functional stud-
ies, but it is rarely pure enough for structural studies. Many
host proteins bind nonspecifically during affinity chromatogra-
phy which can be separated from the target protein by intro-
ducing a size exclusion chromatography step. This step also
gives important information on oligomeric state of the protein
and is useful in separating any contaminant proteins as well as
aggregates.

29. To obtain high resolution separation on the SEC column, load
a maximum volume of 5 mL (for column size mentioned in this
protocol). It may be necessary to concentrate your protein
before applying to the SEC column to reduce the volume and
remember to filter the sample before loading to remove any
aggregates.

30. If using an ÄKTA-Xpress system for purification, the detection
parameters should be changed to accommodate varying pro-
tein loads. We recommend using the default parameters with
the following changes:
Affinity peak collection:

Start: Watch level greater than 20 mAU, slope greater than
25 mAU/min.

Stop: Peak max factor 0.5, watch level less than 20mAU, watch
stable plateau for 0.5 min,

delta plateau 5 mAU/min.

Gel filtration peak collection:
Elution volume before fractionation: 0.3 CV.

Elution volume with fractionation: 0.8 CV.

Peak fractionation algorithm: level_OR_slope.

Start level 10 mAU, start slope 5 mAU/min.

Peak max factor 0.5, minimum peak width 0.5 min.

Stop level 10 mAU, slope 5 mAU/min.

64 Nicola A. Burgess-Brown et al.



31. Care must be taken while pooling protein fractions. Pay special
attention to the concentration of the target protein and the
level of contaminant proteins on the gel, analyze the SEC
spectra and compare with molecular weight standards (which
have been separated on the same column). Eliminate aggre-
gated proteins (eluted in the void volume of SEC) and pool
together fractions corresponding to monomer or oligomer
peaks separately. Pool fractions from well-formed and symmet-
rical peaks and avoid mixing fractions from long tails which
may represent some heterogeneity.

32. Protein aggregation can occur at any stage of the expression/
purification procedure, but is very common during the process
of concentration. This becomes clearly apparent when attempt-
ing to concentrate by ultrafiltration as protein aggregates rap-
idly block the filter and it becomes impossible to further
concentrate the protein. Therefore, it is important to test a
small volume of protein for its ability to concentrate before
committing to concentrate the whole protein sample. Measure
the protein concentration using a NanoDrop™ spectropho-
tometer or similar before starting to concentrate. Choose an
appropriate protein concentrator with molecular weight cut off
size that is two times smaller than the protein molecular
weight. Transfer 200–500 μL of the sample to a concentrator
that fits into a 1.5 mL microcentrifuge tube. Centrifuge
according to the manufacturer’s instructions at 4–15 �C.
Check the volume every 10–15 min and more regularly when
the volume is low. The sample should concentrate quite rapidly
to a protein concentration of at least 5–10 mg/mL. If the
process is stuck with no apparent reduction in volume, it is
likely that the protein is aggregating. The aggregates can be
detected by analytical SEC or light scattering. If the protein
aggregates easily, change in buffer pH, NaCl concentration or
use of additives should be considered. Once the concentration
conditions are established, the remaining protein can be con-
centrated using those parameters.

33. Impurity can be a result of copurification of contaminant pro-
teins. To improve the purity of such samples, additional chro-
matographic steps can be employed. An effective general
purification step is removal of the tag by cleavage with TEV
protease followed by rebinding to Ni-IDA/NTA resin which is
an efficient way to remove contaminants. An overnight diges-
tion with TEV protease at 4 �C removes the his-tag (see
Fig. 4a), the cleaved protein is then applied to Ni-IDA/NTA
resin, which will isolate the cleaved his-tag as well as other
contaminant proteins by their affinity for the beads and the
target protein is collected in the flow through. In order for this
protocol to work, the protein solution must not contain more
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than 25 mM imidazole; this can be achieved by SEC (before or
after cleavage), or by performing the TEV cleavage during
dialysis of the protein. Further purification can be achieved
using ion exchange and other chromatographic methods that
need to be specifically tailored for each protein.
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Chapter 5

Screening and Production of Recombinant Human Proteins:
Protein Production in Insect Cells

Pravin Mahajan, Claire Strain-Damerell, Shubhashish Mukhopadhyay,
Alejandra Fernandez-Cid, Opher Gileadi, and Nicola A. Burgess-Brown

Abstract

This chapter describes the step-by-step methods employed by the Structural Genomics Consortium (SGC)
for screening and producing proteins in the baculovirus expression vector system (BEVS). This eukaryotic
expression system was selected and a screening process established in 2007 as a measure to tackle the more
challenging kinase, RNA–DNA processing, and integral membrane protein families on our target list. Here,
we discuss our platform for identifying soluble proteins from 3 mL of insect cell culture and describe the
procedures involved in producing protein from liter-scale cultures.

Key words Insect cells, Baculovirus, BEVS, Expression, Recombinant, Protein, Purification, IMAC,
SEC chromatography, Gel filtration

1 Introduction

Availability of a pure protein is essential for obtaining information
on protein structure and function. Heterologous protein produc-
tion in E. coli has remained the preferred system for many research
laboratories as it is low-cost, fast, and easy to handle. However,
there is no guarantee that E. coli cells will produce eukaryotic
proteins in a soluble and biologically active form because of a
number of limitations such as codon bias, lack of posttranslational
modifications (PTMs), or disulfide bond formation. Exploring
other protein expression hosts such as mammalian cells, yeast, and
insect cells is often required if E. coli fails to produce soluble protein
after attempting different strains, solubility enhancing tags, and so
on. Among the alternatives available, the baculovirus expression
vector system (BEVS) is increasingly becoming popular for expres-
sion of recombinant proteins as it is nonpathogenic to humans [1],
capable of producing high levels of soluble proteins with PTMs
similar to those observed in mammalian cells and easily scalable in
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suspension culture [2]. This system is also proving popular for the
production of large protein complexes, production of virus-like
particles, gene delivery, viral vector vaccines, expression of proteins
in mammalian cells, and display of proteins and peptides on the
baculovirus envelope [3]. Baculoviruses are double-stranded DNA
viruses [4] most of which infect insects of the order Lepidoptera
[5]. The most widely used baculovirus used as a BEVS is Autogra-
pha californica multiple nuclear polyhedrosis virus (AcMNPV).
Two major genes that express in the very late phase of baculovirus
infection of insects are p10 and polyhedrin which are strong expres-
sers but dispensable for viral replication. This discovery has allowed
for exploitation of the p10 and polyhedrin promoters to be used for
driving recombinant protein expression in BEVS; the polyhedrin
promoter in particular has been described as a workhorse promoter
of BEVS [6]. The most common insect cell lines utilized as hosts of
BEVS are Sf9 and Sf21 derived from pupal ovarian tissue of the fall
army worm, Spodoptera frugiperda [7] and High Five cells
(BTI-Tn-5B1–4) derived from ovarian cells of the cabbage looper,
Trichoplusia ni [8].

Since the first use of baculoviruses for protein expression in
1983 [9], the system has gone through numerous technological
advances that have allowed it to be widely accessible. Various bacu-
lovirus expression systems are commercially available to produce
baculoviruses, most notably Bac-to-Bac® (Invitrogen), flashBAC
(Oxford Expression Technologies), BaculoDirect™ (Invitrogen),
BacVector®-3000 (Novagen), BacPAK (Clontech), and Bac-n-
Blue™ (Invitrogen). About 12 years ago, it became evident in
our laboratory that the bacterial expression system was unable to
cope with more challenging proteins on our target list such as many
protein kinases, RNA–DNA processing proteins, and integral
membrane proteins (IMPs). To address this issue, we established
an efficient process based on the Bac-to-Bac® system [10] for
screening multiple versions of each protein in insect cells to identify
those that were amenable to purification and crystallization. The
96-well cloning procedure is described in detail in Chapter 3. In
this chapter we continue the methodologies for expression screen-
ing and scaling up expression of proteins in suspension culture. To
describe our series of standardized protocols for protein production
in insect cells, this chapter is broadly divided into the following
stages: (a) transposition, bacmid production and PCR screen;
(b) growth and maintenance of insect cell lines in adherent and
suspension culture; (c) transfection into Sf9 cells, baculovirus gen-
eration, and small-scale test expression/purification; and (d) large-
scale protein expression and purification. The screening process has
been miniaturized to 24-well format. The steps involved in the
pipeline from cloning to large-scale expression are outlined in
Fig. 1.
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2 Materials

Unless otherwise stated, all solutions are prepared using ultrapure
water (prepared by purifying deionized water to reach a resistivity
of 18 MΩ cm at 25 �C) and analytical grade reagents.

2.1 Transposition

and Bacmid

Preparation

1. E. coliDH10Bac (Invitrogen) or DH10EMBacY (Geneva Bio-
tech) chemically competent bacterial cells are prepared in house
as described [11] (see Note 1).

2. Primers: Primers are supplied by Eurofins and are HPSF pur-
ified at 0.01 or 0.05 μmol scale. Primer stocks are either sup-
plied at or diluted (in 10 mM Tris–HCl buffer, pH 8.0) to
100 μM and stored at -20 �C.

3. MyTaq™ Red DNA Polymerase (5 unit/μL, Bioline).
4. Molecular biology grade water.

5. 10 mM dNTP solution: 2.5 mM dATP, 2.5 mM dTTP,
2.5 mM dGTP, and 2.5 mM dCTP (prepare from 100 mM
dNTP set) diluted in molecular biology grade water and stored
at �20 �C.

6. 50� TAE buffer (1 L): Dissolve 242 g of Tris base, 57.1 mL of
glacial acetic acid, and 100 mL of 0.5 M EDTA, pH 8.0 in
water and adjust pH to 8.5. Filter through a 0.2 μmmembrane
filter and use as a 1� solution.

Fig. 1 Overview of the Baculovirus expression process. The process takes
~6–8 weeks from LIC to scale-up
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7. 96-Well 1.5% TAE-agarose gels: Dissolve 3 g of agarose pow-
der in 200 mL of 1� TAE buffer using a microwave. Once
cooled to hand-hot, add 8 μL of SYBR-safe DNA gel stain
(Invitrogen), mix by swirling and cast in a Sub-cell Model
96 (Bio-Rad or similar) gel cast.

8. DNA ladder: 1 kb Plus DNA Ladder (Invitrogen) prepared in
1� BlueJuice™ (Invitrogen) diluted in molecular biology
grade water.

9. TE Buffer: Prepare a solution of 10 mM Tris–HCl and 1 mM
EDTA, pH 8.0, filter through a 0.20 μm syringe filter and store
at room temperature (RT).

10. 60% (v/v) glycerol: Autoclave to sterilize.

11. 70% (v/v) ethanol.

12. 50 mg/mL kanamycin: Prepare in water, filter through a
0.20 μm syringe filter and store at �20 �C.

13. 10 mg/mL tetracycline: Prepare in ethanol and store �20 �C.

14. 7 mg/mL gentamycin: Prepare in water, filter through a
0.20 μm syringe filter, and store at �20 �C.

15. 100 mg/mL Blue-gal (Glycosynth): Prepare in dimethyl sulf-
oxide (DMSO) and store �20 �C.

16. 40 mg/mL IPTG: Prepare in water, filter through a 0.20 μm
syringe filter, and store at �20 �C.

17. LB agar: Dissolve 22.5 g of premixed LB broth and 13.5 g of
agar in 800 mL of ultrapure water. Adjust volume to 900 mL
and autoclave on the same day.

18. Recombinant bacmid selection plates: Melt LB agar slowly in a
microwave and add 5% (w/v) sucrose. Once cooled to hand-
hot, add the appropriate antibiotic and swirl vigorously to mix.
Pour 10 mL of the molten agar into each 50 mm petri dish and
once set, upturn and leave open to dry. These can be prepared
ahead of time and stored for up to a month at 4 �C, sealed in a
plastic bag to prevent overdrying.

19. 2� LB: Dissolve 45 g of premixed LB broth in 800 mL of
water. Adjust volume to 900 mL and autoclave on the
same day.

20. Virkon.

21. Montage Plasmid MiniprepHTS 96 Kit (Millipore, see Note 6).

22. 50 mm petri dishes.

23. 96-well PCR plates.

24. 96-well microtiter plates that can hold up to 200 μL of sample.

25. 96-deep-well blocks.

26. Adhesive tape pads.
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27. 96-well filter plates, 25 μm.

28. Adhesive PCR seals.

29. AirOtop porous seals (Thomson or VWR).

30. Silicone 96-Square-Well AxyMat (Axygen).

31. Disposable sterile spreaders or 2 mm autoclaved glass balls
(VWR).

32. Disposable sterile inoculation loops (1 μL).
33. Reagent reservoirs for multichannel pipetting.

34. Minisart syringe filters, 0.20 μm.

35. Supor® PES Membrane Disc Filters, 0.2 μm and unit (Pall).

36. Multichannel pipettes and repeat pipettors are used to dispense
reagents into a 96-well format.

37. 96-well PCR thermocycler with heated lid.

38. 96-well gel cast and tank (Subcell Model 96 Bio-Rad or
similar).

39. All gels are imaged on a Gel Doc™ XR+ (Bio-Rad).

40. A UV spectrophotometer for measuring DNA and protein
concentration (e.g., The NanoDrop™ spectrophotometer
allows for measurements from as low as 1.5 μL volumes).

41. Scanlaf Mars recirculating class II biological safety cabinet
(BSC).

42. Micro-Express Glas-Col shaker (Glas-Col, Indiana, USA) or
alternative that ranges in temperature from 18 �C to 37 �C and
shakes up to 800 rpm.

43. 96-well block mixer (Eppendorf MixMate or similar).

44. Water bath set at 42 �C.

45. Incubator set at 37 �C.

46. Centrifuge suitable for 96-deep-well blocks (3,000 � g).

2.2 Transfection

and Cell Growth

The following reagents, consumables, and equipment are required
in addition to those listed above:

1. Cell lines: Sf9 insect cells, SFM adapted (Invitrogen); High
Five cells, SFM adapted (Invitrogen).

2. Media: Sf-900™ II SFM (1�) (Invitrogen).

3. Reagents: fetal bovine serum (FBS), insect cell culture tested
(Invitrogen); Insect GeneJuice® (Merck), Pen/Strep (use at
50 units penicillin and 50 μg streptomycin per mL of medium);
0.4% Trypan Blue Stain.

4. DMSO, Molecular Biology grade (DNase/RNase free).

5. Cryovials.
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6. 24-well tissue culture plates.

7. 24-well blocks (Microplate Devices Uniplate® or similar).

8. 250, 500, and 1,000 mL flasks with vented cap (Corning).

9. Stripette pipettes.

10. Inverted light microscope (Axiovert 25, CarlZeiss).

11. Hemocytometer, improved Neubauer (VWR International).

12. Static incubator set at 37 �C.

13. Multitron shaker-incubators with cooling capacity
(Infors HT).

2.3 Virus

Amplification and Test

Expression

All reagents, consumables, and equipment listed above.

2.4 Test Purification The following reagents, consumables, and equipment are required
in addition to those listed above:

1. Benzonase (Novagen, HC, 250 units/μL).
2. Protease Inhibitor Cocktail Set III (Calbiochem).

3. 0.5 M Tris(2-carboxyethyl)phosphine (TCEP): Prepare in
water, filter through a 0.20 μm syringe filter, and store at
�20 �C.

4. 1 M dithiothreitol (DTT): Prepare in water, filter through a
0.20 μm syringe filter, and store as 1 mL aliquots at -20 �C.

5. SeeBlue® Plus2 Pre-Stained Standard (Invitrogen).

6. InstantBlue™ (Expedeon Protein Solutions).

7. 20� NuPAGE™ MES SDS Running Buffer (Invitrogen).

8. PBS: Dissolve 5 tablets of PBS in 1 L of water, filter through a
0.2 μm membrane filter, and store at 4 �C.

9. 1 M HEPES, pH 7.5: Prepare in water, filter through a 0.2 μm
membrane filter, and store at RT.

10. 5 MNaCl: Prepare in water, filter through a 0.2 μmmembrane
filter, and store at RT.

11. 3 M imidazole, pH 8.0: Prepare in water, filter through a
0.2 μm membrane filter, and store at RT.

12. 50% (v/v) glycerol: Autoclave and store at RT.

13. Lysis buffer (1 L): 50 mMHEPES, pH 7.5, 300 mMNaCl, 5%
(v/v) glycerol, and 10 mM imidazole prepared in advance,
filtered through a 0.2 μm membrane filter and stored at 4 �C.
On the day of purification, add 0.2 μL/mL Benzonase, 1 μL/
mL protease inhibitor cocktail, and 0.5 mM TCEP.
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14. Wash buffer (1 L): 50 mMHEPES, pH 7.5, 300mMNaCl, 5%
(v/v) glycerol, and 30 mM imidazole prepared in advance,
filtered through a 0.2 μm membrane filter and stored at 4 �C.
Add 0.5 mM TCEP on the day of purification.

15. Elution buffer (0.1 L): 50 mM HEPES, pH 7.5, 300 mM
NaCl, 5% (v/v) glycerol, and 500 mM imidazole prepared in
advance, filtered through a 0.2 μm membrane filter and stored
at 4 �C. Add 0.5 mM TCEP on the day of purification.

16. Affinity buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 10 mM imidazole prepared in advance, filtered
through a 0.2 μm membrane filter, and stored at 4 �C.

17. 50% (w/v) Ni-IDA Metal Chelate Resin (Generon) or
Ni-NTA-agarose (Qiagen): The IMAC resins are generally
supplied in 20% ethanol. To equilibrate, wash the resin twice
in water and then three times in Affinity buffer in a 50mL tube,
by inverting to resuspend the resin and centrifuging at 500� g
for 1 min. After the final wash, resuspend the resin in Affinity
buffer as 50% (w/v) slurry and store at 4 �C when not in use.

18. SB: Prepare a stock of NuPAGE LDS sample buffer (Invitro-
gen) containing DTT (1:4 dilution of 1 M DTT in NuPAGE
LDS sample buffer) and store at �20 �C.

19. 96-Well filter plates.

20. Precast 26-Lane SDS-PAGE gradient gels (4–12% Bis-Tris)
(Invitrogen).

21. Protein gel electrophoresis apparatus (Invitrogen).

22. 96-Well thermocycler with heated lid.

23. Vibra-Cell Sonicator with 24-well probe (Sonics®).

24. General purpose benchtop centrifuge (Sorvall Legend RT,
Kendro).

2.5 Large-Scale

Expression

The following reagents, consumables, and equipment are required
in addition to those listed above:

1. Media: Sf-900™ II SFM (1�) (Invitrogen); Insect-XPRESS
serum-free and protein-free medium (Lonza).

2. Nonbaffled Erlenmeyer flasks: glass or polycarbonate in various
sizes 250 mL, 500 mL, and 1 L and glass flasks of 3 L capacity
for large-scale expression.

3. Cell freezing container: Mr. Frosty (Nalgene).

4. Avanti J-20XP or Avanti J-26XP centrifuge or similar (Beck-
man Coulter) with a JLA 8.1000 rotor for harvesting large
volumes of cells.

5. Chemgene.

6. Alconox®.
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2.6 Protein

Extraction

and Large-Scale

Purification

The following reagents, consumables, and equipment are required
in addition to those listed above.

1. Complete EDTA-free protease inhibitor (Roche).

2. 2� Lysis buffer: 100 mM HEPES buffer, pH 7.5, 1 M NaCl,
20% (v/v) glycerol, and 20 mM imidazole. Filter through a
0.2 μm membrane filter and store at 4 �C. On the day of
purification, add Benzonase (0.2 μL/mL of cell lysate), Prote-
ase inhibitor cocktail (2 μL/mL of cell lysate) or Complete
EDTA-free protease inhibitor cocktail (1 tablet/25 mL of cell
lysate), and 1 mM TCEP.

3. Lysis buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
(v/v) glycerol, and 10 mM imidazole. Filter through a 0.2 μm
membrane filter and store at 4 �C. On the day of purification,
add Benzonase (0.1 μL/mL of cell lysate), Protease inhibitor
cocktail (1 μL/mL of cell lysate) or Complete EDTA-free
protease inhibitor cocktail (1 tablet/50 mL of cell lysate), and
0.5 mM TCEP.

4. Affinity buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 10 mM imidazole. Filter through a 0.2 μmmem-
brane filter and store at 4 �C. Add 0.5 mM TCEP on the day of
purification.

5. Wash buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 30 mM imidazole. Filter through a 0.2 μmmem-
brane filter and store at 4 �C. Add 0.5 mM TCEP on the day of
purification.

6. Elution buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, 10%
glycerol, and 300 mM imidazole. Filter through a 0.2 μm
membrane filter and store at 4 �C. Add 0.5 mM TCEP on
the day of purification.

7. Size Exclusion Chromatography buffer (SEC): 20 mM
HEPES, pH 7.5, 500 mM NaCl, and 5% glycerol. Filter
through a 0.2 μm membrane filter and store at 4 �C. Add
0.5 mM TCEP on the day of purification.

8. Minisart syringe filters, 0.20 μm, 0.45 μm, and 0.80 μm.

9. Amicon Ultra protein concentrators.

10. Sonicator (Sonics Vibra-Cell, VCX 750, Sonics & Materials
INC) or basic Z model cell disruptor (Constant Systems Ltd).

11. ÄKTA-Xpress or ÄKTA-Purifier liquid chromatography
system.

12. HiTrap 5 mL FF columns for his-tagged protein purification.

13. Ion exchange chromatography columns such as HiTrap 5 mL
Q FF and SP FF.
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14. HiLoad Superdex columns for preparative size exclusion chro-
matography such as HiLoad 16/600 Superdex™ S75 pg,
S200 pg, or Superose™ 6 Increase 10/300 GL.

15. JA-25.50 rotor for centrifugation of cell lysates.

3 Methods

3.1 Transposition

in E. coli DH10Bac or

DH10EMBacY

The transposition process is outlined in Fig. 2.

1. Prepare at least 100 petri dishes (50 mm) containing approxi-
mately 10 mL of LB agar, supplemented with 50 μg/mL
kanamycin, 7 μg/mL gentamycin, 10 μg/mL tetracycline,
40 μg/mL IPTG, and 100 μg/mL Blue-gal (see Note 2) and
once set, allow to dry, inverted at RT.

2. Using a multichannel pipette, add 3 μL of recombinant DNA
to a 96-well PCR plate.

3. On ice, add 30 μL of chemically competent E. coliDH10Bac or
DH10EMBacY cells using a repeat pipettor (seeNote 3), cover
with an adhesive tape pad and incubate for 30 min. It is
advisable to include a positive control (i.e., a construct that
has previously shown soluble protein expression in BEVS) in
position H12 of the 96-well plate.

4. In the meantime, add 900 μL of prewarmed 2� LB medium
containing 50 μg/mL kanamycin, 10 μg/mL tetracycline, and
1 μg/mL gentamycin to each well of a 96-deep-well block
using a reagent reservoir.

5. Heat shock the cells in the PCR plate for 45 s in a 42 �C water
bath and return briefly to ice.

6. Transfer the bacterial suspension into the prewarmed medium
block (step 4), cover with a porous seal and incubate in a Glas-
Col shaker (or equivalent) at 37 �Cwith shaking at 700 rpm for
5 h.

7. Dilute the culture (10 μL into 90 μL) into LB (or 2� LB)
medium in a 96-well microtiter plate and spread 50 μL onto the
recombinant bacmid selection plates (see Note 4).

8. Incubate the plates at 37 �C for 48 h, covered with foil (see
Note 5).

9. White colonies contain the recombinant bacmid DNA and the
blue ones do not (see Fig. 2). To ensure that the colonies are
white, divide a selective plate into 6 or 8 sectors using a marker
pen and label with the well position (e.g., A1). Pick single
colonies, streak to dilution using a sterile loop and incubate at
37 �C overnight.
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Fig. 2 Diagram describing the transposition process. The construct DNA is
transformed into the DH10Bac E. coli strain, which contains both bacmid DNA
and a helper plasmid. The transposase, expressed from the helper plasmid, will
facilitate transfer of the transposable element including the gene of interest (GOI)
into the bacmid. The recombinant bacmid DNA can then be purified and used
directly to transfect Sf9 insect cells



3.2 Bacmid

Production

1. Inoculate the recombinant white colonies (isolated from the
restreaked plates) into the corresponding wells of two 96-deep-
well blocks, each containing 1 mL of 2� LB medium per well,
supplemented with 50 μg/mL kanamycin, 7 μg/mL gentamy-
cin, and 10 μg/mL tetracycline (see Note 6).

2. Cover with a porous seal and incubate at 37 �C overnight at
700 rpm in a Glas-Col shaker.

3. The following morning, prepare one or two glycerol stocks by
mixing 120 μL of the overnight culture and 30 μL of 60% (v/v)
glycerol in a 96-well microtiter plate, and store at �80 �C.

4. Centrifuge the deep-well blocks at 3,000 � g for 30 min.
Decant the supernatant into a suitable container for Virkon
decontamination. Invert the blocks and tap gently on absor-
bent paper.

5. Add 250 μL of the Solution 1 from the 96-well miniprep kit to
each well of one block using a multichannel pipette (see Note
7).

6. Seal the block with a silicone sealing mat (see Note 8) and mix
in the Glas-Col incubator for 2 min at 700 rpm or a 96-well
MixMate (or equivalent) at 1,000–1,500 rpm. If necessary,
resuspend using a multichannel pipette.

7. Transfer the suspension to the corresponding wells of the
second block. Seal and repeat the mixing process.

8. Add 250 μL of Solution 2 to each well, seal with a silicone
sealing mat, invert gently 5 times and incubate at RT for
10 min.

9. Add 300 μL of Solution 3, seal with a silicone sealing mat and
mix gently but thoroughly by inverting 5 times.

10. Place the sample on ice for 20 min, then centrifuge at
3,000 � g for 30 min at 4 �C.

11. Transfer the clear supernatant to a fresh 96-deep-well block,
cover with an adhesive tape pad and centrifuge again at
3,000 � g for 30 min at 4 �C (see Note 9).

12. In another fresh 96-deep-well block, dispense 0.8 mL of iso-
propanol into each well and add 0.8 mL of the clarified super-
natant to the corresponding wells (see Note 10).

13. Using a 1 mL capacity multichannel pipette, gently mix up and
down, cover with an adhesive tape pad and then incubate on ice
for 30 min (see Note 11).

14. Centrifuge at 3,000 � g for 30 min at 4 �C.

15. Spray the outside of the 96-deep-well block with 70% (v/v)
ethanol (see Note 12) and inside the biological safety cabinet
(BSC), remove the cover from the block and discard the super-
natant by decanting into a suitable container and blotting on
absorbent paper.
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16. Add 500 μL of 70% (v/v) ethanol to each well and tap the
block gently to wash the pellets. Cover with an adhesive tape
pad and then centrifuge at 3,000 � g for 30 min at 4 �C.

17. Inside the BSC, open the block and discard the supernatant by
decanting. Tap the block very gently on absorbent paper to
remove the ethanol. Allow the block to dry inside the hood for
approximately 2 h or cover with porous seal and leave over-
night in the BSC with it switched on (see Note 13).

18. Inside the BSC, add 50 μL of sterile TE buffer, cover with an
adhesive tape pad and allow to stand for about 1 h. Very gently
resuspend the bacmid DNA using a multichannel pipette (see
Note 14) and transfer to a 96-well microtiter plate. Remove a
couple of microliters of DNA from a few wells to measure the
concentration using a UV-spectrophotometer. Pipette 1 μL of
each DNA into a PCR plate for the bacmid PCR screen, then
seal with a fresh adhesive tape pad.

19. Store bacmid DNA at 4 �C until the test purification is com-
plete, then store at -20 �C.

3.3 Bacmid PCR

Screen

1. Prepare a 10 μM primer stock (50 μL each of the 100 μM
forward and reverse primers added to 400 μL of molecular
biology grade water) of the bacmid screening primers (see
Table 1). Store at �20 �C.

2. Dilute the bacmid DNA 1 in 50 in molecular biology grade
water in a 96-well PCR plate (see Note 15).

3. Set up a PCR master mix as follows: 400 μL of 5� MyTaq™
Reaction Buffer Red, 1.49 mL of water, 100 μL of 10 μM of
bacmid screening primers (step 1) and 10 μL of MyTaq™
DNA Polymerase (5 unit/μL). Using a repeat pipettor or a
multichannel, pipette 20 μL into each well of a 96-well PCR
plate.

4. Transfer 2 μL of the diluted bacmid (step 2) to the PCR plate
(step 3) and mix well.

5. Seal the PCR reaction plate with an adhesive PCR seal and set a
thermocycler with the following conditions making sure that
the block is up to 95 �C before placing your sample plate in the
instrument:
95 �C, 5 min

(95 �C, 45 s; 50 �C, 45 s; 72 �C, 2–5* min) �25 cycles

72 �C, 7 min

15 �C hold

*Extension time dependent on length of PCR product—for
example, 30 s per 1 kb. Please note that additional base
pairs will be added to your products due to the positioning
of the screening primers (see Table 1).
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6. While the PCR cycle is running, prepare a 96-well 1.5%
TAE-agarose gel.

7. Using a multichannel pipette, load 10 μL of the PCR reaction
mixtures directly onto the gel. Note that the spacing of the
wells means that samples will be interleaved. Load 6 μL of 1 kb
Plus DNA Ladder and run the gel at 150 V for 1 h.

8. Confirm the sizing of the products and repeat the screen for
any constructs that do not produce a band of the correct size in
the first screen (see Note 15).

3.4 Growth

and Maintenance

of Insect Cell Lines

Insect cell lines can be maintained in adherent culture as well as in
suspension culture. Their ability to grow in suspension at high
densities allows for expression of recombinant proteins in large
scale; however, their ability to grow in monolayers can be utilized
for the initial stage of transfection to generate baculoviruses. The
most widely used insect cell lines for BEVS-based protein expres-
sion are Sf9, Sf21, and High Five, all of which are adaptable to
serum-free, protein-free medium. We routinely use Sf9 cells for all
the steps from transfection to large scale protein expression simply
because of their robustness and ease in manipulation; however,
occasionally High Five cells are used for large scale expression of
proteins. Use of Sf9 cells for all steps in routine protocols ensures
that uniform parameters are applied to a number of protein targets
initially and if needed other cell lines can be tested later on to
improve protein expression. Insect cell culture methods are
described previously in detail [6, 12, 13]. Some important points
when working with insect cells are mentioned in Note 16.

3.5 Reviving Sf9 Cell

Line from Frozen Stock

Sf9 cells can be revived straight into suspension culture without first
reviving them into adherent culture, provided there are sufficient
cryovials of cells available in liquid nitrogen. Alternatively revive
cells into adherent culture using T-flasks, then transfer to suspen-
sion culture at a density of 1 � 106 cells/mL from 70% to 80%
confluent flasks, using sloughing off method (i.e., washing off
layers of cells, instead of using traditional dislodging methods
such as trypsin solution). Cells can be kept in suspension culture
for 6–8 weeks, after which time a new stock should be revived as

Table 1
Primers used to confirm correct insertions at the bacmid PCR screen
stage

Primer Name Primer Sequence

Fbac-1 TATTCATACCGTCCCACCA

M13bac_rev CAGGAAACAGCTATGAC

Fbac-1 and M13bac_rev are used for the Baculovirus vectors
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older cells may show a decline in protein expression. There are
different commercial formulations of serum-free insect cell media
available; however, we use Sf-900™ II SFMmainly for initial revival
of cells, transfection, expression testing, virus amplification and
large-scale protein expression. Insect-XPRESS can also be used
for large-scale protein expression. Sf9 cells adapt quickly from one
medium to another. All of the cell culture steps described below are
performed in aseptic conditions inside a BSC.

1. Warm Sf-900™ II SFM medium to 27 �C in a water bath and
pipette 30 mL of the medium into a 250 mL flask.

2. Remove a cryovial containing the cells (at 3 � 107 cells/mL)
from liquid nitrogen and carefully release the cap to depressur-
ize it, then tighten it (see Note 17).

3. Transfer the cryovial to a container with warm water
(25–30 �C) and incubate until the sample is 70% thawed.

4. Decontaminate the outside of the vial by wiping with 70%
(v/v) ethanol.

5. Using a 5 mL Stripette, transfer the thawed cells immediately
into the 250 mL flask containing the medium and pour the
remaining icy cells from the cryovial straight into the flask.

6. Gently mix the cell suspension and transfer the flask to a 27 �C
incubator with shaking at 90–100 rpm.

7. Check the cells after 48 h for good health.

3.6 Suspension

Culture of Sf9 Cells

in Shake Flask

Cells previously cultured in an anchorage-dependent manner need
complete adaptation to suspension culture. The cells can be grown
in suspension using either shake flasks or spinner flasks; however,
our method of choice is the former. The use of simple shake flasks
makes the process of protein expression in insect cells easily scalable
from 10 mL to more than 10 L volume and does not require
specialized equipment, which would be needed for spinner flasks
and bioreactors.

1. After growing a sufficient number of cells, determine the viable
cell count using Trypan Blue Stain and a hemocytometer (see
Note 18).

2. Seed the cells to a density of 1 � 106 cells/mL into a 500 mL
nonbaffled polycarbonate or glass flask in Sf-900™ II SFM
medium.

3. Incubate the flask at 27 �C with shaking set at 90–105 rpm (see
Note 19).

4. When the cells reach a density of 4� 106 cells/mL, dilute them
back to 1 � 106 cells/mL and expand the cell volume depend-
ing on requirement of the cells (see Note 20).
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3.7 Cell Freezing Once the cells start doubling regularly after revival it is advisable to
freeze down the low passage number cells in several cryovials.

1. Prepare freezing medium containing 92.5% (v/v) Sf-900™ II
SFM medium and 7.5% (v/v) DMSO and store at 4 �C.

2. Label sterile cryovials with the name of the cell line, date of
freezing and any other relevant information and store the vials
at 4 �C until ready to use.

3. Take a small suspension of cells from a shake flask and count
viable cells using a hemocytometer. Alternatively, cells from
adherent cultures can be used for freezing.

4. Take the required volume of cell suspension for 3 � 107 cells
per vial.

5. Centrifuge the cells at 500 � g for 10 min and discard the
supernatant.

6. Resuspend the cells in the freezing medium (prepared in step
1) so that after resuspension the cell density is ~3 � 107 cells/
mL.

7. Quickly aliquot 1 mL of the cell suspension into the cryovials
(prepared in step 2).

8. Place the vials into a suitable freezing container (e.g.,
Mr. Frosty) and transfer the container to a �80 �C freezer
overnight (see Note 21).

9. The following day transfer the vials to liquid nitrogen storage.

3.8 Decontamination

and Cleaning of Shake

Flasks

It is extremely important to clean the shake flasks properly so that
they can be reused without affecting the cell health or cell growth.
Any residual disinfectant or scum of dead cells can adversely affect
the cells and protein expression.

1. Pour off any spentmedia into a waste container and add 1 tablet
of Virkon per L of the spent media.

2. Completely fill the empty culture flask with a 1 in 200 dilution
of Chemgene and leave for at least 20 min (but no longer than
30 min). Make sure that every surface of the flask that has come
in contact with virus is covered with the diluted Chemgene (see
Note 22).

3. Discard the decontaminated waste and rinse with tap water.

4. Add a scoopful of Alconox®, fill the flask with water, incubate
for 20 min and scrub with a laboratory bottle brush to make
sure that there is no visible cell debris or dead cell scum remain-
ing inside the flask.

5. Leave the flask with fresh water for minimum 1 h.
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6. If available, wash the flasks using a washer-disinfector according
to the manufacturer’s instructions.

7. Dry the flasks in a drying cabinet set at 50–60 �C, cover with
two layers of aluminum foil and autoclave.

3.9 Transfection into

Sf9 Cells

1. Prepare ~100 mL of Sf9 cells 1 day in advance by diluting the
cell count to 1 � 106 cells/mL in Sf-900™ II SFM medium.

2. The next day dilute the mid-log phase Sf9 cells to 2 � 105

cells/mL in Sf-900™ II SFM medium.

3. Label four 24-well tissue culture (TC) plates with ‘plate 1’ to
‘plate 4’ to cover your 96 samples (see Fig. 3 for how to transfer
samples between 96-well and 24-well blocks or plates).

4. Using a 1 mL 12-channel multichannel pipette (with 6 tips
spaced two apart), dispense 1 mL of diluted culture (step 2)
into each well of four 24-well TC plates. Include controls: one
for Insect GeneJuice®-only and the other for untreated cells
(see Note 23). Incubate the plates at 27 �C for 1 h to allow for
cell attachment (see Note 24).

5. Mix 200 μL of Insect GeneJuice® with 4 mL of Sf-900™ II
SFMmedium in a sterile 15mL tube (sufficient for 100 reaction
wells). Gently vortex for 10 s.

6. Dispense 40 μL of the mixture prepared in step 5 into a sterile
96-well microtiter plate (leaving a well empty for the cell-only
control).

7. Transfer 2 μL of recombinant bacmid DNA (concentration
should be 0.5–2 μg/μL) into each well and cover the microtiter
plate with an adhesive tape pad. Mix by tapping the plate gently
or pipetting (see Note 14).

8. Incubate the mixture inside the BSC for 30 min; this incuba-
tion time is critical and extensions should be avoided.

9. After incubation, add 160 μL of Sf-900™ II SFM medium to
the mixture in step 8.

10. Remove the 24-well TC plates containing the cells (step 4)
from the incubator and aspirate the medium from the cells
using a multichannel pipette.

11. Add the 200 μL DNA–Insect GeneJuice® mixture from step 9
dropwise onto the cells using a 12-channel multichannel
pipette (with 6 tips spaced two apart) following the layout
from Fig. 3 (see Note 25). Gently rock the plates back and
forth and from side to side.

12. Incubate the cells for 4 h at 27 �C, in a humidified incubator.

13. Gently add 0.4 mL of Sf-900™ II SFM insect medium con-
taining 2% (v/v) FBS to each well (see Note 25). Incubate the
cells at 27 �C in a static incubator for 3 days.
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14. Signs of infection should be seen in the transfected cells
2–3 days posttransfection, by comparing with the control
cells under an inverted microscope. Confluent growth of cells
will be seen in control wells, whereas areas of clearing will be
prominent in wells with infected cells. Infected cells are usually
larger and deformed or elongated compared to uninfected
cells.

15. Harvest the viruses when the cells are well infected by transfer-
ring the liquid contents from the 24-well TC plate into a sterile
96-deep-well block (see Fig. 3 for layout) and centrifuging at
1,500 � g for 20 min at RT. Collect the clear supernatant
(<0.7 mL) in another sterile 96-deep-well block. This is the
P0 baculovirus (BV) stock, which is stored at 4 �C, protected
from light.

Fig. 3 The format for transferring samples between 24-well and 96-well blocks
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3.10 Virus

Amplification and Test

Expression

1. Using a 1 mL multichannel pipette, dispense 3 mL of Sf9 cells
(in Sf-900™ II SFM medium, containing 2% (v/v) FBS, at a
density of 2 � 106 cells/mL) into each well of four 24-deep-
well blocks.

2. Following the layout shown in Fig. 3, infect the cells with
120 μL of P0 BV stock (see Note 26) and incubate at 27 �C,
with shaking at 450 rpm in a Glas-Col shaker for 66–72 h (i.e.,
set up late on day 1 and harvest early on day 4).

3. Pellet the cells by centrifugation at 1,500 � g for 20 min and
harvest the supernatant by pipetting into a 96-deep-well block
in the BSC according to the layout shown in Fig. 3. Store as P1
BV stock at 4 �C in the dark.

4. Resuspend the pellets in 1 mL of Lysis buffer, supplemented
with protease inhibitors, and store at �80 �C for test purifica-
tion at later date (or preferably purify directly).

3.11 Test

Purification

1. If frozen, thaw pellets in a water bath at RT, then sonicate on
ice for 4 min (3 s on, 15 s off with 35% amplitude on a 750 watt
sonicator) using a 24-head probe (check that the probe is level
and all tips are in the liquid; after sonication check for clearing).

2. Remove 15 μL of the total cell lysate into a 96-well PCR plate
as the Total fraction, add 5 μL of the 4� sample buffer, and
store at 4 �C.

3. Transfer the remaining sample into a 96-deep-well block
according to the layout shown in Fig. 3 and centrifuge at
3,000 � g for 30 min at 4 �C.

4. Remove the clarified supernatant to a fresh 96-deep-well block
using a multichannel pipette, taking care to avoid transferring
any pelleted material (see Note 27).

5. Add 100 μL of a previously washed and equilibrated 50% slurry
(Ni-IDA or Ni-NTA) to each well using a multichannel pipette
with cut tips, mixing well before each row (see Note 28).

6. Seal the block with a silicone mat and place another 96-deep-
well block on top, tape together and incubate at 18 �C on a
rotating wheel for 1 h, spinning at 10 rpm (see Note 29).

7. Centrifuge the block for 30 s at 200 � g to remove the liquid
from the lid and load the mixture on to a 96-well filter plate
placed on top of a 96-deep-well waste collection block.

8. Allow the liquid to drip through the filter plate or centrifuge at
200 � g for 1 min.

9. Add 800 μL of Wash buffer to the resin block to wash out the
remaining resin and then transfer to the corresponding wells of
the filter plate. Allow the buffer to flow through or centrifuge
briefly at 200 � g. Pour off the buffer from the waste block
after this and all subsequent washing steps.
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10. Add 800 μL of Wash buffer and allow the buffer to flow
through or centrifuge briefly at 200 � g.

11. Repeat the wash step a further 3 times and after the final wash,
spin the plate for 2 min at 300� g to remove any residual Wash
buffer. Pour off Wash buffer from the waste block and spin for
a further 1 min to remove all trace of Wash buffer (see Note
30).

12. Place the filter plate on top of a fresh 200 μL V-bottomed
96-well microtiter plate and add 50 μL of Elution buffer to
each filter well.

13. Incubate at RT with shaking for 20 min, then centrifuge for
3 min at 300 � g to collect the elution (Purified fraction).

14. In a 96-well PCR plate, mix 15 μL of each Purified fraction
with 5 μL of 4� sample buffer. Heat denature at 80 �C for
10 min.

15. Prepare four SDS-PAGE precast gels by rinsing with water,
adding 1� MES buffer and rinsing the wells.

16. Using a multichannel pipette, load 15 μL of your samples onto
the gels, note that samples will be interleaved (e.g., A1, B1, A2,
B2, etc.). Also load 5 μL of a protein marker (e.g., SeeBlue®

Plus2 Pre-Stained Standard) in the first lane of the gel.

17. Run the gel at 150 V for at least 1 h, or as long as required for
the dye-front to reach the bottom of the gel.

18. Break open the cast and carefully remove the gel into a tray,
rinse with water, and add half a cap full of InstantBlue™. Stain
for ~1 h with shaking at RT.

19. Discard the stain and wash twice with water, taking care not to
tear the gel. Leave in water with shaking to destain for as long
as required.

20. Confirm the size of your protein of interest against the protein
ladder (see Note 31 and Fig. 4).

3.12 Virus

Amplification

The volumes of P0 (0.7 mL) and P1 (3 mL) viruses generated as
described previously are low in volume and insufficient to be used
for large-scale expression experiments. Therefore, it is necessary to
amplify the virus in a larger volume, typically to the scale of
50–100 mL. The virus can be stored at 4 �C for months, but it is
advisable to reamplify the virus, if stored at 4 �C for a longer period
of time. For virus amplification, insect cells are generally infected
with lowMultiplicity of Infection (MOI—number of virus particles
per cell) to avoid generating noninfectious particles in the virus
stocks. Use a healthy log phase culture of Sf9 cells with more than
95% viability. All of our virus stocks are made in Sf-900™ II SFM,
but other media formulations may work equally well.
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1. Take a sterile 250 mL or 500 mL flask and seed 50 mL of
suspension-adapted Sf9 cells (2 � 106 cells/mL) in Sf-900™
II SFM.

2. Add FBS to the final concentration of 2% (see Note 32).

3. Add 100 μL of the P1 BV stock to the cells and gently swirl the
flask.

4. Transfer the flask to a 27 �C shaking incubator with shaking
speed set at 100 rpm and incubate the flask for 72 h.

5. At 72 h postinfection take a small aliquot of cells and observe
under the microscope for signs of infection (see Note 33) and
absence of any form of microbial contamination.

6. Transfer the cells to a 50 mL tube and centrifuge at 900� g for
20 min.

7. Collect the supernatant into a fresh 50 mL tube and store at
4 �C. This represents P2 BV stock.

8. The cell pellet generated in the process of virus amplification
can be utilized for protein purification using IMAC. Protein
purified from this pellet can be used for any intended applica-
tion. Moreover, this purification validates the ability of the virus
stock to express protein.

3.13 Large-Scale

Expression

This protocol is successfully applied for the expression of a broad
range of proteins but for some proteins the expression time point,
and MOI can be highly specific and will require optimization (see
Note 34).

Fig. 4 Image showing the SDS-PAGE result of a test purification from insect cells. The gel shows a range of
high, medium, and low expressions of various proteins of different molecular weights. Note that samples
loaded using a multichannel pipette will be interleaved (e.g., A1, B1, A2, B2, etc.)
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1. Seed log phase Sf9 cells to the density of 1 � 106 cells/mL in
Insect-XPRESS or Sf-900™ II SFM. Keep the volume of cul-
ture to 1 L in a 3 L capacity flask. If more than 1 L scale-up is
needed, use multiple 3 L flasks with 1 L culture volume in each
(see Note 35).

2. Incubate flasks at 27 �C with shaking set at 100 rpm and allow
the cells to grow for 24 h.

3. The next day, check the cell density using a hemocytometer and
cell health and look for any signs of contamination. Cells
should go through one doubling cycle in 24 h and the cell
count should be ~2 � 106 cell/mL.

4. Add 1.5–3.0 mL of P2 BV stock per L of the culture, swirl the
flask gently, and transfer the culture to a 27 �C shaker-
incubator set at 100 rpm (see Note 36).

5. Incubate the flask for 64–72 h.

6. Take a small sample of the infected culture and look under the
microscope for signs of infection, but not lysis of the cells. In
addition, look carefully for the absence of any bacterial or
fungal contamination (see Note 37).

7. Take 3 mL out of the culture and centrifuge separately
(at 900 � g for 20 min) from the remaining culture for expres-
sion testing (see Note 38).

8. Without waiting for results from step 7 above, transfer the
remaining cells to 1 L centrifuge pots, balance pairwise and
centrifuge at 900 � g for 20 min using JLA 8.1000 rotor on
Avanti J-20XP or Avanti J-26XP centrifuge (see Note 39).

9. Pour the supernatant to a waste container for decontamination
using Virkon.

10. Resuspend the cell pellet obtained from 1 L of the culture in
25–30 mL of PBS by swirling and pipetting gently and transfer
to 50 mL tubes.

11. Balance the tubes pairwise and centrifuge at 900� g for 20min
using a benchtop centrifuge.

12. Discard the PBS in a Virkon solution and proceed to purify the
protein from the cell pellet or freeze the cell pellets at �80 �C
for purification at a later date.

3.14 Protein

Extraction

All the following steps of protein extraction and purification are
performed at 4 �C or on ice. Prechill the buffers and centrifuges.

1. If protein purification is performed straight after harvesting the
cells, transfer the cell pellets to ice or if the cells were frozen,
thaw the pellets in a water bath set at RTor 37 �C. Do not leave
pellets in the water bath for any longer than is required to thaw
them and transfer onto ice immediately once thawed.
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2. Resuspend the cells in 1 volume of ice cold 2� Lysis buffer
(1 mL per g wet-weight of cells) using a pipette and add
additional Lysis buffer until the suspension is homogeneous.

3. Place the cell suspension container on ice. Set the amplitude to
35% on a 750 watt Sonics Vibra-Cell sonicator and sonicate
with 10–15 bursts of 5 s on, 10 s off (seeNote 40). Save 10 μL
of the lysate which represents the Total fraction.

4. Transfer the lysates to centrifuge tubes, balance the tubes pair-
wise, and centrifuge at 53,000� g using a JA-25.50 rotor for at
least 30 min at 4 �C.

5. Transfer the clear supernatant into a clean tube taking care to
avoid transferring any pelleted material. This clarified superna-
tant represents the Soluble fraction.

3.15 Large-Scale

Protein Purification

The protein purification scheme for insect cells is similar to protein
purification from E. coli as described in Chapter 4, Subheading 3.6.
However, we recommend paying particular attention to the follow-
ing points while purifying proteins from insect cells:

1. The buffer composition described here works for a diverse set
of proteins but the buffer can be substituted to address issues
such as protein instability and requirements of final applica-
tions. Careful optimization of the buffer composition with
respect to the buffering system, pH, salt concentrations, and
additives is particularly critical for difficult to purify proteins.

2. In comparison to E. coli cell lysates, insect cell lysates are denser
because of higher background protein concentration. This can
result in clogging of prepacked IMAC columns; therefore, we
recommend doing manual IMAC using the gravity-flow pro-
cedure for purification of proteins from insect cells.

3. Often intrinsic proteins from insect cells copurify due to the
affinity of exposed histidines or metal binding moieties of
endogenous proteins toward the immobilized metal ions.
Therefore, it is often the case that IMAC followed by SEC is
not enough to obtain very pure protein from insect cells, which
necessitates inclusion of additional purification steps such as
ion exchange chromatography or tag cleavage and rebinding to
IMAC.

3.16 Quality

Assurance

If available, mass spectrometric analysis of every purified protein is
highly recommended. This confirms the molecular weight of the
protein, with mass discrepancies indicating mutations or cloning
artifacts and potential posttranslational modifications. The protein
is loaded into a small C3 HPLC column for desalting and eluted
onto an in-line electrospray ionization time-of-flight analyzer. Any
discrepancy needs to be explained, either by sequencing the DNA,
by enzymatic removal of suspected modifications or by MS/MS
analysis of proteolytic fragments.
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4 Notes

1. The EMBacY backbone contains a constitutively expressing
YFP expression cassette that allows for easy monitoring of
viral titers via fluorescence without plaque assays.

2. X-gal does not produce sufficiently dark blue nonrecombinant
colonies in our hands; therefore, we use Blue-gal instead. The
plates can be stored for up to 1month at 4 �C, covered with foil
to prevent exposure to light.

3. Be careful not to splash the cells against the sides of the wells
while using the repeat pipettor and check that the liquid is at
the bottom of the well before continuing. This step can also be
done using a single channel pipette but will take more time.

4. When there are no colonies, plate 50 μL of undiluted culture
instead.

5. This step can be performed at RT on the bench over the
weekend if necessary.

6. One 96-well block should provide sufficient bacmid DNA for
transfection. However, we find it useful to set up two blocks to
provide a balance for the centrifugation step.

7. We only use the reagents from the Montage Plasmid Mini-
prepHTS 96 Kit for purifying the recombinant bacmid DNA,
not the filter plates. The reagents can also be purchased from
Merck individually.

8. Covering the block with an adhesive tape pad or alternative will
result in leaking and cross-contamination of wells. Make sure
the silicone sealing mats are suitable for either round or square
96-deep-well blocks, depending on which 96-well blocks
you use.

9. This second centrifugation step is important to remove as
much of the insoluble pelleted material as possible in order to
obtain clean bacmid DNA at the end of the prep.

10. It is recommended not to remove all of the supernatant to
avoid transferring insoluble material.

11. Incubation can also be done overnight at 4 �C and will result in
a higher yield of bacmid DNA but is not necessary.

12. If you have more than 1 block, be careful not to remove the
marker labels when using 70% (v/v) ethanol.

13. Do not allow the pellets to dry out completely.

14. The bacmid DNA is very fragile so mix it gently, do not over-
pipette. If the concentration of the DNA is less than 0.5 μg/μ
L, use up to 5 μL.
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15. High concentrations of bacmid DNA will inhibit the bacmid
PCR screen so we dilute the bacmid prior to addition. Where
the yields of bacmid are low it may be necessary to use a lower
dilution instead.

16. All cell culture steps must be performed under aseptic condi-
tions in a BSC, making sure that sterility is maintained
throughout the procedures. To keep the cultures free from
contamination by bacteria, yeast, fungi and viruses, it is cru-
cially important to keep the benches, BSC and incubators
clean. Use 70% (v/v) ethanol to wipe the cabinet before and
after use, also wipe the outside of media bottles, pipettors,
flasks and other containers with 70% (v/v) ethanol before
transferring them into the cabinet. Wear clean lab coats and
gloves and wash hands before and after working with cell
culture. Any spillage inside the BSC, incubators, and so on
should also be cleaned immediately with 70% (v/v) ethanol
or MicroSol. Use separate media bottles for general cell culture
maintenance and for virus work. We recommend adding peni-
cillin and streptomycin to the final concentration of 50 units/
mL and 50 μg/mL respectively to the cell culture media to
prevent bacterial contamination during culture growth.

17. Always wear protective clothing (lab coat, gloves, and safety
specs) when thawing vials containing frozen cells as they some-
times explode on contact with the water. Do not dilute cells
below 1 � 106/mL. Final DMSO concentration in suspension
should not exceed 0.5%.

18. The % Cell viability is calculated by counting the number of
viable cells and also the number of total cells on the hemocy-
tometer grid. Viable cells do not take up Trypan Blue Stain;
however, nonviable cells take up the stain and appear blue
under the microscope. To determine cell viability, mix
0.1 mL of Trypan Blue Stain with 1 mL of cell suspension
and load a hemocytometer. Count the number of blue-stained
cells and the total number of cells and then calculate the
number of viable cells per mL and correct for the dilution
factor. Cell viability should be at least 95% for a healthy log
phase culture before it can be used for transfection, virus
amplification or protein expression.

19. For better aeration of the cells, it is important to keep the
culture volume between 25% and 35% of the total volume
capacity of shake flask and shaking between 90 and 105 rpm.
Cells form clumps initially but cells should start growing in
single cell suspension within a week or so.

20. Cells can be transferred gradually to 1 L and then 3 L flasks,
keeping the culture volume between 25% and 35% of the total
volume capacity of shake flask. Ideally do not allow the cell

90 Pravin Mahajan et al.



density to exceed 6 � 106 cells/mL or fall below 0.7 � 106

cells/mL. Cell growth may slow down if diluted to the density
of less than 0.7 � 106 cells/mL. Cells should not be diluted by
more than 1 in 5.

21. If a freezing container is not available, vials can be transferred
to a �20 �C freezer for 2–3 h followed by transfer to �80 �C
overnight.

22. It is not necessary to keep Chemgene solution in flasks for
more than 20 min. Leaving Chemgene for longer may make
it difficult to remove the traces from flasks. Glass flasks are
easier to clean than the polycarbonate flasks. Polycarbonate
flasks for suspension culture are meant to be disposable but
they can be reused several times if cleaned properly after
treatment.

23. To keep it cost effective and to express most of our recombi-
nant proteins, we tested and compared a range of transfection
reagents and decided to use Insect GeneJuice®.

The Insect GeneJuice®- and cell-only controls are impor-
tant for determining the success of the transfection as they
allow the user to distinguish cytotoxic effects and uninfected
cells from infected cells.

24. Cell attachment can be observed using an inverted microscope
by focusing through the sample; the cells should be visible in
one plane of view once successfully attached.

25. Pipette the mixture gently and avoid touching the bottom of
the plate so as to not disturb the cells.

26. For some targets it may be necessary to use the P1 virus to
infect for test expression. However, we have found that there is
little difference in the yields when expressing from P1 rather
than P0. We therefore use P0 virus, which shortens the expres-
sion process by at least 3 days.

27. To avoid disturbing the Insoluble fraction, tilt the plate and
drive the tips down the side of the wells at an angle. Stop just
above the pellet, on most plates there is a ridge just off the
bottom—feel for this with the tips. Gently pipette up the
supernatant and then transfer to the new plate. Do not go
back into the wells as this will resuspend the pellets; if this
happens then respin the sample and try again.

28. The resin tends to clump and settles quickly. We recommend
using 200 μL tips with ~5 mm cut from the ends to prevent
clogging the tips and ensure even loading. Also, continually
mix the resin by pipetting up and down as well as shake the
reservoir from side to side to prevent settling.

29. When the silicone matting seal is pressed down firmly and held
in place with another deep-well block, the block will not leak
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when placed on its side. If you prefer you can incubate the plate
upright, but the resin tends not to mix as well when done this
way; we would therefore recommend keeping the samples in a
24-well format for this step, as this provides greater surface area
for binding.

30. Removing all trace of Wash buffer is essential to ensure that the
subsequent elution step does not become diluted with Wash
buffer.

31. It is beneficial to grade the expression level of your proteins to
more easily identify ones that you may wish to scale up. At this
point we also recommend confirming the targets using quality
control steps such as intact mass (if quantities are sufficient) or
by in-gel tryptic digest MSMS analysis.

32. Baculovirus stability is known to improve in the presence of
FBS. As Sf-900™ II SFM is a serum-free and protein-free
medium, addition of FBS to the final concentration of 2% is
recommended to stabilize the virus and maintain its infectivity
when it is stored at 4 �C.

33. Signs of baculovirus infection: baculovirus infected insect cells
look swollen, nuclei appear to fill the cells and the cells do not
show any clumps when compared to a healthy cell control. If
the cells are in very late phase of infection, they will start to lyse.

34. Availability of healthy viable cells is very important for success-
ful scale up of a broad range of targets. Culture conditions such
as temperature, pH, dissolved oxygen, osmolality, and nutrient
composition of the culture medium can influence the infection
of the insect cells. In addition, factors such as cell line, expres-
sion time point, MOI, and cell density at the time of infection
can have significant effects on protein expression in insect cells.
This protocol is generically applied to large number of pro-
teins; however, occasionally for some proteins, optimization at
protein expression level is necessary to improve the results.
Optimization experiments should be performed on a small
scale initially and can be later applied to large-scale expressions.
The following conditions could be tested for expression opti-
mization: range of MOI, two harvesting time points (48 and
72 h), two cell lines (Sf9 and High Five), or different cell
densities (2 � 106 cells mL and 4 � 106 cells/mL). It should
be noted that baculoviruses are lytic viruses for insect cells and
will eventually lyse the cells if left long enough after infection.
This also means that a harvesting time of 48 or 72 h is also
determined by the volume of virus added. The cells can be
infected with low MOI (0.05–0.3 pfu/cell) and harvested at
72 h or they can be infected with a high MOI (>1 pfu/cell)
and harvested at 48 h. Cells infected with high MOI and
harvested at 72 h may show significant lysis.
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35. Before diluting the cells, check for the health of the cells and
absence of any signs of infection or contamination under a
microscope. If less than 1 L scale-up is enough, smaller flasks
should be used. However, remember to use a culture volume of
only 25–35% of the total volume capacity of the flask.

36. The amount of virus added is determined by the titer of virus
stock. We do not routinely measure viral titers but various
methods for baculovirus titration have been developed based
on cell viability, plaque formation, antibody-based assays, and
so on [14]. For the 72 h expression time point, we recommend
an MOI of 0.05–0.3 pfu/cell. If the titer of virus stock is
1 � 108 pfu/mL and 2 mL of virus is added to 1 L of the
cells (total of 2 � 109 cells), that would be an MOI of 0.1.
Addition of more virus can affect the expression and can also
cause cell lysis.

37. It should be noted that good signs of infection are desirable
but more than 10% lysis of cells can be detrimental to the
protein purification.

38. This small volume of cells can be used for expression testing
before committing to purify a large batch of cells. This can give
a quick estimate of protein expression levels or any failure of the
batch to express the protein of interest. To purify the protein
from 3 mL of culture, follow the protocol as described in
Subheading 3.11.

39. Sf9 cells become very fragile after infection and can rupture if
centrifuged at very high speed resulting in loss of protein in the
medium itself. We recommend harvesting the cells by centrifu-
gation at 900 � g for 20 min and handling cell pellets gently.

40. Sonication time may need to be adjusted depending on volume
of the cell suspension. Avoid excessive foaming and heating of
the suspension by adjusting the instrument settings and
keeping the cell suspension on ice all the time to reduce the
potential for protein precipitation or denaturation. Cell disrup-
tion by sonication can also help in reducing viscosity by shear-
ing nucleic acids.
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Chapter 6

Expression Screening of Human Integral Membrane
Proteins Using BacMam
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Abstract

This chapter describes the step-by-step methods employed by the Structural Genomics Consortium (SGC)
for screening and producing proteins in the BacMam system. This eukaryotic expression system was
selected and a screening process established in 2016 to enable production of highly challenging human
integral membrane proteins (IMPs), which are a significant component of our target list. Here, we discuss
our recently developed platform for identifying expression and monodispersity of IMPs from 3 mL of
HEK293 cells.

Key words Insect cells, Mammalian cells, Baculovirus, BacMam, Transduction, Protein purification,
IMAC, SEC chromatography, Gel filtration, FSEC

1 Introduction

Baculovirus vector–mediated gene transfer in mammalian cells was
first described in 1995 [1] and in 1996 [2]. Since then its entry into
different types of vertebrate cells has been confirmed [3–7] and
various constitutively active promoters have been used to drive
recombinant gene expression in mammalian cells. Attempts to
improve gene delivery by means of vector engineering and trans-
duction methods have been evolving. The initial discovery has
prompted exploration of this gene delivery tool for many uses
including cancer gene therapy [8–10], heart [11], cartilage
[12, 13], and bone [14] tissue engineering, vaccination [14, 15],
modification of stem cells for therapeutic applications [16, 17],
VLP production [18], eukaryotic protein display [19], and cell-
based assays [20–22].

Recently, BacMam started gaining traction as a tool for large-
scale protein production for structural or functional studies as well.
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This has particularly been the case for integral membrane proteins
(IMPs), which account for roughly a quarter of functional human
proteins [23, 24] and half of drug targets [25] in humans. Because
IMPs have transmembrane domains which transverse the hydro-
phobic lipid bilayer, they require unique sets of chaperones and
posttranslational modifications for proper protein folding and sta-
bility. Moreover, lipid composition varies between cell types and
organelles [26–28] and the environments across the membrane can
differ [27, 28], presenting additional challenges for the stability of
IMPs. For these reasons, expression systems as close to the source
organism as possible are often required for large-scale expression of
IMPs. In addition, it is preferable for the system’s expression level
to be as high as possible, since IMPs tend to have lower yields than
soluble proteins and the reagents for purification are much more
expensive (due to detergents). BacMam system addresses these
challenges by using mammalian cells as expression hosts, hence
maintaining the benefits of Baculovirus Expression Vector System
(BEVS) while providing evenmore native environments for delicate
proteins [29, 30].

BacMam also has advantages over competing systems for pro-
tein expression in mammalian cells. Baculoviruses cannot replicate
in human cells [29, 30], making it a safer option than the lentivirus
system as well as the transduced cells being less susceptible to the
virus-mediated lysis. BacMam has higher infectivity than transient
transfection and is less constrained by the size of genes than either
of the systems [29]. Some notable publications on the use of
baculoviruses for large-scale expression in mammalian cells are
described for secreted proteases [31], for recombinant soluble
and membrane glycoproteins in suspension culture [32], for a
ligand-gated ion channel [33, 34], and for the ABC transporter
CFTR [35].

In this chapter, we describe recently developed methods for
expression screening and scaling up of the production of human
IMPs using BacMam. To describe our series of standardized pro-
tocols for protein production in mammalian cells, this chapter is
divided into the following stages: (a) transposition, bacmid produc-
tion, and PCR screen; (b) growth and maintenance of mammalian
cell lines in adherent and suspension culture; (c) transfection into
Sf9 cells, baculovirus generation, and small-scale transduction/
purification; and (d) fluorescence size exclusion chromatography
(FSEC) screening. The screening process has been miniaturized to
24-well format. The steps involved in the pipeline from cloning to
large-scale expression are outlined in Fig. 1.
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2 Materials

Unless otherwise stated, all solutions are prepared using ultrapure
water (prepared by purifying deionized water to reach a resistivity
of 18.2 MΩ cm at 25 �C) and analytical grade reagents.

2.1 Transposition,

Bacmid Preparation,

and Transfection

All materials are listed in Chapter 5, Subheadings 2.1 and 2.2.

2.2 Virus

Amplification,

Transduction, and Test

Expression

in Expi293F™
and HEK293S

GnTI� Cells

The following reagents, consumables, and equipment are required
in addition to those listed in Chapter 5, Subheadings 2.1 and 2.2.

1. Cell lines: Expi293F™ cells (Thermo Fisher Scientific);
HEK293S GnTI� (ATCC® CRL-3022™) or Expi293FTM

GnTI� (Thermo Fisher Scientific).

2. Media: FreeStyle™ 293 Expression Medium (Thermo Fisher
Scientific).

3. 1 M sodium butyrate: In a fume hood, dissolve 55 g of sodium
butyrate in PBS, make up to 500 mL and filter through a
0.2 μm syringe filter. Store at 4 �C (short term) and �20 �C
(long term).

4. Dulbecco’s PBS (Ca–Mg free).

Fig. 1 Overview of the BacMam expression process. The process takes
~6–8 weeks from LIC to scale-up
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5. 20% polyethylene glycol (PEG) 10,000: Dissolve 200 g of PEG
10,000 and 12 g of NaCl in 600mL of water, mix, andmake up
to 1 L. Autoclave and store at room temperature (RT) (see
Note 1).

6. Roller bottles, 2 L (Avidity Science).

7. Fume hood.

8. CO2 incubator (Panasonic Sanyo CO2 incubator, or similar).

9. Celltron shaker (Infors HT).

10. Class II Microbiological Safety Cabinet (ScanLAF-Mars600/
1200 or similar).

11. Dimethyl sulfoxide (DMSO), Molecular Biology grade
(DNase/RNase free).

12. Infors Multitron Cell CO2 shaker incubator (25 mm throw).

2.3 Test Purification The following reagents, consumables, and equipment are required
in addition to those listed above.

1. Complete EDTA-free tablet (Roche).

2. 0.5 M Tris(2-carboxyethyl)phosphine (TCEP): Prepare in
water, filter through a 0.2 μm syringe filter, and store at
�20 �C.

3. 1 M dithiothreitol (DTT): Prepare in water, filter through a
0.2 μm syringe filter, and store in 1 mL aliquots at �20 �C.

4. SeeBlue® Plus2 Pre-Stained Standard (Invitrogen) or Precision
Plus Prestained Protein™ Standards (Bio-Rad or similar).

5. InstantBlue™ (Expedeon Protein Solutions).

6. 20� NuPAGE™ MES SDS Running Buffer (Invitrogen).

7. PBS: Dissolve 5 tablets of PBS in 1 L of water, filter through a
0.2 μm membrane filter, and store at 4 �C.

8. 1 M HEPES, pH 7.5: Prepare in water, filter through a 0.2 μm
membrane filter, and store at RT.

9. 5 MNaCl: Prepare in water, filter through a 0.2 μmmembrane
filter, and store at RT.

10. 50% (v/v) glycerol: Autoclave and store at RT.

11. 10% n-dodecyl-ß-D-maltoside (DDM) (Anatrace) and 1% cho-
lesteryl hemisuccinate (CHS) (Merck KGaA): Dissolve 5 g of
DDM in 50mL of water in a Falcon tube and add 0.5 g of CHS
into the DDM solution. Filter through a 0.2 μm membrane
filter and store at �20 �C (see Note 2).

12. Lysis buffer (1 L): 50 mM HEPES, pH 7.5, 300 mM NaCl,
and 5% (v/v) glycerol prepared in advance, filtered through a
0.2 μm membrane filter and stored at 4 �C. On the day of
purification, add 1 μL/mL Protease inhibitor cocktail, 0.5 mM
TCEP, and 1% DDM–0.1% CHS.
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13. Wash buffer (1 L): 50 mM HEPES, pH 7.5, 300 mM NaCl,
and 5% (v/v) glycerol prepared in advance, filtered through a
0.2 μmmembrane filter and stored at 4 �C. Add 0.5 mMTCEP
and 0.03% DDM–0.003% CHS on the day of purification.

14. Elution buffer (0.1 L): 50 mM HEPES, pH 7.5, 300 mM
NaCl and 5% (v/v) glycerol prepared in advance, filtered
through a 0.2 μm membrane filter and stored at 4 �C. Add
0.5 mMTCEP, 0.03% DDM–0.003% CHS, and 50 mM biotin
(see Note 3) on the day of purification.

15. Affinity buffer: 50 mM HEPES, pH 7.5, 500 mM NaCl, and
10% glycerol, prepared in advance. Filter through a 0.2 μm
membrane filter and store at 4 �C.

16. 50% (w/v) Strep-Tactin®XT resin (IBA Lifesciences): To equil-
ibrate, wash the resin twice in water and then three times in
Affinity buffer in a 50 mL tube, by inverting to resuspend the
resin and centrifuging at 500 � g for 1 min. After the final
wash, resuspend the resin in Affinity buffer as 50% (w/v) slurry
and store at 4 �C when not in use.

17. SB: Prepare a stock of NuPAGE LDS sample buffer (Invitro-
gen) containing DTT (1:4 dilution of 1 M DTT in NuPAGE
LDS sample buffer) and store at �20 �C.

18. 96-well filter plates.

19. 96-well plate, 0.5 mL, round wells, U-shaped, polypropylene,
14 mm (Agilent).

20. pH Strips.

21. Square-shaped silicone mat (AxyMat™ VWR).

22. Precast 26-Lane SDS-PAGE gradient gels (4–12% Bis-Tris)
(Invitrogen).

23. Protein gel electrophoresis apparatus (Invitrogen or similar).

24. Vibra-Cell Sonicator with 24-well probe (Sonics®).

25. General purpose benchtop centrifuge (Sorvall Legend RT,
Kendro).

2.4 Dionex

Fluorescence Size

Exclusion

Chromatography

(FSEC) Screening

(Fig. 2)

1. Dionex™ Ultimate 3000 UHPLC (Thermo Scientific™).
Equipped with the following modules: SR-3000 solvent rack,
LPG-3400RS pump, WPS-3000TBRS autosampler,
TCC-3000SD Thermostatted column compartment,
MWD-3000RS multi wavelength UV-VIS detector,
FLD-3400RS multiwavelength fluorescence detector, and
VF-F11-A-01 fraction collector. The PC associated with the
equipment has Chromeleon 7 software installed for interfacing
and data analysis.

2. Zenix™-C SEC 300 column, particle size: 300 Å, ID� length:
7.8 � 300 mm (Sepax Technologies).
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3. Zenix™-C SEC 300 guard column, particle size: 300 Å, ID �
length: 7.8 � 50 mm (Sepax Technologies).

4. SEC buffer (2 L): 50 mM HEPES, pH 7.5, 150 mM NaCl
prepared in advance. Filter through a 0.2 μm membrane filter
and store at 4 �C. Add 0.03%DDM–0.003%CHS on the day of
purification.

Fig. 2 Diagram describing the FSEC screening process. The 96-well elutions
from the Strep-Tactin®XT resin purification are loaded onto the Dionex system
using an autosampler and separated on a Zenix™-C SEC 300 column.
Fluorescence measurements are recorded for both tryptophan and GFP
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3 Methods

3.1 Transposition,

Bacmid Production,

and Bacmid PCR

Screen

The transposition process, bacmid production, and bacmid PCR
screen methods are described in Chapter 5, Subheadings 3.1, 3.2
and 3.3 respectively and do not differ for the BacMam process with
the only exception being the specific bacmid PCR screening pri-
mers which are listed in Table 1.

3.2 Growth

and Maintenance

of Expi293F™
and HEK293S GnTI�
Cell Lines

1. The Expi293F™ and HEK293S GnTI� mammalian cell lines
are maintained in suspension culture adapted to FreeStyle™
293 medium.

2. The HEK293S GnTI� cells are suspension-adapted by grow-
ing them initially as per ATCC’s protocol in DMEM-F12
medium in T-flasks, which is then serially adapted into Free-
style™ and transferred to vented baffled shaker flasks. We grow
the cells to densities of 3–4 � 106 cells/mL (see Note 4). The
conditions of growth for suspension cells are 8% CO2, 75%
humidity, and 37 �C, and speed of shaking varies from flask to
flask (see Notes 5 and 6).

3. Once Expi293F™ cells have reached a density of 2� 106 cells/
mL, split to 0.2 � 106 cells/mL and maintain at densities of
0.2–2 � 106 cells/mL for up to 6–8 weeks.

4. For protein expression, cells can be grown to higher densities, but
should be maintained at 0.2–2 � 106 cells/mL. HEK293S
GnTI� cells should be maintained at densities of 0.3–2 � 106

cells/mL for 6–8 weeks, growing to higher densities for protein
expression.

3.3 Reviving

Expi293F™
and HEK293S GnTI�
Cell Lines from Frozen

Stocks

1. Warm FreeStyle™ 293 medium to 37 �C in a water bath and
pipette 50 mL of the medium into a 500 mL sterile polycar-
bonate shake flask (see Note 4).

2. Remove a cryo-vial containing the Expi293F™ or HEK293S
GnTI� cells (1–2 � 107 cells/mL) from liquid nitrogen and
rapidly thaw in a plastic beaker of water at 37 �C (not in a
water bath).

Table 1
Primers used to confirm correct insertions at the bacmid PCR screen
stage

Primer name Primer sequence

pFBM-fwd CAAAATGTCGTAACAACTCCGC

pFBM-rev TAGTTAAGAATACCAGTCAATCTTTCAC
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3. Thaw the cells to approximately 70%, and transfer using a 5 mL
stripette into the 500mL flask containing 50mL of the medium.

4. Gently mix the cell suspension and transfer the flask to a 37 �C
CO2 shaker incubator, with shaking set at 100 rpm.

5. Check the cells every day after thawing until they start
doubling every 24 h for good health, then dilute the cells
to 0.5 � 106 cells/mL when the density reaches 2 � 106

cells/mL.

6. Always ensure that viability is � 90% by counting the cells on a
hemocytometer under the microscope and maintain the cells in
mid-logarithmic phase (density between 0.2 and 2.5 � 106

cells/mL), changing to a fresh flask after 7–10 days (see
Note 4).

7. Revive a new vial of cells from frozen stocks every 6–8 weeks
and discard the old cells.

3.4 Suspension

Culture of Expi293F™
and HEK293S GnTI�
in Shake Flask

1. After growing a sufficient number of cells as described above,
determine the viable cell count using Trypan Blue Stain and a
hemocytometer (see Note 7).

2. Seed the cells to a density of 0.5� 106 cells/mL into a 500 mL
non-baffled polycarbonate flask in FreeStyle™ 293 medium.

3. Incubate the flask at 37 �C with shaking set at 90–105 rpm (see
Note 6).

4. When the cells reach a density of 2� 106 cells/mL, dilute them
back with medium to 0.2 � 106 cells/mL and expand the cell
volume depending on requirement of the cells (see Note 4).

3.5 Cell Freezing Once the cells start doubling regularly after reviving them, it is
advisable to freeze down the low passage number cells in several
cryo-vials.

1. Label sterile 2-mL internal thread cryo-vials with the name of
the cell line, date of freezing, and density of cells, and store the
vials at 4 �C until ready to use.

2. Take a small sample of cells from a shake flask and count viable
cells using a hemocytometer. Alternatively, cells from adherent
cultures can be used for freezing.

3. Take the required volume of mid-logarithmic phase cells with
viability� 90% so that 1–3� 107 cells are available for each vial
to be prepared for storage.

4. Harvest cells by centrifugation at 200 � g for 10 min and keep
the supernatant (which is the conditioned medium), to prepare
cryopreservation medium.

5. Prepare cryopreservation medium containing 92.5% (v/v)
FreeStyle™ 293 Expression medium (50:50 ratio of fresh
media to conditioned media) and 7.5% DMSO.
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6. Resuspend the cell pellet in the predetermined volume of cryo-
preservation medium.

7. Rapidly dispense 1 mL aliquots of this cell suspension into
prelabeled 2-mL cryovials.

8. Transfer the vials into a Mr. Frosty freezing container and keep
it in a �80 �C freezer for 24–72 h. Transfer the vials to a liquid
nitrogen Dewar.

3.6 Decontamination

and Cleaning of Shake

Flasks

Decontamination of flasks is described in Chapter 5,
Subheading 3.8.

3.7 Transfection into

Sf9 Cells

This method is identical for insect and mammalian cells so please
follow Chapter 5, Subheading 3.9.

3.8 Test Expression

(Transduction)

in Expi293F™ or

HEK293S GnTI� Cells

1. Dispense 75 μL of PEG 10,000 solution to each well of four
24-deep-well blocks.

2. Add 300 μL of PI virus (harvested in the previous section; see
Note 8) into the corresponding wells of the 24-deep-well
blocks containing the PEG 10,000 solution following the lay-
out shown in Fig. 3.

3. Cover with a sticky seal and incubate at 18 �C and 300 rpm for
5 min in a Glas-Col shaker.

4. Store the deep-well blocks for up to 1 week (ideally overnight)
at 4 �C.

5. The following morning, incubate the 24-deep-well blocks in a
Glas-Col set at 18 �C and 300 rpm for 30 min.

6. Centrifuge the deep-well blocks at 3,000 � g for 45 min.

7. Inside a microbiological safety cabinet, carefully pipette the
supernatant out and discard. The concentrated virus
(translucent-looking pellet) is settled at the bottom of the
blocks.

8. Prepare the required amount of Expi293F™ or HEK293S
GnTI� cells at 2 � 106 cells/mL supplemented with 5 mM
sodium butyrate.

9. Using a 1 mL 12-multichannel pipette, dispense 3 mL of
Expi293F™ or HEK293S GnTI� cells in Expi293F™
medium, at a density of 2 � 106 cells/mL into each well of
four 24-deep-well blocks.

10. Incubate at 37 �C on a Celltron shaker at 200 rpm, placed in a
CO2 incubator for 48 h (see Note 9).

11. Pellet the cells by centrifugation at 900 � g for 20 min.

12. Wash the pellets with 1 mL of cold PBS, resuspending the cells
slowly to avoid damaging them.
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13. Spin the cells down at 900 � g for 20 min.

14. Store pellets at �80 �C or proceed to the next step.

3.9 Test Purification 1. If frozen, thaw the pellets in a water bath at RT, then resuspend
the pellets in 1 mL of Lysis buffer.

2. Sonicate on ice for 4 min (3 s on, 15 s off with 35% amplitude
on a 750 watt sonicator) using a 24-head probe (checking that
the probe is level and all tips are in the liquid; after sonication
check for clearing).

3. Transfer the lysate into a 96-deep-well block following the
layout shown in Fig. 3. Add 100 μL of the DDM–CHS stock
to each well, seal with a square-shaped silicone mat and rotate
gently in the cold room for 1 h (see Note 10).

Fig. 3 The format for transferring samples between 24-well and 96-well blocks
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4. Remove 15 μL of the total cell lysate into a 96-well PCR plate
as the Total fraction, add 5 μL of the 4� sample buffer, and
store at 4 �C (see Note 11).

5. Centrifuge the remaining sample at 3,000 � g for 30 min at
4 �C.

6. Remove the clarified supernatant to a fresh 96-deep-well block
using a multi-channel pipette, taking care to avoid transferring
any pelleted material (see Note 12).

7. Add 100 μL of a previously washed and equilibrated 50% slurry
(Strep-Tactin®XT resin) to each well using a multichannel
pipette with cut tips, mixing well before each row (seeNote 13).

8. Seal the block with a silicone mat and place another 96-deep-
well block on top, tape together and incubate at 4 �C on a
rotating wheel for 1 h, spinning at 10 rpm (see Note 14).

9. Centrifuge the block for 30 s at 200 � g to remove the liquid
from the lid and load the mixture on to a 96-well filter plate
placed on top of a 96-deep-well waste collection block.

10. Allow the liquid to drip through the filter plate or centrifuge at
200 � g for 1 min.

11. Add 800 μL of Wash buffer to the resin block to wash out the
remaining resin and then transfer to the corresponding wells of
the filter plate. Allow the buffer to flow through or centrifuge
briefly at 200 � g. Pour off the buffer from the waste block
after this and all subsequent washing steps.

12. Add 800 μL of Wash buffer and allow the buffer to flow
through or centrifuge briefly at 200 � g.

13. Repeat the wash step a further 3 times and after the final wash,
spin the plate for 2 min at 300 � g to remove any residual Wash
buffer. Pour off theWash buffer from thewaste block and spin for
a further 1 min to remove all trace of Wash buffer (seeNote 15).

14. Place the filter plate on top of a fresh 200 μL 96-well
(U-shaped) plate and add 50 μL of Elution buffer to each
filter well.

15. Incubate at RT for 20 min, then centrifuge for 3 min at
300 � g to collect the elution (Purified fraction).

16. In a 96-well PCR plate, mix 15 μL of each Purified fraction
with 5 μL of 4� sample buffer (see Note 11).

17. Prepare four SDS-PAGE precast gels by rinsing with water,
adding 1� MES buffer and rinsing the wells.

18. Using a multichannel pipette load 15 μL of your samples onto
the gels, note that samples will be interleaved (e.g., A1, B1, A2,
B2, etc.). Also load 5 μL of the Precision Plus Prestained
Protein™ Standards protein ladder in one lane of the gel.

19. Run the gel at 150 V for at least 1 h, or as long as required for
the dye-front to reach the bottom of the gel (see Note 16).
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20. Break open the cast and carefully remove the gel into a tray,
rinse with water, and add half a cap full of InstantBlue™. Stain
for ~1 h with shaking at RT.

21. Discard the stain and wash twice with water, taking care not to
tear the gel. Leave in water with shaking to destain for as long
as required.

22. Confirm the sizing of your products against the protein ladder
(see Note 17 and Fig. 4).

Fig. 4 Image showing the Coomassie SDS-PAGE result of a test purification from HEK293 cells. (a) Purification
using a decahistidine tag and Talon resin. (b) Purification using a twin-strep tag and Strep-Tactin®XT resin.
The gel shows a range of high, medium, and low expressions of various proteins of different molecular
weights. Note that samples loaded using a multichannel pipette will be interleaved (e.g., C1, D1, C2, D2, etc.).
When screening for purification of proteins from HEK293 cells, we discovered that a host protein contaminant,
NONO (Non-POU Domain-Containing Octamer-Binding Protein) and its binding partner SFPQ (Splicing factor
Proline and Glutamine Rich) were copurifying along with the target proteins during purification with Talon resin
(a) but were not visibly detected during purification with Strep-Tactin®XT resin (b). These contaminants were
confirmed by tryptic digest tandem mass spectrometry analysis. Consequently, our preferred affinity purifica-
tion tag from mammalian cells is the twin-strep tag
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3.10 Dionex

Fluorescence Size

Exclusion

Chromatography

(FSEC) Screening

The following Thermo Scientific™ Chromeleon™ method is spe-
cific for the 96-well (Dionex) plate and the Dionex™ Ultimate
3000 UHPLC setup along with the SEC column listed in Subhead-
ing 2.4.

1. Place the elution plate from Subheading 3.9, step 15 into the
autosampler of the Dionex™ Ultimate 3000 UHPLC.

2. Attach the SEC buffer to an eluent line and purge the line at
5.0 mL/min for 90 s, to remove any air and to prime the
system.

3. An injection sequence is written using the method listed in
Table 2 for injecting samples from the elution plate onto the
Dionex™ Ultimate 3000 UHPLC via the autosampler.

4. Export the entire run as a single PDF using Chromeleon
Studio containing all the chromatograms for the injected sam-
ples, displaying Fluorescence Emission 1 and Fluorescence
Emission 2. An example of an FSEC run is shown in Fig. 5.

4 Notes

1. The PEG 10,000 solution needs to be mixed during the cool-
ing period to prevent a phase separation.

2. To dissolve the DDM, rotate the mixture at RT until
completely dissolved and add the CHS to this solution, with
rotation until fully dissolved. Alternatively, rotate the DDM
overnight in the cold room, remove, then add the CHS to
this solution and dissolve by rotation at RT, then filter.

3. The biotin will not dissolve in the Elution buffer until the pH is
adjusted to approximately 7.5–8.0 by the addition of
0.5 M NaOH.

4. Expi293F™ cells should be maintained at 0.2–2 � 106 cells/
mL to maintain doubling times; HEK293S GnTI� cells should
be maintained at 0.3–2 � 106 cells/mL.

5. To keep it cost-effective and to express most of the difficult
recombinant proteins, we have tested and compared a range of
media and concluded to use FreeStyle™ 293 medium without
any serum. Expi293™ medium which is recommended for use
with Expi293F™ cells can also be used in this method and may
give increased yields of protein.

6. Shaking speeds: Erlenmeyer flasks, baffled (for HEK293S
GnTI�) or nonbaffled (for Expi293F™), filled to 15–30%
with cells and shaking speeds of 90–105 rpm; Roller bottles,
for the 2 L bottles filled with 500 mL to 1 L of cells, shaking
speeds are 170 rpm on a shaker with throw radii at 25 mm.
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Table 2
Injection sequence for injecting samples from the elution plate onto the Dionex™ Ultimate 3000
UHPLC via the autosampler

Time
(min) Instrument setup

FractionCollector.Valve Drain

UV.SlitWidth Wide

UV.ResponseTime 1.000 (s)

UV.Data_Collection_Rate 5 (Hz)

Sampler.InjectWash AfterDraw

Sampler.WashSpeed 20.000 (μL/s)

Sampler.WashVolume 50.000 (μL)

Sampler.SampleHeight 0.200 (mm)

Sampler.SampleHeightOffset_96 3.000 (mm)

Sampler.WasteSpeed 32.000 (μL/s)

Sampler.DispenseDelay 0.000 (s)

Sampler.DispSpeed 20.000 (μL/s)

Sampler.DrawSpeed 0.5 (μL/s)

Sampler.DrawDelay 3.000 (s)

Sampler.InjectMode Normal

Sampler.PumpDevice Pump

Sampler.LoopWashFactor 2

Sampler.TempCtrl Off

FLD.FLD_FlowCell.TempCtrl On

FLD.FLD_FlowCell.
ReadyTempDelta

0.50 (�C)

FLD.FLD_FlowCell.Temperature.
Nominal

30.00 (�C)

PumpModule.Pump.%A.Equate %A

PumpModule.Pump.%B.Equate %B

PumpModule.Pump.%C.Equate %C

PumpModule.Pump.%D.Equate %D

PumpModule.Pump.Pressure.
LowerLimit

5 (bar)

PumpModule.Pump.Pressure.
UpperLimit

250 (bar)

(continued)
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Table 2
(continued)

Time
(min) Instrument setup

PumpModule.Pump.
MaximumFlowRampUp

0.500 (mL/min2)

PumpModule.Pump.
MaximumFlowRampDown

1.000 (mL/min2)

UV.UV_VIS_1.Wavelength 280 (nm)

UV.UV_VIS_1.Bandwidth 1 (nm)

UV.UV_VIS_1.RefWavelength Off

UV.UV_VIS_1.RefBandwidth 1 (nm)

UV.UV_VIS_2.Wavelength 340 (nm)

UV.UV_VIS_2.Bandwidth 1 (nm)

UV.UV_VIS_2.RefWavelength Off

UV.UV_VIS_2.RefBandwidth 1 (nm)

UV.UV_VIS_3.Wavelength 420 (nm)

UV.UV_VIS_3.Bandwidth 1 (nm)

UV.UV_VIS_3.RefWavelength Off

UV.UV_VIS_3.RefBandwidth 1 (nm)

UV.UV_VIS_4.Wavelength 490 (nm)

UV.UV_VIS_4.Bandwidth 1 (nm)

UV.UV_VIS_4.RefWavelength Off

UV.UV_VIS_4.RefBandwidth 1 (nm)

FLD.Emission_1.ExWavelength 480.0 (nm)

FLD.Emission_1.EmWavelength 510.0 (nm)

FLD.Emission_1.Sensitivity 3

FLD.Emission_1.FilterWheel 280nm

FLD.Emission_2.ExWavelength 280.0 (nm)

FLD.Emission_2.EmWavelength 310.0 (nm)

FLD.Emission_2.Sensitivity 1

FLD.Emission_2.FilterWheel 280nm

FLD.Emission_3.ExWavelength 280.0 (nm)

FLD.Emission_3.EmWavelength 350.0 (nm)

FLD.Emission_3.Sensitivity 1

(continued)
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Table 2
(continued)

Time
(min) Instrument setup

FLD.Emission_3.FilterWheel 280nm

FLD.Emission_4.ExWavelength 280.0 (nm)

FLD.Emission_4.EmWavelength 350.0 (nm)

FLD.Emission_4.Sensitivity 4

FLD.Emission_4.FilterWheel 280nm

FractionCollector.
FractionCollection.
CollectFractions

No

FLD.BaselineBehavior Append

Column_Switch.Position 1

Detector_Switch.Position 1

Valve_A.Position System.Injection.CustomVariables.Eluent_line

0 Inject Preparation

UV.Autozero

FLD.AutoZero

Wait UV.Ready And Sampler.Ready And FLD.Ready And
PumpModule.Pump.Ready

0 Inject

Sampler.Inject

0 Start run

UV.UV_VIS_1.AcqOn

UV.UV_VIS_2.AcqOn

UV.UV_VIS_3.AcqOn

UV.UV_VIS_4.AcqOn

FLD.FLD_FlowCell.AcqOn

PumpModule.Pump.
Pump_Pressure.AcqOn

FLD.Emission_1.AcqOn

FLD.Emission_2.AcqOn

FLD.Emission_3.AcqOn

FLD.Emission_4.AcqOn

(continued)

110 Pravin Mahajan et al.



7. The %Cell viability is calculated by counting the number of
viable cells and also the number of total cells on the hemocy-
tometer grid. Viable cells do not take up Trypan Blue Stain
however, nonviable cells take up the stain and appear blue
under the microscope. To determine cell viability, mix 0.1 mL
of Trypan Blue Stain with 1 mL of cell suspension and load a
hemocytometer. Count the number of blue-stained cells and
the total number of cells and then calculate the number of
viable cells per mL and correct for the dilution factor. Cell

Table 2
(continued)

Time
(min) Instrument setup

0 Start flow

PumpModule.Pump.Flow.Nominal 0.6 (mL/min)

PumpModule.Pump.%B.Value 0.0 (%)

PumpModule.Pump.%C.Value 0.0 (%)

PumpModule.Pump.%D.Value 0.0 (%)

PumpModule.Pump.Curve 5

25 Stop flow

PumpModule.Pump.Flow.Nominal 0.6 (mL/min)

PumpModule.Pump.%B.Value 0.0 (%)

PumpModule.Pump.%C.Value 0.0 (%)

PumpModule.Pump.%D.Value 0.0 (%)

PumpModule.Pump.Curve 5

25 Stop run

UV.UV_VIS_1.AcqOff

UV.UV_VIS_2.AcqOff

UV.UV_VIS_3.AcqOff

UV.UV_VIS_4.AcqOff

FLD.FLD_FlowCell.AcqOff

PumpModule.Pump.
Pump_Pressure.AcqOff

FLD.Emission_1.AcqOff

FLD.Emission_2.AcqOff

FLD.Emission_3.AcqOff

FLD.Emission_4.AcqOff
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viability should be at least 95% for a healthy log phase culture
before it can be used for transfection, virus amplification or
protein expression.

8. Depending on the protein of interest, it may be beneficial to
use P2 virus instead of P1 for the transduction step to improve
the expression levels and SDS-PAGE readout. If no expression
is observed at all, determining viral titers using an endpoint
dilution assay [36] and optimizing multiplicity of infection
(MOI) could be helpful. Alternatively, a transient expression
test with PEI (polyethyleneimine) is recommended to rule out
a lack of expression due to low BacMam titers.

9. The expression conditions of 37 �C for 48 h can be varied
depending on the proteins being tested. For proteins prone
to degradation, toxicity or to aid protein folding, alternative
conditions used are 30 �C for 72 h. Both conditions can be
tested in parallel if best expression conditions are not known for
a particular protein.

10. The block will not leak when placed on its side when the
silicone matting seal is pressed down firmly and held in place
with another deep well block.

Fig. 5 FSEC analysis of a test purification from HEK293 cells. (a) Chromatogram showing fluorescence
measurements for both tryptophan and GFP, corresponding to lane E8 of the test purification shown in (b). (b)
Coomassie SDS-PAGE result of a twin-strep test purification from mammalian cells. (c) FSEC chromatogram of
a scale-up purification of sample lane E8. (d) Scale-up purification using a twin-strep tag and Strep-Tactin®XT
resin followed by FSEC
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11. Do not boil membrane protein samples as they may aggregate
when heated up. They are loaded directly onto gels in the
absence of boiling as this is likely to create a smear of proteins
on the gel otherwise.

12. Pipette out the mixture gently and avoid touching the bottom
of the plate so as to not disturb the cells.

13. The resin tends to clump and settles quickly. We recommend
using 200 μL tips with ~5 mm cut from the ends to prevent
clogging the tips and ensure even loading. Also, continually
mix the resin by pipetting up and down as well as shake the
reservoir from side to side to prevent settling.

14. If you prefer to incubate the plate upright instead of by rota-
tion, we would recommend keeping the samples in a 24-well
format to provide optimal mix of the sample and resin.

15. Removing all trace of Wash buffer is essential to ensure that the
subsequent elution step does not become diluted with Wash
buffer.

16. When screening targets fused to GFP, we recommend running
the gel at 100 V for 2 h in order to be able to scan it and detect
the GFP signal prior to staining it with InstantBlue™.

17. Membrane proteins tend to run a bit smaller than expected due
to their physical–chemical characteristics.
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Chapter 7

High-Throughput Expression Screening in Mammalian
Suspension Cells

Susan D. Chapple and Michael R. Dyson

Abstract

Proteins naturally expressed in eukaryotic organisms often require host chaperones, binding partners, and
posttranslational modifications for correct folding. Ideally the heterologous expression system chosen
should be as similar to the natural host as possible. For example, mammalian proteins should be expressed
in mammalian expression systems. However, this does not guarantee a protein will be expressed in a
sufficient high yield for structural or biochemical studies or antibody generation. Often a screening process
is undertaken in which many parameters including truncations, point mutations, investigation of orthologs,
fusion to peptide or protein tags at the N- or C-terminus, the coexpression of binding partners, and even
culture conditions are varied to identify the optimal expression conditions. This requires multiparallel
expression screening in mammalian cells similar to that already described for E. coli expression. Here we
describe in detail a multiparallel method to express proteins in mammalian suspension cells by transient
transfection in 24-well or 96-well blocks.

Key words Expression screening, HEK293 cells, CHO cells, Transient transfection, Mammalian cell
culture, Interaction assays, Antibodies

1 Introduction

Expression of human and mammalian proteins in E. coli often
results in a poor soluble expression yield [1]. Expression in eukary-
otic systems such as yeast or insect cells can aid expression. How-
ever, the most authentic chaperones, binding partners and
posttranslational modifications for mammalian proteins will be
found in mammalian expression systems. There are several reasons
why one may wish to perform a multiparallel expression experi-
ment. Firstly it is common to express single or tandem domains of
multidomain containing proteins to both improve expression and
to study their function. Unfortunately domain boundaries are not
accurately predicted within the current protein databases [2] and so
often several truncations are performed at the DNA level either by
rational or combinatorial [3] design followed by expression
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screening. Secondly individual expression domains can be stabilized
and their yield improved by fusion at the N- or C-terminus with
peptide or protein tags [4]. Each protein target is different and so it
is likely that several fusion partners would need to be investigated.
Thirdly, it is well known that protein orthologs and mutations can
display different solubility and crystallization properties and so one
may wish to investigate a panel of point mutations and orthologs.
Lastly some proteins are only stable in the presence of their natural
binding partners and so one may wish to investigate coexpression
with candidate binding partners [5]. The variables described here
soon multiply and a thorough investigation requires the use of a
plate based mammalian expression screen.

The optimisation of expression parameters is not the only
reason an investigator may wish to perform a multiparallel expres-
sion experiment. They may also, for example, need to express a
panel of receptor ectodomains for interaction studies [6] or func-
tional screening [7]. Also panels of recombinant antibodies can be
expressed for screening in proteomic applications [8, 9] or to aid
therapeutic antibody lead isolation and optimisation projects
[10, 11].

Screening expression in suspension adapted HEK293 or CHO
cells allows the convenience of fast scale-up of any hits discovered in
a small scale expression screen [12, 13]. Here we describe a method
for transfection of HEK293F cells in 24-well blocks and a dot-blot
screen to identify secreted expression screen hits. The dot blot
screen could be replaced by a standard Western blot procedure or
ELISA. The methods described here can also be adapted to 96-well
transfections as described in Subheading 3.3. Expression system cell
lines with improved productivity, such as Expi293 (Thermo Fisher)
can also be adapted for 24- or 96-well using lipid-based transfection
reagents [14].

2 Materials

All chemicals are from Sigma, unless stated otherwise.

2.1 HEK293F Cell

Maintenance

1. For maintenance of cells in Erlenmeyer flasks a humidified CO2

shake incubator is required with a 25 mm orbital throw such as
the Infors Multitron.

2. Vented sterile Erlenmeyer flasks (Corning).

3. HEK293F cells and Freestyle media (Life Technologies).

4. A hemocytometer for cell counting.

2.2 HEK293F Cell

24-Well Block

Transfection

1. For maintenance of cells in 24-well blocks a humidified CO2

plate shake incubator is required with a 3 mm orbital throw
such as the Infors Multitron plate shaker incubator.
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2. Sterile 24-well blocks are from Qiagen (Fig. 1).

3. Linear 25 kDa polyethylenimine (PEI) is from Polysciences
Inc. This is prepared at a concentration of 1 mg/ml in MilliQ
water. Solubilization is achieved by first adding concentrated
HCl to a stirred PEI solution until the pH is <2.0 and stirring
continued for 2–3 h. The pH is then adjusted to 7.0 using
concentrated NaOH. The PEI solution is finally filter-sterilized
by passage through a 0.22 μmmembrane and 1 ml aliquots are
stored at -20 �C.

4. Serum-free media (SFM).

5. Pluronic F68 reagent.

2.3 Expression

Screening by Dot Blot

1. Dot blot apparatus from Schleicher & Schuell (Minifold I
system dot blot apparatus).

2. Nitrocellulose from Schleicher & Schuell.

3. 8 M urea.

3 Methods

3.1 HEK293F Cell

Maintenance

1. When the cell density reaches 1–4 � 10 [6] cells/ml passage
the cells (see Note 1).

2. Centrifuge cells for 4 min at 150 � g (Sorvall Legend centri-
fuge) at room temperature in a 50 ml Falcon tube.

3. Resuspend the cells in fresh medium (i.e., 1/4 the original
culture volume) and pipet to break up any cell clumps.

Fig. 1 24-well block for HEK293F cell culturing and transfection
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4. Count viable cells by trypan blue exclusion using a 1:5 dilution
(e.g., 200 μl cells–100 μl trypan blue (0.4%):700 μl medium).

5. Seed the required culture volume with 2.5 � 10 [5] cells/ml
using Freestyle medium (see Note 2).

6. Label flask with name, cell line name, passage number, date,
and seeding density.

7. Incubate at 37 �C, 5% CO2, 60% humidity, 125 rpm.

8. The cells will require splitting again 3–4 days later.

3.2 HEK293F Cell

24-Well Block

Transfection

1. Split 200 ml of HEK293F cells at 2.5 � 105 cells/ml in a 1 l
sterile vented Erlenmeyer flask for each 24-well block (i.e., for
96-well plate 4 � 200 ml flasks are required), 48 h before the
transfection.

2. On the day of transfection, add 400 μl of serum-free media
(SFM), warmed to room temperature (see Note 3) to the wells
of the 24-well block followed by 4 μg of plasmid DNA (see
Note 4).

3. Add 4 μl PEI to the walls of each well with a repeater pipettor
or a multichannel pipette with a Varispan to allow pipetting
into the 6-well row of the 24-well block. The PEI is placed
approximately 0.5–1 cm from the meniscus of the SFM.

4. Vortex the 24-well block for 10 s on plate vortexer. Incubate
for 10 min at room temp (see Note 5).

5. Add Pluronic F68 reagent into each 1 l vented Erlenmeyer
flask, now containing 1 � 106 cells/ml (see Note 6) to a final
concentration of 0.1% (see Note 7).

6. HEK293F cells are added (4 ml) to each well of the 24-well
block containing the DNA – PEI complex. Cover with an
air-pore plate sealer.

7. Incubate the 24-well block at 37 �C, 5% CO2, 75% humidity,
400 rpm in a plate shake incubator with a 3 mm orbital throw.
Check after 1 h that the cells are still in complete suspension.

8. Harvest after 5 days transfection (seeNote 8), by centrifugation
at 2500 � g for 5 min, and analyze the supernatant (secreted
proteins) or cell lysate (intracellular proteins) by Western blot
or by dot blot.

3.3 HEK293F Cell

96-well Block

Transfection

1. Split 55 ml of HEK293F cells at 2.5� 105 cells/ml in a 500 ml
sterile vented Erlenmeyer flask for each 96 well block, 48 h
before the transfection.

2. On the day of transfection, add 50 μl of serum-free media
(SFM), warmed to room temperature (see Note 3) to the
wells of the 96 square deep-well block followed by 0.5 μg of
plasmid DNA (see Notes 4 and 9).
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3. Add 1 μl PEI to the walls of each well with a repeater pipettor
or a multichannel pipette with a Varispan to allow pipetting
into the 12-well row of the 96-well block. The PEI is placed
approximately 0.5 cm from the meniscus of the SFM.

4. Vortex the 96-well block for 10 s on plate vortexer. Incubate
for 10 min at room temp (see Note 5).

5. Add Pluronic F68 reagent into each 250 vented Erlenmeyer
flask, now containing 1 � 106 cells/ml (see Note 6) to a final
concentration of 0.1% (see Note 7).

6. HEK293F cells are added (0.5 ml) to each well of the 96-well
block containing the DNA–PEI complex. Cover with an
air-pore plate sealer.

7. Incubate the 96-well block at 37 �C, 5% CO2, 75% humidity,
800 rpm in a plate shake incubator with a 3 mm orbital throw.
Check after 1 h that the cells are still in complete suspension.

8. Harvest after 5 days transfection (seeNote 8) by centrifugation
at 2500 � g for 5 min, and analyze the supernatant (secreted
proteins) or cell lysate (intracellular proteins) by Western blot
or by dot blot.

3.4 Expression

Screening by Dot Blot

1. 8 M urea was added to cleared culture supernatants (or purified
proteins) to give a final concentration of 5 M urea (i.e., 125 μl
8 M urea added to 75 μl culture supernatant) (see Note 10).

2. Incubate the culture supernatant–urea mix for 1 h at room
temperature.

3. Set up dot blot apparatus during this time: Presoak Whatman
3MM filter paper (2–3 sheets) and nitrocellulose membrane
in PBS.

4. Arrange Minifold I apparatus according to the Schleicher &
Schuell protocol. In summary, place the middle unit (96 wells
with small holes) on top of base collection unit according to the
guide pins.

5. Place 2–3 sheets of PBS-soaked filter paper onto the unit,
followed by the membrane.

6. Place the top unit (96-well plate with dispensing holes) in place
over the filter paper and membrane using the line up pins.

7. Secure the whole dot blot apparatus in place using the four clips
on the side (N.B.: make sure that they are fixed in place using
clip 1 followed by clip 4 then clip 2 followed by clip 3 and NOT
clips 1 + 2 followed by clips 3 + 4 as illustrated in Fig. 2).

8. When ready to load the samples: connect dot blot unit to
vacuum source and turn on for a few seconds to clear the excess
PBS from the wells.

Multi-Well Mammalian Cell Expression 121



9. Switch vacuum OFF, then load all samples to be analyzed (can
use multichannel pipette).

10. Switch on vacuum and allow samples to move onto the mem-
brane (this should take approx. 10–20 s). If there are small air
bubbles trapping sample in a well, gently tap the apparatus on
the bench to move the air bubble out the way and allow the
sample to move onto the membrane.

11. Once finished, remove membrane and place in blocking solu-
tion (e.g., 3% milk/PBS/Tween).

12. Probe with antibody as detailed in standard Western blot
protocols.

13. Finally: rinse dot blot apparatus in water to prevent anything
clogging up the apparatus and allow to air-dry on bench.

4 Notes

1. Work at all times with good aseptic technique within a func-
tioning tissue culture hood. Prewarm the culture media in
hood for approx. 1 h. prior to use. Always clean (using ethanol
spray) the inside of hood and any equipment to be used prior to
use in the hood. Infection of mammalian cell cultures with
bacteria or yeast results in poor expression yield and can be a
major cause for delay.

2. HEK293F cells can be split as low as 1 � 105 cells/ml. It is
important not to allow the cells to overgrow (�3 � 106 cells/
ml) as dead cells can accumulate, resulting in a less healthy cell
population. Maintaining cells in a good state is essential for
high transfection efficiency and thus expression yield.

Fig. 2 Dot blot apparatus depicting clip numbering
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3. The serum-free media is the media the cells are normally pro-
pagated with, minus the addition of serum. For example for
HEK293F cells, this would be Freestyle medium (Life
Technologies).

4. The plasmid DNA to be used for transfection must be of
sufficient purity to allow for an efficient transfection. The
DNA should be prepared according to the NAPPA protocol
[15], a standard midi- or maxi-prep method involving an iso-
propanol precipitation, or a commercially available transfection
quality plasmid DNA kit from suppliers such as Qiagen or
Macherey-Nagel. The OD260–OD280 ratio should be
between 1.8 and 1.9. This ensure low protein and endotoxin
contamination.

5. Ten minutes is the minimum time to allow for formation of the
DNA–PEI complex. Up to 30 min still allows for efficient
transfection, but from 30 min to 1 h transfection efficiency
gradually decreases due to the formation of higher order
DNA–PEI aggregates.

6. The cells should be as close to mid-logarithmic phase as possi-
ble (for HEK293 cells between 0.8 � 106 and 1.2 � 106 cells/
ml) with a cell viability of �95%.

7. The antifoaming agent Pluronic is required to maintain the
viability of the HEK293 suspension cells during growth in
24-well blocks.

8. The time required before harvesting depends on the protein
being expressed. Intracellular and nuclear-localized proteins
may require only 2–3 days for optimal expression, whereas
secreted protein such as receptor ectodomains or antibodies
typically require 4–5 days. The time required should be deter-
mined empirically for the target class of proteins being
investigated.

9. For 96-well transfections it was found that both cell viability
and cell productivity is affected both by the geometry of the
96-well plate and the volume of media in the wells. This is likely
due to optimal gas exchange within the well. For example, a
1 ml volume within the well resulted in less cell productivity
than a 0.5 ml or 0.25 ml volume (see Fig. 3).

10. It was found that the addition of urea enhanced the binding of
glycoproteins to the nitrocellulose membrane [12].
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Chapter 8

In Vitro Production of Perdeuterated Proteins in H2O
for Biomolecular NMR Studies

Lionel Imbert, Rachel Lenoir-Capello, Elodie Crublet, Alicia Vallet,
Rida Awad, Isabel Ayala, Celine Juillan-Binard, Hubert Mayerhofer,
Rime Kerfah, Pierre Gans, Emeric Miclet, and Jerome Boisbouvier

Abstract

The cell-free synthesis is an efficient strategy to produce in large scale protein samples for structural
investigations. In vitro synthesis allows for significant reduction of production time, simplification of
purification steps and enables production of both soluble and membrane proteins. The cell-free reaction
is an open system and can be performed in presence of many additives such as cofactors, inhibitors, redox
systems, chaperones, detergents, lipids, nanodisks, and surfactants to allow for the expression of toxic
membrane proteins or intrinsically disordered proteins. In this chapter we present protocols to prepare
E. coli S30 cellular extracts, T7 RNA polymerase, and their use for in vitro protein expression. Optimiza-
tions of the protocol are presented for preparation of protein samples enriched in deuterium, a prerequisite
for the study of high-molecular-weight proteins by NMR spectroscopy. An efficient production of per-
deuterated proteins is achieved together with a full protonation of all the amide NMR probes, without
suffering from residual protonation on aliphatic carbons. Application to the production of the 468 kDa
TET2 protein assembly for NMR investigations is presented.

Key words Cell-free, In vitro protein synthesis, Structural biology, Isotopic labeling, NMR,
Perdeuteration

1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is an established
method to study interactions, structure, and dynamics of biomole-
cules at atomic resolution. This approach relies on the detection of
NMR signals of natural hydrogen 1H isotope, the most abundant
nucleus in biomacromolecules, characterized by favorable NMR
properties such as a high gyromagnetic ratio and a spin ½. Multidi-
mensional 1H-homonuclear NMR studies of proteins [1, 2] were
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limited to systems with a molecular weight up to ca. 10 kDa, due to
the complexity of NMR spectra. During the last three decades,
introduction of isotopic labeling techniques considerably increased
the maximum size of biochemical systems that can be addressed by
NMR spectroscopy. The use of robust protocols to introduce stable
15N and 13C spin ½ nuclei in recombinant proteins together with
the development of triple resonance experiments have allowed
spectroscopists to simplify and extend application of NMR to pro-
teins with a molecular weight of ca. 25 kDa [3–6]. Solution NMR
studies of larger biomolecules are challenging due to the inherent
spectral overlap between all the 1H, 13C, and 15N signals. Further-
more, rapid transverse relaxation (R2) induces broadening and
decreases intensity of NMR signals in high molecular weight pro-
teins. This fast transverse relaxation is mainly due to the large
number of intense dipolar interactions involving the abundant 1H
nuclei. As the magnitude of these dipolar interactions increases with
the hydrodynamic radius of studied biomolecules, it is more com-
plex to study larger proteins characterized by slow overall tumbling.

Perdeuteration of proteins [7–10] was shown to improve relax-
ation properties in order to study larger targets. Deuterium isotope
(2H) has indeed a low gyromagnetic ratio, the dipolar interactions
involving hydrogen nuclei are decreased by a factor of 43 when
deuteron (2H) substitutes the proton (1H), leading to slower
transverse relaxation and concomitant increase of sensitivity and
resolution. In combination with optimized NMR experiments
[11, 12] using spectrometers operating at high magnetic field,
perdeuteration allows for the study of monomeric proteins as
large as 82 kDa [13] and, in favorable cases, complexes above
100 kDa [14, 15]. Common methods to produce perdeuterated
proteins for NMR studies usually rely on the overexpression of the
target protein in E. coli grown in minimal media containing 100%
2H2O as solvent and a deuterated carbon source [10] (see Fig. 1a).
Such protocols enable protein perdeuteration up to 98% [16]. In
order to observe backbone amide protons (1HN), the overex-
pressed protein is purified and finally dialyzed against 1H2O to
allow for back-exchange of protein 2HN with 1H nuclei from the
solvent. While this simple approach is suitable for fast exchanging
protons, amide protons located in the core of large proteins
exchange too slowly with the solvent to allow for efficient back
protonation. Generally, to reintroduce 1H probes in these pro-
tected parts of the protein, the strategy consists in destabilizing
the protein with chaotropic agents in 1H2O to speed up HN

exchange, before refolding the protein (see Fig. 1a). The drawback
of such a strategy is that the refolding of large proteins or mem-
brane proteins is particularly challenging. At best, the target pro-
teins will be refolded with poor yields and loss of precious labeled
materials, but a lot of proteins of biologic interest cannot be
refolded in vitro in their native conformation in absence of cellular
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cofactors or chaperones, precluding production of a sample for
NMR investigations.

The use of minimal medium prepared in 100% 1H2O buffer
and supplemented with an excess of perdeuterated amino acids have
been proposed to produce proteins fully labeled with 1H nuclei on
exchangeable sites of the overexpressed protein (ca. 20% of hydro-
gen in proteins), while nonexchangeable hydrogen covalently
bound to aliphatic or aromatic carbons are deuterated at a level of
ca. 85% [17] (see Fig. 1b). This level of deuteration allows for
acquisition of high-quality 2D-(15N, 2H) spectra for large proteins
[17, 18]. The residual protonation is, however, not homo-
geneously distributed on all the HC, and a higher level of 1H spin
is observed on α sites (30–80% of 1H [10]) because of abundant
transaminases in living cells that are able to catalyze the exchange of
2Hα with protons from the solvent [10, 19] (see Fig. 1b). In small
and medium size proteins, this heterogeneity results in the presence
of extra 13Cα signals increasing complexity of NMR spectra, and in
larger proteins the signals corresponding to 13Cα�1H isotopomers
disappear due to the unfavorable transverse relaxation. Such arti-
facts introduced by the residual protonation deteriorate the quality
of 3D NMR spectra used to sequentially assign backbone NMR
frequencies, a prerequisite step for the investigation of proteins by
NMR spectroscopy.

Fig. 1 Schematic illustration of strategies used to produce perdeuterated proteins in vivo or in vitro. (a) In vivo
production of perdeuterated proteins in M9/2H2O media. Purified proteins need to be destabilized in 1H2O to
allow back-protonation of amide sites before refolding. (b) In vivo production of perdeuterated proteins in
M9/1H2O media supplemented with U-[2H, 15N] or U-[2H, 13C, 15N]-amino acids to ensure complete proton-
ation of amide sites. α-sites are partially protonated because of the residual transaminase activities. (c) Cell-
free production of perdeuterated proteins in M9/1H2O media supplemented with perdeuterated amino acids
using NaBH4 treated S30 cell extracts in the presence of transaminase inhibitors (DM, AOA) to suppress
residual protonation on α-positions and ensure full protonation of amide sites
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In vitro protein synthesis has been shown to be an attractive
alternative method to produce perdeuterated proteins in 1H2O
buffer (see Fig. 1c). Cell-free, or in vitro expression of proteins,
exploits transcription and translation machineries extracted from
prokaryotic [20, 21] or eukaryotic [22] cells. The cell extract,
containing the required protein synthesis machineries, is recovered
after removal of the DNA/RNA of the original organism. These
machineries are supplemented with T7 RNA polymerase, amino
acids, and energy sources, in order to express the target protein
from provided DNA template. Due to the absence of a biological
membrane, the cell-free environment is an open system, offering
the possibility of adding at any time compounds such as cofactors,
ligands and stabilizers, in order to improve the synthesis of the
target protein or to label the protein with isotopes without
suffering from metabolic scrambling as observed in vivo. In this
chapter, we describe protocols extensively applied by authors to
produce E. coli S.30 extracts and T7 RNA polymerase, required for
large scale in vitro synthesis of milligrams of protein samples for
structural biology investigations. An optimized version of the pro-
tocol to produce perdeuterated proteins in 1H2O buffer for bio-
molecular NMR studies is also presented. Particular attention has
been given to the quantification of residual protonation level on
aliphatic carbons with and without treatment of S30 cell-free
extract to inhibit transaminases activities. These protocols are illu-
strated by 2D-(1H,15N) solution and solid-state NMR spectra of
peptidase TET2, a homododecameric protein assembly of
468 kDa. We show that in vitro expression of such large proteins
in 1H2O supplemented with deuterated amino acids allows for
recovery of a substantial number of signals for important 1HN

probes undetectable when proteins are produced using standard
in vivo perdeuteration protocols.

2 Materials

The cell-free protein synthesis is a coupled reaction of transcription
and translation starting from a DNA template. This step of tran-
scription needs to be performed in RNase-free conditions. Careful
consideration should therefore be given to the quality of plastic
consumables and to the cleaning of glassware and devices used
along the process. All surfaces, pipettes, and glassware should be
cleaned with RNase remover (RNase-Off, Shimitek), and washed
with RNase-free water before being dried with ethanol. Users have
to wear clean gloves all the time and work on ice as much as
possible. All buffers should be prepared with RNase-free water,
sterilized using a 0.22 μm filter.
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2.1 E. coli Extracts

Preparation (S30

Extract)

1. Fermenter, protocol is described here for Techfors-S 42 L
(INFORS HT).

2. RNase-free water (such as Direct Q3 with Biopak as final filter,
Millipore).

3. Centrifuge J26 (Beckman) with JLA 9.1000, bottles (catalog ♯
366751, Beckman).

4. Ultracentrifuge (Beckman) with 45Ti rotor and six 70 mL
bottles (catalog ♯ 355655 Beckman).

5. Benchtop centrifuge for 1.5, 15, and 50 mL tubes.

6. French press.

7. OD600nm spectrophotometer.

8. Hybridization oven at 42 �C or thermostatic orbital shaker.

9. 4X Z-media: 165 mMKH2PO4, 664 mMK2HPO4, and 40 g/
L yeast extract

10. Glucose–thiamine solution: 240 g of glucose and 12 mg of
thiamine per liter.

11. E. coli strain BL21 DE3 or other.

12. 1 M dithiothreitol (DTT)

13. 10� S30 buffer: 100 mM HEPES–KOH, pH 7.5, 600 mM
C2H3O2K (potassium acetate); 140 mM C4H6MgO4 (magne-
sium acetate), add fresh DTT at 10 mM

14. Luria–Bertani (LB) medium for overnight culture.

15. Antifoam 289 (Merck).

16. 5 M NaCl solution

17. Spectra/Por 4 dialysis tube (12–14 MWCO) and magnetic
clamp.

18. pIVEXGFP plasmid as model protein (RTS 100 E. coli, catalog
♯ BR1400106, biotechrabbit).

2.2 T7 RNA

Polymerase

Expression

and Purification

1. 10 L of LB ampicillin (100 mg/L final) for agar plates and
culture medium.

2. 1 M isopropyl-beta-D-thiogalactopyranoside (IPTG) solution
(catalog ♯ EU0008-C, Euromedex)

3. E. coli strain BL21 DE3 (Invitrogen).

4. Vector containing the gene of the target T7RNApol
(pAR1219).

5. Centrifuge J26 (Beckman) with 6 � 1 L rotor, JA 25.5 and JA
14 and dedicated bottles (catalog♯ 363678, 357002 and
355673, Beckman).

6. Ultracentrifuge Beckman with 45Ti rotor and six 70 mL bot-
tles (catalog ♯ 355655, Beckman).
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7. Ultrasonic liquid processors (Vibra-Cellell VC505, Sonics).

8. FPLC device at 4 �C (DuoFlow 10, Bio-Rad) with SP Sephar-
ose High Performance packed column (catalog ♯ 17108701,
GE).

9. SDS-PAGE gels (Miniprotean gradient 4–20%, stainfree,
Bio-Rad).

10. OD600nm spectrophotometer.

11. Lysozyme (catalog ♯ 5934C, Euromedex).

12. 0.8% sodium deoxycholate in water

13. 0.5 M NaOH and 2 M NaCl solution

14. 1 M DTT, 10 mg/mL benzamidine, 0.1 M phenylmethane-
sulfonyl fluoride (PMSF) in EtOH 100%

15. Buffer W: 20 mM Tris–HCl, pH 8.1, 20 mM NaCl, 2 mM
EDTA, 1 mM DTT, 50 μM PMSF, and 10 μg/mL
benzamidine.

16. Spectra/Por 4 dialysis tube (12–14 MWCO) and magnetic-
clamp.

17. Buffer R: 50 mM Tris–HCl, pH 8.1, 20 mM NaCl, 2 mM
EDTA, 1 mM DTT, 50 μM PMSF, and 10 μg/mL
benzamidine.

18. 2 M ammonium sulfate solution

19. 50% poly(ethyleneimine) (PEI) solution in H2O (catalog ♯
03880, Merck)

20. 10% PEI solution in buffer A

21. 4.1 M saturated ammonium sulfate solution, pH 7.0

22. 99% glycerol solution (catalog ♯ EU3550, Euromedex)

23. Buffer A: 20 mM NaH2PO4, pH 7.7, 50 mM NaCl, 1 mM
EDTA, and 1 mM DTT.

24. Buffer B: 20 mM NaH2PO4, pH 7.7, 300 mM NaCl, 1 mM
EDTA, and 1 mM DTT.

25. Buffer C: 20 mM NaH2PO4, pH 7.7, 100 mM NaCl, 1 mM
EDTA, and 1 mM DTT.

2.3 Cell-Free

Expression of Proteins

1. 20 amino acids (Merck)

2. 1 M HCl (Merck)

3. 1 M KOH (Merck)

4. 100 mM solution of ribonucleotides CTP, GTP, UTP, and
ATP, pH 7.0 (catalog ♯ NU-1014, Jena Bioscience)

5. 2 M HEPES–KOH (Merck), pH 7.5

6. 10 mM folinic acid (Merck)

7. 100 mM 30,50-cyclic AMP (Merck)
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8. 1 M DTT (Merck)

9. 9.2 M ammonium acetate (Merck)

10. 1 M spermidine (Merck)

11. 1 M creatine phosphate (Merck)

12. 4 M potassium glutamate (Merck)

13. 1.07 M magnesium acetate

14. 17.5 mg/mL MRE600 tRNA (Roche)

15. 10 mg/mL creatine kinase (Roche)

16. Home-made T7RNApol (see Subheading 3.2).

17. Home-made S30 extract (see Subheading 3.3).

18. 1 μg/μL in water of target protein DNA cloned in pIVEX 2.3d
or 2.4d vectors (RTS pIVEX E. coli vector set distributed by
biotechrabbit, catalog ♯ BR1400701)

19. GeBAflex dialysis device (Euromedex).

2.4 In Vitro

Production

of Perdeuterated

protein in H2O

1. NaBH4 (Merck).

2. Dimethylformamide (DMF).

3. 100 mM aminooxyacetate (AOA), pH 7.5

4. 500 mM D-malate (DM), pH 7.5

5. 10� S30 buffer: 100 mM HEPES–KOH, pH 7.5, 600 mM
C2H3O2K (potasssium acetate), 140mMC4H6MgO4 (magne-
sium acetate), and fresh 10 mM DTT.

6. Algal Amino Acids Mix (AAAM) as Celtone® (Cambridge
Isotope Labeling) or Isogro® (Merck).

7. Protease from Streptomyces griseus (catalog # P5147, Merck).

8. 20 mM Tris–HCl, pH 7.5

9. Water bath at 95 �C.

10. Benchtop centrifuge for 1.5, 15, and 50 mL tubes
(Eppendorf).

3 Methods

3.1 E. coli Extracts

Preparation (S30

Extract)

S30 extracts can be prepared in shake-flasks or a fermenter (see
Note 1). The protocol detailed herein corresponds to a 12 -
L-fermenter culture of E. coli BL21 DE3 strain, enabling the
preparation of 200 mL of S30 extract (seeNote 2). RNase contam-
ination can occur anytime during the protocol, so strict cleaning
procedures with RNase remover should be applied for glassware
and RNase-free plastic consumables should be used. Moreover, as
ribosomes are temperature sensitive, S30 extract preparation must
be performed on ice with chilled glassware/plastics.
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1. Fermenter preparation: The day before the culture, prepare all
the solutions listed in the dedicatedMaterials section, autoclave
the glucose–thiamine solution and a funnel. Fill the fermenter
tank with 9 L of H2O and 3 L of 4� Z-media and autoclave the
12 L in situ (seeNote 3). Inoculate 400mL of LB with 50 μL of
BL21 DE3 cells (glycerol stock) at 37 �C overnight.

2. E. coli culture: In the morning, warm up the medium at 37 �C,
set up the stir at 550 rpm and the airflow at maximum level (see
Note 4). Add the 1 L glucose–thiamine solution with a sterile
funnel and inoculate the fermenter with the 400 mL overnight
culture at an initial OD600 of 0.1. Follow the pH, pO2, and
OD600 every 30 min. A decrease of pO2 is expected together
with an increase of the optical density. Culture should be
stopped when the value of pO2 is close to zero or the OD600

equal to 3, usually occurring 3–4 h after the beginning of the
culture (seeNote 5). The temperature must be quickly reduced
from 37 to 16 �C, and the OD600 should not exceed 3.2 (see
Note 6). Harvest the cells by centrifugation for 15 min at
5000 � g and 4 �C.

3. Preparation of S30 extracts.
Wash: Perform 3 washing steps of the cell pellets with cooled

S30 buffer, the first one with 2 liters, the second one with
1 L and finally with 0.5 Liter. At each step, pellet the cells at
4 �C for 15 min at 5000 � g (see Note 7). Weigh the wet
cells and store the pellet overnight on ice in a cold room
(see Note 8).

Lysis: The next day, cells are resuspended in cold S30 buffer
(1.27 mL of buffer per gram of wet cells) and then dis-
rupted using French press (only one pressure cycle). The
supernatant is clarified by two centrifugation steps at 4 �C
in six 70 mL ultracentrifuge tubes, using a 45 Ti rotor
(30,000 � g, 30 min). After each centrifugation step,
recover only the supernatant (corresponding to 80% of
the initial volume).

Maturation: Process the endogenous mRNA by incubating the
S30 extract supernatant at 42 �C for 45 min after the
addition of a 5 M NaCl solution to reach a final concentra-
tion of 400 mM [23].

Dialysis: Glassware (a 2 L cylinder as dialysis tank, a 500 mL
one for measuring the S30 volume), S30 buffer (12 L
prepared without DTT) and a 12 kDa cutoff dialysis mem-
brane should be stored in advance at 4 �C for dialysis (see
Note 9). S30 extract is dialyzed in six steps each time
against 2 L of S30 buffer at 4 �C. Perform two successive
1 hour-dialysis steps, one overnight dialysis bath, and three
extra 1 hour-dialysis steps the next morning. The DTT
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(1 mM) should be added at the beginning of each dialysis
step. Centrifuge the S30 extract in 50 ml tubes at 5000� g
and 4 �C. Prepare 2 mL safe-lock tubes to aliquot the
supernatant in 1 mL fractions and freeze the tubes imme-
diately in liquid nitrogen. These S30 extract aliquots can be
stored for several years at �80 �C.

Quality control: Expression yields are very dependent on Mg2+

concentration and the precise Mg2+ concentration already
present in the S30 extract can vary from batch to batch. For
each S30 extract batch, the Mg2+ concentration has to be
optimized by performing expression tests, in duplicate,
using a model protein. We usually perform six in vitro
expression tests in small volumes, with additional magne-
sium concentration in the reaction and feeding mixes rang-
ing from 5 to 15 mM. This optimization is routinely
performed using GFP as a model protein, and we deter-
mine the optimal concentration of Mg2+ from highest
fluorescence intensity.

3.2 T7 RNA

polymerase

Expression

and Purification

T7 RNA polymerase (T7RNApol) needs to be purified in RNase-
free conditions at 4 �C. It is an essential component of the Cell-free
reaction and high concentrations are needed for the reaction. It can
be purchased from different providers or produced in-house by
overexpression in E. coli and a one-step ion exchange purification
(see Note 10) [24, 25].

1. Culture: Spread BL21DE3 cells transformed with the plasmid
pAR1219 coding for T7RNApol on an LB Ampicillin (LBA)
agar plate and incubate overnight at 37 �C. Inoculate a 30 mL
LBA culture with a single colony and let grow for 8 h at 37 �C
with vigorous shaking. In the evening, inoculate an overnight
culture of 200 mL at OD600: 0.1. The next day, warm up 10 L
at 37 �C of culture medium for overexpression of T7RNApol
(ten 3 L flasks filled with 1 L of LBAmedia). Inoculate with the
overnight culture at OD600: 0.1, let grow and induce with
IPTG at 0.3 mM when OD600 reaches 0.8. After 2 h at
37 �C, collect the cells by centrifugation (5000 � g, at 4 �C
for 15 min). In order to centrifuge only 5 L of culture simulta-
neously, the inoculation for 5 out of the 10 flasks can be shifted
from 30 min. Wash the cells with buffer W and pellet the cells
by centrifugation. Weigh the wet cells, and store pellets on ice
overnight in a cold room. Around 40 g of wet cells are expected
from a 10 L culture using this protocol.

2. Lysis: resuspend the pellet with 2.88 mL of buffer R per gram
of wet cells, for instance 115.2 mL for a 40 g cell pellet. The
lysis is initiated by adding 1.5 mg of lysozyme per gram of wet
cells, followed by an incubation of 20 min on ice with
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occasional shaking. The detergent sodium deoxycholate (0.8%
stock solution in water) is subsequently added at 0.3 mL/g of
wet cells (i.e., 12mL for a 40 g pellet) and incubated for 20min
on ice with occasional shaking. The viscosity is reduced by
sonication in a beaker on ice. The supernatant is clarified by
two centrifugation steps at 4 �C. The first step is performed at
10,000 � g for 15 min, and the supernatant is then ultracen-
trifuged for 3 h at 140,000 � g.

3. Ammonium sulfate precipitation: Adjust the supernatant vol-
ume to 5.76 mL per gram of wet cells with buffer A in a chilled
beaker. Addition of a 2 M ammonium sulfate solution is per-
formed slowly, drop by drop, on ice under stirring up to a final
concentration of 0.2M. To initiate precipitation of high molec-
ular weight nucleic acids, add slowly, with stirring, on ice,
polyethyleneimine at a final concentration of 0.5%. Incubate
for 20 min on ice in a rocker-shaker. Centrifuge for 10 min at
30,000 � g, at 4 �C, collect the supernatant, and measure its
volume (noted V) in a chilled cylinder (see Note 11). The
T7RNApol is precipitated using a drop-by-drop addition of
an ammonium sulfate saturated solution (total volume added
0.82xV). The addition is performed in a centrifuge bottle
under stirring on ice, and followed by extra stirring for
15 min. The sample is centrifuged for 20 min at 15,000 � g
and 4 �C, and the pellet is solubilized with 4 mL of buffer C per
gram of wet cells. In order to eliminate ammonium sulfate, the
solution is dialyzed once against 5 L of chilled buffer A, using a
12 kDa cutoff membrane.

4. Ion exchange purification (see Note 12): The supernatant is
clarified by centrifugation for 10min at 30,000� g and loaded at
a flow rate of 2–3 mL/min on the SP-Sepharose column, previ-
ously equilibrated with buffer A. The column is washed with 1.5
column volume (CV) of buffer A and the T7RNApol is eluted by
a gradient from 0 to 100% of buffer B in 20 CV. The enzyme is
recovered around 100 mM NaCl and collected by 5 mL frac-
tions. The fractions are analyzed on SDS-PAGE gel and the ones
containing T7 RNApol at highest concentration (center of the
chromatography peak) are pooled, and dialyzed against 1 L of
cold buffer C containing 50% glycerol. After an overnight dialy-
sis, the volume naturally decreases by 2 (because of the glycerol),
to reach a concentration of ca. 5 mg/mL. The T7RNApol can be
stored for at least 1 year at �20 �C (see Note 13).

3.3 Cell-Free

Expression of Proteins

We present here the Continuous Exchange Cell-free (CECF) reac-
tion using a dialysis membrane system [26, 27]. This protocol is
optimized for the large-scale expression of unlabeled proteins typi-
cally used in structural biology projects. This section describes the
preparation of the reaction mix (1 mL) and the feeding mix
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(10 mL) required to synthesize in vitro the target protein. Particu-
lar attention should be paid to the design and purity of the DNA
vectors coding for the target protein. pIVEX vectors [28] have
been developed by Roche and are optimized for in vitro expression
using T7RNApol and E. coli S30 extracts. They are designed with a
T7 promoter, Ribosome Binding Site, T7-terminator sequences to
allow efficient protein synthesis, His-tag sequence at N or
C-terminus to facilitate detection or purification of expressed pro-
tein, and Multi Cloning Sites for insertion of target protein DNA
sequence. The DNA sequence for N-terminal His-tag is optimized
to ensure efficient initiation of transcription and translation. Alter-
native optimized expression tags [29] can be incorporated to
increase production yield of the target protein. The DNA vector
should be prepared in large scale (ca. 500 μg) using a commercial
plasmid preparation kit and eluted in RNase-free water at a concen-
tration of 1 mg/mL. In the following protocol, vortex all the
mixtures, except at point 6.

1. Solubilize amino acid mixtures in three 50 mL tubes, the
concentration of each amino acid being 50 mM. Alanine, argi-
nine, glycine, histidine, lysine, proline, serine, threonine, and
valine are resuspended together in water. Acidic soluble amino
acids (asparagine, aspartate, cysteine, glutamine, glutamate,
leucine, methionine, tryptophan, and tyrosine) are resus-
pended in HCl 1 M. Isoleucine and phenylalanine are resus-
pended in KOH 1 M.

2. Wash extensively the dialysis Gebaflex tube with water and keep
it in water during the CECF reaction preparation (seeNote 14).

3. Prepare the amino acid solution (AA mix) by adding 247.5 μL of
each amino acidmix (water-soluble, acid-soluble and base-soluble
amino acids), complement with 82.5 μL RNase free water.

4. Prepare the 10X reaction mix containing HEPES–KOH
(55mM, pH 7.5); DTT (3.4 mM); ATP (1.2 mM); 30, 50-cyclic
AMP (0.64 mM); 0.8 mM of each CTP, GTP, and UTP
ribonucleotides; folinic acid (68 μM); ammonium acetate
(27.5 mM); and spermidine (2 mM).

5. Prepare the feeding mix with 1.05 mL of the 10� reaction mix,
creatine phosphate at final concentration of 80 mM, potassium
glutamate (208 mM), AAmix (1 mM for each amino acid), and
magnesium acetate (14.4 mM).

6. Prepare the reaction mix as described for the feeding mix, with
further addition of 250 mg/mL of creatine kinase, 175 μg/mL
of total tRNA E. coliMRE600, 50 μg/mL of T7 RNApol, 40%
of the final volume of S30 extract, and 16 μg/mL of the target
protein vector. Do not vortex the reaction at this stage.

7. Load the reaction mix (1 mL) in the dialysis Gebaflex and the
feeding mix (10 mL) in a 25 mL cylinder and incubate
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overnight with stirring at a temperature optimal for the target
protein (see Note 15).

8. Next morning, recover the supernatant by centrifuging 20 min
at 10,000 � g and proceed to purification according to the
standard protocol of the protein. A dilution by a factor 4 is
usually required in order to decrease sample ionic strength
before loading it on a purification column.

3.4 In Vitro

Production

of Perdeuterated

Protein in H2O

The above described protocol enables mgs scale protein production
for structural investigations. Dynamics and structural studies of
proteins using NMR require uniform enrichment of the protein
with stable 15N and 13C isotopes. Such uniform labeling schemes

Table 1
Preparation of reaction mix and feeding mix for CECF in vitro synthesis of protein

Amino acid mix Volume (μL)

Water soluble AA: A, G, H, K, P, R, S, V, T
50 mM concentration for each AA

247.5

In 1 M HCl: C, D, E, L, M, N, Q, W, Y
50 mM concentration for each AA

247.5

In 1 M NaOH: I, F
50 mM concentration for each AA

247.5

RNase-free H2O 82.5

Total 825.0

10� reaction mix (μL)

100 mM rCTP 96.0

100 mM rGTP 96.0

100 mM rUTP 96.0

2.0 M HEPES–KOH pH 7.5 330.0

100 mM ATP 144.0

10 mM folinic acid 81.6

100 mM cyclic AMP 76.8

1 M DTT 40.8

1 M spermidine 24.0

9.2 M NH4OAc 35.9

RNase-free H2O 178.9

Total 1200
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are easily obtained using protocols described in part 3.3 by sub-
stituting unlabeled amino acids (Table 1) by U-(15N), or
U-(15N,13C)-labeled mix of amino acids or labeled algal extract
available from isotope suppliers (see Notes 16 and 17). With the
protocol described in this chapter, we typically obtain U-(15N), or
U-(15N,13C)-labeled protein in CECF mode with a yield of
ca. 2 mg/mL of reaction mix. Production of perdeuterated pro-
teins can be achieved by substitution of 1H2O by 2H2O solvent
[30], lyophilization of all components used in the cell-free reaction
(Table 1 with exception of T7RNApol) and use of perdeuterated
amino acids mix (see Note 16). Experimentally, we observed that
performing cell-free reactions in 2H2O buffer reduces the protein
yield by a factor of ca. 2. Furthermore, for NMR studies of large
proteins, the destabilization of proteins with chaotropic agents is
required to allow back-exchange of the backbone 1HN proton.
Prior to structural investigation, the protein needs to be refolded
in its native fold and this tedious step is usually associated with a low
protein recovery yield. Alternatively, the use of U-(2H,15N) or
U-(2H, 15N,13C)-labeled amino acids for in vitro protein synthesis
in 1H2O solvent results in perdeuterated proteins fully protonated
on all the exchangeable hydrogen positions [30] without requiring
protein refolding. However, in this case, as the S30 extract contains
active transaminases, perdeuterated amino acids added for the cell-
free reaction are processed by enzymes catalyzing the exchange of
α-deuteron by the solvent proton [30–32]. Although the level of

Reaction Mix (RM) and Feeding Mix (FM) RM (μL) FM (μL)

10� reaction mix 100.0 1000.0

1 M creatine phosphate 80.0 800.0

Amino acid mix 66.7 666.7

4 M potassium glutamate 52.0 520.0

1.07 M mg(OAc)2 7.9 130.8

17.5 mg/mL MRE 600 tRNA 10.0 0

10 mg/mL creatine kinase 25.0 0

T7 RNA polymerase (1/100e) 10.0 0

Adjust pH of FM to 7.5 with KOH

S30 extract 400.0 0

Target DNA (16 μg/mL) 16.0 0

RNase-free H2O 232.5 6882.5

Volume (μL) of mix 1000 10,000
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Fig. 2 Residual protonation levels (%) detected in Cα-position of proteins expressed in vitro in 1H2O using
perdeuterated amino mix. For quantification purpose the Nucleotide-Binding Domain of the P1B-type ATPase
HMA8 from Arabidopsis thaliana (16.7 kDa, 155 amino acids [33], was expressed as a model protein.
Expression in vitro was undertaken in 1H2O following the protocols presented in Subheading 3 to produce
perdeuterated U-[2H, 13C, 15N] protein using the batch mode (a) (see Note 17) or the CECF mode (b) without
inhibitors (black) or with inhibitors (AOA, D-malate and NaBH4 S30 extract treatment) (gray). In (a) hydrolyzed
U-[2H, 13C, 15N] algal extract (Celtone® see Note 16) was complemented with unlabeled tryptophan. In (b)
cell-free mixture containing 20 U-[2H, 13C, 15N] amino acids (Merck) was used. Quantification of residual
protonation was obtained from 3D HNCA experiments [34] using the integration module of the NMRPipe
software [35]. To distinguish both isotopomers, the deuterium was decoupled during 13C edition, while the 1H
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residual protonation is reduced compared with the corresponding
one observed in vivo using 1H2O and perdeuterated amino acids
(30–80% of residual protonation is observed on Cα [10, 19]), it
remains substantial at an average level of ca. 25% with values varying
for the different amino acids from a few percent up to ca. 50% (see
Fig. 2). Such residual protonation on aliphatic protons on back-
bone atoms introduces heterogeneities in the samples and deterio-
rates the quality of most NMR spectra. To limit such residual
protonation, the transaminases can be inactivated by the addition
of inhibitors (AOA, D-malate) and NaBH4 reduction of PLP cofac-
tors with the following protocol [31, 32]. During its preparation,
the S30 extract can be treated with NaBH4 after the first dialysis
step (see Subheading 3.1, step 3) and then stored similarly as the
untreated extract. Residual protonation on Cα site in proteins
produced in vitro using this treated S30 extract is reduced, with a
maximum residual protonation of 10% for few amino acids, and an
overall mean of less than 5% residual protonation (see Fig. 2).
The NaBH4 treatment and the addition of AOA and D-malate in
the S30 are compatible with the cell-free protein production but
usually result in a decrease of protein synthesis yield by a factor
of ca. 2.

3.4.1 Inhibition

of Transaminases from S30

Extracts

1. Solubilize the NaBH4 powder at 100 mM in dimethylforma-
mide (DMF) to keep its reductive power (see Note 18).

2. Treat the S30 extract by addition of NaBH4 (at a final concen-
tration of 20 mM) in a large container under gentle shaking at
4 �C and incubate the reaction for 10 min.

3. NaBH4 and DMF are removed from the S30 extract by three
dialysis steps against 100 volumes of cold S30 buffer using
12 kDa cutoff dialysis tubes.

4. Centrifuge the S30 extract in 50 mL tubes at 5000 � g and
4 �C. Prepare 2 mL safe-lock tubes to aliquot the supernatant
in 1 mL fractions and freeze the tubes immediately in liquid
nitrogen. These NaBH4 treated S30 extract aliquots can be
stored for several years at �80 �C.

�

Fig. 2 (continued) decoupling was omitted. Percentage of 1H or 2H isotopes on Cα positions was deduced
from the volume ratio of the correlations corresponding to the 13C–1H and the 13C–2H pairs. For each residue
type, the results displayed are the percentage of residual protonation calculated from the mean of 2 to 7 amino
acids (exceptions are for histidine in both production modes, phenylalanine and tryptophan in batch mode and
proline in CECF mode, where only one amino acid was quantifiable). Quantification was not undertaken for
methionine and aspartic acid because correlations were overlapping. Labeled tryptophan is absent in the
sample produced in CECF mode (b) because it was added to the algal extract in an unlabeled form. The data
for those amino acids, denoted by an asterisk (*), were therefore taken from Otting and coll [31]. There are no
quantifications for cysteine as this protein does not have any in its sequence
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3.4.2 In Vitro Synthesis

of Perdeuterated Protein

In order to produce perdeuterated proteins with minimal residual
protonation on aliphatic hydrogen sites in CECFmode, the follow-
ing modifications need to be implemented in the protocol
described in Subheading 3.3. The three unlabeled amino acids
mixtures (step 1) should be replaced by an adequate mix of
U-(15N,2H) or U-(15N,13C,2H) amino acids (see Note 16). The
total volume of amino acids should be less than 825 μL (step 3),
and the average concentration of each amino acid should be 15 mM
(or 1 mM in final reaction or feeding mix). In order to avoid
incorporation of unlabeled glutamate, the 208 mM of potassium
glutamate (step 5) should be substituted by 150 mM of ammo-
nium acetate. NaBH4 treated S30 extract should be used at step 6,
and AOA and DM should be added in S30 extracts at a concentra-
tion of 20 mM each following the protocol described above.

3.5 Application

to the Production

of Large Perdeuterated

Proteins for NMR

Investigations

The introduction of advanced isotopic labeling protocols, based on
perdeuteration and selective protonation of few sites in the target
protein, has enabled NMR investigations of very large protein
assemblies [15, 36–38]. Recently, the near complete assignment
of backbone heavy atoms of the 468 kDa homododecameric pro-
tein TET2 [39, 40] was obtained by solid state NMR [41, 42]. To
accomplish this tour de force, Schanda and colleagues had to use
several uniformly and specifically labeled samples, including per-
deuterated samples. Surprisingly, despite that most frequencies of
the backbone heavy atoms were assigned, less than half of the
backbone 1HN nuclei frequencies could be identified. One of the
factors limiting the assignment of amide proton frequencies is the
high stability of this protein. Indeed, as the used samples were
produced in M9/2H2O E. coli cultures (see Fig. 1a), all hydrogen
positions are thus deuterated and many of those located in the core
of such stable protein are protected from the exchange with the
buffer solvent, hampering back-protonation when TET2 is dia-
lyzed against 1H2O. The complete TET2 denaturation followed
by its refolding in 1H2O solvent could represent a solution
[37]. However, TET2 refolding is a tedious process, characterized
by a very low protein recovery yield, precluding cost-effective
production of such sample.

In order to protonate all the amide sites, we decided to produce
perdeuterated TET2 protein directly in a 1H2O buffer using the
cell-free synthesis protocol described above. The corresponding
2D-(1H, 15N) solid state NMR spectrum (see Fig. 3) displays well
dispersed signals characteristic of folded proteins. In order to inves-
tigate the effects of incomplete back-protonation, a second sample
has been produced using the same protocol but using 2H2O as a
solvent during in vitro protein synthesis. The Fig. 4a, b presents the
same zoom of a 2D-(1H, 15N)-CRINEPT-HMQC-TROSY [12]
acquired in solution using both samples. A lot of amide proton
signals observed when the sample is produced in 1H2O solvent (see
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Fig. 4a) cannot be observed anymore when the sample is produced
in 2H2O (see Fig. 4b), although the sample was previously incu-
bated in 1H2O for 10 days to promote exchange of amide deuter-
ons with solvent protons. Similarly, the sample used to acquire
spectrum displayed on Fig. 4a was dialyzed in 2H2O for 10 days,
before acquiring a new 2D -(1H, 15N) spectrum (see Fig. 4c). Most
of the missing signals for the sample produced in 2H2O (see Fig. 4b)
can still be observed with the sample produced in 1H2O but exten-
sively dialyzed in 2H2O (see Fig. 4c). These experiments confirm
that incomplete back-protonation of amide protons in large per-
deuterated proteins is a major drawback for their investigations
using NMR spectroscopy. As shown in this chapter, cell-free pro-
tein synthesis offers an efficient alternative to produce fully per-
deuterated proteins with all solvent-exchangeable hydrogen sites
fully occupied with 1H spins, and without suffering from proton-
ation artifacts on other sites. S30 extracts can be prepared in large
scale, aliquoted and stored at�80 �C, before being used to produce
in 24 h perdeuterated proteins in milligram quantities. After
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Fig. 3 2D-(15N, 1H) solid-state NMR spectra of protein TET2 acquired using a 600 MHz Bruker Avance III HD
spectrometer equipped with a 1.3 mm triple-resonance MAS probe. U-[2H,15N] TET2 sample used to acquire
the spectrum was produced in vitro (CECF mode), using 1H2O as a solvent during cell-free protein synthesis
and amino acids mix from hydrolyzed U-[15N,2H] Celtone® complemented with unlabeled W and C amino
acids. Sample was sedimented overnight at 65,000 � g in a 1.3 mm rotor [43]. Heteronuclear transfers were
performed using 750 ms cross polarization sequence (1H: 15 kHz, 15N: 40 kHz), the MAS frequency was set to
55 kHz and the effective temperature was 28 �C [42]
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Fig. 4 2D-(15N,1H) extracts from solution NMR spectra of the 468 kDa TET2
protein assembly using CRINEPT-HMQC-TROSY experiment [12] acquired on a
950 MHz Bruker Avance III HD spectrometer equipped with a 5 mm cryogenically
cooled pulsed-field-gradient triple-resonance probe at a temperature of 50 �C.
U-[2H,15N] TET2 assemblies were produced in vitro (CECF mode), concentrated
(200 μL at 10 μM) in 20 mM TRIS buffer (pH 7.4) containing 20 mM NaCl, and
loaded in 4 mm Shigemi tubes. In (a) the sample used to acquire spectra
presented was produced using 1H2O as a solvent during Cell-free protein
synthesis and amino mix from hydrolyzed U-[15N,2H] Celtone® complemented
with unlabeled W and C amino acids. Sample (b) was produced using the same
amino acids source but 2H2O as a solvent during cell-free synthesis, and the
purified protein was then dialyzed in 1H2O buffer and stored at room temperature
for 10 days to allow 2H-> 1H substitution at exchangeable positions. Sample (c)
was produced as described for sample (a), but the purified protein was dialyzed
in 2H2O buffer and stored at room temperature for 10 days to allow 1H- > 2H
substitution in order to detect signals of solvent protected amide positions only



purification, such samples can be used directly to collect NMR data,
without requiring tedious refolding of the perdeuterated proteins
in 1H2O to ensure protonation of all NMR observable amide sites.

4 Notes

1. Alternatively, the 12 L culture could be performed in flasks up
to an OD600 ¼ 1, enabling the preparation of 50 mL of S30
extract.

2. Different E. coli strains can be used for S30 extract preparation,
such as A19 [27], BL21 DE3 star [44], Rosetta pRARE [45],
and codon-plus RIL [46].

3. In this protocol, we use a Techfors-S fermenter (INFORS HT)
equipped with a steam generator allowing for in situ steriliza-
tion. Note that approximately 1 L of water is lost by evapora-
tion during the autoclave of the culture medium. If the
fermenter is not equipped with a steam generator, use instead
sterile water (8 L) and 3 L of 4�Z-media autoclaved separately.

4. Wait for 20 min before calibrating the 100% pO2 at 37 �C,
550 rpm and at maximum airflow.

5. If pO2 starts to increase, bacteria will not be in the exponential
phase anymore and ribosomes will have a lower activity. For
BL21(DE3), final OD600 should not exceed 3.2 (and culture
should not last for more than 4 h to stay in the exponential
growth phase). These values must be adapted for the different
E. coli strains.

6. The complete cooling needs to be achieved in less than 20 min.
Use chilled water flow at a temperature of less than 16 �C to
cool down the double-walled fermentation vessels.

7. The pellet can easily be resuspended using a cell homogenizer
such as Tissue Master 125 (OMNI International).

8. The total mass of wet cells for a 12 L culture is expected to be
around 150 g. We recommend a short storage of cell pellets at
4 �C rather than freezing the cells.

9. Prepare the dialysis buffer in advance without DTT and store it
at 4 �C. Add the DTT extemporaneously.

10. If the T7 RNApol has a His-tag, it will coelute with the
His-Tagged target protein during affinity purification. It has
to be taken into account when the purification strategy is
defined.

11. Precipitation of nucleic acids can be monitored by measure-
ment of absorbance at 260 nm before and after addition of
PEI.
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12. The chromatography device needs to be RNase free. Flush
extensively all the system with 0.5 to 1 M NaOH, RNase-free
water, 2 M NaCl solution, and finally RNase-free water.

13. Analysis of T7RNApol (MW: 98800 Da, molar ε:
140,000 M�1.cm�1) is usually performed on 8% SDS-PAGE
gel and by absorbance measurement.

14. Cutoff should be 12 kDa or less depending on the size of
synthesized protein.

15. If protein is degraded or precipitated during cell-free expres-
sion, optimization of the duration and temperature of the
synthesis should be performed to determine the optimal
conditions.

16. The sources of labeled amino acids (AA) with different labeling
schemes can be found from many providers (CIL, Merck,
Cortecnet, . . .). They are available as individual amino acids,
16 AA mix, or 20 AA mix ready-to-use for cell-free expression.
The main advantage of individual amino acids is that users can
adjust the concentration of each amino acid in accordance with
the protein target sequence [47]. Algal extract (Isogro® or
Celtone®) can also be used as a cheap source of 16 labeled
amino acids. C, W, N, and E amino acids are degraded during
Algal extract preparation and need to be added in the amino
acid mix for cell free expression. Algal extracts contain ca. 60%
of these 16 AA at different concentrations, in the form of free
amino acids or small peptides. These small peptides can be
enzymatically hydrolyzed by a protease (Pronase from Strepto-
myces griseus) in order to be incorporated during in vitro pro-
tein synthesis. To hydrolyze 1 g of algal extract in a volume of
20 mL (20 mM Tris–HCl pH 7.5), add 33 mg of this protease
and incubate under stirring at 37 �C overnight. The next
morning, proceed to a heat shock (95 �C for 30 min) to
inactivate the protease. Centrifuge (5000 � g, 15 min) and
recover the supernatant containing the free amino acids.
Hydrolyzed algal extract should be used at a final concentra-
tion of 3–5 mg/mL in the feeding and reaction mixtures.

17. In order to reduce the amount of expensive labeled amino
acids, the cell-free reaction can be performed in Batch mode
[27]. Synthesis in Batch mode is performed using only the
reaction mix described in Subheading 3.3. Cell-free reaction
by-products inhibit the protein synthesis and therefore the
reaction is usually limited to 2–3 h. This protocol reduces
quantities of labeled amino acids required by a factor of
10 but also decreases the protein synthesis yield by a factor of
3–5.

18. As NaBH4 is a strong reducing agent activated by water, the
stock solution must be prepared in DMF. NaBH4 attacks the
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aldehyde group of PLP and reduces the Schiff base occurring
between PLP and NH group of transaminases. H2 release is
accompanied by the formation of foam. Work under a fume-
hood.
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Chapter 9

Minimizing Heterogeneity of Protein Samples for Metal
Transporter Proteins Using SAXS and Metal Radioisotopes

Shah Kamranur Rahman

Abstract

The scattering profiles at small angles, obtained after an X-ray beam is incident on biological samples
(protein), are nowadays successfully used to obtain important structural information. Small angle X-ray
scattering (SAXS) is now helpful in providing information about shape, conformation, and assembly state of
molecules, besides macromolecular folding–unfolding, aggregation, and extended conformations. The
article discusses here a protocol to identify those fractions of heterogeneous proteins that are rich in
homogeneous samples, testified by proper conformation and protein activity. The protocol in reference
to a class of proteins known as metal binding (transporter) proteins or ion channels is discussed using
applications of SAXS and metal radioisotopes. With requisite modifications, the protocol can be adapted to
other classes of proteins.

Key words SAXS, Gel filtration, Metal binding protein, Radioactive isotope

1 Introduction

When the purified protein sample is eventually subjected to gel
filtration, it resolves the otherwise heterogeneous populations
into different fractions of elution. We were able to exploit this
trait of gel filtration [1] to find out the best suitable homogeneous
population for any purified protein sample. Here, we are discussing
this protocol with reference to the metal binding protein using
SAXS and metal binding activity. The elution fraction with maxi-
mum metal binding and activity can yield the best possible homo-
geneous population for further analysis by single-particle cryo-EM
or crystallography. Even if the peak is single still each fraction has a
sample with protein molecules in a particular orientation. Even if
there is a single peak for a sample it actually contains a mixture of
populations of proteins probably in different conformations, con-
tributing to conformational heterogeneity. For metal binding
proteins or channels, only a small population (a subfraction) of
this single peak will have the ion channels properly formed and
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showing the corresponding optimal activity. Each drop of the fil-
trate from gel filtration can be analyzed by SAXS [2] to check which
subfraction has the size corresponding to properly folded ion chan-
nel. The protein population with the correct size can be tested for
radioisotope metal activity. Taken together, the fraction that shows
correct size corresponding to a properly folded ion channel with
maximum expected activity is the most homogeneous (and ideal)
sample that can be analyzed downstream for single-particle analysis
under cryo-EM or for crystallography.

2 Materials

1. Size Exclusion Column Superdex 200 10/300.

2. FPLC AKTA instrument.

3. Buffer: PBS (phosphate buffer saline).

4. Disposable, sterile syringes, needles, and 0.22 μM filter.

5. Radioactive setup: Pyrex glass sheets and boxes to shield sample
away from the user. Incubation buffer (30 mM Tris-Cl,
150 mM NaCl, pH 7.4). Radioactive 45CaCl2 salt.

6. Small angle X-ray scattering instrumental setup, either
in-house or access to the beamline. The gel filtration attach-
ment setup that connects the gel filtration assembly with the
SAXS instrument.

3 Methods

3.1 Gel Filtration 1. Fix the Size Exclusion Column Superdex 200 10/300 GL in a
vertical position to the stand near FPLC AKTA instrument.

2. Open the top knob, pour some drops of buffer onto it, then the
bottom cap of the column avoiding any entry of air into the
resin.

3. Equilibration of column: pass two column volumes (CV) of
buffer at a flow rate of 0.2 mL/min through the resin with PBS
to equilibrate the resin.

4. Inject around 500 μL protein sample carefully to the column
without disturbing the column surface.

5. Elution of sample: Elute the column with 1.5 CVof buffer at a
flow rate of 0.2 mL/min.

6. Collect the fractions of the single peak (Fractions 1–9), each
0.5 mL in volume, for further analysis by SAXS (Fig. 1).
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3.2 SAXS 1. Centrifuge the protein samples in PBS first at 13,000 rpm
(15871 � g) for 30 min at 6 �C using microfuge to remove
very large aggregates, if they settling down the 1.5 mL centri-
fuge tube. Purify the supernatant obtained after centrifugation,
using Vivaspin® (MWCO 1,000,000 Da, Sartorius).

2. Wash Vivaspin tube once with water and twice with PBS before
adding protein sample to it. Place the samples in the upper
chamber of the Vivaspin 500 tubes and centrifuge at
10,000 rpm (12208 � g) for 5 min at 6 �C. The fraction that
comes down is expected to be free of aggregates of the order of
1 MDa that is left out in the upper chamber. Take the purified
protein sample from the lower chamber for X-ray exposure.

3. Check any observed radiation damage during X-ray exposure
by comparing 10 successive time frames with 15-s exposures.
Analyze data sets at different concentrations to detect possible
interparticle interactions to find out any tendency of protein
sample to aggregate.

4. Determine Rg value of each fraction of the elution peak to
check for any sudden increase in Rg value, thus confirming
that protein samples are free from aggregates [3].

5. Also, observe SAXS profile of each frame to confirm absence of
aggregation or radiation damage of samples. Process the data
using ATSAS program package [4].

Fig. 1 The figure shows protein fractions (1–9) that can be individually tested by SAXS for correct size. Of these
nine fractions, the one with the correct size and best metal binding activity is ideal and homogeneous
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6. Normalize the data to the intensity of transmitted beam. Sub-
tract from the scattering profile of each protein sample fraction,
the scattering of buffer using SCATTER software.

7. Average the subtracted SAXS profiles that came as output files
using PRIMUS [5] and SCATTER [6].

8. After averaging of subtracted profile calculate the forward scat-
tering I(0) and the radius of gyration, Rg, using Guinier
approximation [7] (see Note 1). Additionally, employ a Kratky
plot (see Note 1) to qualitatively compare overall conforma-
tional state of each fraction of the elution profile [8, 9].

9. To obtain entire scattering pattern run GNOM program [10],
which provides maximum particle dimensions Dmax and dis-
tance distribution functions P(r) (see Note 2). Estimate the
apparent molecular masses of each fraction by comparing for-
ward scattering of samples with reference solutions of bovine
serum albumin (molecular mass 66 kDa). Combine the SAXS
data of each sample taken in different fractions using
SCATTER.

3.3 Radioactive

Labeling of each

Fraction

1. Purify protein sample and incubate withChelex® 100molecular
biology grade resin to remove any bound metal in
metalloproteins.

2. Run a parallel gel filtration and collect each fraction similarly as
done with the samples meant for SAXS analysis.

3. Incubate sample of each fraction with radioactive incubation
buffer (30 mM Tris–HCl, 150 mMNaCl, pH 7.4) supplemen-
ted with radioactive 45Ca as 10 mM 45CaCl2 in 10 μL volume
for 30 min at 25–30 �C.

4. Run the sample on 10% SDS-PAGE gel, for 4 h at 90 V. Dry the
gel and place in the cassette with X-ray film or exposure sheet
overnight. Analyze the radioactive exposure on film under
analyzer.

5. Compare the intensity 45Ca of each fraction with the
corresponding envelope model developed from SAXS data for
the protein sample.

6. Identify precisely the ideal sample that shows optimum binding
and conformation; in other words, a particular fraction that is
better than others is chosen and sent out for single-particle
cryo-EM analysis.
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4 Notes

1. The most straightforward way for deducing forward scattering
I(0) and the radius of gyration, Rg, is Guinier method [6]. The
fundamental to which is Guinier equation defined as:

I qð Þ ¼ I 0ð Þ1
3
Rg

2q2 Þ
Alternatively, the equation in linear (y ¼ mx + c) form is

given as follows:

ln I qð Þ ¼ �Rg
2

3
� q2 þ ln I 0ð Þ:

where q is vector subtraction after diffraction. The repre-
sentative plot based on linear equation is first plotted. The
equation suggests that Guinier approximation is based on
power law expansion (ln [I (q)] Vs q2); therefore, a Guinier
plot (ln [I (q)] versus q2) can give I(0) and Rg value from y-axis
intercept and slope of linear region. However, this linear region
is obtained after fitting of data points at low q-range (between
qmin or q0 and qmax) such that the curve is kept linear. The
rationale behind determination of q-range is shape of protein.
The low q-range is decided such that qmax�Rg¼ 1.3 (globular
proteins) or qmax � Rg ¼ 0.8 (Collagen like proteins). In
principle, there are mainly two methods to obtain Rg value,
one is automated method and the other a manual fitting
method. The difference between two methods is that auto-
mated method fits data points without trimming bad data
points (with significant errors) in the linear curve and qmin is
q0. This can be done by using AUTORG [11, 12] tool of
ATSAS package or by SCATTER [6]. However, in manual
method data points with significant deviation are trimmed off
by adjusting q-range such that qmin is not q0 and qmax is selected
such that qmax � Rg < ¼ 1.3 or 0.8.

2. Likewise, the distance distribution function P(r) is obtained by
the following formula:

p rð Þ ¼ r
2π2

Z /

0

q2 I qð Þ sinsin qrð Þ
qr

dq

The next step in data processing is to calculate molecular
mass (MM) of sample, which is estimated by comparing for-
ward scattering intensity of protein sample with scattering
intensity of a known standard, say, bovine serum albumin or
lysozyme.
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Chapter 10

Hydrogen–Deuterium Exchange Mass Spectrometry
for Probing Changes in Conformation and Dynamics
of Proteins

Pui-Kin So

Abstract

Hydrogen–deuterium exchange mass spectrometry (HDX-MS) is, nowadays, an increasingly important
technique in studying protein conformation and dynamics. This technique possesses the advantages of low
sample consumption, less limitation in protein size, and relatively simple experimental workflow. An
HDX-MS experiment typically includes the steps of sample preparation, HDX reaction, quenching of
HDX reaction, protease digestion, and LC-MS analysis. Although HDX-MS has been an established
technique and automatic sample handling devices are commercially available nowadays, proper experimen-
tal conditions of each step are crucial for a successful HDX-MS experiment. This chapter is to provide a
general guideline for each step in the HDX-MS workflow and highlight some precautions needed to be
taken in order to acquire useful conformational and dynamic information.

Key words Hydrogen–deuterium exchange, Protein conformation, Protein dynamics, Mass spec-
trometry, Protein–ligand interaction

1 Introduction

Hydrogen–deuterium exchange mass spectrometry (HDX-MS) is,
nowadays, an important technique for studying protein conforma-
tion and dynamics. This technique is widely applied not only to
fundamental researches, including studies on structural and
dynamic aspects of protein–drug interactions and protein–protein
interactions, and effect of point mutations on protein functions,
but also to industrial applications, such as determination of struc-
tural integrity of biopharmaceutical agents (e.g., antibodies) [1–3].

The prevalence of HDX-MS could be due to its several distinct
advantages compared to other biophysical techniques. For exam-
ple, this technique is featured by significantly low consumption of
protein samples, typically femtomole to picomole level, because of
the high sensitivity of modern mass spectrometers [1–3]. In addi-
tion, this technique has less limitation in protein size; therefore,
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study of large proteins and protein complexes is feasible [1–3]. Fur-
thermore, the sample preparation involved is relatively simple and
does not involve procedures requiring extensive optimization of
conditions, such as production of quality protein crystals
[1–3]. The commercial availability of online automatic sample
handling devices in recent years has also made HDX-MS more
easily accessible.

In HDX-MS, a protein is incubated in a deuterium solution,
from which hydrogens on the protein, including hydrogens on
amide bonds, amino acid side chains, and C- and N-termini,
undergo exchange with deuterium in the solution (Fig. 1) [1–
3]. However, only exchange of amide hydrogens is monitored,
because the exchange of hydrogens on side chains and N- and
C-termini is too rapid to be monitored and deuteriums
incorporated on these regions often are back-exchanged with
hydrogens when exposed to protic solvents during analysis [1–
3]. As exchanging a hydrogen with a deuterium results in a mass
increase of ~1 Da, the degree of HDX can be readily monitored by
mass spectrometry. Typically, amide hydrogens at more buried (less
solvent accessible) regions or regions with extensive hydrogen
bond network exchange slower than those at exposed regions
(more solvent accessible) or regions with less degree of hydrogen
bond interactions [1–3]. Therefore, changes in conformation and
dynamics of proteins can be reflected by changes in HDX behavior
of amide hydrogens. In most cases, a pair or a couple of protein
samples at different conditions (e.g., wild type vs mutant and
unbound vs ligand-bound) are subjected to HDX-MS analysis in
parallel under identical experimental conditions and their HDX
properties are compared for characterization of conformational
and dynamic changes.

Determination of conformational and dynamic change of pro-
teins by HDX is typically performed with a continuous labeling

Fig. 1 Exchangeable hydrogens in a polypeptide chain. Hydrogens on amide bonds and side chains are
highlighted with blue and red, respectively. (Reprinted from ref. 3 with permission from Elsevier)
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approach [1–3]. Another approach, pulsed labeling [4], for study of
protein folding kinetics, is not included in the scope of this chapter.

In the continuous labeling approach, a protein is first incubated
in a deuterium buffer to initiate HDX. At different exchange time
intervals, the exchange reaction is quenched by addition of a chilled
quenching buffer to lower the pH of the solution to ~2.5, at which
the rate of HDX is minimum [1–3]. Typically, at least 5–8 time
points are obtained in order to acquire a comprehensive HDX time
profile for comparison. To ensure changes in HDX behavior
observed are statistically significant, at least three independent
replicates should be obtained for each HDX time point. To obtain
global conformational and dynamic information,
exchange-quenched samples are directly analyzed by liquid chro-
matography–mass spectrometry (LC-MS) for determination of
global deuterium incorporation levels from measured molecular
mass of intact proteins. For investigating conformation and dynam-
ics of local protein regions, exchange-quenched samples are
digested by an acid-stable protease (e.g., pepsin) and subsequently
the digested samples are analyzed by LC-MS for determining the
deuterium uptake levels of various peptides.

An HDX-MS experiment involves multiple steps and proper
experimental conditions in each step are critical for the successful-
ness of an experiment. Particularly, special precautions must be
taken to minimize the problem of back-exchange, which refers to
the fact that deuteriums incorporated on a protein exchange back
to hydrogens when exposed to protic solutions during the
HDX-MS workflow [1–3]. Although the experimental procedure
and conditions could substantially vary depending on the purposes
of experiments and hardware setup, this chapter is to provide a
general guideline for each experimental step in an HDX-MS exper-
iment and describe the important measures that must be taken in
order to obtain useful information on protein conformation and
dynamics.

2 Materials

2.1 Centrifugal

Ultrafiltration Devices

for Buffer Exchange

Centrifugal ultrafiltration devices with a wide range of molecular
weight cutoffs (e.g., 1–1000 kDa) are commercially available.

2.2 HDX Buffer 50–500 mM buffer commonly used in protein chemistry, such as
ammonium acetate, phosphate, and Tris, but prepared in deute-
rium oxide (D2O) instead of water (H2O). The pH is adjusted to
physiological pH (i.e., ~7; pH reading is 0.4 lower than pD) of the
protein system under investigation.
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2.3 Quenching Buffer A buffer compositionally the same as the HDX buffer adjusted to
acidic pH, such that the pH of a 1:1 mixture of the quenching
buffer and HDX buffer is 2–3. Store the quenching buffer at 0 �C
to minimize back-exchange.

2.4 Proteases Common commercially available acid-stable proteases include pep-
sin, protease type XIII (aspergillopepsin), and protease type XVIII
(rhizopuspepsin) [1–3, 5]. Immobilized columns of these proteases
and their mixtures are also commercially available. Other proteases,
such as plasmepsins [6], Aspergillus niger prolyl endoprotease [7],
aspartic protease nepenthesin-1 [8], and aspartic protease from rice
field eel [9], have also demonstrated to deliver desired digestion
efficiency under acidic conditions, yet these proteases are not com-
mercially available; thus, additional efforts and materials are
required for production and purification.

2.5 LC Trap Column C4 columns for intact proteins, C18 columns for peptides.

2.6 LC Analytical

Column

C4 columns for intact proteins, C18 columns for peptides.

2.7 LC Solvents Trapping solvent: 95–100% HPLC grade or milliQ Water: 0–5%
HPLC grade acetonitrile (ACN) with 0.1% formic acid.

Aqueous mobile phase: HPLC grade or milliQ Water with
0.1–1% formic acid.

Organic mobile phase: HPLC grade acetonitrile (ACN) with
0.1–1% formic acid.

2.8 Instrumentation 1. Liquid chromatography–high resolution mass spectrometer
(e.g., quadrupole time-of-flight, Orbitrap, and Fourier-
transform ion cyclotron resonance mass spectrometer).

2. Automatic sample handling device for HDX and quenching
(optional).

2.9 MS-Compatible,

Nonionic Detergent

For membrane proteins only. n-Dodecyl-β-D-maltopyranoside
(DDM), n-Octyl-β-D-glucopyranoside (OG), or Triton X-100
(TX100) at or slightly higher than the critical micelle concentration
(CMC) (see step 2 of Subheading 3.1).

3 Methods

The workflow for a continuous labeling HDX-MS experiment
typically includes sample preparation, hydrogen–deuterium
exchange (HDX) and quenching, protease digestion, LC-MS anal-
ysis, and data analysis for calculation of deuterium uptake (Fig. 2).
At least three independent replicates should be obtained for each
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HDX time point in order to obtain statistically significant results.
Details of individual step are described as follows:

3.1 Sample

Preparation

1. Prepare medium to high micromolar range, typically
10–100 μM, of a protein in a suitable buffer (undeuterated).
If needed, perform buffer exchange using centrifugal ultrafil-
tration devices with suitable molecule weight cutoff (refer to
Subheading 2.1). Note that the use of samples with overly high
concentration could potentially lead to severe carryover prob-
lem, that is, signals from residual samples in the previous run
occur in the current run. (see Notes 1-3 for the details of
carryover problem and the suitability of protein concentration
and buffer system).

2. For membrane proteins, add a MS-compatible nonionic deter-
gent to form lipid micelles for maintaining the stability and
solubility of proteins [10, 11]. The concentration of detergents
is typically at or slightly higher than the critical micelle concen-
tration (CMC) [10]. n-Dodecyl-β-D-maltopyranoside (DDM)
has been one of the most widely used MS-compatible nonionic
detergent, while many other nonionic detergents, such as
n-octyl-β-D-glucopyranoside (OG) and Triton X-100
(TX100), have also been successfully utilized in MS applica-
tions. The CMC of DDM, OG, and TX100 are 0.0087%,
0.53%, and 0.015%, respectively (common nonionic detergents
and their CMC can be found in ref. 10) [10, 12] (see Notes 4
and 5 for precautions and alternative methods in handling
membrane proteins).

3. For study of change in conformation and dynamics upon bind-
ing with a ligand, that is, drug or protein, add the binding
partner to the protein solution to initiate protein binding.
Refer to the dissociation constant (Kd) of the binding reaction,
if available, to access the amount of binding molecule to be
added. For weak binding, addition of excessive amount of
binding partner may be required to achieve a high degree of
binding.

Fig. 2 A general experimental workflow for continuous labeling HDX-MS. (Reprinted from ref. 3 with
permission from Elsevier)
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3.2 Hydrogen–

Deuterium Exchange

(HDX) and Quenching

HDX and quenching can be performed automatically with auto-
matic sample handling devices, which are commonly online with
LC-MS systems, or manually by hand mixing.

1. Diluted the protein 10–20 fold with the HDX buffer (refer to
Subheading 2.2 about HDX buffer) for initiating HDX
reaction.

2. At different reaction time points, typically from tens of seconds
to hours depending on protein systems, mix the sample under
exchange with equal volume of chilled quenching buffer (refer
to Subheading 2.3 about quenching buffer). At least five time
points should be made over the entire HDX time profile.

3. For the use of automatic sample handling devices, exchange-
quenched samples are typically digested and analyzed by
LC-MS immediately to minimize the period allowed for back-
exchange. For manual operation, exchange-quenched samples
should be frozen with liquid nitrogen immediately and stored
under �80 �C until further processing or analysis.

3.3 Protease

Digestion

Protease digestion is an important step determining the spatial
resolution that can be achieved in an HDX-MS study. This process
can be performed online with commercially available immobilized
protease columns or offline through solution mixing. For online
digestion, the immobilized protease column applied is one part of
the LC flow path, typically in front of the trap column (Fig. 3) (also
refer to step 1, i.e., Trapping, in Subheading 3.4). Digestion takes
place when the exchange-quenched sample is passed through the
protease column during the trapping process (also refer to step
1, i.e., Trapping, in Subheading 3.4). Because the digestion process
is part of the automatic sample injection cycle and less sample
handling is involved, online digestion with immobilized columns
is a convenient approach and the mainstream in HDX-MS nowa-
days (see Notes 6–9 for optimization of conditions for protein
digestion to obtain desired sequence coverage).

3.3.1 Online Digestion 1. Connect the immobilized protease column between the sample
loop and trap column (see Note 10 for precautions in storage
and evaluation of efficiency of immobilized protease columns).

2. Ensure the instrument is operated in trapping mode.

3. Rinse the immobilized protease column with trapping solvent
(refer to Subheading 2.6) for at least 15 min to equilibrate the
column.

4. Inject exchange-quenched samples for online digestion.

3.3.2 Offline Digestion 1. Prepare a solution of active digestive enzyme by dissolving the
protease (pepsin, protease type XIII (aspergillopepsin) and
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protease type XVIII (rhizopuspepsin)), in the quenching buffer
prechilled to 0 �C in an ice bath.

2. Spin down the protease slurry completely (see Note 11).

3. Mix the exchange-quenched sample with the clear supernatant
of the protease solution in protease–protein ratio (w/w) of
typically 1:1 for pepsin and up to ~20:1 for other proteases,
such as protease type XIII (aspergillopepsin) and protease type
XVIII (rhizopuspepsin). Incubate the mixture in an ice bath for
1–5 min for protease digestion. To minimize back-exchange,
the digestion period must be optimized to determine the
shortest period that can achieve the highest sequence coverage
possible.

3.4 Liquid

Chromatography–

Mass Spectrometry

(LC-MS) Analysis

LC-MS analysis is typically performed with a high resolution mass
spectrometric instrument coupled online with a LC system (refer to
Subheading 2.8). It is highly important to realize that LC separa-
tion is a major cause of back-exchange because of prolonged expo-
sure of deuterium-incorporated proteins/peptides to flowing
protic LC mobile phase solvents. Nowadays, the use of ultra-high
performance liquid chromatography (UPLC or UHPLC) that

Fig. 3 A schematic diagram showing the LC flow path during (A) trapping and
(B) LC separation. (Reprinted from ref. 13 with permission from American
Chemical Society)
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allows rapid LC separation with desired separation efficiency is the
mainstream in HDX-MS because fast LC separation leads to less
back-exchange. Various steps in a typical LC-MS run are as follows:

1. Trapping
The first step of a typical LC-MS injection cycle is trapping,

which plays a role in focusing of samples, desalting, and
removal of polar contaminants. Set the LC system to “trap
mode,” in which the sample loop is connected with the reverse
phase trap column and the outlet of the trap column is
connected to a waste line (Fig. 3). Proteins or peptides from
the sample loop are delivered to the trap column by a continu-
ous flow of low percentage of ACN (usually less than 5% ACN).
As only a weak solvent, that is, low percentage of ACN, is
applied during the trapping process, the peptides/proteins
tend to be retained and “trapped” in the reverse phase trap
column, leading to accumulation and focusing of the samples.
At the same time, salts and polar contaminants (e.g., urea)
having low retention on the reverse phase trap column are
washed away and leave the system through the waste line
(Fig. 3). This trapping step is particularly important if high
concentration of salts or denaturants (e.g., guanidine hydro-
chloride or urea) are present in samples. For online digestion
with immobilized protease columns, the protein is first passed
through the protease column for digestion and then to the trap
column during the trapping process (also refer to Subheading
3.3) (Fig. 3). If the LC system is not equipped with trapping
configuration, desalting and sample cleanup can be performed
by running a high aqueous content of solvent for several min-
utes at the beginning of the LC gradient. During this desalting
and cleanup period, it is important that the switching valve for
controlling the flowing pathway of LC eluent should be turned
to waste position to avoid contamination of the mass
spectrometer.

2. LC separation
After trapping, the LC system is then switched to “injec-

tion mode,” such that the trap column becomes connected
with the analytical column for chromatographic separation
(Fig. 3). Proteins and peptides are typically eluted and sepa-
rated with reverse phase LC columns, commonly C4 for intact
proteins and C18 for peptides. LCmobile phases for separation
are usually H2O and acetonitrile (ACN) with 0.1–1% formic
acid. Lower percentage (e.g., 0.1–0.2%) of formic acid is typi-
cally applied to analysis of peptides and higher percentage, that
is, up to 0.5–1%, of which is usually required for intact proteins
to achieve higher ionization efficiency during electrospray ion-
ization in MS. The elution gradient typically begins with low
percentage of ACN (less than 5%) and subsequently the ACN
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content is increased gradually with time for elution and separa-
tion of proteins/peptides. To minimize back-exchange, the LC
separation gradient should be optimized to determine the
shortest separation gradient that can achieve nonoverlapping
mass peaks. In general, LC separation gradients for HDX-MS
are in the range of 5–15 min, depending on the molecular size
of proteins (larger proteins typically generate more peptides
upon protease digestion and require longer separation gradi-
ents to avoid mass peak overlapping) (see Note 12 for the
importance of retention stability).

Apart from determination of a short and sufficiently effec-
tive solvent gradient, another measure for minimizing back-
exchange is that LC separation should be performed at low
temperature, typically close to 0 �C. For automatic sample
handling devices specialized for HDX-MS, the LC flow path
including the analytical column is housed in a chilled compart-
ment with temperature control. For conventional LC-MS
without specialized HDX-MS device, the analytical column
can be embedded in an ice bath to achieve the low separation
temperature (see Note 13 for the potential of overpressure in
LC system).

3. MS acquisition
MS analysis can be performed in full m/z range acquisition

mode with typical electrospray ionization conditions. For time-
of-flight based instruments, reference mass correction with
internal standard (an analyte with known mass) must be
enabled to ensure high mass accuracy, as mass shift could affect
calculation of deuterium uptake. If available, ion-mobility sep-
aration function, which allows separation of ions based on their
size and shape, could be enabled to improve ion separation
capacity [14]. However, we found that activation of
ion-mobility separation function on traveling wave ion
mobility-based instruments could lead to higher susceptibility
to ion saturation problem.

Although, in many cases, study on peptide level is able to
deliver sufficiently detailed information on protein conforma-
tion and dynamics, tandem mass spectrometric analysis (MS/
MS) can be performed to further fragment the peptides into
sequence-specific ions for acquiring residue level information.
Yet it is important to realize that conventional fragmentation
techniques (e.g., collision-induced dissociation) are known to
cause significant deuterium scrambling, that is, random delo-
calization of deuterium on peptide chains, resulting in loss of
useful residue level information [3, 15–17]. This problem
could be alleviated by the use of alternative fragmentation
approaches, that is, electron capture dissociation (ECD) and
electron transfer dissociation (ETD) [15–17], if available.
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4. Calculation of deuterium uptake of proteins/peptides
After acquisition of LC-MS spectral data, deuterium

uptake is then calculated with various commercial or open
source software, such as DynamX (Waters), HDX Workbench
(http://hdxworkbench.com/), Mass Spec Studio (https://
www.msstudio.ca/), and HX Express (http://www.hxms.
com/HXExpress/). Although the algorithms of different soft-
ware might have their particular features, calculation of deute-
rium incorporation level of proteins (global deuterium uptake)
and peptides (local deuterium uptake) is fundamentally based
on the following equation:

%of deuterium incorporation ¼ M t �M o=M 100% �Moð Þ
� 100%

where Mt is the centroid molecular mass of a protein/
peptide after exchanging for a period of time t, Mo is the
centroid average molecular mass of a protein/peptide without
deuterium uptake and M100% is the centroid average molecular
mass of a protein/peptide with maximum deuterium uptake.
Typically, the data of percentage of deuterium incorporation vs
exchange time for a pair of or a couple of samples (e.g., wild type
vs mutant and unbound vs ligand-bound proteins) are plotted
together for comparison.

4 Notes

1. Carryover is a commonly encountered problem in LC-MS,
particularly when samples with high concentration are injected.
This problem is particularly significant in HDX-MS, because
the low column temperature leads to slower interactions
between the analyte and stationary phase of the column
[18]. Carryover can be resulted from accumulation of sample
residue in various parts of the LC system (e.g., pepsin column,
trap column, analytical column, valves). To ensure analysis is
not interfered by carryover, it is necessary to incorporate one or
more blank injection(s) between each sample run and make
sure that signals from proteins/peptides are not present in
significant levels in the blank injection(s). If carryover problem
is significant, a number of washing protocols were demon-
strated to effectively wash away residual proteins/peptides
[18, 19]. For example, it was shown that injecting 10% formic
acid, 50% trifluoroethanol, 80% methanol, and 80% ACN in
sequence into the LC system was effective to remove residual
peptides [18]. However, it should be noted that washing pro-
tocol could be protein system dependent; therefore, it should
be optimized for different systems.
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2. The appropriate concentration of protein samples in an
HDX-MS experiment is dependent on the sensitivity of the
mass spectrometer utilized. Higher concentration (typically
high micromolar range) of protein samples might generate
mass peaks with higher intensity, yet could lead to more signifi-
cant carryover problem and more effort would be needed to
remove residual proteins/peptides. Therefore, it is desirable to
determine the lowest protein concentration able to produce
mass peaks with acceptable intensity.

3. The buffer system must be optimized such that the protein is
stable at room temperature for at least the period of the
exchange endpoint, which is commonly in the range of tens
of minutes to hours depending on protein systems. Protein
precipitation could cause blockage of valves and tubings of
LC systems, which would require extensive effort for trouble-
shooting. It is desirable to test the protein stability over time
with various means (e.g., observation for protein precipitation,
activity assay, measurement of protein concentration) before
carrying out an HDX-MS experiment.

4. Membrane proteins are more susceptible to protein precipita-
tion problem. Detergents are usually required to add not only
to the protein sample but also to the HDX buffer and quench-
ing buffer in order to maintain the concentration of detergents
throughout the whole HDX-MS workflow.

5. Apart from addition of detergents for micelle formation, other
methods involving construction of nativelike lipid bilayers,
such as bicelles [20], liposomes [21, 22], and nanodisk [11,
23–25], have also been applied to maintain the stability and
native structure of membrane proteins in HDX-MS
experiments.

6. At the beginning of an HDX-MS experiment, optimization of
protease digestion conditions for achieving the highest
sequence coverage possible is usually performed with an
undeuterated sample under exchange-quenched conditions.
The digested sample is then analyzed by LC-tandem mass
spectrometry (LC-MS/MS). Assignment of peptide peaks can
be executed with peptide identification software such as
ExPASY Findpept or other software from mass spectrometer
suppliers. Acid-stable proteases are generally of relatively low
digestion specificity and optimization for achieving high
sequence coverage is usually done on trial-and-error basis.
Among various acid-stable proteases, pepsin is the most well-
characterized candidate and could be a desired starting point of
optimization. However, different proteases might produce dif-
ferent peptide fragments; therefore the use of multiple pro-
teases, either separately or in mixtures, could potentially
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increase sequence coverage [26–28]. Besides, addition of dena-
turants (e.g., 1–4 M of urea or guanidine hydrochloride) and
reducing agents (for disulfide bond–containing proteins; e.g.,
high millimolar TCEP) to the sample through the quenching
buffer were also shown to improve digestion efficiency [3, 9,
12, 22, 26, 28]. For online digestion with immobilized prote-
ase columns, increasing the column pressure up to 10,000 psi,
which can be achieved by connecting a flow restrictor to the
waste line beyond the trap column (Fig. 3), was also demon-
strated to allow for more effective digestion [13].

7. Although online digestion is more convenient, we found that
this approach is not necessarily effective for all proteins. If
online digestion cannot deliver desired digestion efficiency,
offline digestion in solution should be explored.

8. During optimization of protease digestion conditions for
achieving high sequence coverage, it should be taken into
account that peptide mass peaks that can be well resolved
without deuterium incorporation are not necessarily resolved
after deuterium uptake, because deuterium incorporation will
cause significant broadening of isotopic distribution.

9. Protein digestion with acid-stable proteases often produces
peptides with overlapped sequences and a considerable number
of which might only differ by one amino acid at N- or C-
terminus. Peptides with overlapped sequences could act as a
mean for cross-validation of HDX-MS data, that is, similar
extent of change in HDX behavior is usually observed for
peptides with a large proportion of overlapped sequences.

10. If the immobilized protease column is not in use, it is a good
practice to disassemble the column from the LC system and
store the column at 4 �C in order to maintain the lifetime of the
immobilized protease. Deterioration of digestion column
could be indicated by detection of abnormally long peptides
after digestion.

11. For offline in-solution digestion, it is highly important to spin
down the protease slurry completely and collect the clear
supernatant for analysis. Injection of slurry mixtures could
potentially lead to blockage of tubings and valves of the LC
system.

12. Retention time stability is significantly important to generate
reproducible HDX-MS results, as the extent of back-exchange
is closely related to retention time, that is, more back-exchange
for longer retention on column. One should be aware of the
problem of retention time shift and perform troubleshooting if
happened. Retention time shift could be due to many reasons,
such as leaking, partial blockage of tubings and valves, hard-
ware problems, and deterioration of columns.
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13. As LC separation is executed under low temperature, that is,
0 �C, to minimize back-exchange, the potential of overpressure
is much higher than typical LC experiments as viscosity of
mobile phase solvents is higher at lower temperature. It should
be ensured that overpressure does not occur over the entire
solvent gradient.

14. It is important to realize that back-exchange begins to occur
after the addition of quenching buffer; therefore, all down-
stream processes, that is, protease digestion and LC-MS analy-
sis, must be performed as soon as and as quick as possible. For
automatic sample handling devices for HDX-MS, exchange-
quenched samples are digested and analyzed as soon as possible
for minimizing back-exchange under program control. How-
ever, if HDX-MS is performed manually, exchange-quenched
samples must be thawed, digested (nomatter performed online
or offline), and analyzed as soon as possible. Note that samples
should be thawed, digested, and analyzed one by one. Avoid
thawing and digesting all samples simultaneously and storing
all samples in the LC autosampler for sequential LC-MS analy-
sis, as prolonged storing exchange-quenched samples in the
autosampler could lead to significant back-exchange.
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Chapter 11

BeStSel: From Secondary Structure Analysis to Protein Fold
Prediction by Circular Dichroism Spectroscopy

András Micsonai, Éva Bulyáki, and József Kardos

Abstract

Far-UV circular dichroism (CD) spectroscopy is a classical method for the study of the secondary structure
of polypeptides in solution. It has been the general view that the α-helix content can be estimated accurately
from the CD spectra. However, the technique was less reliable to estimate the β-sheet contents as a
consequence of the structural variety of the β-sheets, which is reflected in a large spectral diversity of the
CD spectra of proteins containing this secondary structure component. By taking into account the parallel
or antiparallel orientation and the twist of the β-sheets, the Beta Structure Selection (BeStSel) method
provides an improved β-structure determination and its performance is more accurate for any of the
secondary structure types compared to previous CD spectrum analysis algorithms. Moreover, BeStSel
provides extra information on the orientation and twist of the β-sheets which is sufficient for the prediction
of the protein fold.
The advantage of CD spectroscopy is that it is a fast and inexpensive technique with easy data processing

which can be used in a wide protein concentration range and under various buffer conditions. It is especially
useful when the atomic resolution structure is not available, such as the case of protein aggregates,
membrane proteins or natively disordered chains, for studying conformational transitions, testing the effect
of the environmental conditions on the protein structure, for verifying the correct fold of recombinant
proteins in every scientific fields working on proteins from basic protein science to biotechnology and
pharmaceutical industry. Here, we provide a brief step-by-step guide to record the CD spectra of proteins
and their analysis with the BeStSel method.

Key words Circular dichroism, Protein secondary structure, Protein fold, Amyloid, β-sheet

1 Introduction

Circular dichroism (CD) corresponds to the differential absorption
between left and right circularly polarized light (Fig. 1). In the
far-UV region between 170 and 250 nm, mostly the electronic
transitions of the peptide bonds contribute to the CD spectrum
of proteins [1, 2]. Depending on the local geometry, environment,
and H-bond pattern of the peptide bonds, the polypeptide chains
with different conformations can exhibit distinct, characteristic
spectral profiles, which is manifested in the CD spectra of proteins
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of different structural classes (Fig. 2). This observation initiated the
development of algorithms for the secondary structure estimation
from the CD spectra. In the last 30 years, a dozen CD spectrum
analysis algorithms made attempts to accurately estimate the sec-
ondary structure composition of the proteins. These methods use
reference CD spectra of proteins with known structure to make an
estimation of different types of secondary structure elements (most
often helix, β-sheet, turn, and disordered). The mathematical back-
ground and performances of these methods are reviewed and com-
pared [3, 4]. Generally, they predict the helix content more or less

Fig. 1 The phenomenon of circular dichroism. Light is an electromagnetic wave which can be characterized by
the electric and magnetic fields that are perpendicular to each other and the direction of the travel of the light.
Linearly polarized light is characterized by the electric field vector oscillating in one plane (a), while the electric
field vector of circularly polarized light is rotating around the axis of propagation by maintaining a constant
amplitude (b). Looking into the light propagating toward the observer, electric field vector rotating counter-
clockwise or clockwise depict the left and right circularly polarized lights, respectively. The summation of left
and right circularly polarized light of equal amplitudes results in linearly polarized light while different
amplitudes result elliptically polarized light (c). Optical active material (which should have chiral properties)
interacts with light in a polarization dependent manner which can be manifested in optical rotation of the plane
of polarization (a, and angle α in c) and in circular dichroism which is the differential absorption of the left and
right circularly polarized light (b, c). For details of the theory of circular dichroism see [1]. At the practical level,
the differential absorption of the left and right circularly polarized light can be expressed as the difference in
the extinction coefficients, Δε ¼ εL � εR, or as the ellipticity of the summation of the left and right circularly
polarized lights of different amplitudes, tgΘ ¼ a/b ¼ (ER � EL)/(ER + EL), where ER and EL are the amplitudes
of the electric field vectors. Θ will be negative if ER is smaller than EL. Measured ellipticity is usually given as
Θ in the unit of mdeg. When Δε is in M�1·cm�1 units and Θ is also normalized to the molar number of
residues (more precisely, to the number of peptide bonds) and pathlength in cm, denoted as [Θ] and given in
the traditional unit of deg·cm2·dmol�1, the value of Δε is equal to [Θ]/3298 (we have to note, that for the
correct equation, the factor of 3298 is not dimension-less)
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accurately, while often fail to properly predict the β-sheet content
due to the large spectral diversity of β-structured proteins (Fig. 3).
In the background of this spectral diversity, there must be the
variety of β-sheets in the orientation (parallel–antiparallel), the
length and number of strands, and their twists, which made difficult
to estimate this component from the CD spectrum and was
believed to be an intrinsic limitation of the technique [5].

Recently, we have shown that the spectral contribution of
β-sheets depends on the parallel-antiparallel orientation and the
twist of the β-sheets [4]. Based on this observation, we have devel-
oped a new method named BeStSel (Beta Structure Selection) for
the secondary structure estimation of proteins from the CD spectra
that takes into account the orientation and twist of the β-sheets.
The method defines eight structural components: regular and dis-
torted α-helices, left-handed, relaxed (slightly right-hand twisted)
and right-hand twisted antiparallel β-sheets, parallel β-sheet, turn.
and “others” (Table 1, and for detailed definitions see Micsonai
et al. [4]).

BeStSel provides an improved accuracy on a broad range of
protein structures including β-sheet-rich proteins, membrane pro-
teins, protein aggregates, and amyloid fibrils.

As a results of the detailed structural information gained from
the CD spectrum, BeStSel is capable of predicting the protein fold
down to the homology level using the CATH fold classification
(Fig. 4) [9, 10].

Fig. 2 Characteristic far-UV CD spectra of different protein architectures. Proteins of distinct secondary
structures such as α-helix (red), parallel β-sheet (blue), antiparallel β-sheet (green), polyproline-helix (orange),
and disordered chain (purple) exhibit characteristic spectral shapes indicating that CD spectroscopy can be
useful for the determination of the secondary structure of proteins
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A web server was constructed at http://bestsel.elte.hu making
the BeStSel method freely accessible for the scientific community.

In the Materials section completed with extended Notes we
briefly describe the essential sample preparation steps for a reliable
CD measurement that are necessary for an accurate secondary
structure estimation. In the Methods section we give a step-by-
step guide for the modules of the BeStSel webserver to analyze
protein CD spectra.

2 Materials

A lot of buffer compounds and salts have high absorption in the
far-UV region. Their use should be avoided or their concentration

Fig. 3 The spectral diversity of β-structures. (a) α-helical proteins have uniform
spectral shape as shown as demonstrated here by proteins having ~50% α-helix
content. (b) Despite their similar (~50%) β-sheet content, β-structured proteins
show a large spectral diversity making secondary structure estimation a difficult
challenge
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should be kept at the minimum that is acceptable for the protein.
Phosphate buffer (not PBS) is suitable for CD spectroscopy with as
low salt added as possible. However, it might be incompatible with
other buffer components to be used, for example with calcium, or
with the protein. High absorption of the buffer limits the usable
wavelength range and can be avoided by choosing a shorter path-
length cell which requires increased protein concentration (see Sub-
heading 3.1 and Notes 1–3).

Depending on the instrument and the cell holder used, cylin-
drical or rectangular quartz cells can be used in the >180 nm
wavelength region. Below 180 nm, or in the case of low sample
volume, demountable calcium fluoride cells can be used.

Fig. 4 The BeStSel method. Schematic representation of the secondary structure components of BeStSel (see
also Table 1) and the pipeline of structure estimation. Obtaining the fractions of the eight components from the
CD spectrum by BeStSel, the protein fold can be predicted

Table 1
Structural components of BeStSel and their relation to the DSSP components [6]

Structural
component Description of the component

Related DSSP
component

Helix1a Regular α-helix (middle part of α-helices) H
Helix2a Distorted α-helix (2–2 residue at the end of α-helices)

Anti1 Left-handed antiparallel β-sheet E
Anti2 Relaxed (slightly right-hand twisted) antiparallel β-sheet
Anti3 Right-hand twisted antiparallel β-sheet
Parallel Parallel β-sheet

Turn Turn, as defined by DSSP T

Others 310-helix, π-helix, β-bridge, bend, loop/irregular and invisible
regions of the structure

G,I,S,B,O

aIt is important to note that most of the other algorithms such as SELCON [7], CONTIN, and CDSSTR [8] define
mixed Helix components, instead of pure α-helix, as the sum of α- and 310-helices. This should be considered when

comparing results of different methods
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3 Methods

3.1 Sample

Preparation

1. The CD spectrum shows the average spectrum of the compo-
nents having CD signal in the sample. It is important to have a
pure, homogenous protein sample free of contaminations of
other proteins or other chiral biomolecules such as nucleic
acids. Check the purity of the sample by SDS-PAGE, mass
spectrometry, absorption spectroscopy (for nucleic acid con-
tamination), and other complementary methods. Take into
consideration that the CD spectrum is also affected by expres-
sion tags often used in the case of recombinant proteins (see
Note 1).

2. The inhomogeneity and light scattering also affect the CD
signal causing shrinking of the amplitude and distorting the
spectrum, which may have caused by protein aggregation and
precipitation (see Note 2).

3. Transfer the sample into a buffer suitable for CD measure-
ments. The best method for this is dialysis where the dialysis
buffer can be used for baseline measurement. A lyophilized
protein powder often contains contaminations, so it is advised
not only to dissolve it in the proper buffer but dialyze it. An
alternative method can be a transfer of the protein to the buffer
of the measurement by using a filtration spinning tube or
desalting column.

4. Determination of the accurate protein concentration is crucial
for the correct normalization and quantitative analysis of the
CD spectra. Select the pathlength of the cuvette depending on
the concentration in a way that the product of the pathlength in
mm and the concentration in mg/ml should be ~0.1 (it means
that for a solution of 0.1 mg/ml concentration, a 1 mm cell is
optimal for use). Selecting the appropriate buffer and path-
length, CD spectroscopy is capable of studying the protein
structure in a wide concentration range of 0.05–20 mg/ml,
which is a significant advantage over the other techniques used
for protein structure determination, such as NMR, infrared
spectroscopy, vibrational CD or RAMAN spectroscopy (see
Note 3 for concentration determination).

5. The instrumentation of CD spectroscopy is well-developed,
the users routinely can measure the spectra in the
190–260 nm range with some considerations on the buffer
and salt compositions of the sample. Choose shorter path-
lengths (10–50 μm) and high protein concentrations
(2–10 mg/ml) to record the spectra down to 180 nm on
conventional instruments. Synchrotron radiation CD (SRCD)
stations can collect spectra at even shorter wavelengths [11].
To collect high quality CD spectra suitable for quantitative
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structural analysis, the instrumental parameters should be
carefully chosen following the instrument manual. Note 4
discusses the preferable measurement parameters. For quanti-
tative measurements, calibrate the instrument occasionally for
amplitude and wavelength accuracy (see Note 5).

3.2 Wavelength

Range, Baseline

Subtraction, and Data

Normalization

1. CD spectroscopy is a type of absorption spectroscopy and the
CD signal is measured above the overall absorption of the
sample which should be kept at low for the good signal-to-
noise ratio and linearity of the detector. The voltage (high
tension, HT) of the detector is adjusted to this overall absorp-
tion and should not exceed a limit (e.g., ~600 V limit in the
case of a detector having 900–1000 V maximum HT). Discard
the data measured at HT values over this limit.

2. Correct the sample spectrum by subtracting the baseline mea-
surement of the same buffer that is used for the protein.
A moderate smoothing can be applied on the spectrum by
taking care not to change significantly any sharp component
or steep part of the spectrum.

3. Normalize the CD spectrum for the concentration, pathlength
and number of peptide bonds. The mean residue molar ellip-
ticity (deg·cm2·dmol�1) is defined as follows:

½Θ�MRE ¼ Θ=ð10 �cr �lÞ
where Θ, the measured ellipticity, is in mdeg, cr is the molar

concentration per residue, and l is the pathlength in cm. The
also commonly used extinction coefficient difference,
Δε ¼ [Θ]/3298.2, its unit is M�1·cm�1. Although BeStSel
can handle the baseline subtracted raw data, it is important to
understand the normalization procedure because the output of
BeStSel and the proper form of CD spectra for publication is
the normalized data.

3.3 Single Spectrum

Analysis

At the starting page of the BeStSel webserver, by default, data can
be uploaded for single spectrum analysis in the form of a text file or
can be copied into the window in two data columns, separator can
be space, tab, comma or semicolon. Upload the data either as
normalized in Δε or [Θ]MRE, or as measured, baseline subtracted
data. In the latter case, you have to provide the concentration (μM),
pathlength (cm), and the number of residues. The page is protected
by a captcha against malicious use. In all cases, the program nor-
malizes or converts the uploaded data to Δε, which can be verified
in the next, Data Examination page. Note, that the numeric
format uses dot as decimal point. If the spectrum in the Data
examination page contains steps, probably the decimal sign is
incorrect. Starting the calculation, the results will appear in a
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graphical image with all the useful information provided: wave-
length range, the estimated secondary structure content, the
curve and error of the fitted spectrum, and user provided informa-
tion. At first, data is analyzed in the possible widest wavelength
range of the uploaded data. However, we strongly suggest to
choose an appropriate wavelength range where the PMT voltage
was below a limit (e.g., 600 volts) determined by the manufacturer
upon the measurement (see Subheading 3.2). SeeNotes 2 and 4 for
buffer selection and experimental setup. Below the results, change
the output format for your convenience. Results can be saved as a
graphical image. For further data processing by the users, result can
be shown in text format with the predicted secondary structure
contents at the top and the experimental, fitted, and the residual
data in columns below. Transfer the data by copying it to any data
processing software to make your own plots, etc.

On the left side of the Results page, the wavelength range can
be chosen and the analysis can be recalculated. Different wave-
length ranges will provide slightly different results; however, in
the case of using correct concentrations and normalization, the
difference is within the estimation error. A scale factor can be
chosen for recalculation, as well. The CD amplitude is multiplied
with this factor. The “Best factor” function carries out a series of
analysis by changing the current scaling factor automatically in the
range of 0.5–2. The dependence of the individual secondary struc-
ture components on the CD amplitude is plotted. This can be
informative in the case of uncertainties in the protein concentration
or pathlength. In case of CD data in a wide wavelength range
(down to at least 180 nm), the alteration of the factor with the
lowest fitting NRMSD from 1 is a good indicator of incorrect
concentration or pathlength values.

3.4 Fold Recognition The eight secondary structure components of BeStSel bear suffi-
cient information that is characteristic to the protein fold andmakes
possible its prediction. At first, twenty closest structures based on
Euclidean distance are searched on the entire PDB. In case of single
domain proteins, a fold prediction using the CATH protein fold
classification [10, 12] can be done. The single domain PDB subset
is a nonredundant collection of chains containing single CATH
domains or homodomains filtered for <¼95% sequence homology
and resolution better than 3.0 Angströms. This dataset contains
55,350 single domains covering 4 classes, 41 architectures, and
1310 topologies and 5398 homologies [9]. The fold can be pre-
dicted by searching for the closest structures based on the Euclid-
ean distance in the eight components. While this method does not
take into account the possible error of the secondary structure
estimation from CD, it can be used even if the secondary structural
space is rarely populated by structures around the estimated result.
Another method is surveying all the structures within the expected
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error of the CD results and sort them by their fold and the fre-
quency of that fold [4]. At the level of architecture and topology,
the ten most populated groups are presented. The most sophisti-
cated way of fold prediction is a weighted K-nearest neighbors
search using the chain length as extra parameter. Fold prediction
can be initiated from within the Single Spectrum Analysis after
getting the secondary structure contents or from a separate block
at the starting page by manually providing the Secondary structure
contents and chain length [9].

Use the Fold recognition module to find structures in the PDB
and fold domains in CATH that are similar to the experimentally
investigated protein. This function can be especially useful to verify
the correct fold of recombinant proteins or search for the fold of
proteins having low sequence homology to the proteins in the
PDB.

3.5 Multiple Spectra

Analysis

In this module, upload a series of spectra in a text file or copy into
the window from a worksheet to analyze the CD spectra as a
function of temperature, ligand concentration, etc. In the uploaded
data, the first row should contain the values of the variable as the
function of which the spectra were recorded. Below, there are
columns. The first column contains the wavelength values and the
others columns contain the corresponding spectral data. Therefore,
the total number of columns should be equal to the number of
values in the first row plus one. Data separator can be either tab,
comma, semicolon, or space. The units of the input data can be
chosen similarly to Single Spectrum Analysis. After the checkup of
the uploaded data as a series of spectra in Δε, starting the calcula-
tion, the estimated secondary structure contents will be shown on
the Result page as the function of the given parameter (tempera-
ture, ligand concentration, etc.). The wavelength range can be
changed or the results can be recalculated with using a scaling
factor applied for all the spectra. The results can be saved as image
or copied out as data text. We have to note that Multiple Spectra
Analysis is developed for analysis of a series of related CD spectra
with the same number of data points and wavelength ranges. Unre-
lated spectra should be evaluated separately in Single Spectrum
Analysis.

3.6 Secondary

Structure Composition

from PDB Structures

In this module of BeStSel, provide the four letters codes of atomic
resolution structures deposited in the PDB to list out their second-
ary structure contents. Besides the eight secondary structure com-
ponents of BeStSel, the six components of SELCON/CONTIN/
CDSSTR methods [8] and the eight components of DSSP [6] are
also shown for the entire molecule or selected subunits. Upon
selecting the chain, the protein fold classification is also provided
using the CATH classification [10]. This module of the BeStSel
server is useful to compare the secondary structure results to the
available reference protein structures.

BeStSel: Protein Structure Analysis by CD Spectroscopy 183



3.7 Limitations

of the BeStSel Method

The eight secondary structure components of BeStSel do not
account for some special secondary structure types. Polyproline-II
helix, different type of turns, 310-helices are not distinguished by
BeStSel and thus analysis for such structures is not adequate. BeSt-
Sel does not handle the aromatic contributions (other algorithms
neither do) which gives some uncertainty when the number of
aromatic residues is high in the protein. The spectra of highly
disordered proteins somewhat remind the highly right-twisted
antiparallel β-sheets (Anti3 component), and partly might be
counted as Anti3 instead of “Others” [9].

4 Notes

1. Sample purity and preparation
The CD spectrum shows the average spectrum of the

components having CD signal in the sample. Thus, it is impor-
tant to have a pure, homogenous protein sample free of con-
taminations of other proteins or other chiral biomolecules such
as nucleic acids. The purity of the sample should be checked by
SDS-PAGE, mass spectrometry, absorption spectroscopy (for
nucleic acid contamination) and other complementary meth-
ods. Recombinant proteins are often expressed using fused
protein tags that provide higher expression or used for efficient
purification (N-terminal extension of Met or more residues,
His-, GST-, or other tags on either terminal) or stabilize the
protein structure. These extensions or tags can affect the struc-
ture and stability of the proteins and contribute to the CD
spectrum, as well. It is advised to have them removed from
the protein. When removal of these extensions is not possible,
it is important to take them into account in the analysis of the
CD spectrum (number of residues, molecular weight, and
presumed contribution to the estimated secondary structure
contents).

CD spectroscopy is sensitive for light scattering effects
which may have caused by protein aggregation and precipita-
tion. To remove any precipitates, the sample should be spun
down at least in a table top centrifuge at>10,000� g force. To
remove small oligomers of a protein, ultracentrifuge around
~100,000 � g could be used. In all cases the protein concen-
tration should be determined after centrifugation.

In the case of measuring protein aggregates and amyloid
fibrils, no centrifugation is applied or only a short centrifuga-
tion at low force can be used to remove the large aggregates
which cause inhomogeneity and light scattering of the sample.
Amyloid samples should be well homogenized by thorough
pipetting or even using a slight ultrasonication.
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2. Buffer selection
A lots of buffer compounds and salts have high absorption

in the far-UV region. Their use should be avoided or their
concentration should be kept at the minimum that is acceptable
for the protein. Using shorter pathlengths (that needs higher
protein concentrations) can decrease the buffer absorption.
Table 2 shows the usable wavelength range for CD of the

Table 2
Absorption of different buffer compounds and salts in the far-UVa

Compound No absorption above 210 nm 200 nm 190 nm 180 nm

NaClO4 170 nm 0 0 0 0

NaF 170 nm 0 0 0 0

Boric acid 180 nm 0 0 0 0

NaCl 205 nm 0 0.02 >0.5 >0.5

Na2HPO4 210 nm 0 0.05 0.3 >0.5

NaH2PO4 195 nm 0 0 0.01 0.15

Na-acetate 220 nm 0.03 0.17 >0.5 >0.5

Glycine 220 nm 0.03 0.1 >0.5 >0.5

Diethylamine 240 nm 0.4 >0.5 >0.5 >0.5

NaOH 230 nm >0.5 >2 >2 >2

Boric acid, NaOH 200 nm 0 0 0.09 0.3

Tricine 230 nm 0.22 0.44 >0.5 >0.5

TRIS 220 nm 0.02 0.13 0.24 >0.5

HEPES 230 nm 0.37 0.5 >0.5 >0.5

PIPES 230 nm 0.2 0.49 0.29 >0.5

MOPS 230 nm 0.1 0.34 0.28 >0.5

MES 230 nm 0.07 0.29 0.29 >0.5

Cacodylate 210 nm 0.01 0.01 0.22 >0.5

Citric acidb 240 nm 0.21 0.22 0.45 >2.5

Dithiothreitolb 255 nm 1.28 >3 >3

Mercaptoethanolb 254 nm 0.71 2.35 2.02

TCEPb 235 nm 0.24 0.64 2.78

DMSO (0.1%)b 233 nm 1.8 >3 >3

DMF (0.1%)b 243 nm 3.82 >3 >3

GdnHCl (1 M)b 218 nm 0.36 >3 >3

Urea (1 M)b 227 nm 0.29 >3 >3

aIf not specified differently, data is given for 10 mM solutions at 1 mm pathlength. Adapted from [13]
bOwn measurement
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different buffer compounds and salts. Denaturants such as
GdnHCl and urea which are usually used at high concentra-
tions have especially high absorptions which often make impos-
sible the quantitative analysis of the CD spectrum in the lack of
sufficient usable wavelength range. Instead of them dodine
could be used [14], which denatures the protein at orders of
magnitude lower concentrations. Sodium and reducing agents
such as dithiothreitol or mercaptoethanol also have high
absorption. These compounds should be dialyzed out from
the sample prior to the measurement. Tris(2-carboxyethyl)
phosphine (TCEP) is better as reducing agent for CD because
of its lower effective concentration range and somewhat lower
extinction coefficient. Short peptides or other organic chemi-
cals are often dissolved in dimethyl sulfoxide (DMSO) which is
noncompatible with CD spectroscopy even after ten thousand-
fold dilution.

3. Concentration determination
An advantage of CD spectroscopy is the usable wide pro-

tein concentration range which starts at least an order of mag-
nitude lower concentration than the minima for NMR,
infrared, RAMAN and other spectroscopies used for the study
of protein secondary structure. It can be as low as 0.05 mg/ml
in a 2mm cell and as high as 20mg/ml in a 5 μm cell. Thus, it is
a complementary method for the other spectroscopy techni-
ques to check whether at high concentration the protein still
exhibits the same conformation as it does at low, more physio-
logical concentrations. A lot of proteins aggregate at higher
protein concentrations undermining the results of other, often
expensive and time consuming methods. Using CD spectros-
copy, the conformational state of the protein as a function of
the concentration, pH and other parameters can be easily ver-
ified. At short pathlengths, CaF2 cells are often used instead of
quartz cells. Using very short pathlengths of few micrometers
may result orientation of long molecules such as amyloid
fibrils in the cell which should be taken into consideration.

The method considered to be the most accurate for con-
centration determination is quantitative amino acid analysis. In
case the protein contains tryptophan and tyrosine residues, the
concentration can be determined by measuring the absorbance
at 280 nm. The extinction coefficient at 280 nm can be calcu-
lated from the primary sequence using the ProtParam tool
(https://web.expasy.org/protparam/) [15]. In the absence of
these amino acids, the concentration can be determined by the
absorbance at 205 nm [16] or 214 nm [17]. An advantage of
measuring at these two wavelengths is that, because of the high
extinction coefficients, the CD samples can be directly
measured. If the spectropolarimeter is capable of accurately
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converting the HT values to absorbances, then the concentra-
tions can be determined right from the CDmeasurements after
subtracting the baseline absorptions. Extinction coefficients at
205 and 214 nm can be calculated from the amino acid
sequence at the BeStSel homepage (http://bestsel.elte.hu).

4. Instrument settings
Although the CD spectra of the protein do not contain

sharp peaks, the bandwidth should not be set to more than
2 nm, preferably, it is 1 nm. In case of continuous scanning
mode when the wavelength is continuously changed at a scan-
ning rate, the response/data integration time and the scanning
rate should be harmonized in a way that during averaging of
one data point, the wavelength should not be shifted more than
the value of the bandwidth. It means that at a rate of 100 nm/
min 0.5 or at most 1 s integration time should be used and
these values are 1–2 s for 50 nm/min, 2–4 s for 20 nm/min
and 4–8 s for 10 nm/min scanning rates. Depending on the
amplitude and noise, several scans should be accumulated
(averaged) at the convenience of the user. Usually a spectrum
recording for 15 min overall time (~10 scans averaged at
50 nm/min scanning rate) is sufficient for an acceptable qual-
ity. To double the signal-to-noise ratio, four times more scans
are needed. The baseline spectrum of the buffer should be
collected with using the same parameters.

To collect as much information as possible, the CD spectra
should be recorded in the widest usable wavelength range
limited by the sample absorption at the low end, down to at
least 200 nm but favorably to 190 or 180 nm. SRCD instru-
ments can provide the CD spectra down to 175 nm. The
recommended starting wavelength is 260 nm. In the
260–250 nm region (after baseline subtraction), a flat signal,
close to zero, is an indication of a good baseline subtraction
and the lack of light scattering effects and nucleic acid or other
contaminations. Normally, the baseline CD spectrum of the
buffer solution is recorded first and the usable wavelength
range is estimated from the HT values which should not exceed
the 50–60% of the maximum value. It is better to collect a fast
protein sample spectrum first to determine the usable wave-
length range and then carry out the high quality measurement
only in the appropriate wavelength range to save time.

5. Instrument calibration
Conventional benchtop instruments are usually calibrated

by the manufacturer and the calibration can be repeated occa-
sionally following the instruction manual. In the case of SRCD
beamlines, the spectra can be corrected by a reference measure-
ment of 1S-(+)-10-camphorsulfonic acid (CSA) which provides
a negative and a positive peak at 192.5 and 290.5 nm havingΔε
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values �4.72 and 2.36 M�1·cm�1, respectively [18]. The con-
centration of the CSA can be determined at 280 nm using an
extinction coefficient of 34.58 � 0.18 M�1·cm�1 [19].
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Chapter 12

Navigating the Global Protein–Protein Interaction
Landscape Using iRefWeb

Andrei L. Turinsky, Sam Dupont, Alexander Botzki, Sabry Razick,
Brian Turner, Ian M. Donaldson, and Shoshana J. Wodak

Abstract

iRefWeb is a resource that provides web interface to a large collection of protein–protein interactions
aggregated from major primary databases. The underlying data-consolidation process, called iRefIndex,
implements a rigorous methodology of identifying redundant protein sequences and integrating disparate
data records that reference the same peptide sequences, despite many potential differences in data identifiers
across various source databases. iRefWeb offers a unified user interface to all interaction records and
associated information collected by iRefIndex, in addition to a number of data filters and visual features
that present the supporting evidence. Users of iRefWeb can explore the consolidated landscape of pro-
tein–protein interactions, establish the provenance and reliability of each data record, and compare annota-
tions performed by different data curator teams. The iRefWeb portal is freely available at http://wodaklab.
org/iRefWeb.

Key words Protein–protein interactions, Interaction networks, Proteomics, Literature curation,
IMEx consortium, PSI-MI standards, Bioinformatics resources, iRefWeb, iRefIndex

1 Introduction

Protein–protein interactions (PPI) play a major role in biochemical
processes across most of the cell types, as well as enabling intercel-
lular signaling and other essential molecular activities in an organ-
ism [1–3]. These interactions often occur among groups of
proteins, called protein complexes. The dynamic nature of such
associations, the order in which different proteins interact with
each other, the three-dimensional structure of proteins com-
plexes—these are just several aspects that should be explored to
gain a better understanding of the biological processes in the cell.
Research in the area of protein interactions has been growing
steadily, targeting a range of organisms, from bacteria and eukar-
yotes, to mammals including mouse, rat, and human [4–9]. These
research efforts are enabled in large part by the advancements in the
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interaction detection technologies, both on a small-scale and using
high-throughput methods (see refs. 10, 11 for review).

In parallel with the primary studies aimed at the detection of
protein interactions and networks, there has also been an impressive
growth of data curation efforts, in which teams of experts examine
the published articles and extract information on the protein inter-
actions described therein. The goal of such efforts is to aggregate
knowledge on PPIs from disparate studies into a unified collection
of PPIs for each organism, and to enable access to the accumulated
protein interactome for the research community worldwide. There
is a number of PPI curation efforts and teams, some targeting
general PPI networks while others focusing on specific organisms
(e.g., mammalian), biological processes (e.g., extracellular matrix),
or interaction types (e.g., protein complexes). This diversity has led
to the proliferation of PPI databases, many of which overlap not
only in terms of their general focus area but also their specific
content [12].

In the early years of PPI curation efforts, different teams often
curated the literature according to their internal protocols. As a
result, PPI records generated by different teams curating the same
publication often differed substantially. In a previous study, we
reported that whenever two different databases curated the same
PubMed article, on average, they fully agreed on just 42% of the
reported PPIs [13]. The agreement on the identities of the proteins
involved in these interactions was higher, about 62%. One of the
common factors leading to differences is the representation of
protein complexes: some databases describe a protein complex as
a group of proteins while others break it into pairwise interactions.
Another important factor has been the identity of the organism
involved: for example, whenever the primary studies describe a
mixture of mammalian protein constructs ambiguously (e.g.,
using mouse orthologs in place of human proteins in their experi-
mental design) the curators have difficulties resolving these ambi-
guities, leading to different organisms being reported in the
annotated records. Similarly, agreement was lacking on the descrip-
tion of the PPI itself, such as the exact terminology used to repre-
sent interaction types or detection methods used in the original
publication.

Eventually the PPI community developed a set of PPI repre-
sentation standards and common curation protocols, which have
been led by the IMEx consortium [14–17] with key data standards
made available through the Proteomics Standards Initiative (PSI).
These efforts made significant contribution to the research fields by
promoting two types of data formats for PPI representation: one is
a tab-delimited textual format to represent molecular interactions
(MI), called PSI-MITAB format, which presents a collection of
PPIs as a human-readable table; the other is a PSI-MI XML format,
which is more flexible but typically requires XML processing tools
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and software to operate on [18]. In addition, the Molecular Inter-
action (MI) ontology is widely used as a controlled vocabulary for
describing the type of interactions, the interaction detection meth-
ods used in the primary study, and various other annotation items
related to the PPI [18]. E.g., the ontology term MI:0915 defines
the interaction type “physical association” as follows: “Interaction
between molecules within the same physical complex. Often identified
under conditions which suggest that the molecules are in close proxim-
ity but not necessarily in direct contact with each other.” Such term
would be found in the 12th column of the MITAB data format.
The seventh MITAB column would contain interaction detection
methods, such as MI:0676 “tandem affinity purification” as defined
in the MI ontology. While different curators may not always agree
on the supporting evidence found in the primary publication, the
IMEx consortium provides guidelines for a common usage of the
ontology terms and other curation practices.

An important later development was the introduction of the
PSICQUIC web services [19], which maintain a repository of PPI
data providers and allow their respective PPI databases to be
searched in real time. There are a number of advantages to this
automated approach: new data providers can join the PSICQUIC
registry; the users are able to see which of the data repositories are
currently online using PSICQUIC View from EBI (http://www.
ebi.ac.uk/Tools/webservices/psicquic/view/); and the data
records can be retrieved jointly from multiple databases using the
same syntax, defined via the Molecular Interaction Query Lan-
guage (https://psicquic.github.io/MiqlDefinition.html). The
PSICQUIC View also provides a “clustering” tool, which attempts
to resolve redundancies in the PPI records retrieved from multiple
databases. However, this automatic framework has substantial
drawbacks related to data aggregation: many of the redundancies
between databases remain unresolved, especially whenever different
source databases represent their data differently. For example, Bio-
GRID [20] uses gene IDs as its main identifier system for inter-
actors, whereas databases such as IntAct [21] and many others use
protein IDs. This and other discrepancies create a substantial bur-
den for the user, who needs to decide how to post-process the
retrieved data records further, e.g., by using external ID mapping
systems and/or writing custom software scripts. The required con-
solidation of PPI data beyond a simple matching of protein IDs is
far from trivial. In fact, the user might not even be fully aware of the
full extent of redundancies in the automatically merged dataset
until the data are carefully examined.

To address these problems we have created the iRefWeb
resource [22], which provides an easy access to PPI datasets con-
solidated from major public databases. Unlike the systems that
integrate data automatically on-the-fly, iRefWeb offers its users a
carefully constructed landscape of PPI data, with supporting
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evidence and data provenance. The datasets are integrated using a
well-defined and rigorous procedure based on peptide sequence
matching, called iRefIndex [23], which is described in the next
section. While an entire iRefIndex collection of consolidated PPIs
can be downloaded at https://irefindex.vib.be/, iRefWeb provides
a user-friendly web interface to the data, allowing users to invoke
different types of filters to enable targeted searches and to examine
the supporting evidence for different PPIs.

A key functionality of iRefWeb is its ability to compare annota-
tions extracted by different curator teams: this comparative analysis
helps the users to assess the overlaps between co-annotations of the
same publication, identify the items present in some annotations
but absent in others, and thus gauge the difficulties and ambiguities
faced by the curators. Ultimately the users may choose to follow the
link to the original publication and examine for themselves the
strength of the supporting evidence for each PPI described therein.

A related feature is the PPI confidence score in iRefWeb, which
reflects the available pieces of evidence in support of the PPI. For
example, PPIs annotated in multiple studies have a higher confi-
dence than those that were described only once. Interactions whose
counterparts appear in other organisms, based on the orthology of
the participating proteins, serve as additional validation. Certain
interaction types (e.g., “direct interaction”) and detection methods
used in the primary study also contribute to stronger confidence in
the interaction record. iRefWeb quantifies these pieces of support-
ing evidence and combines them into a unifiedMI confidence score
based on the methodology developed by the MINT database [24].

2 iRefIndex Consolidation

This section presents a summary of iRefIndex procedure for inte-
grating PPI records from different source databases [23], which are
made available for exploration through the iRefWeb portal. iRefIn-
dex is one of the most rigorous procedures for consolidating
redundant PPI records to date. iRefIndex V.16 released in 2019
provides a more recent version of the consolidated PPI data land-
scape than the current iRefWeb, which is based on an earlier release
of iRefIndex (V.13) compiled in 2014. We also give a short descrip-
tion of the contents of iRefIndex V.16 and means to access the
more recent version of the global PPI landscape it contains.

2.1 Summary

of the iRefIndex

Consolidation

Procedure

For each interaction record retrieved from a source database, iRe-
fIndex generates two sets of keys: one key for the interaction record
and one for each participant protein. These keys are based solely on
the sequence of the proteins, their taxonomy identifiers, and use
the Secure Hash Algorithm as implemented in the SEGUID data-
base [25]. Two interaction records will have identical keys if they
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refer to the same set of identical protein sequences and taxonomy
identifiers.

iRefIndex assigns records with identical keys to a Redundant
Object Group (ROG). Each interaction record involving only pro-
tein interactors is then assigned to a Redundant Interaction Group
(RIG) on the basis of the ROG assignments (Fig. 1). A RIG
identifier (RIGID) is then constructed by concatenating ROG
identifiers and applying the SHA-1 algorithm (Secure Hash Algo-
rithm digest) to the resulting string. The RIGID constitutes a
unique and universal pointer to a set of interaction records
(or records of a protein complex) that all involve the same proteins
from the same organism. That being said, a given RIGID may
involve proteins from different organisms, a rather common occur-
rence for interactions involving human and mouse proteins [26].

The crucial step of this consolidation procedure is to map
protein database references found in the interaction record of the
source database to ROGs. Most often, this reference consists of an
external database identifier (e.g., UniProt) and an accession point-
ing to a record in that database (e.g., P31946), as well as the
taxonomy identifier for the protein. But this is not always the
case, as protein references in some interaction databases may be
malformed, deprecated, ambiguous or outright missing, requiring
several indirect steps to complete the mapping, or declare forfeit.
The operations performed during the mapping process are there-
fore described by a mapping score, which reflects the ease with

Fig. 1 Schematic illustration of how ROGs and RIGs are defined in iRefIndex. The two full line ellipsoids
represent redundant object groups (ROG’s). Each ROG contains a set of protein sequence accession numbers
that point to records describing the exact same protein sequence from the same organism. The dotted
ellipsoid represents a redundant interaction group (RIG). This RIG contains a set of protein interaction
accession number that point to records describing interactions between the same two proteins (ROG’s).
Unique identifiers for ROG’s and RIG’s can be calculated independently using the primary sequences of the
proteins, their taxonomy identifiers, and the SHA-1 algorithm (Secure Hash Algorithm digest)
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which the protein reference provided by the source database could
be matched to its sequence and taxon. This score should not be
confused with a reliability score sometimes associated with a
detected interactions [27, 28] as done in some recent
publications [29].

The keys assigned to individual proteins that participate in a
given interaction, or are part of a protein complex, enable the
retrieval of all the information about a given interaction, indepen-
dently of the protein references used in the original records of the
source database.

2.2 iRefIndex

Release V.16

The most recent release V.16 of the protein interaction index
involved parsing PSI-MI files provided by the following 12 interac-
tion databases, at the date of the build (March/April, 2019): BIND
[30], BIND_TRANSLATION (a version of the BIND database
recast in PSI-MI 2.5 XML format [http://download.baderlab.
org]), BioGRID 3.5.171 [31], CORUM [32], DIP [33], HPRD
[34], IntAct [21], IntAct Complex [35], InnateDB [36],
MatrixDB [37], MPact [38], MPPI [39].

In addition the following sources were parsed starting from
MITAB 2.5 formatted csv files extracted from the PSICQUIC [19]
or the locally hosted web service: HPIDb [40], MINT [24], Reac-
tome [41], UniProt [42], VirHostNet [43], as well as BHF-UCL,
MPIDB, MBInfo, and QuickGO (for links to data downloaded
from these four resources see http://irefindex.vib.be/).

In total, 3,169,715 records were retrieved from 21 different
source databases, including 2,114,475 records where all described
interacting elements (“interactors”) are proteins. As in previous
iRefIndex and iRefWeb releases, records involving small molecules
and proteins are not indexed. A summary of the interaction records
retrieved from each of the 21 source databases, the protein-
containing records, and the resulting consolidated interaction
redundant groups (RIGs/RIGIDs) are presented in Table 1.

The indexed protein-only records and various associated data
items from each record were parsed into a PostgreSQL database,
which has been aggregated in the PSICQUIC View. Data of the
V.16 release and details of the included information are also avail-
able in taxon-specific divisions via the PSI-MITAB 2.5
tab-delimited text format (at http://irefindex.vib.be).

The incremental change in the number of interaction records
for major model organisms in iRefIndex V.16, relative to the V.13
release currently accessible in iRefWeb, is listed in Table 2. For
human, mouse, and plants (A. thaliana) the number of consoli-
dated interactions has more than doubled, whereas for the yeast
S. cerevisiae and E. coli, the incremental change has been minor
(<15%). The number of interactions, proteins, and curated articles
(Pubmed IDs) for major model organisms and some less well
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studied ones, available in the V.16 release of iRefIndex, is pictorially
summarized in Fig. 2.

Presently, iRefIndex is updated by rebuilding the entire dataset.
Releases are accompanied by a detailed README file listing the

Table 1
Summary of mapping interaction records to RIGs (redundant interaction groups) in the iRefIndex V.16
build

Source DB
Total
records

Protein-
related PPI

PPI
assigned
RIGID

PPI assigned
unique RIGID

% PPI assigned
unique RIGID

BHF-UCL 2341 2328 2328 1515 65.08

BIND 157,736 153,063 73,206 54,161 73.98

BIND_TRANSLATION 192,923 84,138 82,228 60,872 74.03

BioGrid 1,653,530 778,945 775,480 568,254 73.28

CORUM 4274 4274 4270 4018 94.10

DIP 81,731 80,134 79,879 77,472 96.99

HPIDb 3007 2840 2840 1558 54.86

HPRD 83,022 83,022 82,983 40,542 48.86

InnateDB 18,408 18,300 17,807 12,728 71.48

IntAct 571,739 520,992 520,864 329,941 63.34

IntAct Complex 2536 2016 2016 1995 98.47

MatrixDB 36,945 36,867 36,867 22,374 60.69

MBInfo 542 522 522 331 63.41

MINT 81,305 80,746 80,731 44,969 55.70

MPact 16,504 16,504 16,373 13,398 81.83

MPIDB 1505 1504 1425 893 62.67

MPPI 1814 1758 1578 776 49.18

QuickGO 71,979 58,723 56,583 28,741 50.79

Reactome 141,996 141,996 141,844 130,128 91.74

UniProt 11,118 11,033 11,033 6239 56.55

VirHostNet 34,760 34,760 34,760 30,178 86.82

(All) 3,169,715 2,114,475 2,025,626 1,079,693 53.30

The source databases are listed in column 1. Columns 2 and 3 list, respectively, the total number of records, and protein-

related records, retrieved from each source database. Columns 4 and 5 list the absolute number of protein–protein
interactions (PPIs) assigned to all RIGs and to unique RIGs, respectively. Column 6 lists the fraction of unique RIGs,

computed as the ratio of unique over all RIGs. RIGID constitutes a unique and universal pointer to a set of interaction or

complex records that all involve the same proteins from the same organism. The last row lists the total number (or value)

in each column
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release number, release date, a detailed description of the format
and any change notices at http://irefindex.vib.be/. The code base
of the current release V.16 is available at https://github.com/
abotzki/irefindex.

Tools to access and analyze the data in iRefIndex are provided
by PSICQUIC. These tools allow to perform various operations
such as: selecting PPI data from specific source databases or pub-
lications (defined using PubMed IDs), or interactions detected by
specific experimental methods. They also enable searching for spe-
cific proteins, separating binary interactions from complexes, com-
puting general database statistics, and performing other types of
specialized analyses. Alternatively, the iRefIndex V.16 dataset can
also be queried via the Bioconductor package PSICQUIC (https://
www.bioconductor.org/packages/release/bioc/html/
PSICQUIC.html).

3 Materials

This section describes several pieces of information required to
query the iRefWeb portal. These items are publicly available from
third-party resources and may be used optionally, or in combina-
tions, to refine the data searches and retrieval.

We will demonstrate an iRefWeb exploration using human
histone deacetylase (HDAC) proteins, which are chromatin mod-
ifying factors involved in key epigenetic processes in the cell. In

Table 2
Incremental change in the number of interaction records for major model organisms in iRefIndex V.16
relative to V.13 currently available in iRefWeb

Taxonomy ID Organism name # PPI V.16 #PPI V.13 % Change

9606 Homo sapiens 662,814 222,098 198

559292 S. cerevisiae S288C 133,463 117,029 14

7227 D. melanogaster 74,582 44,906 66

10090 Mus musculus 65,514 30,137 117

3702 A. thaliana 57,809 21,454 169

6239 C. elegans 16,947 14,102 20

83333 E. coli K-12 16,706 15,269 9

192222 C. jejuni subsp. jejuni 11,930 11,973 ~0

284812 S. pombe 972h- 10,179 8626 18

Columns 1–4 list, respectively, the NCBI taxonomy ID, the organism name, the number of consolidated interaction

records in V.16 and the number of such records in V.13
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Fig. 2 Per organism statistics for iRefIndex V.16. Pictorial summary of the
number of nonredundant interactions, proteins and publications for major
model organisms consolidated from the 21 listed source databases and made
available in iRefIndex release V.16 . “Other” stands for other organisms
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preparation for this scenario, the user may wish to examine several
pieces of information outlined below.

1. Search the UniProtKB at http://www.uniprot.org [42] for
“human histone deacetylase”. Observe that the histone deace-
tylate 1 protein has the UniProt identifier Q13547 and name
HDAC1_HUMAN; whereas histone deacetylate 2 has the
UniProt identifier Q92769 and name HDAC2_HUMAN (see
Note 1).

2. Search NCBI Gene database at http://www.ncbi.nlm.nih.gov/
gene [45] for “human histone deacetylase”. Observe that the
histone deacetylate 1 gene has the Gene ID 3065 and histone
deacetylate 2 has Gene ID 3066 (see Note 2).

3. Search PubMed at https://www.ncbi.nlm.nih.gov/pubmed
for the publication ID 9150135. Examine the abstract of the
paper by Zhang et al. [44, 45] and observe the names of the
interactors involved in the human Sin3a protein complex,
including HDAC1 and HDAC2.

4 Methods

In this section, we demonstrate how to search iRefWeb for PPIs
involving human histone deacetylase proteins HDAC1 and
HDAC2, and how to examine the supporting evidence for such
interactions.

4.1 Search for PPIs

Involving Specific

Proteins

1. Start at the iRefWeb search page at http://wodaklab.org/
iRefWeb/search.

2. Enter “hdac1” in the Left search box in the panel Search Terms.
Once a popup panel with multiple matching interactors appear,
select HDAC1_HUMAN using the checkbox, then click the
button “Add your checked selections to your search query
term” (see Note 3).

3. In the panel Search Filters, click the link Expand All Filters,
which is updated automatically following each selection. Exam-
ine the PPI counts next to each item (Fig. 3).

4. Observe that there are 688 interactions involving HDA-
C1_HUMAN in the current iRefWeb version, of which the
vast majority are single-organism interactions, i.e., those
involving only human proteins (651 out of 688). However,
some PPIs also involve proteins frommouse, rat, fruit fly, zebra
fish, and several viral species, as could be seen in the filter.

5. Observe that the majority of the interaction records are sup-
plied by the BioGrid source database: 447 out of 688, or 65%
of the total collection (see Note 4).
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6. Click on the blue Search button to retrieve the table of results.

7. Click on the green Download Interactome button, then select
MITAB option in the popup window, in order to save the
results. The retrieved tab-delimited file has 54 columns (see
Note 5).

4.2 Refine

the Search Using

Additional Proteins

and Filters

1. Now enter “hdac2” in the Right search box in the panel Search
Terms and select HDAC2_HUMAN in the popup panel, then
click the button “Add your checked selections to your search
query term” (see Note 6).

2. Observe that the PPI counts in the filters have changed, repre-
senting interactions that involve both HDAC1 and HDAC2

Fig. 3 iRefWeb filter panel. The filter panel presents the option to select specific types of PPI records,
organisms of interests, or supporting evidence. The numbers next to each item represent the PPI counts in the
corresponding category, and are dynamically updated once search terms are entered or filter items are
selected. The currently shown counts represent all PPIs that involve HDAC1_HUMAN interactor
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proteins. There are 90 such interactions in total. The filter
subpanel Nature of Interaction shows that all but one of the
PPIs are multi-subunit records, i.e., representing protein com-
plexes. Only one result is a pairwise PPI.

3. Observe that now CORUM provides the largest number of
results among all databases (37 out of 90 PPI records), which is
perhaps not surprising given its focus on mammalian com-
plexes. The second largest contribution (35 PPI records)
comes from IntAct, which is a leading member of the IMEx
consortium.

4. Select the check box next to the filter “pairwise” in the Nature
of Interaction subpanel. Observe that this selection restricts the
results to the single pairwise PPI between HDAC1 and
HDAC2 proteins.

5. Observe that now the Source Database filters indicate that this
PPI record is contributed by four different databases: BioGrid,
HPRD, IntAct, and Ophid.

6. Click on the blue Search button to retrieve results, then click
on the link “1026051” in the Interaction ID column to load
the interaction record.

7. Examine the table of supporting information for the PPI
extracted from the source databases: each row in the table
represents a separate annotation including the original publica-
tion represented by the PubMed ID; the interaction type
represented by the PSI-MI ontology term; and the interaction
detection method represented by another PSI-MI term. This
interaction has a very strong support from different source
databases and from numerous publications (seeNotes 7 and 8).

8. Observe the information on the MI Score near the top of the
page, indicating 1.00—a very high degree of confidence. Click
on the link “1.00” to retrieve a page with the MI score details.

9. Click “Show details” to review the many individual pieces of
supporting evidence for this PPI, such as the list of 80 support-
ing PubMed publications, the list of many protein complexes in
which the HDAC1-HDAC2 pair appears, and a list of interac-
tions between orthologs of HDAC1 and HDAC2 in other
organisms.

4.3 Examine

the Differences

in Annotations from

Different Source

Databases

1. Return to the PPI page for the interaction 1026051 between
humanHDAC1 andHDAC2 proteins. In the table of support-
ing evidence, observe three occurrences of the PubMed ID
9150135. These three table rows represent original records
from BioGrid and IntAct: although both databases recorded
the interaction type as “physical association” (MI:0915), their
curation of the interaction detection methods is different: the
BioGrid used the term “static light scattering” (MI:0104)
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whereas IntAct recorder two different ontology terms, “bimo-
lecular fluorescence complementation” (MI:0809) and
“methyltransferase assay” (MI:0515), based on the same
publication.

2. To examine all available annotations for the PubMed ID
9150135, click on the link “9150135” in the Evidence table,
which loads the annotation page for this primary publication
(see Note 9).

3. Observe that the article was curated by five different source
databases, resulting in a total of nine distinct interactions
involving ten distinct proteins (Fig. 4).

As can be seen from the annotation table, there are numer-
ous differences between the curation records from the individ-
ual databases. Some of these relate to representing protein
complexes as either a series of pairwise interactions or a single
multi-subunit interaction. For example, the HDAC1-HDAC2
pair appears as a separate PPI record in BioGrid and IntAct, but
as part of a larger multi-subunit complexes recorder by

Fig. 4 iRefWeb annotation for a specific publication. The annotation page summarizes all curation efforts from
source databases for a given publication. The table also shows which PPIs or protein interactors were curated
by each database, helping the user to examine the similarities and differences between individual annotations.
The annotation table shown here corresponds to the PubMed ID 9150135
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CORUM and HPRD. However, the CORUM complex con-
tains seven protein subunits whereas HPRD has only six.
Observe that some of the pairwise PPIs are present in both
BioGrid and IntAct while other are present in only one of these
databases but not the other. For example, none of the PPIs
from BioGrid include the histone deacetylase complex subunit
SAP18, whereas all other databases included this interactor in
their curation records. Only CORUM andHPRD included the
protein SIN3A.

4. To assess the information in the original publication, expand
the Abstract link near the top of the page. Both the abstract and
the article title: “Histone deacetylases and SAP18, a novel poly-
peptide, are components of a human Sin3 complex” indicate that
SAP18 and the Sin3a complex are the main subject of the study
[44]. Interested users may then review the original publication
and form their own opinion about the strength of the support-
ing evidence for each of the interactors and PPIs.

5 Notes

1. The UniProt search for “human histone deacetylase” returns
thousands of records. Near the top of the list are not only
several HDAC proteins but also their interactors that are part
of the same protein complexes as the HDACs. These include
histone deacetylase complex subunit SAP18 and SAP30,
histone-binding proteins RBBP4 and RBBP7, and paired
amphipathic helix protein SIN3A.

2. The NCBI search also shows various aliases of the two genes of
interest: HDAC1 is also known as GON-10, HD1, KDAC1,
RPD3, and RPD3L1; and HDAC2 is also known as HD2,
KDAC2, RPD3, and YAF1. This demonstrates the need to
use stable identifiers to represent interactors, and the potential
ambiguities faced by the curators when they encounter gene
names in the publications.

3. This action may also be performed by searching the Left box
for the UniProt accession “Q13547” or the gene ID “3065.”

4. The fact that BioGrid provides the majority of the interactions
is influenced in part by the representation of protein com-
plexes: whereas many other databases may represent a complex
as a single interaction record with multiple constituent pro-
teins, BioGrid breaks it down into a series of separate pairwise
interactions, thereby providing a larger number of individual
PPI records.
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5. A full description of each column of the PSI-MITAB file format
is available at: https://irefindex.vib.be/wiki/index.php/
README_MITAB2.6_for_iRefIndex_13.0.

6. As in the case of HDAC1, this action may also be performed by
searching the Right box for the UniProt accession “Q92769”
or the gene ID “3066.”

7. In this PPI record the majority of interaction types were
curated using the terms “association” (MI:0914) and “physical
association” (MI:0915), which indicates that the two proteins
HDAC1 and HDAC2 were detected in the same protein com-
plex but not necessarily in a direct physical contact.

8. The presence of a generic terms “molecular interaction”
(MI:0000) indicates that the information on a specific interac-
tion type was not provided in the original source-database
record in the manner compliant with the PSI-MI ontology.

9. Alternatively, users may retrieve the same annotation table by
searching for the 9150135 in the text box Pubmed IDs at the
main iRefWeb search page http://wodaklab.org/iRefWeb/
search.
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Abstract

Efficient and comprehensive data management is an indispensable component of modern scientific research
and requires effective tools for all but the most trivial experiments. The LabDB system developed and used
in our laboratory was originally designed to track the progress of a structure determination pipeline in
several large National Institutes of Health (NIH) projects. While initially designed for structural biology
experiments, its modular nature makes it easily applied in laboratories of various sizes in many experimental
fields. Over many years, LabDB has transformed into a sophisticated system integrating a range of
biochemical, biophysical, and crystallographic experimental data, which harvests data both directly from
laboratory instruments and through human input via a web interface. The core module of the system
handles many types of universal laboratory management data, such as laboratory personnel, chemical
inventories, storage locations, and custom stock solutions. LabDB also tracks various biochemical experi-
ments, including spectrophotometric and fluorescent assays, thermal shift assays, isothermal titration
calorimetry experiments, and more. LabDB has been used to manage data for experiments that resulted
in over 1200 deposits to the Protein Data Bank (PDB); the system is currently used by the Center for
Structural Genomics of Infectious Diseases (CSGID) and several large laboratories. This chapter also
provides examples of data mining analyses and warnings about incomplete and inconsistent experimental
data. These features, together with its capabilities for detailed tracking, analysis, and auditing of experi-
mental data, make the described system uniquely suited to inspect potential sources of irreproducibility in
life sciences research.
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1 Introduction

The problem of managing experimental data is as old as the
research laboratory itself, and the efficient and comprehensive
data management is an indispensable component of modern scien-
tific research. The contemporary understanding of data manage-
ment defines it as a “process that includes acquiring, validating,
storing, protecting, and processing required data to ensure the
accessibility, reliability, and timeliness of the data for its users”
[1]. In recent years, data management has been increasingly recog-
nized as one of the most vital factors affecting the reproducibility of
research data. On the other hand, data management problems are
quite often underestimated by both scientists and the general pub-
lic. The widely publicized recent examples from the airline industry
show that poor data management (as well as management in gen-
eral) may have unpleasant consequences, like the public spectacle of
dragging a passenger from a plane, which resulted in negative
publicity and subsequent drop in stock value for one of the major
airlines. Biomedical data management is generally much more
sophisticated but still not perfect. Inconsistencies and errors in
the public record are usually detected and corrected by the collec-
tive efforts of other scientists, but this is not an instantaneous
process and is hampered by the difficulty of reporting negative
results. The losses associated with lack of reproducibility are esti-
mated to be on the order of many billions of dollars [2]. Identified
inconsistencies are often followed by detailed analysis and in many
cases by the correction of errors and frequently the sources of
errors.

Traditionally, data management in research laboratories has
been addressed by simple approaches such as paperbound lab note-
books and, since the 1980s, computerized spreadsheets. However,
these approaches do not remove or even track inconsistencies and
do not scale well to the requirements of modern biomedical
research, especially in large-scale, high-throughput collaborative
programs that generate vast amounts of experimental data in geo-
graphically distinct laboratories. These traditional approaches are
often inadequate to assure the reproducibility of experiments, even
when work is performed in a single laboratory. In the last 10 years,
there has been an increasing awareness that the reproducibility of
experimental research cannot be taken for granted [3, 4]. According
to some estimates, about 50% of preclinical research (at the cost of
around $28 billion per year) may be irreproducible [2]. The con-
cerns about reproducibility problems are motivating funding agen-
cies worldwide to introduce new requirements for managing and
sharing data generated from sponsored research [5].

Recent advances in information technology have led to the
development of database-driven platforms to efficiently collect,
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store, annotate, and analyze laboratory data. Electronic laboratory
notebooks (ELNs) can be thought of as a digital replacement of a
paperbound notebook. However, increasingly sophisticated labo-
ratory information management systems (LIMSs) are slowly super-
seding the use of ELNs and spreadsheets [6]. Numerous electronic
notebooks and LIMSs have been developed in academia and indus-
try, not only for large-scale projects but also for traditional, small to
mid-size laboratories. To address particular experimental problems,
diverse specialized systems have been designed to track specific
kinds of sequential, microarray, metabolomics, proteomics, chemi-
cal, pharmacological, structural, and functional data [7–12]. Man-
ufacturers of laboratory equipment often provide proprietary tools
for tracking the data collected by these systems, although these
tools are usually limited in scope and tied to the manufacturer’s
equipment. Several commercial LIMSs have been released for
specialized data management tasks [13–15], but while they have
been widely adopted in clinical labs, most off-the-shelf systems are
not versatile enough to capture the different types of experimental
data that are generated by academic biomedical research
[16]. Biological and biomedical data are highly interconnected,
and effective data management systems must take into account
the diversity of data and experimental methods. To our knowledge,
no data management system can accommodate the breadth of
information that is necessary to encompass the “big picture” for
any substantial biomedical project. For that reason, none of the
existing systems have so far reached widespread acceptance in aca-
demia. For big pharma, the data management systems are so valu-
able that they often do not disclose any information about them.

Structure-function research, which is a major focus of this
chapter, requires the full characterization of proteins and other
macromolecules, including 3-D structure determination. The
structure determination pipeline includes cloning, protein produc-
tion, method-specific sample preparation (such as crystallization,
deuterization, or cryo-EM grid preparation, structure solution, and
model refinement). Biochemical and biophysical experiments are
usually performed in advance and are often critical during the
structure determination and interpretation stage. Conversely, the
3-D macromolecular models that are experimentally determined
frequently inspire subsequent functional experiments, which may
include ligand binding experiments or mutational analysis to test
models based on the structural interpretation. The final analysis
usually requires the examination of the structural and functional
information in the context of other similar macromolecular
structures.

Integrating these diverse data presents a serious challenge for
effective data management. In order to surmount this challenge, a
number of LIMSs have been developed for structural biology, and
many were designed by large-scale structural genomics
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(SG) programs. These include Xtrack [12], SESAME [17], PiMS/
xtalPiMS [18, 19], and HalX [20]. Some SG programs have relied
on customized commercial LIMSs [21]. Modern crystallographic
software suites, such as CCP4 [22, 23], Phenix [24, 25], and
HKL-3000 [26, 27], organize the computational data they gener-
ate. These systems make it relatively easy for crystallographers to
keep track of the parameters and results of calculations along the
path from crystallographic data to a refined model that is ready for
publication and deposition into the PDB.

Here, we describe our experiences managing structural biology
data using a component-based data management system that we
have developed for the acquisition, validation, storage, and analysis
of biomedically oriented experimental data. The general descrip-
tion applies to any modern data management system; however, the
examples and some details presented here reflect our experiences
developing the LabDB modular LIMS. LabDB is composed of
several separate components, each optimized to perform a particu-
lar task (Fig. 1). The reagents-tracking module, which tracks che-
micals, laboratory supplies, and stock solutions, is a prerequisite for
all other components. The components that are essential for a
structural biology laboratory include protein production, crystalli-
zation, and structure determination modules.

The core of the system contains an underlying relational data-
base and an associated web interface. Most of the components of
the system are web-based, some use native interfaces, and some use
a combination of both, according to the task involved. The data-
base is directly interfaced with theXtaldb application for designing,
recording, and analyzing crystallization experiments [28–30] and
the HKL-2000/-3000 crystallographic data processing and struc-
ture determination suite [26]. The integration of LabDB with the
HKL suite allows scientists to automatically obtain information
about the protein(s) and sample characterization during data col-
lection, structure determination, and refinement. The initial struc-
ture determination results are directly transferred to LabDB, which
allows others to design new biomedical experiments based on the
structural information. The effect of the synergy of this integration
cannot be overestimated.

LabDB focuses on minimizing human input by harvesting data
directly from laboratory hardware whenever possible and uses sev-
eral equipment-specific clients and modules for automated data
acquisition. During the last 10 years, multiple instances of LabDB
have been used to record experimental data for tens of thousands of
protein targets in a number of large-scale high-throughput bio-
medical centers, including the Center for Structural Genomics of
Infectious Diseases (CSGID), the Midwest Center for Structural
Genomics (MCSG), New York Structural Genomics Research Con-
sortium (NYSGRC), and the Enzyme Function Initiative (EFI).
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The system has played an important role in ensuring the reproduc-
ibility of experiments in the labs where it has been deployed.

2 Data Model, Data Acquisition, and Validation

2.1 Data Model The data of interest in a structural biology laboratory is associated
with entities representing different types of physical samples, exper-
imental trials, calculations, etc. In turn, each of these data objects
has attributes that describe specific details of these entities. Most
existing LIMS implementations map the objects to a relational
database with a schema comprised of the experimental
components.

The LabDB relational database (currently LabDB uses the
open-source PostgreSQL database) is arranged around “projects,”
which correspond to individual proteins, macromolecules, or com-
plexes. Mutants or other modifications of a protein (e.g., having
different purification tags) are considered to be experimental var-
iants within the same project. A given project usually encompasses
multiple physical samples: clones, purified proteins, crystallization
drops, harvested crystals, and others. Projects can optionally be
aggregated into project groups. Data related to cloning, expression,
purification, and biochemical characterization of the proteins are
maintained by the “protein production” module, while data related
to experimental crystallographic aspects are maintained by the crys-
tallization component. The structure determination component,
hkldb, keeps track of all computational crystallographic parameters,
from data collection to deposition of the refined structural model
into the PDB. hkldb is tightly integrated with the HKL-3000
structure determination suite that ensures automated metadata
collection about the whole structure determination process.

Fig. 1 The overall organization of LabDB, showing that expansion modules can be added to provide extra
functionality
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LabDB was initially used to track all the steps of protein pro-
duction, crystallization, and diffraction experiments for high-
throughput structural biology and designed to require that a logical
sequence of events would occur for each project. The origin of
most experimental pipelines is a recombinant DNA clone, but a
project can represent a complex of interacting proteins or a single
protein purified from a natural source. In a typical workflow, clones
are transformed into competent E. coli cells, and the encoded
protein is expressed, purified, and crystallized for diffraction experi-
ments. The purified proteins are often mixed with ligands, binding
partners, or modifying enzymes before crystallization; in LabDB,
such mixtures are referred to as “macromolecule preps” or just
“macropreps.” During crystallization trials, the protein solutions
are combined with a variety of components like buffers, salts,
organic molecules, and/or ligands in an effort to grow crystals.
When luck prevails, these usually fragile crystals are harvested and
subjected to X-ray diffraction experiments [31]. Well-diffracting
crystals can usually lead to interpretable electron density maps,
which can be used to generate structural models of the protein.
The final step is iterative refinement combined with model rebuild-
ing and validation procedures. Each stage of this experimental
pipeline has many parameters that must be recorded, as sometimes
even slight changes can have dramatic effects on sample characteri-
zation. LabDB was designed to enforce recording a complete
experimental provenance of any physical sample so that it can be
traced back to the “source,” e.g., a clone, a purified protein, or a
protein shipped from elsewhere.

2.2 Acquisition

of Various Types

of Laboratory Data

Acquisition of experimental data in a research laboratory can be
performed in different ways depending on various factors, such as
the type and complexity of the data, point of acquisition, available
resources, and database/equipment compatibility. A major draw-
back of many existing LIMS is their overreliance on manual user
input. While LIMS can provide benefits to experimenters, (e.g., the
ability to easily share data with others, tools to analyze data, etc.),
there can be drawbacks as well: namely, the additional time needed
to enter and curate data. In practice, researchers are reluctant to
adopt data management systems unless their benefits significantly
outweigh the additional time outlay.

The underlying data acquisition concepts are presented in
Fig. 2. In our experience, the integrity and completeness of the
data are inversely proportional to the effort that is required from
the user to input the data, especially in the case of “failed” experi-
ments, where manual data entry is scarce and motivation to manu-
ally enter data may be particularly weak. If the required user effort is
minimal and the data is automatically collected, the data will be
more complete and generally have higher integrity (provided the
equipment is working reliably). However, if the user is asked to
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input data by hand, then the data will be limited and contain many
errors and discrepancies. The difference is akin to tracking a per-
son’s location via phone GPS versus conducting a survey to deter-
mine where they were at a given time. Briefly, the methods of data
acquisition can either be manual and automated, with further
division into the complexity of input required by the user. The
most time-consuming aspect of data acquisition is the manual
input of data followed by manual upload of data files (e.g., import-
ing data en masse from spreadsheets or comma-separated value
(CSV) files or other output files produced from laboratory hard-
ware) and manual entry of metadata. These last two steps are
generally not required for the main experimental tasks but usually
provide additional data; e.g., users may want to upload a gel asso-
ciated with a protein purification (Fig. 3). Complex characteriza-
tion steps such as thermal shift assays, isothermal titration
calorimetry (ITC) experiments, and kinetic assays require a certain
amount of metadata, which usually consists of an experimental
protocol and the parameters of each experimental replicate.

Semiautomated data acquisition requires a user to either input
or confirm some information that is either harvested automatically
or is associated with an external event. LabDB can monitor com-
puter folders or by running equipment-specific methods, with
metadata provided by the user. More information can be extracted
by uni- and bidirectional communication with the database/LIMS
that are controlling the hardware and storing experimental results.
Each direction of the communication improves data integrity. Bidi-
rectional communication is the most complex to develop and
requires cooperation between different vendors but provides the
most benefits in terms of data integrity and completeness, as

Fig. 2 Data integrity and completeness vs. the effort required from users to input data for various types of data
entry
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discussed below. However, this approach may be limited by the
availability of a software development kit (SDK) or application
programming interfaces (API) that would allow access to the data
by external programs.

2.2.1 Reagents Module The reagents component maintains an inventory of chemicals,
stock solutions, and other reagents; their usage is tracked by
other components. Chemicals are identified by CAS numbers and
SMILES [32] representations, and pertinent information is down-
loaded from PubChem [33]. Bottles with chemicals or solutions

Fig. 3 Additional files, such as gel images can be associated with experiments in LabDB. LabDB can read
additional data from image acquisition systems. The presented gel was acquired using a Bio-Rad Gel Doc™
EZ Gel Documentation System and processed and annotated using Image Lab™ Software
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are labeled with barcodes. Solutions can be entered into LabDB
through a web-based form. The form allows complex solutions to
be created using a mixture of chemicals in their original chemical
bottle and/or other solutions as their starting point. If a chemical
bottle is used, then the chemical bottle’s barcode can either be
scanned or selected, and a final concentration is entered by the
user. If a multicomponent solution is used as the starting point,
all of the components of that solution are listed along with their
stock concentration. Final concentrations are added by either enter-
ing the dilution factor or the final concentration of one of the
components, thereby keeping the relative concentrations of solu-
tion components proportional. Multiple solutions or individual
chemicals can be used to create a solution. Overall solution proper-
ties, such as name and volume, are required. The pH for the
solution is not calculated from the individual components in the
current version of LabDB. The default label will include a barcode,
the solution’s name, the creator’s name, the date, and the solution
components. Labels can be edited before they are printed on a
network-connected label printer.

Storage System The storage system contained within LabDB is a flexible, hierarchi-
cal system that allows storage containers to be placed within other
containers. Each storage location can have one or more “children”
locations, forming a set of hierarchical trees of ancestors and des-
cendants, where the “root” storage locations are different rooms in
the laboratory. Examples of storage containers in a room are the
built-in shelves and large storage units such as freezers, refrigera-
tors, and cabinets. The shelves of these large storage containers are
themselves considered containers, as are any racks or boxes used to
group similar reagents together. The hierarchical nature makes it
possible to group items together and move them en masse. If one
moves a freezer from one room to another, all the descendent
storage locations (e.g., shelf 1, the blue box that is on shelf
2, etc.) and the individual items they contain are automatically
moved. Each storage location can be assigned a barcode that can
be used to quickly identify the location when assigning an item to a
location (Fig. 4).

The storage location of individual items can be displayed in
LabDB when viewing the item’s details (or a list of items), and an
itemized list of all the items contained within a storage location can
be displayed in a tree view. The storage system has several quick
entry methods. One can scan a storage location’s barcode and then
scan numerous items as they are placed in the location. In the
inventory check feature, where one scans all of the items in a
location, LabDB will indicate which items were missing or unex-
pectedly present (along with their currently assigned location). The
inventory can be updated or changed on a per item basis. We are
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currently adding safety information to the storage system, to alert
users, or authorities in case of emergencies, about potentially harm-
ful materials that are contained within a storage location.

2.2.2 Protein Production

Module

The “Protein Production” component of LabDB stores informa-
tion about protein cloning, expression, and purification. Experi-
mental data are organized in a tree-like data structure: each
experimental step must be connected to a preceding step (e.g.,
expression must be tied to a particular clone). Data can be entered
manually by researchers using a web browser as a specific step is
completed; batches of experiments performed en masse can be
imported from spreadsheet files.

2.2.3 Crystallization

Module

The crystallization module gathers data about crystallization trials:
the setup of crystallization plates, the contents of individual wells
and drops, the origin of harvested crystals, and any special condi-
tions used during crystal harvesting (Fig. 5). The interface can be
used to assign a crystallographic screen to the wells and drops of a
crystallization plate. Most commercial screens are predefined and
new commercial as well as custom crystallization screens are easily
generated or can be downloaded from the Formulatrix web page
[34]. Plate templates can be created with up to six different drops
per well, making it possible to examine several parameters within
each chamber (well) of the crystallization plate. Each drop of a
chamber can contain a different macromolecular prep of a project,
and the volumes of the macroprep and the screen used for each
drop can be different. Each drop will have an associated screen,
which does not have to be the same as the screen in the reservoir,
unlike in the traditional style of crystallization plate. Thus, LabDB
makes it possible to track alternative reservoir screening [35]. For
example, sodium chloride can be in the reservoirs while different
crystallization screens can be used for each drop position. This type

Fig. 4 Barcoding stock solutions in LabDB
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of screening can make initial crystallization trials very efficient and
has several other benefits [36].

The module can be configured to gather data directly from the
Minstrel HT (Rigaku) and Rock Imager (Formulatrix) observation
robots (data transferred periodically) or used in manual mode. The
module can also interact with the Xtaldb application [28]: an
expert system that provides tools to design crystallization plates,
record drop images and annotations, and analyze the results.

2.2.4 Structure

Determination Component

Information about structure determination, refinement, and vali-
dation are stored using the hkldb module, which is shared with the
HKL-3000 suite [26]. hkldb allows a bi-directional transfer of data
between HKL-3000 and LabDB. Crystals in LabDB can be
selected for diffraction, data reduction, structure solution, and
model refinement. The availability of complete information about
sample production during any step of structure determination can
be extremely helpful for the estimation of radiation decay or
attempts to identify unassigned electron density. A report contain-
ing statistics of data collection and the refinement process can be
generated (Fig. 6).

Fig. 5 Tracking of plate and crystal data in LabDB. Clockwise from left: 15-well plate, information about the
plate, crystals from well B4 in the plate, and information about the crystal. Only a small portion of each page
from LabDB is shown
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2.2.5 Biochemical

Experiments

The value of structural data is magnified when the data are coupled
with functional experiments such as enzymatic assays, binding
studies, etc. LabDB can accommodate a variety of biochemical
and biophysical experiments to ensure that all available experimen-
tal evidence is associated with projects. LabDB is not a substitute
for external analysis programs that help interpret data coming from
different instruments but rather is a mechanism that ensures the
data is easily retrievable and accessible.

LabDB can import information about absorbance- and
fluorescence-based enzyme kinetic assays. The system tracks both
detailed studies of a particular enzyme-substrate reaction (e.g.,
Michaelis-Menten kinetics) and high-throughput screening plates
involving many substrates or many enzymes. Individual experimen-
tal replicates can be recorded, but calculations of kinetic constants,
such as KM and kcat, need to be performed outside of LabDB. The
first step of entering assay experiments is to define the experimental
protocol. The description should include a detailed description of
the steps, instruments, and buffer composition. These protocols
can be used for multiple projects, so defining an individual “kinetic
assay” involves specifying the protein being used (the macromole-
cule prep) and the substrate being tested.

Fig. 6 An example of X-ray data collection and refinement statistics report produced by HKL-3000 using hkldb.
This screenshot displays about half of the report
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The alternate method of entering kinetic data allows multiple
assays to be submitted at one time, varying either the enzyme or the
substrate. This facilitates searching for a protein with a particular
function or looking for the optimal substrate, respectively, and is
compatible with many 96-well plate readers that can export data.
Data can either be uploaded as a CSV file or manually entered in a
web form. Compositions of experimental layouts can be saved as a
plate design for reuse.

Thermal Shift Assays Fluorescence-based thermal shift assays (FBTSAs) are based on the
detection of fluorescence from a dye present in solution. As pro-
teins in the solution denature in a heat dependent manner, the dye
binds to exposed hydrophobic surfaces, which increases the dye’s
fluorescence. LabDB processes the results of FBTSA experiments
by parsing the output generated by Bio-Rad CFX96 and Applied
Biosystems 7900HT RT-PCR systems, allowing the melting curves
to be visualized within the web interface. Three files can be
uploaded for each experiment: the raw relative fluorescence units,
the derivatives of the melting curves, and an experimental summary.
This not only allows the data to be visualized within LabDB but
allows the raw files to be accessible from anywhere. Individual
curves are displayed below the aggregate figure (Fig. 7).

Isothermal Titration

Calorimetry

Interactions of macromolecules with small molecules or other
macromolecules can be detected using isothermal titration calorim-
etry (ITC). In an ITC experiment, small aliquots of a ligand or a
macromolecule are injected into a sample cell, and the heat change
caused by interaction is measured. ITC has become a staple of
biochemical labs due to its ease of use and its ability to accurately
characterize the binding affinity and stoichiometry of interactions.
LabDB tracks the macropreps and solutions in the experimental cell
and the injection syringe. The file generated from a MicroCal ITC
system as well as an optional analysis file from Origin data analysis
software can be uploaded and used to visualize the results.

Other Biochemical Assays As the variety of experimental methods used by biomedical labs is
broad, the LabDB system also permits entry of basic data about
custom experimental assays. Each trial has to be coupled with a
protocol that describes the method in more detail. The experiments
can be flagged as to whether or not they are successful, and a list of
people involved can be included. This entry is relatively generic and
includes a text field with optional comments or notes, which allows
the researcher to use a standard protocol, yet document any devia-
tions or experimental conditions that are not explicitly described in
the protocol.
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Fig. 7 A sample thermal shift assay with raw data obtained from the Bio-Rad CFX96 system and a derivative
graph
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2.3 Data Validation Data integrity needs to be considered and verified at every step of
the data management process. For example, constraints should be
created during the database or web framework design to ensure
that relationships between pieces of data are legitimate and that
unique attributes (or combinations of attributes) are enforced. This
will prevent entering data that are internally inconsistent or incon-
sistent with the data that are already in the database. For example,
entering two plates with the same name or attempting to put a
96-well screen into a 24-well plate is not possible. Similarly,
attempts to enter incomplete data are prevented by several mechan-
isms, including alerting the scientist responsible for specific instru-
ments when incomplete data are automatically transferred from an
instrument. There are several checks of data consistency. For exam-
ple, plates cannot be transferred from the crystal storage system if
the project is not already in the database because every plate must
be associated with a project.

In contrast to experimental data, the integrity of computational
data is generally not a challenge and is beyond the scope of this
chapter.

3 Technical Implementation

Due to the collaborative nature of modern research, most existing
LIMSs use one fundamental design—a central database and one or
more clients. The clients are usually one of two kinds, either a web-
based or desktop application, although some LIMSs use both to
leverage their distinct capabilities.

Web-based applications are usually suitable for general user
interfaces for data presentation and manual data input. They pro-
vide platform independent interfaces that can be accessed by any
computer connected to the internet (or an internal network) using
a standard browser. There is no need to develop and test the
application on all possible operating system versions and configura-
tions, which makes development and troubleshooting much more
straightforward. Maintenance is easier, as the updates applied on
the server are immediately accessible on the client computers. The
interfaces can be adapted to portable devices such as tablets and
smartphones, providing a consistent user experience across devices
suitable for laboratory use. Mobile devices used at the bench pro-
vide the advantage that data can be input at the same time experi-
ments are performed. However, web interfaces are limited in
complexity by the constraints of the web programming environ-
ment, and it may be difficult to communicate with hardware
attached to client machines. Nonetheless, rapidly evolving Java-
Script technologies allow for more and richer interaction with
web browsers, changing them from simple document viewers into
fully featured extendible development platforms.
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Desktop applications are suitable for clients that require com-
munication with the scientific instruments and are often used for
processing and analyzing substantial amounts of data. The devel-
opment time and effort for such systems can be longer, but the
resulting interfaces can be somewhat more sophisticated and have
extensive communication with external hardware, such as direct
control of the instrument or automated data gathering and proces-
sing. The major drawback is that desktop applications require
development and maintenance of the standalone programs for
several popular operating systems (e.g., Windows, macOS,
Linux). Such programs are generally more difficult to install and
to keep up to date since upgrades must be distributed to each client
computer. Several Java-based clients have solved the problem of
application distribution by distributing the code through a web
browser but at the expense of requiring the user to maintain an
up-to-date Java environment for each browser. In addition, the Java
NPAPI plugin is no longer supported in most modern browsers
due to security concerns. SESAME [17] is one LIMS that uses
these types of applications as a general client. Recent advances in
web technologies, such as cloud computing, software as a service,
and semantic technologies, support the creation of sophisticated
distributed systems. These advancements further blur the bound-
aries between different clients, most of which now serve only as a
user interface, while all data is processed and stored in the cloud.

The current implementation of LabDB mainly uses the web-
based approach. The web framework to generate the pages pre-
sented to the user incorporates the model-view-component (MVC)
architecture (the current implementation uses CakePHP [37]). In
this framework, individual tables in the database are represented by
models, which are related to other models using associations that
denote the relationship. For example, a purified protein may have
many crystallization plates, but a particular crystallization drop
“belongs to” only one crystallization plate. The CakePHP frame-
work has been supplemented with jQuery and JavaScript, permit-
ting forms or pages to be altered based on other choices in the
forms. For example, when entering a crystallization plate, selecting
the project will fetch the appropriate list of “macromolecular preps”
of that protein. In many cases, forms will have a header column,
which populates a whole collection of other form entries.

All four modules store the data they use in a central Post-
greSQL database, and as a result, share common organizational
information, such as projects, laboratories, user accounts, pass-
words, and identification barcodes. Information collected by one
module is accessible within the others. For example, all purified
proteins in the system are available to the crystallization module
and can be used to prepare crystallization plate records. The overall
system database is very large, containing about 250 tables and
30 views separated into a distinct schema for each component.
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Each laboratory can have a separate instance of LabDB with its
own database. All instances share the same schema but have differ-
ent data. Some of the functionality of LabDB is provided by cus-
tomized scripts that are run based on a schedule, which is
controlled by the scheduling daemon cron. For example, a weekly
progress report is emailed to the principal investigator (PI) once a
week, and the external database for a crystallization “hotel” is
queried every 30 min to keep the plates in each system synchro-
nized. Most of the systems run by a daemon can also be triggered
by a button within the interface, providing a means of generating
instantaneous reports.

4 Data Analysis and Data Mining Tools

Each component provides a set of data analysis tools. LabDB
provides several data mining tools to analyze the results of structure
determination and biological assays. Virtually all types of data have
detailed search tools. The basic search tool allows the user to search
for a particular project name, description, responsible person, proj-
ect status, etc. Each type of object (i.e., crystals, clones, thermal
shift assays, etc.) will have object-specific search fields. For example,
crystals can be filtered based on whether or not they have been
tested for diffraction and kinetic assays can be filtered based on the
specific protocol used. Applying a filter will return a paginated table
containing the reduced set of objects. Each object will have a
default set of columns that are displayed, but there is a “Select
Columns” button that allows more (or fewer) columns to be dis-
played in the resulting list. All of the displayed columns can be used
to sort the data.

In addition, there is a number of data analysis “dashboards”
that provide a real-time overview of the status of the project in a
pipeline. LabDB can display statistics for projects or researchers that
summarize progress. The progress summary allows a LabDB user
to specify a time period during which the experiments happened in
the lab and has several predefined periods (e.g., for the past 1, 2, or
3 weeks, 1, 2, or 6 months, or 1 or 2 years). The result (Fig. 8) is a
table reporting how many of each type of experiments were per-
formed during the time period. Most table entries are links that will
bring up the list of experiments associated with that number.
LabDB also builds aggregate statistical reports for different groups
of projects, which can be used to group projects that may be
supported using various funding sources, similar projects that
involve the same collaborator, or projects of related proteins.

In addition to being able to have progress summaries displayed
within the interface, the weekly per person and project statistics are
emailed to the lab members and the PI every week. This feature is
not to check the performance of particular people but rather to
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identify bottlenecks in the research and to identify experimental
steps that need to be addressed.

Another major advantage of LIMS is the potential for quanti-
tative data analysis. In our experience, both crystallization and
cryoprotection protocols were significantly improved after simple
analyses showed which approaches are more productive. Several
researchers in the lab switched to the use of certain crystallization
screens after large-scale analysis of the lab experiments tracked in
LabDB showed that these screens were significantly more efficient
than others for producing harvestable crystals. As another example,
some of the projects were conducted with the “alternative reser-
voir” crystallization method [35]. Analysis of our crystallization
trials showed that this approach produced more crystals per plate
than the traditional approach. Switching to the new crystallization
method significantly increased the lab’s productivity afterward.
Similarly, an analysis of diffraction resolution vs. cryoprotectant
used helped determine the best cryoprotectants for several projects.

Rigorous use of the database during experiments helps in prep-
aration of publications, especially when the experimenter has left
the laboratory, a frequent case in academia. Projects carried out
using LabDB (all research centers) resulted in 156 publications
within the last 7 years. Of those, six achieved a relative citation
ratio (RCR) higher than 5, and two were classified as highly cited
papers in the Essential Science Indicators database (i.e., they were
in the top 1% of papers by field and publication year, according to

Fig. 8 An example of a weekly report automatically sent by LabDB to the PI and all current lab members
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Web of Science). The summary of the total amount of data stored in
the Minor Lab instance of LabDB is available in Table 1.

5 User Experience and PI Perspective

To make the user experience less tedious and more intuitive, input
in LabDB is designed to be easy, logical, and straightforward. This
can be partially attributed to the involvement of people who per-
form experiments in the design of the interface. In particular, most
relevant fields are populated based on previous experiments and
information about the project. For example, when adding a new
crystallization plate to the database, the experimenter can select
both the type of plate and the crystallization screen used from a
drop-down menu. The addition of crystals is greatly simplified with
the “clone” button, which allows the crystal description with all
associated information (crystal size, morphology, cryoprotectant
used, source plate and well, crystallization condition) to be copied
in one click, thereby requiring the experimenter to only change the
name of the new crystal and adjust other details as necessary.

LabDB has incorporated many other features that add immedi-
ate convenience for its users. For example, the chemical storage
module quickly indicates the availability and location of chemical
bottles, which often saves researchers time when looking for a rarely
used chemical or searching for what chemicals are currently avail-
able. Another feature is the ability to enter “free text” notes in some

Table 1
Summary data from the Minor Lab instance of LabDB for projects carried out for three research
centers and internal projects as of May 15, 2019

CSGID MCSG NYSGRC Minor Lab

Projects 162 129 118 796

Clones 85 (1.5) 18 (2.3) 16 (2.0) 139 (3.3)

Expressions 289 (3.4) 134 (5.6) 79 (3.8) 293 (5.7)

Purifications 390 (4.8) 121 (4.7) 81 (3.7) 326 (4.3)

Macropreps 857 (5.9) 384 (3.1) 398 (3.4) 1312 (1.7)

Plates 2626 (22.8) 1263 (30.8) 1001 (10.2) 2888 (23.9)

Crystallization Drops 415,630 (3614.2) 71,569 (1745.6) 208,878 (2131.4) 241,596 (1996.7)

Crystals 6844 (59.5) 2258 (19.5) 2370 (26.6) 6211 (8.5)

Diffraction Datasets 2193 (31.3) 1230 (12.1) 742 (13.3) 2952 (7.1)

Refinement Runs 16,590 (276.5) 6285 (133.7) 7139 (158.6) 9002 (77.6)

Results are given in the format: total number (average per project). The average number is calculated using the total

number of experiments for the stage divided by the number of projects that had at least one experiment for that stage
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fields. For example, the experimenter can make notes on cryopro-
tection and describe the crystal specifics (e.g., color, size, morphol-
ogy, and added ligand) to keep a more detailed record of crystal
harvesting. These text fields are searchable, allowing for later
searches for crystals with the custom keyword or phrase entered
by the experimenter. The use of these text fields makes LabDB
more flexible but is at the expense of making data mining more
difficult.

One of the major factors limiting the adoption of LIMSs in
academic research is sociological in nature. Often, lab scientists are
unenthusiastic to use LIMSs because they perceive inputting data as
quite tedious and LIMSs to be less flexible and convenient com-
pared to a lab notebook, while the benefits to the researcher
performing the experiments are seen as minimal. A potential expla-
nation of the low perceived benefit is that the experimenters tend to
hope for “the best-case scenario” (no need to troubleshoot the
experimental results, the experiment is published soon after it is
performed, allowing the researcher to draw unrecorded details
from the memory, etc.) and overlook the long-term benefits of
LIMS. As a result, although many LIMSs are in principle available
for usage in the laboratory, the often-tedious and inflexible input
and minimal perceived benefits to the researcher performing
experiments deter researchers from using them.

The extra effort that is occasionally required to enter informa-
tion into a LIMS is sometimes resisted by researchers who cannot
see the benefits of this effort. Indeed, even in some structural
genomics laboratories that were required by the NIH to ensure all
data was publicly available, some researchers have made comments
such as “I don’t know why we even need a database,” and some
users thought their shorthand description of crystallization plates
was sufficient because “the code is scribbled on the wall over the
microscope.” Tragically, the wall was painted when the experi-
menter was out of town. This type of complacency results from
the shortsightedness of researchers who think that they are the only
ones who will ever have to interpret their results. The reality is that
most research projects, even if conducted in a single lab, rely on
numerous researchers who come and go, often leaving the project’s
PI with the difficult task of trying to locate notes and decrypt user’s
codes and shorthand. Sometimes these notebooks get misplaced or
irretrievably lost. The attitude that can defeat accurate data preser-
vation is difficult to overcome and sometimes comes down to strict
enforcement of data entry by the PI. LabDB’s weekly reports to the
PI make it possible for the PI to see that the data has been pre-
served, and the PI can easily browse details and results of experi-
ments. Most of our laboratory members come to appreciate the
extra effort at some point, especially when writing papers about
long-standing projects or performing experiments similar to ones
performed years ago by researchers who have left the lab.
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Another major factor that demotivates the adoption of LIMSs
is the perception that they are difficult to install and maintain. PIs in
smaller labs with few active experimental projects may perceive that
there are few or no benefits to be gained by installing and using a
LIMS and that any potential gains do not justify the time, effort,
and money required for setup and maintenance. Labs of small
to medium size may contend that usage of a laboratory notebook
to record all experiments is much more feasible than attempting to
supplant the notebook with software or hardware solutions.
Although implementing a LIMS may be a challenge for smaller
labs, a PI who does cutting-edge research may be asked for details
of his/her experiments and face the issue of irreproducibility, which
is not easy to handle without detailed records of experiments.
Laboratories that perform very diverse or uncommon types of
experiments and that do not find a LIMS that covers the breadth
of techniques used may employ an ELN instead of a LIMS; while
not perfect, this may be the only reasonable solution in such
situations.

A viable solution for laboratories that do not want to install a
LIMS is to utilize a LIMS that is provided as a Software-as-a-Service
(SaaS), which avoids the complexity and cost of setting up and
maintaining a secure server with database and web server capabil-
ities. Many SaaS solutions (e.g, QBench, CloudLIMS, and
webLIMS) are web-based, which is similar to the interface provided
by LabDB. SaaS approaches provide all users with the latest version
of the application because the code is maintained by the service
provider. Typical SaaS applications will store a user’s data either on
their service or in the cloud, but it is possible to store data at the
user’s site. It is critical that potential SaaS users investigate the
capabilities of exporting their data if they decide to discontinue
the service.

6 Enhancing Reproducibility and Efficiency of Experiments: Case Studies

Management of experimental data is a critical factor in establishing
a reproducible research workflow. LIMSs are especially helpful in
ensuring continuity and reproducibility for large projects that
involve multiple researchers and last for many years. In our experi-
ence, LabDB has proven itself to be much more durable than a
paper notebook or series of spreadsheets. One example of a long-
term project in our lab is the “albumin project,” which aims to
characterize interactions between albumins from various species
and small molecules transported in the blood. Since the start of
the project in 2008, several researchers, ranging in expertise from
undergraduate students to research faculty, have participated in this
project and performed numerous protein purifications and crystal-
lization trials, which has led us to a collection of diffraction images
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for more than 1500 crystals (Fig. 9). LabDB has enabled the
storage of all information about that data and experimental setups
that is easily accessible by any lab member. Access to old but
complete information/data has allowed projects to be completed
using the most modern software and a state-of-the-art approach
[38]. One such example comes from our recent structure of equine
serum albumin (ESA) in complex with testosterone (PDB ID:
6MDQ) [39]. Crystals of this complex were obtained in 2011,
but the project stalled for various reasons. The deposition of this
structure in 2018 was possible because the details of the crystalliza-
tion procedure were critical in the structure refinement process.
Additional studies performed in 2018 led to publication in 2019
[39]. LabDB has allowed us to keep accurate records of experimen-
tal details over the course of the albumin project. Our ability to
reproduce these experiments has allowed us to deposit 14 albumin
structures in the PDB so far and publish five papers, one of which
has garnered almost 300 citations [40].

Another case of LIMSs ensuring continuity and reproducibility
of experiments stems from their capability to track chemicals and
protein batches used in the experiment. Researchers are generally
aware that variations among chemical batches (e.g., intended or
unintended changes in the manufacturing process) may result in
different outcomes of biomedical experiments [41]. In addition,
for most projects, it is very important to use one purification
protocol for all experiments to ensure that the protein was purified
or modified in exactly the same way. A powerful example of such a

Fig. 9 LabDB view of a list of crystals with selected experimental details for a particular project
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project is the “Gcn5-related N-acetyltransferases’ (GNAT) proj-
ect,” during which we discovered and clearly demonstrated that
buffers used during purification and the presence of 6�His-tag
alter enzyme kinetics and cause discrepancies between findings
based on a crystal structure and results of kinetic or binding studies
[42]. Therefore, keeping track of all chemicals and their batches
used in protein production and experiments thereafter, as well as
other details such as the removal of the 6�His-tag, is crucial for
ensuring reproducibility of these experiments. Using a LIMS to
track experiments makes the task of keeping such records manage-
able. With the use of a LIMS, an experimenter can compare all
chemical batches and procedures used in experiments and identify
differences that may be the cause of irreproducibility.

7 Future Directions: Toward a Configurable LIMS Architecture

The requirements that shaped LabDB’s functionality were chang-
ing dynamically during the almost 15 years of its development. It
comes as no surprise that in order to keep a software suite cutting-
edge, it needs to be constantly maintained and extended with new
functionalities. The dynamic development of scientific methodolo-
gies and software technologies are major but not the only limiting
factors that affect the usability of a LIMS. Various laboratories have
different data management needs that tend to change dramatically
over time. Our ambition was to convert LabDB from a macromo-
lecular crystallography LIMS into a versatile suite that would be
flexible, customizable, and extendable and would allow for a user-
driven evolution of database schema over time. For this purpose,
we have made an effort to redesign the system architecture and
simplify the underlying data model.

7.1 Data Model The current implementation of LabDB was based on a relational
database model, which enforces a strictly organized way of storing
data and provides powerful query language but at the same time is
difficult to change. The relational database schema imposes a data
structure is defined up-front during system development and can-
not be updated without changes in the source code. Another large
issue is an object-relational impedance mismatch, i.e., set of diffi-
culties happening when a relational database is served by an appli-
cation program written in an object-oriented language.

An alternative for the relational model is NoSQL document
databases, which do not require a predefined schema. To address
those issues, we have designed a hybrid data model based on the
PostgreSQL relational database engine and utilized this engine’s
support for storage of JSON (JavaScript Object Notation) docu-
ments. This database structure is capable of storing experimental
workflows represented as directed acyclic graphs. The graph nodes
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are called “elements” and represent any physical or conceptual
entity (e.g., chemical, sample, result) that is a subject or result of
physical actions performed in the lab. The laboratory actions (e.g.,
experiments, analyses, shipments), called “processes,” are edges in
the graphs. The complete workflows can be efficiently retraced
using a recursive SQL query on a single table storing the graph’s
adjacency lists.

Element and process records have only a few generic attributes,
one of which is a JSON-type object that embeds all data specific to
the particular entity. This structure allows any element and process
data, structured with individual fields and structures, to be stored in
the database. In contrast to NoSQL databases, the structure of
objects is not completely schema-less. In our model, every element,
process, and workflow object must hold a reference to a JSON
Schema object defining the format of the data. The schema file
serves as a consumer contract, i.e., it is applied to the incoming data
to determine if the data conforms to the schema’s definition. This
hybrid approach combines the consistency of relational databases
with the flexibility of JSON data structures.

7.2 System

Architecture

The original LabDB is a server-side web application based on the
model-view-controller (MVC) architectural pattern and CakePHP
framework. In this classic “thin client” design, all pages are gener-
ated by the server-side code and transferred as complete HTML
documents to the browser. Over the past few years, the trends in
web development have shifted to browser-based client functional-
ities. Such an approach gives more implementation flexibility,
assures the ability to work in an offline mode, and lowers server
requirements and infrastructure costs. The future architecture of
LabDB will be based on the Representational State Transfer
(REST) web API and independent JavaScript client applications.
The prototype of the new LabDB API was implemented in a
Python web framework, Django, with the use of the Django
REST toolkit. The API decouples data storage from the client
application, simplifying data sharing between different application
programs. Thanks to the API, development of new front-end tools
that access the data will not require changes within the LIMS itself.
Additionally, the Django framework has a vertically split structure,
which allows for the encapsulation of functionalities within
so-called reusable apps. This gives the possibility for easy integra-
tion of LabDB’s API with existing scientific applications written in
Django. The database abstraction layer was defined using Django’s
object-relational mapping (ORM) module, providing a clean sepa-
ration of concerns and easy refactoring possibilities.

7.3 Workflow

Management

The main motivation for the redesign of LabDB was to make it
adjustable to different workflows and the lab’s changing needs. In
LabDB users would be able to define custom workflows using a
business process graphical notation standard, called BPMN
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(Business Process Modeling Notation) 2.0. The BPMN is a flow
chart method that does not require any programming knowledge,
thus bridging the gap between process intention and implementa-
tion. The BMPN flow charts are defined through the graphical
editor using a set of predefined graphical elements that simplify
business activities, flow, and processes. LabDB user would be able
to predefine process steps, required reagents and samples, expected
results, and assign people and instruments. The application will take
care of translating the graphical workflow into a set of predicate
schema definitions for incoming data. We believe that BPMN
modeling can greatly improve the repeatability and reproducibility
of biological workflows.

8 Conclusions

The ultimate bottleneck of modern biomedical research is the
insufficient rate of conversion of vast experimental data into bio-
medical information. As we have argued in this chapter, using a
well-designed LIMS for managing experimental data offers a num-
ber of benefits to a modern biomedical research lab.

1. A LIMS is the most convenient way of keeping track of an
inventory of laboratory chemicals and specimens.

2. Using LIMSs helps to assure continuity of projects, as they cre-
ate a persistent record of the performed experiments, which can
be examined by researchers working in the lab regardless of
whether the person who did the experiment continues to work
there or not.

3. Supplemented by data mining tools, LIMSs may be used for
optimizing experimental methods and protocols by identify-
ing, e.g., the bottlenecks in the workflow, the best methods for
conducting particular types of experiments, the optimal para-
meters for protocols, etc.

4. For the PIs, LIMSs provide a way of tracking lab activity across
different projects, as well as the progress of individual projects
and identification of factors that impede progress.

5. LIMSs can help researchers diagnose issues affecting the repro-
ducibility of the experiments. As anybody who has ever worked
in a biomedical laboratory knows well, repeating a past experi-
ment does not always yield the same results. Even if the
researcher does not make any errors in setting up an experi-
ment, the result of this experiment may be affected by multiple
factors, such as temperature, a different batch of reagents, etc.,
which are sometimes beyond the experimenter’s control.
Recording as many experimental details as possible in a LIMS
may be helpful to identify what is different between the original
experiment and its unsuccessful repetition. As was recently
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stated in a RetractionWatch discussion, “in many cases, that act
of looking something up in a database is enough to reveal a
problem” [43].

6. Last but not least, the use of LIMSs as tools to easily share data
with collaborators and the wider research community helps to
facilitate open science. Unfortunately, modern data manage-
ment systems will not be any better than the laboratory note-
book if their data remains “siloed”—isolated, removed from
the context of all other relevant data even when they located on
a local hard disk or in the cloud. Some researchers are taking
advantage of general-purpose repositories to upload their data
into the “cloud” to ensure that it is not lost forever. Unfortu-
nately, unindexed data without sufficient description (meta-
data) are impossible to locate and are as useful as the
information that a lost diamond necklace is somewhere in the
landfill.
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Chapter 14

Protein Structure Modeling with MODELLER

Benjamin Webb and Andrej Sali

Abstract

Genome sequencing projects have resulted in a rapid increase in the number of known protein sequences.
In contrast, only about one-hundredth of these sequences have been characterized at atomic resolution
using experimental structure determination methods. Computational protein structure modeling techni-
ques have the potential to bridge this sequence-structure gap. In the following chapter, we present an
example that illustrates the use of MODELLER to construct a comparative model for a protein with
unknown structure. Automation of a similar protocol has resulted in models of useful accuracy for domains
in more than half of all known protein sequences.

Key words Comparative modeling, Fold assignment, Sequence-structure alignment, Model assess-
ment, Multiple templates

1 Introduction

The function of a protein is determined by its sequence and its
three-dimensional (3D) structure. Large-scale genome sequencing
projects are providing researchers with millions of protein
sequences, from various organisms, at an unprecedented pace
[1]. However, the rate of experimental structural characterization
of these sequences is limited by the cost, time, and experimental
challenges inherent in the structural determination by X-ray crys-
tallography and nuclear magnetic resonance (NMR)
spectroscopy [2].

In the absence of experimentally determined structures, com-
putationally derived protein structure models are often valuable for
generating testable hypotheses [3, 4]. Such models are generally
produced using either comparative modeling methods, or free
modeling techniques (also referred to as ab initio or de novo
modeling) [5]. Comparative modeling relies on structural informa-
tion from related proteins to guide the modeling procedure [6–
8]. Free modeling does not require a related protein, but instead
uses a variety of methods to combine physics with the known
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behaviors of protein structures (for example by combining multiple
short structural fragments extracted from known proteins) [9–11];
it is, however, extremely computationally expensive [5]. Compara-
tive protein structure modeling, which this text focuses on, has
been used to produce reliable structure models for at least one
domain in more than half of all known sequences [12]. Hence,
computational approaches can provide structural information for
two orders of magnitude more sequences than experimental meth-
ods, and are expected to be increasingly relied upon as the gap
between the number of known sequences and the number of
experimentally determined structures continues to widen.

Comparative modeling consists of four main steps [6] (Fig. 1):
(1) fold assignment that identifies overall similarity between the
target sequence and at least one known structure (template);
(2) alignment of the target sequence and the template(s); (3) build-
ing a model based on the alignment with the chosen template(s);
and (4) predicting the accuracy of the model.

MODELLER is a computer program for comparative protein
structure modeling [13, 14]. In the simplest case, the input is an
alignment of a sequence to be modeled with the template structure
(s), the atomic coordinates of the template(s), and a simple script
file. MODELLER then automatically calculates a model containing
all non-hydrogen atoms, without any user intervention and within
seconds or minutes on a desktop computer. Apart from model
building, MODELLER can perform auxiliary tasks such as fold
assignment, alignment of two protein sequences or their profiles
[15], multiple alignment of protein sequences and/or structures
[16, 17], clustering of sequences and/or structures, and ab initio
modeling of loops in protein structures [13].

MODELLER implements comparative protein structure mod-
eling by satisfaction of spatial restraints that include (1) homology-
derived restraints on the distances and dihedral angles in the target
sequence, extracted from its alignment with the template structures
[14], (2) stereochemical restraints such as bond length and bond
angle preferences, obtained from the CHARMM-22 molecular
mechanics force-field [18], (3) statistical preferences for dihedral
angles and nonbonded interatomic distances, obtained from a rep-
resentative set of known protein structures [19, 20], and
(4) optional manually curated restraints, such as those from NMR
spectroscopy, rules of secondary structure packing, cross-linking
experiments, fluorescence spectroscopy, image reconstruction
from electron microscopy, site-directed mutagenesis, and intuition
(Fig. 1). The spatial restraints, expressed as probability density
functions, are combined into an objective function that is opti-
mized by a combination of conjugate gradients and molecular
dynamics with simulated annealing. This model building procedure
is similar to structure determination by NMR spectroscopy.
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In this chapter, we use a sequence with unknown structure to
illustrate the use of various modules in MODELLER to perform
the four steps of comparative modeling.

2 Materials

To follow the examples in this discussion, both the MODELLER
software and a set of suitable input files are needed. The MODEL-
LER software is free for academic use; it can be downloaded from
https://salilab.org/modeller/ and is available in binary form for
most common machine types and operating systems (see Note 1).
This text uses MODELLER 9.21, the most recent version at the
time of writing, but the examples should also work with any newer
version. The example input files can be downloaded from https://
salilab.org/modeller/tutorial/MMB19.zip.

All MODELLER scripts are Python scripts. Python is
pre-installed on most Linux and Mac machines; Windows users

Fig. 1 Comparative protein structure modeling. (a) A flowchart illustrating the steps in the construction of a
comparative model [6]. (b) Description of comparative modeling by extraction of spatial restraints as
implemented in MODELLER [14]. By default, spatial restraints in MODELLER involve (1) homology-derived
restraints from the aligned template structures, (2) statistical restraints derived from all known protein
structures, and (3) stereochemical restraints from the CHARMM-22 molecular mechanics force-field. These
restraints are combined into an objective function that is then optimized to calculate the final 3D model of the
target sequence
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can obtain it from https://www.python.org/. It is not necessary to
install Python, or to have a detailed knowledge of its use, to use
MODELLER, but it is helpful for creating and understanding the
more advanced MODELLER scripts.

Note that monospaced text is used below for computer file
and folder/directory names, command lines, file contents, and
variable and class names.

3 Methods

The procedure for calculating a 3D model for a sequence with
unknown structure will be illustrated using the following example:
a novel gene for lactate dehydrogenase (LDH) was identified from
the genomic sequence of Trichomonas vaginalis (TvLDH). The
corresponding protein had higher sequence similarity to the malate
dehydrogenase of the same species (TvMDH) than to any other
LDH [21]. Comparative models were constructed for TvLDH and
TvMDH to study the sequences in a structural context and to
suggest site-directed mutagenesis experiments to elucidate changes
in enzymatic specificity in this apparent case of convergent evolu-
tion. The native andmutated enzymes were subsequently expressed
and their activities compared [21].

3.1 Fold Assignment The first step in comparative modeling is to identify one or more
templates (sequences with known 3D structure) for the modeling
procedure. One way to do this is to search a database of experimen-
tally determined structures extracted from the Protein Data Bank
(PDB) [22] to find sequences that have detectable similarity to the
target (see Note 2). To prepare this database (see Note 3), run the
following command from the command line (see Note 4):

$ python make_pdb_95.py > make_pdb_95.log

This generates a file called pdb_95.bin, which is a binary
representation of the search database (see Note 5) and a log file,
make_pdb_95.log. Next, MODELLER’s profile.build()
command is used; this uses the local dynamic programming algo-
rithm to identify sequences related to TvLDH [23]. In the simplest
case, profile.build() takes as input the target sequence, in file
TvLDH.ali (seeNote 6), and the binary database and returns a set
of statistically significant alignments (file build_profile.prf)
and a MODELLER log file (build_profile.log). Run this step
by typing

$ python build_profile.py > build_profile.log
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The first few lines of the resulting build_profile.prf will
look similar to (see Note 7) the following (note that the rightmost
column, containing the primary sequence, has been omitted here
for clarity):

# Number of sequences : 76

# Length of profile : 335

# N_PROF_ITERATIONS : 1

# GAP_PENALTIES_1D : -500.0 -50.0

# MATRIX_OFFSET : -450.0

# RR_FILE : ${LIB}/blosum62.sim.mat

1 TvLDH S 0 335 1 335 0 0 0 0. 0.0

2 1a5zA X 1 312 75 242 63 229 164 28. 0.58E-07

3 2a92A X 1 316 8 191 6 186 174 26. 0.11E-03

4 4aj2A X 1 327 85 301 89 300 207 25. 0.24E-04

5 1b8pA X 1 327 7 331 6 325 316 42. 0.0

The first six lines of this file contain the input parameters used
to create the alignments. Subsequent lines contain several columns
of data; for the purposes of this example, the most important
columns are (1) the 2nd column, containing the PDB code of the
related template sequences; (2) the 11th column, containing the
percentage sequence identity between the TvLDH and template
sequences; and (3) the 12th column, containing the E-values for
the statistical significance of the alignments. These columns are
shown in bold above.

The extent of similarity between the target-template pairs is
usually quantified using sequence identity or a statistical measure
such as E-value (seeNote 8). Inspection of column 11 shows that a
template with a high sequence identity with the target is the 1y7tA
structure (45% sequence identity). Further inspection of column
12 shows that there are 15 PDB sequences, all but one
corresponding to malate dehydrogenases (1b8pA, 1bdmA, 1civA,
3d5tA, 4h7pA, 4h7pB, 5mdhA, 7mdhA, 5nueA, 4tvoA, 4tvoB,
4uulA, 4uuoA, 4uupA, 1y7tA) that show significant similarities to
TvLDH with E-values of zero.

3.2 Sequence-

Structure Alignment

The next step is to align the target TvLDH sequence with the
chosen template (see Note 9). Here, the 1y7tA template is used.
This alignment is created using MODELLER’s align2d() func-
tion (see Note 10). Although align2d() is based on a global
dynamic programming algorithm [24], it is different from standard
sequence-sequence alignment methods because it takes into
account structural information from the template when construct-
ing an alignment. This task is achieved through a variable gap
penalty function that tends to place gaps in solvent exposed and
curved regions, outside secondary structure segments, and not
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between two positions that are close in space [16]. In the current
example, the target-template similarity is so high that almost any
method with reasonable parameters will result in the correct align-
ment (see Note 11).

This step is carried out by running:

$ python align2d.py > align2d.log

This script reads in the PDB structure of the template, and the
sequence of the target (TvLDH) and calls the align2d() function
to perform the alignment. The resulting alignment is written out in
two formats. TvLDH-1y7tA.ali in the PIR format is subsequently
used by MODELLER for modeling; TvLDH-1y7tA.pap in the
PAP format is easier to read, for example to see which residues are
aligned with each other.

3.3 Model Building Models of TvLDH can now be built by running:

$ python model.py > model.log

The script uses MODELLER’s automodel class, specifying
the name of the alignment file to use and the identifiers of the
target (TvLDH) and template (1y7tA) sequences. It then asks
automodel to generate five models (seeNote 12). Each is assessed
with the normalized DOPE assessment method [20]. The five
models are written out as PDB files with names TvLDH.B9999
[0001-0005].pdb.

3.4 Model Evaluation The log file produced by the model building procedure (model.
log) contains a summary of each calculation at the bottom of the
file. This summary includes, for each of the five models, the MOD-
ELLER objective function (see Note 13) [14] and the normalized
DOPE score (see Note 14). These scores can be used to identify
which of the five models produced is likely to be the most accurate
model (see Note 15).

Since the DOPE potential is simply a sum of interactions
between pairs of atoms, it can be decomposed into a score per
residue, which is termed in MODELLER an “energy profile.”
This energy profile can be generated for the model with the best
DOPE score by running the make_energy_profile.py script.
The script outputs the profile, TvLDH.profile, in a simple format
that is easily displayed in any graphing package. Such a profile is
useful to detect local regions of high pseudo-energy that usually
correspond to errors in the model (see Notes 16 and 17).
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3.5 Use of Multiple

Templates

One way to potentially improve the accuracy of generated models is
to use multiple template structures. When there are multiple tem-
plates, different template structures may be of higher local sequence
identity to the target (or higher quality) than others in different
regions, allowingMODELLER to build a model based on the most
useful structural information for each region in the protein. The
procedure is demonstrated here using five templates that have high
sequence identity to the target (1b8pA, 4h7pA, 4h7pB, 5mdhA,
1y7tA). Input files can be found in the ‘multiple’ subdirectory of
the zipfile. The first step is to align all of the templates with each
other, which can be done by running:

$ python salign.py > salign.log

This script uses MODELLER’s salign() function [17] to
read in all of the template structures and then generate their best
structural alignment (see Note 18), written out as templates.
ali.

Next, just as for single-template modeling, the target is aligned
with the templates using the align2d() function. The function’s
align_block parameter is set to 5 to align the target sequence
with the pre-aligned block of five templates, and not to change the
existing alignment between individual templates:

$ python align2d.py > align2d.log

Finally, model generation proceeds just as for the single-tem-
plate case (the only difference is that automodel is now given a list
of all five templates):

$ python model.py > model.log

Comparison of the normalized DOPE scores from the end of
this logfile with those from the single-template case shows an
improvement in the DOPE score of the best model from �0.92
to �1.19. Figure 2 shows the energy profiles of the best scoring
models from each procedure (generated using the plot_pro-
files.py script). It can be seen that some of the predicted errors
in the single-template model (peaks in the graph) have been
resolved in the model calculated using multiple templates.

3.6 External

Assessment

Models generated by MODELLER are stored in PDB files, and so
can be evaluated for accuracy with other methods if desired. One
such method is the ModEval web server at https://salilab.org/
evaluation/. This server takes as input the PDB file and the MOD-
ELLER PIR alignment used to generate it. It returns not only the
normalized DOPE score and the energy profile, but also the
GA341 assessment score [25, 26] and an estimate of the Cα
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RMSD and native overlap between the model and its hypothetical
native structure, using the TSVMod method [27]; native overlap is
defined as the fraction of Cα atoms in the model that are within
3.5 Å of the same Cα atom in the native structure after least squares
superposition.

3.7 Structures

of Complexes

The example shown here generates a model of a single protein.
However, MODELLER can also generate models of complexes of
multiple proteins if templates for the entire complex are available;
examples can be found in the MODELLER manual. In the case
where only templates for the individual subunits in the complex can
be found, comparative models can be docked in a pairwise fashion
by molecular docking [28, 29] or assembled based on various
experimental data to generate approximate models of the complex
using a wide variety of integrative modeling methods [30–33]. For
example, if a cryoelectron microscopy density map of the complex is
available, a model of the whole complex can be constructed by
simultaneously fitting comparative models of the subunits into
the density map using the MultiFit method [34] or its associated
web server at https://salilab.org/multifit/ [35]. Alternatively, if a
small angle X-ray (SAXS) profile of a dimer is available, models of
the dimer can be generated by docking the two subunits, con-
strained by the SAXS data, using the FoXSDock web server at
https://salilab.org/foxsdock/ [36, 37]. Both of these methods
are part of the open source Integrative Modeling Platform (IMP)
package [31].

Fig. 2 The DOPE [20] energy profiles for the best-assessed model generated by modeling with a single
template (solid line) and multiple templates (dotted line). Peaks (local regions of high, unfavorable score) tend
to correspond to errors in the models
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4 Notes

1. The MODELLER website also contains a full manual, a mail-
ing list, and more example MODELLER scripts. A license key
is required to use MODELLER, but this can also be obtained
from the website.

2. The sequence identity is a useful predictor of the accuracy of
the final model when its value is >30%. It has been shown that
models based on such alignments usually have, on average,
more than ~60% of the backbone atoms correctly modeled
with a root-mean-squared-deviation (RMSD) for Cα atoms of
less than 3.5 Å (Fig. 3). Sequence-structure relationships in the
“twilight zone” [38] (corresponding to relationships with sta-
tistically significant sequence similarity with identities generally

Fig. 3 Average model accuracy as a function of sequence identity [62]. As the sequence identity between the
target sequence and the template structure decreases, the average structural similarity between the template
and the target also decreases (dark gray area, squares) [63]. Structural overlap is defined as the fraction of
equivalent Cα atoms. For the comparison of the model with the actual structure (circles), two Cα atoms were
considered equivalent if they belonged to the same residue and were within 3.5 Å of each other after least
squares superposition. For comparisons between the template structure and the actual target structure
(squares), two Cα atoms were considered equivalent if they were within 3.5 Å of each other after alignment
and rigid-body superposition. The difference between the model and the actual target structure is a
combination of the target-template differences (dark gray area) and the alignment errors (light gray area).
The figure was constructed by calculating ~1 million comparative models based on single template of varying
similarity to the targets. All targets had known (experimentally determined) structures
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in the 10–30% range), or the “midnight zone” [38]
(corresponding to statistically insignificant sequence similar-
ity), typically result in less accurate models.

3. The database contains sequences of the structures from PDB.
To increase the search speed, redundancy is removed from the
database; the PDB sequences are clustered with other
sequences that are at least 95% identical, and only the represen-
tative of each cluster is stored in the database. This database is
termed pdb_95. A copy of this database is included in the
downloaded zipfile as pdb_95.pir. Newer versions of this
database, updated as new structures are deposited in PDB,
can be downloaded from the MODELLER website at
https://salilab.org/modeller/supplemental.html.

4. MODELLER is a command line tool, so all commands must be
run by typing at the command line. All of the necessary input
files for this demonstration are in the downloaded zipfile;
simply download and extract the zipfile and change into the
newly created directory (using the ‘cd’ command at the com-
mand line). After this, MODELLER scripts can be run as
shown in the text. All MODELLER scripts are Python scripts,
compatible with both Python 2 and Python3, and so should be
run with the ‘python’ or ‘python3’ commands. (On some
systems the full path to the Python interpreter may be neces-
sary, such as /usr/bin/python on a Linux or Mac machine
or C:\python27\python.exe on a Windows system.)
MODELLER scripts can also be run from other Python fron-
tends, such as IDLE, if desired. On a Windows system, it is
generally not a good idea to simply ‘double click’ on a MOD-
ELLER Python script, since any output from the script will
disappear as soon as it finishes. Finally, if Python is not installed,
MODELLER includes a basic Python 2.3 interpreter as ‘mod-
<version>’. For example, to run the first script using MOD-
ELLER version 9.21’s own interpreter, run ‘mod9.21
make_pdb_95.py’. Note that mod9.21 automatically creates
a ‘make_pdb_95.log’ logfile.

5. The binary database is much faster to use than the original text
format database, pdb_95.pir. Note, however, that it is not
necessarily smaller. This script does not need to be run again
unless pdb_95.pir is updated.

6. TvLDH.ali simply contains the primary sequence of the tar-
get, in MODELLER’s variant of the PIR format (which is
documented in more detail in the MODELLER manual).
This file is included in the zipfile.

7. Although MODELLER’s algorithms are deterministic, exactly
the same job run on different machines (e.g., a Linux box
versus a Windows or Mac machine) may give different results.
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This difference may arise because different machines handle
rounding of floating point numbers and ordering of floating
point operations differently, and the minor differences intro-
duced can be compounded and end up giving very different
outputs. This variation is normal and to be expected, and so the
results shown in this text may differ from those obtained by
running MODELLER elsewhere.

8. The sequence identity is not a statistically reliable measure of
alignment significance and corresponding model accuracy for
values lower than 30% [38, 39]. During a scan of a large
database, for instance, it is possible that low values occur purely
by chance. In such cases, it is useful to quantify the sequence-
structure relationship using more robust measures of statistical
significance, such as E-values [40], that compare the score
obtained for an alignment with an established background
distribution of such scores.

One other problem of using sequence identity as a measure
to select templates is that, in practice, there is no single gener-
ally used way to normalize it [39]. For instance, local alignment
methods usually normalize the number of identically aligned
residues by the length of the alignment, while global alignment
methods normalize it by either the length of the target
sequence or the length of the shorter of the two sequences.
Therefore, it is possible that alignments of short fragments
produce a high sequence identity but do not result in an
accurate model. Measures of statistical significance do not suf-
fer from this normalization problem because the alignment
scores are corrected for the length of the aligned segment
before the significance is computed [40, 41].

9. After a list of all related protein structures and their alignments
with the target sequence has been obtained, template struc-
tures are usually prioritized depending on the purpose of the
comparative model. Template structures may be chosen based
purely on the target-template sequence identity or a combina-
tion of several other criteria, such as the experimental accuracy
of the structures (resolution of X-ray structures, number of
restraints per residue for NMR structures), conservation of
active-site residues, holo-structures that have bound ligands
of interest, and prior biological information that pertains to
the solvent, pH, and quaternary contacts. In this case an MDH
template with a moderately high sequence identity was chosen.
(In practice, since the modeling is generally inexpensive, it can
be simply repeated with a different template or set of templates
and the resulting models compared for utility.) One of the
detected templates, 4uulA, is TvLDH itself, the structure of
which was recently determined in a study of convergent evolu-
tion of LDH and MDH [42]; this template was excluded from

Protein Structure Modeling 249



selection in order to demonstrate the comparative modeling
method.

10. Although fold assignment and sequence-structure alignment
are logically two distinct steps in the process of comparative
modeling, in practice almost all fold assignment methods also
provide sequence-structure alignments. In the past, fold
assignment methods were optimized for better sensitivity in
detecting remotely related homologs, often at the cost of
alignment accuracy. However, recent methods simultaneously
optimize both the sensitivity and alignment accuracy. For the
sake of clarity, however, they are still considered as separate
steps in the current chapter.

11. Most alignment methods use either the local or global dynamic
programming algorithms to derive the optimal alignment
between two or more sequences and/or structures. The meth-
ods, however, vary in terms of the scoring function that is being
optimized. The differences are usually in the form of the gap
penalty function (linear, affine, or variable) [16], the substitu-
tion matrix used to score the aligned residues (20 � 20 matri-
ces derived from alignments with a given sequence identity,
those derived from structural alignments, and those incorpor-
ating the structural environment of the residues) [43], or
combinations of both [44–47]. There doesn’t yet exist a single
universal scoring function that guarantees the most accurate
alignment for all situations. Above 30–40% sequence identity,
alignments produced by almost all methods are similar. How-
ever, in the twilight and midnight zones of sequence identity,
models based on the alignments of different methods tend to
have significant variations in accuracy. Improving the perfor-
mance and accuracy of methods in this regime remains one of
the main tasks of comparative modeling [48, 49].

12. To generate each model, MODELLER takes a starting struc-
ture, which is simply the target sequence threaded onto the
template backbone, adds some randomization to the coordi-
nates, and then optimizes it by searching for the minimum of
its scoring function. Since finding the global minimum of the
scoring function is not guaranteed, it is usually recommended
to repeat the procedure multiple times to generate an ensemble
of models; the randomization is necessary otherwise the same
model would be generated each time. Computing multiple
models is particularly important when the sequence-structure
alignment contains different templates with many insertions
and/or deletions. Calculating multiple models allows for bet-
ter sampling of the different template segments and the con-
formations of the unaligned regions. The best scoring model
among these multiple models is generally more accurate than
the first model produced.
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13. The MODELLER objective function is a measure of how well
the model satisfies the input spatial restraints. Lower values of
the objective function indicate a better fit with the input data
and, thus, models that are likely to be more accurate [14].

14. The Discrete Optimized Protein Energy (DOPE) [20] is an
atomic distance-dependent statistical potential based on a
physical reference state that accounts for the finite size and
spherical shape of proteins. The reference state assumes that a
protein chain consists of noninteracting atoms in a homoge-
neous sphere of equivalent radius to that of the corresponding
protein. The DOPE potential was derived by comparing the
distance statistics from a nonredundant PDB subset of 1472
high-resolution protein structures with the distance distribu-
tion function of the reference state. By default, the DOPE
score is not included in the model building routine, and thus
can be used as an independent assessment of the accuracy of the
output models. The DOPE method assigns a score for a model
by considering the positions of all non-hydrogen atoms, with
lower scores predicting more accurate models. Since DOPE is a
pseudo-energy dependent on the composition and size of the
system, DOPE scores are only directly comparable for models
with the same set of atoms (so can, for example, be used to rank
multiple models of the same protein, but cannot be used
without additional approximations to compare models of a
protein and its mutant). The normalized DOPE (or z-
DOPE) score, however, is a z score that relates the DOPE
score of the model to the average observed DOPE score for
“reference” protein structures of similar size [27]. Negative
normalized DOPE scores of �1 or below are likely to corre-
spond to models with the correct fold.

15. Different measures to predict errors in a protein structure
perform best at different levels of resolution. For instance,
physics-based force-fields may be helpful at identifying the
best model when all models are very close to the native state
(<1.5 Å RMSD, corresponding to ~85% target-template
sequence identity). In contrast, coarse-grained scores such as
atomic distance statistical potentials have been shown to have
the greatest ability to differentiate models in the ~3 Å Cα
RMSD range. Tests show that such scores are often able to
identify a model within 0.5 Å Cα RMSD of the most accurate
model produced [50]. When multiple models are built, the
DOPE score generally selects a more accurate model than the
MODELLER objective function.

16. Segments of the target sequence that have no equivalent region
in the template structure (i.e., insertions or loops) are among
the most difficult regions to model [13, 51–53]. This difficulty
is compounded when the target and template are distantly
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related, with errors in the alignment leading to incorrect posi-
tions of the insertions and distortions in the loop environment.
Using alignment methods that incorporate structural informa-
tion can often correct such errors [16]. Once a reliable align-
ment is obtained, various modeling protocols can predict the
loop conformation, for insertions of up to approximately
15 residues long [13, 51, 54–57].

17. As a consequence of sequence divergence, the mainchain con-
formation of a protein can change, even if the overall fold
remains the same. Therefore, it is possible that in some cor-
rectly aligned segments of a model, the template is locally
different (<3 Å) from the target, resulting in errors in that
region. The structural differences are sometimes not due to
differences in sequence, but are a consequence of artifacts in
structure determination or structure determination in different
environments (e.g., packing of subunits in a crystal and
ligands). The simultaneous use of several templates can mini-
mize this kind of error [58, 59].

18. It is particularly important to generate the best alignment of
the structures to minimize conflicting information (e.g., one
template suggesting that two Cα atoms in the target are close,
and another suggesting they are widely separated). SALIGN
[17] uses both sequence- and structure-dependent features to
align multiple structures. It employs an iterative procedure to
determine the input parameters that maximize the structural
overlap of the generated alignment.
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Chapter 15

Parameterization of a Dioxygen Binding Metal Site Using
the MCPB.py Program

Pengfei Li and Kenneth M. Merz Jr.

Abstract

The MCPB.py program greatly facilitates force field parameterization for metal sites in metalloproteins and
organometallic compounds. Herein we present an example of MCPB.py to the parameterization of the
dioxygen binding metal site of peptidylglycine-alphahydroxylating monooxygenase (PHM), which contains
a copper ion. In this example, we also extend the functionality of MCPB.py to support molecular dynamics
(MD) simulations in GROMACS through a python script. Illustrative MD simulations were performed
using GROMACS and the results were analyzed. Notes about the program were also provided in this
chapter, to assist MCPB.py users for metal site parameterizations.

Key words Force field, Metal ion, Software, Molecular dynamics, AMBER, GROMACS

1 Introduction

Metal ions play vital roles in the structure and function of a myriad
of proteins, stabilization of DNA, etc. [1–4]. Along with the
increase in computational power, computer simulations play a
more and more active role in scientific research. Among various
methods, the classical force field approach has been extensively
employed in the modeling of biomolecules such as proteins, nucleic
acids, and lipids [5–10]. However, force field parameterization for
metal ion containing systems remains a challenge [11]. Different
approaches have been proposed to model metal ions, such as the
bonded model [12, 13], the nonbonded model [14, 15], and the
cationic dummy atom model [16, 17]. Among these models, the
bonded model for metal ions requires a number of parameters and
its parameterization can be tedious.

MCPB.py [18], a python-based metal center parameter
builder, has been developed in recent years and can significantly
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decrease the amount of work needed to build bonded models for
metalloproteins and organometallic compounds. Herein, we pro-
vide an example parameterization of a dioxygen binding metal site.
This example is complementary to MCPB.py tutorials available
online. Moreover, the original development of MCPB.py targeted
the AMBER community. Considering the significant number of
users of the GROMACS software package [19, 20], herein we also
extend the MCPB.py protocol to support molecular dynamics
(MD) simulations in GROMACS. To avoid confusion, we note
that the extended protocol still depends on the AmberTools soft-
ware package [21]. Finally, this chapter also intends to help users to
become more familiar with the MCPB.py program and provide tips
for its normal use. Several modeling files for the example case are
provided in the Electronic Supplementary Materials, included on
the chapter’s webpage, in order to facilitate the reproduction of this
tutorial.

2 Materials

The metal site for parameterization is shown in Fig. 1, where a
copper ion coordinates with two histidine (HIS) residues, one
methionine (MET), and a dioxygen group. The initial preparation
of the necessary files is essential for MCPB.py. It is best to be careful
in these initial steps to avoid having to start over again when errors
are encountered. Note that the commands in this tutorial are
performed under the linux or unix platform.

2.1 Preparation

of the PDB File

1. Download the PDB file of peptidylglycine-alphahydroxylating
monooxygenase (PHM) from the Protein Data Bank (PDB ID:
1SDW) [22]. Note that the structure has the first 44 residues
missing, and the residues will be re-sequenced in the current
protocol for preparation of the PDB file. Attention should be
paid to the format of the PDB file (see Note 1), and tips are
provided for “cleaning” the PDB file and adding hydrogen
atoms to the PDB file (see Note 2).

2. Use awk to extract the parts of PDB file we want to keep:

$ cat 1sdw.pdb | awk ’$1=="ATOM"’ > 1sdw_protein.pdb

$ cat 1sdw.pdb | awk ’$1=="HETATM"’ | awk ’$6==358’ > 1sdw_cu.pdb

$ cat 1sdw.pdb | awk ’$1=="HETATM"’ | awk ’$4=="OXY"’ > 1sdw_oxy.pdb

In the “HETATM” section, only the copper ion with
residue ID of 358 and the dioxygen molecule were kept
because they are involved in the metal site that we want to
parameterize (Fig. 1). There are another two metal ions in the
PDB file that we have not considered in this parameterization
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(i.e., treating these sites as apo), while in an actual research
project on this system these metal sites may also need to be
parameterized, for which the current protocol can be adapted.

3. Add hydrogen atoms to the 1sdw_protein.pdb file using the
H++ webserver [23], which is at http://biophysics.cs.vt.edu/
index.php. Then download the generated AMBER topology
and coordinate files, and use the ambpdb program in Amber-
Tools to create a protein PDB file based on these two files:

$ ambpdb -p 0.15_80_10_pH6.5_1sdw_protein.top -c

0.15_80_10_pH6.5_1sdw_protein.crd > 0.15_80_10_pH6.5_1sdw_protein.pdb

4. Combine the generated protein PDB file, the copper PDB file,
and the dioxygen group PDB file into one single PDB file:

$ cat 0.15_80_10_pH6.5_1sdw_protein.pdb 1sdw_cu.pdb 1sdw_oxy.pdb | awk

’$1!="END"’ > 1sdw_H.pdb

5. Check the PDB structure using the VMD program, [33] which
can be obtained from https://www.ks.uiuc.edu/Research/
vmd/, to see whether the protonation states of the metal-
ligand residues are correct or not. Here the residue 200 (this
residue number has been re-sequenced, which corresponds to
residue 244 in the PDB entry 1SDW) should be HID instead
of HIP (in the AMBER naming scheme, HID, HIE, HIP are
HIS residues which have proton on the Nδ, Nε, and both atoms
in the imidazole ring, respectively), so we edit the 1sdw_H.pdb

Fig. 1 The metal site selected for parameterization in this work. In which the
copper ion is coordinated to HIS242 (left), HIS244 (middle), MET314 (right), and
OXY360 (upper). Structure is from the PDB entry 1SDW
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file by changing the residue name of residue 200 from HIP to
HID and deleting its HE2 atom. Afterwards we use pdb4amber
in AmberTools to clean up the PDB file:

$ pdb4amber -i 1sdw_H.pdb -o 1sdw_H_clean.pdb

2.2 Preparation

of the mol2 Files

Relevant mol2 files (and maybe frcmod files) are required for the
“unnatural” residues (seeNote 3), and they can be created based on
the PDB file (seeNote 4). However, attention should be paid to the
format of the mol2 files (seeNote 5). In the current study, we treat
the copper ion as Cu2+ and the dioxygen group as superoxide, while
in the proposed mechanism the complex exists as a set of resonance
structures: Cu2+-OO� and Cu+-OO [24]. If one wants to model
the Cu+-OO state, the following procedure can be adapted by
changing the charge of copper to +1 and changing the charge of
the dioxygen group to zero.

1. Create a PDBfilewhich contains only the copper ion and convert
it to a mol2 file (named CU.mol2) using antechamber [25]:

$ cat 1sdw_H_clean.pdb | awk ’$1=="HETATM"’ | awk ’$4=="CU"’ > CU.pdb

$ antechamber -fi pdb -fo mol2 -i CU.pdb -o CU.mol2 -rn CU -pf y

Then enter the mol2 file and change the atom type and
charge of the copper ion to “CU” and 2.0, respectively. Note
that certain antechamber versions cannot perform this conver-
sion, users can use the metalpdb2mol2.py script instead (please
check the webpage http://ambermd.org/tutorials/advanced/
tutorial20/mcpbpy.htm for details).

2. Create a PDB file that contains only the dioxygen group,
convert it to a mol2 file (named OXY.mol2):

$ cat 1sdw_H_clean.pdb | awk ’$1=="HETATM"’ | awk ’$4=="OXY"’ > OXY.pdb

$ antechamber -fi pdb -fo mol2 -i OXY.pdb -o OXY.mol2 -rn OXY -pf y

Then enter the mol2 file and change both of the two
charges to �0.5. These charges do not need to be accurate
but their sum should be correct (see Note 5). Afterwards we
can use parmchk2 to generate the missing parameters for the
dioxygen group:

$ parmchk2 -f mol2 -I OXY.mol2 -o OXY.frcmod

The generated OXY.frcmod does not contain any para-
meters. This is because we already have parameters for the
bond type o-o in the general amber force field (GAFF),
which we are going to use to build the system, hence here we
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do not need a frcmod file for the OXY.mol2 file (see Note 6).
However, frcmod files are necessary for some cases, and tips of
how to generate them are provided in Note 7.

2.3 Create a MCPB.

py Input File

An input file is required for the MCPB.py modeling (see Note 8).
Herein we create a MCPB.py input file, in which we set the vari-
ables for the original PDB file (which means the PDB file prepared
for the MCPB.py protocol), group name, atomic ID for the copper
ion, distance cutoff for determining the connectivity between the
metal ion and ligating O/N/S atoms, the mol2 file for the copper
ion, the mol2 file for the dioxygen group, and the optimization
option of the large model. Here we use a 2.3 Å cutoff because the
default value 2.8 Å will cause MCPB.py to assign a nonphysical
coordination bond between the copper ion and the other oxygen
atom in the dioxygen group. It is better to measure the distances
between the metal ion and surrounding atoms before choosing an
appropriate cutoff value. Since GAFF is used by default, we do not
need to set the gaff variable in the input file.

To assist users to reproduce the example, the following files are
attached in the Electronic SupplementaryMaterials: (1) the original
PDB file; (2) the mol2 files for the copper ion and the dioxygen
group; (3) the MCPB.py input file.

3 Methods

Note the following modeling is based on the release of MCPB.py in
AmberTools19 [26].

3.1 Perform the First

Step of the MCPB.py

Protocol

Simply run the command:

$ MCPB.py -i 1sdw_MCPBpy.in -s 1

This step will generate the PDB files for the small, standard, and
large models, as well as the fingerprint files for the standard and large
models, along with the quantum input files for the small and large
models. Inside the fingerprint file for the standard model, the last
section (with lines beginning with “LINK”) is for the coordinate
bonds between metal ion and ligating atoms. Herein, each atom is
represented by its atom IDs in the PDB file followed by a dash sign
followed by its atom name. We can see that all the four coordina-
tion bonds are correctly assigned and no other coordination bonds
are assigned so we progress to the next step. Otherwise users can
edit these “LINK” lines to meet their own needs (see Note 9).

3.2 Quantum

Calculations by

Gaussian16 [27]

Both Gaussian and GAMESS-US outputs are supported by MCPB.
py (see Note 10) but their formats are different (see Note 11). In
the present example, we use Gaussian16 to perform the quantum
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calculations. There are three quantum calculations that need to be
performed: (1) geometry optimization of the small model; (2) fre-
quency calculation based on the optimized geometry in order to
get the Hessian matrix of the small model; (3) Merz–Kollman
population analysis [28] of the large model. The Hessian matrix
will be used for force constant calculation in the second step of the
MCPB.py protocol, and the population analysis results will be used
for the restrained electrostatic potential (RESP) charge fitting [29]
in the third step of the MCPB.py protocol.

One can (or may have to) edit the input files of the calculations.
Relevant tips are provided inNote 12. In addition, all the quantum
calculations need to finish normally (i.e., without any errors).
Herein we change the multiplicity to 3 in these calculations by
considering the electronic structure of the Cu2+-OO� state. We
also modify these input files to use 16 cpus and 16 GB memory to
facilitate the calculations.

1. We run the Gaussian16 using the following commands:

$ g16 < PHM_small_opt.com > PHM_small_opt.log

$ g16 < PHM_small_fc.com > PHM_small_fc.log

Tips for this step are provided in Note 13. Herein we can
see that the geometry optimization finished normally and the
convergence criteria were satisfied in this step. However, the
same convergence criteria were not satisfied in the frequency
calculation. This is because during the geometry optimization,
an estimated force constant matrix is used while in the frequency
calculation the accurate force constant matrix (which is calcu-
lated at the same level of theory) is used. So we need to further
optimize the structure. We can copy the input file for frequency
calculation to a new file named PHM_small_fc2.com. And
then manually change the keyword “Freq” to “Opt¼CalcAll”.
This tells Gaussian to do a geometry optimization with the
accurate force constant matrix that is updated at every step.
This keyword also tells Gaussian to perform a frequency calcula-
tion automatically following the geometry optimization. The
same chk file (PHM_small_opt.chk) will be used for this calcu-
lation, and it will be updated during the calculation. After mod-
ifying the input file, we run the command:

$ g16 < PHM_small_fc2.com > PHM_small_fc2.log

This geometry optimization fully converged and there
were no imaginary frequencies generated. Next we convert
the chk file to the fchk file by the following command:
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$ formchk PHM_small_opt.chk

2. For the Merz–Kollman population analysis of the large model,
we run the command:

$ g16 < PHM_large_mk.com > PHM_large_mk.log

Because we set the large_opt variable to 1 in the MCPB.py
input file, the generated Gaussian input file for the Merz-
Kollman population analysis (PHM_large_mk.com) includes
a geometry optimization for the hydrogen atoms before the
final population analysis. This calculation finished normally and
we will use the output file for the RESP charge fitting proce-
dure. Tips for this step are provided in Note 14.

3.3 Perform

the Remaining Steps

of the MCPB.py

Protocol

1. Herein we use the Seminario method to parameterize the metal
site based on the Cartesian Hessian matrix that is saved in the
fchk file. The fchk file should be available in the working
directory where MCPB.py is being used. Tips for this step are
provided in Note 15. Herein, simply run the command:

$ MCPB.py -i 1sdw_MCPBpy.in -s 2

It will generate a parameter file named “PHM_mcpbpy.
frcmod”. This file will be used in the final LEaP modeling
step. During the current step, each ligating atom will be
assigned a new atom type, in order to differentiate them from
other atom types and also from each other. No unusual force
constants are observed in the frcmod file, so we go ahead to the
next step.

2. Next we perform RESP charge fitting for the metal site resi-
dues. The output file of Merz–Kollman population analysis
should be in the working directory for the MCPB.py program.
Tips for this step are provided in Note 16. Herein, simply run
the command:

$ MCPB.py -i 1sdw_MCPBpy.in -s 3

It will perform RESP charge fitting and generate the
updated mol2 files for the metal site residues. These files are
HD1.mol2, HD2.mol2, MT1.mol2, CU1.mol2, and OY1.
mol2. These mol2 files contain the fitted RESP charges. As
indicated in the file names, the metal site residues were
renamed, in order to differentiate them from the original resi-
dues, because they have updated atom types for the ligating
atoms and the updated partial charges. There are no unusual
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(e.g., too large) partial charges in the generated mol2 files,
hence we proceed to the next step.

3. Simply run the command:

$ MCPB.py -i 1sdw_MCPBpy.in -s 4

It will generate a LEaP input file (“PHM_tleap.in”) along
with an updated PDB file (“PHM_mcpbpy.pdb”) for the LEaP
step. In this PDBfile, the residuenames of themetal site residues
are updated. However, the generated LEaP input file may need
edits before progressing to the next step (seeNote 17).

3.4 Perform the LEaP

Step and Check

the Generated Files

1. In this step, LEaP is used to create the AMBER topology and
coordinate files. Herein we use the ff14SB force field [30] for
the protein, TIP3P water model [31] for the solvent, van der
Waals (VDW) parameters of the Cl� ions are from the hydra-
tion free energy (HFE) parameter set [32], and VDW para-
meters of the Cu2+ ion are from the ion oxygen distance (IOD)
parameter set [14]. After checking that the LEaP input file is
fine, we run the command to generate the topology and coor-
dinate files:

$ tleap -s -f PHM_tleap.in > PHM_tleap.out

2. After this step it is best to check the generated topology and
coordinate files using VMD and ParmEd (see Notes 18 and
19). One can use the VMD program [33] through the
command:

$ vmd -parm7 PHM_solv.prmtop -rst7 PHM_solv.inpcrd

In this way we can validate that there are bonds between
the metal ion and its ligating atoms, and peptide bonds
between the metal site residues and their neighboring amino
acids, as well as the disulfide bonds. Moreover, we use ParmEd
in AmberTools to check whether the force field parameters of
the metal site residues are assigned correctly or not. Simply run
the command:

$ parmed -i parmed.in -p PHM_solv.prmtop -c PHM_solv.inpcrd

Where parmed.in is the ParmEd input file to check the
parameters.
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3.5 Convert

the AMBER Topology

and Coordinate Files

to the GROMACS

Format

This step needs a python script called amb2gro_top_gro.py in
AmberTools19 or a more recent version of AmberTools. In which
the ParmEd module will be utilized to convert the AMBER topol-
ogy and coordinate files to the GROMACS topology and coordi-
nate files (with .top and .gro suffices, respectively). Simply run the
command for this step:

$ amb2gro_top_gro.py -p PHM_solv.prmtop -c PHM_solv.inpcrd -t PHM_solv.top

-g PHM_solv.gro -b PHM_solv.gromacs.pdb

Herein the “PHM_solv.top” is the GROMACS topology file,
which contains all the force field parameters, while “PHM_solv.
gro” is the GROMACS coordinate file. Only these two files are
needed to perform minimization or MD simulations in GRO-
MACS, while the PDB file “PHM_solv.gromacs.pdb” is just a
reference. Note that the current tutorial only serves as an illustrative
example so herein we have skipped benchmark calculations.
However, benchmark calculations on the energies and forces
between the two software packages are highly recommended in an
actual research project to make sure the conversion is correct (see
Note 20).

3.6 Perform MD

simulations

in GROMACS

and Analyze

the Results

Afterwards, we can perform the minimization andMD simulations.
Note that the current example can be useful to other simulations
that involve steps switch from AMBER to GROMACS (see Note
21). Herein the minimization and MD input files are adapted from
the GROMACS tutorial for simulating lysozyme in water (http://
www.mdtutorials.com/gmx/lysozyme/index.html). All these
simulations were performed based on the GPU implementation
of GROMACS (through the “-nb gpu” option) in the version of
2018.3 [19, 20].

1. Minimization:

$ gmx grompp -f min.mdp -c PHM_solv.gro -p PHM_solv.top -o em.tpr > em.out

$ gmx mdrun -v -deffnm em -nb gpu

2. 5 ns NVT equilibration:

$ gmx grompp -f nvt.mdp -c em.gro -r em.gro -p PHM_solv.top -o nvt.tpr > nvt.out

$ gmx mdrun -deffnm nvt -nb gpu

3. 5 ns NPT equilibration:

$ gmx grompp -f npt.mdp -c nvt.gro -r nvt.gro -t nvt.cpt -p PHM_solv.top -o npt.tpr> npt.out

$ gmx mdrun -deffnm npt -nb gpu
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4. 20 ns NVT production:

$ gmxgrompp-f md.mdp-c npt.gro-t npt.cpt-pPHM_solv.top -omd_0_1.tpr> md_0_1.out

$ gmx mdrun -deffnm md_0_1 -nb gpu

In the production simulation, we have 20 ns sampling
using 2 fs time-step, with snapshots being saved every 10 ps.

5. Post-processing of the trajectory:

$ gmx trjconv -s md_0_1.tpr -f md_0_1.xtc -o md_0_1_noPBC.xtc -pbc mol -center

This command accounts for the periodicity and works
interactively. We select the protein as the group for centering
(option 1 in the first input), and then select the whole system as
the group for output (option 0 in the second input). The
md_0_1_noPBC.xtc file generated in this step will be used for
the analysis.

6. Here we use the cpptraj program [34] in AmberTools to ana-
lyze the results. Simply run the command:

$ cpptraj -p PHM_solv.top -i cpptraj.in > cpptraj.out

It calculates the root-mean-square deviation (RMSD)
values of the backbone Cα atoms relative to the crystal struc-
ture, the RMSD values of the heavy atoms in the metal site
residues relative to the crystal structure, and the bond distances
between the metal ion and its ligating atoms. These results are
shown in Fig. 2. Even though these values are reasonable, the
present tutorial is only for illustrative purposes and adjustments

Fig. 2 (a) The RMSD values of the backbone Cα atoms (black) and heavy atoms in the metal site residues (red)
during the production run; (b) The bond distances of metal-ligand bonds for the copper ion, the ligating atoms
are HID242@NE2 (black), HID244@NE2 (red), MET314@SD (blue), and OXY360@O1 (magenta), according to
the residue numbers in the PDB entry 1SDW
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of the force field parameters may be necessary to reach the
desired level of accuracy. In addition, even though one can
successfully reproduce the present example, more hands-on
practices may be needed to master the use of MCPB.py (see
Note 22).

The following files are also attached in the Electronic Sup-
plementary Materials: (1) the Gaussian fchk file after the last
frequency calculation of the small model; (2) the Gaussian log
file of the Merz–Kollman population analysis for the large
model; (3) the LEaP input file; (4) the AMBER topology and
coordinate files of the solvated system; (5) the ParmEd input
file for the parameter check; (6) the cpptraj input file for data
analysis.

4 Notes

1. The PDB file should follow the format of PDB version 3.0,
which is consistent with the force field settings in the AMBER
software package, while other formats can cause recognition
errors of the atoms. If users want to use GROMACS for the
simulations, there should not be discontinuous residues in this
PDB file. Otherwise errors will be issued when using the
GROMACS topology and coordinate files that are obtained
based on the conversion of the AMBER topology and coordi-
nate files. The PDB file should have the metal site in the correct
protonation state, and cannot have two atoms sharing the
identical atom name inside a certain residue. In the PDB file,
the metal ions should be separated into independent residues,
and have both the residue name and atom name as its element
symbol with all letters capitalized. This rule applies for both
isolated ions such as a “ZN” residue, and for embedded ions
such as an iron inside a HEME group (where the iron should
be separated from the HEME group into an independent
residue). If there is more than one metal ion in the metal site,
each ion should be separated into an independent residue. If
there are ligands in the PDB file, each atom inside the ligands
should have its atom name with the first letter corresponding to
its element (e.g., “HB11” instead of “1HB1”), in order for
MCPB.py to correctly identify the element.

2. PDB files can be readily downloaded from the RCSB website:
https://www.rcsb.org/. The pdb4amber program in Amber-
Tools can be used to “clean” the PDB file. Note that if alterna-
tive conformations exist in the PDB file, the pdb4amber
program can be used to “clean” the PDB file by keeping the
“A” conformation or the most populous alternative conforma-
tion. Alternative conformations may be available for the metal

Using MCPB.py to Parameterize a Dioxygen Binding Metal Site 267

https://www.rcsb.org/


site residues, so special attention should be paid when choosing
the appropriate one. The H++ webserver can be used to add
the hydrogen atoms for the amino acids. Since the H++ web-
server will delete all the crystal waters, metal ions, or ligands in
the PDB file, the hydrogen atoms of these fragments can be
added by the reduce and LEaP programs in AmberTools.
Because different pieces were handled separately in the process
of adding hydrogen atoms, users need to correct the proton-
ation states of the metal site residues afterwards if they are
wrong. Then users need to combine these fragments into a
single PDB file. Afterwards pdb4amber can be used to
re-sequence the PDB file. The final PDB file should meet the
criteria mentioned above.

3. Users need to prepare relevant mol2 files (and maybe frcmod
files, see Note 6) for the “unnatural” residues. This is because
MCPB.py only has the force field information such as atom
types, partial charges, and force constants for the standard
amino acids, which are available in the AMBER force fields.
Therefore users need to provide the force field information for
the “unnatural” residues by themselves. Based on this informa-
tion (which are templates) and the quantum calculations,
MCPB.py will generate the missing parameters for the
metal site.

4. Based on the PDB file obtained, users can create independent
PDB files for the “unnatural” residues (e.g., metal ions,
ligands, and water molecules). Through these PDB files, users
can generate the mol2 and frcmod files. The antechamber
program in AmberTools can be used for this purpose. For
residues that are identical except the coordinates (e.g., the
water molecules in the PDB file), only one mol2 file is enough.
One can choose to use the AMBER atom type or general
AMBER force field (GAFF) [35] atom type when using ante-
chamber. Which one to choose will be depend on the specific
case at hand. For example, for an organic ligand, the GAFF
atom type is recommended, while for a water molecule (or a
hydroxyl group) that is coordinated to the metal ion, the
AMBER atom type is recommended. For consistency consid-
eration, users may need to adjust the automatically assigned
atom types according to the AMBER parameter files of the
force field to be used.

5. The mol2 file of an “unnatural” residue should have the iden-
tical residue name and atom names that are used in the PDB
file. This is because during the parameter assignment proce-
dure, MCPB.py cannot match the atoms in the PDB file and
the atoms in the mol2 file unless both their residue and atom
names match. Based on these matches, MCPB.py will assign
atom types and charges to the atoms inside the “unnatural”
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residues according to the mol2 file. For an “unnatural” residue
that is in the metal site, the total charge in its mol2 file should
be physical—the initial partial charges do not need to be accu-
rate (because during the RESP charge fitting of the metal site
residues, these partial charges will be updated), but the total
charge of each residue should be physical for the reason stated
below (e.g., for a Zn2+ ion, its mol2 file should have a charge of
+2; while for a Fe3+ ion, its mol2 file should have a charge of +3;
for a ligating organic ligand, its mol2 file should have the total
charge of the group (typically, 0, +1, or �1, etc.)). This is
because MCPB.py determines the total charge of the metal
site by adding up the charges of the metal site residues. There-
fore charges of these mol2 files are crucial for MCPB.py to
correctly assign the charges when generating the input files for
quantum calculations, and when performing the subsequent
RESP charge fitting. Incorrect assignments will cause errors
such as exaggerated partial charges for the metal site residues
after RESP charge fitting. For an “unnatural” residue that is
outside the metal site, the partial charges will not be fitted
again, so these charges should be accurate and ready for
simulations.

6. The frcmod files contain the force field parameters for the
“unnatural” residues, and these parameters are missing in the
AMBER force field (including the general AMBER force field,
which can be specified through the gaff variable) that the users
are going to use. If these parameters are already available in the
AMBER force field, users do not need to provide any particular
frcmod files.

7. After obtaining the mol2 files, the parmchk2/parmchk pro-
gram in AmberTools can be used to generate the frcmod files.
The parmchk2 program has an improved algorithm for gener-
ating the missing parameters and is recommended. However, it
is not guaranteed that parmchk2 can handle all the cases that
parmchk can handle. So when it fails, users can try parmchk. If
users choose to use the AMBER atom type for a certain residue,
they should indicate the path of the parmfile when generating
the corresponding frcmod file. This parmfile is the dat file in
the $AMBERHOME/dat/leap/parm directory which corre-
sponds to the force field to be used.

8. Users need to manually create an input file for MCPB.py, in
which the PDB, mol2, and (if any) fromod files are indicated.
This input file are utilized for all the four steps of the MCPB.py
protocol. A number of variables are available for the input file,
and users can consult the AMBER manual for details. Of these
variables, the following three are indispensible:
(a) original_pdb, which is the PDB file MCPB.py uses;
(b) ion_ids, which is the atom ID of the metal ion in the
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metal site. If there are more than one metal ion available, all of
their atom IDs need to be provided in one line and separated by
spaces; (c) ion_mol2files, which is the mol2 file for the metal
ion(s) in the metal site. If the metal site has more than one
metal ion, and these ions are the same element and have the
same formal charge, only one single mol2 file is needed for all
of them.

9. Users can manually add/delete any coordinating bonds by
adding or deleting the “LINK” lines. MCPB.py will treat
these bonds as metal-ligand bonds and will generate relevant
parameters based on them.

10. Gaussian03, Gaussian09, and Gaussian16 are supported by the
MCPB.py program released in AmberTools19. In terms of the
GAMESS-US program, at least the version 2011.08.11(R1) is
supported. Overall, any version of GAMESS-US [36] that has
the same output formats of the Cartesian Hessian matrix and
Merz–Kollman population analysis as 2011.08.11(R1) is
supported.

11. If Gaussian was used to do the quantum calculations, the
Z-matrix Hessian matrix will be saved in the output file of the
frequency calculation, which will be used when generating the
force field parameters based on the Z-matrix method. How-
ever, the Cartesian Hessian matrix is saved in the binary check-
point file after the frequency calculation. One needs to convert
it to a fchk file, which will be used when generating the force
field parameters based on the Seminario method. In compari-
son, if GAMESS-US was used, the Cartesian Hessian matrix
will be saved in the output file of the frequency calculation.
Currently MCPB.py only supports force constant generation
based on the Seminario method when using GAMESS-US.
Users need to put the output or fchk file under the working
directory ofMCPB.py. By default, MCPB.py will try to find the
needed file having the default name of (group_name)_-
small_opt.fchk or (group_name)_small_fc.log. If the file has a
name different from the default name, users can tell MCPB.py
the file name through the --fchk option (for the fchk file) or the
--logf option (for the output file).

12. One can modify the quantum calculation input files according
to the resources available and specific needs. For example, the
number of processors, the memory requirement, the DFT
functional, the basis set, whether to use a solvation model,
etc. Note that MCPB.py assigns the multiplicity of 1 or 2 to
the input files of quantum calculations, based on the number of
electrons available. However, this assignment may not be cor-
rect, especially for transition metal containing systems, whose
multiplicity can be complicated. Hence users may need tomake
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corrections to the multiplicity before carrying out the quantum
calculations. An incorrect multiplicity can cause convergence
failure and generate incorrect force field parameters. We
emphasize that during the quantum calculations, one cannot
rearrange the atom sequence in the quantum input files. This is
because MCPB.py will generate the force field parameters and
partial charges based on the atom sequence in the generated
PDB files and fingerprint files created in the first step of the
MCPB.py protocol. Hence any sequence mismatch between
these files and the output files of the quantum calculations will
cause errors. If users can only successfully perform the optimi-
zation by reordering some of the atoms, they need to order
them back in the final force constant calculation to match the
atom sequence in the PDB and fingerprint files. The same rule
applies to the quantum calculation of the Merz–Kollman pop-
ulation analysis. Similarly, any addition or deletion of the atoms
during the quantum calculations will cause errors in later steps.
So it is important to make sure that all the files have atom
sequences matching the original PDB file in order to prevent
this kind of problem.

13. For the small model, note that full geometry optimization will
only find a stationary point, which may be a saddle point but
not a local minimum. However, it is required to have a local
minimum for the frequency calculation. Hence users need to
check the convergence and frequencies in the output file of the
frequency calculation. The convergence criteria need to be
satisfied and there should be no imaginary frequencies. Other-
wise, one needs to further optimize the structure and redo a
frequency calculation until these requirements are met. After-
wards, the generated fchk or output file can be used for mod-
eling in the next step. If GAMESS-US is used for these
calculations, one should manually copy the optimized coordi-
nates into the input file for frequency calculation. This step is
not necessary for Gaussian because the frequency calculation
will read the charge, multiplicity, and coordinates from the
checkpoint file generated by the geometry optimization.

14. For the Merz–Kollman population analysis of the large model,
a full optimization is not recommended because of the compu-
tational cost. A single point calculation can be performed if the
positions of the hydrogen atoms are reasonable. Otherwise a
geometry optimization for the hydrogen atoms is recom-
mended. These different options can be set through the “lar-
ge_opt” variable.

15. By default, the equilibrium values of bonds and angles involv-
ing the metal ion will be calculated based on the coordinates
used in the frequency calculation. If users want to get these
numbers according to the PDB file of the small model, the
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variable “xstru” should be set to 1 in the MCPB.py input file.
Besides, step “2b” should be used when users want to generate
a frcmod file that have all the parameters except the ones of
bonds and angles involving the metal ion (e.g., if they want to
fill out these parameters later by hand). In this case, quantum
calculations of the small model are not necessary. If the force
constants in the generated frcmod file are all reasonable, one
can progress to the next step.

16. There are different options for the RESP charge fitting step
that are about charge restraints on different groups, users can
consult the AMBER manual for details. Users need to check
whether the partial charges are reasonable in the generated
mol2 files. Generally the partial charge of a metal ion should
be between 0 and +2, and smaller than its oxidation state, even
for a metal ion which has an oxidation state of +3 or +4. Too
large of a partial charge in the generated mol2 files may indicate
incorrect charge assignments in the original mol2 files. Users
can consult Note 5 in this book chapter on this issue. In order
to prevent this problem, one needs to make sure the original
mol2 files have the correct charge settings, along with the
correct charge and multiplicity assignments for the quantum
calculations.

17. The LEaP input file may need to be adapted for different
situations. Users need to check the LEaP input file carefully
and make corrections if necessary. Special attention should be
paid to the “bond” commands. This input file is supposed to
have the disulfide bond settings. The metal site residues should
have correct connections with each other through the “bond”
commands. Moreover, since the metal site amino acid residues
were renamed (which will be treated as “unnatural” residues by
LEaP) and there is no head or tail information in the generated
mol2 files, their connections with the neighboring amino acids
need to be set through the “bond” commands as well. These
settings should be added into the LEaP input file if they are
missing.

18. It is highly recommended to use a visualization program such as
VMD to check the generated topology and coordinate files.
VMDwill indicate the bond connections based on themolecular
topology; hence, one can see whether or not the metal site
residues have the correct connections with each other and with
their neighboring residues. If any connections are incorrect or
missing, one needs to modify the LEaP input file and regenerate
the topology and coordinate files. Note that using VMD to
simply check the PDBfile is not enoughbecauseVMDwill assign
the bond connections automatically based on the distances
between atoms.
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19. ParmEd in AmberTools can be used to numerically check the
parameters. Specifically, the “printBonds,” “printAngles,”
“printDihedrals,” and “printDetails” commands can be used for
this purpose.

20. Before performingminimization andMD simulations in GRO-
MACS, it is better to perform benchmark calculations for ener-
gies and forces in AMBER and GROMACS for comparison.
Even though an exactmatch is not expected due to the different
simulation settings, the deviations should not be significant.

21. Moreover, the current example can be helpful to switch any
simulation from AMBER to GROMACS. For example, a NPT
equilibration by AMBER followed by a production run by
GROMACS. This tutorial will help users to take advantage of
the functionalities in both software packages.

22. Hands-on practice is essential to grasp any simulation tool.
There are a large number of parameters in a force field; hence,
care is essential, especially for complicated systems containing
transition metal ions. Even though MCPB.py can significantly
decrease the human effort involved in the parameterization of a
metal site, it is dangerous to treat it as a “black box.” In order to
better grasp the MCPB.py program, practice is highly recom-
mended. We recommend the users to explore the example in
this book chapter as well as the tutorials online, for better
understanding and grasp of the MCPB.py program.
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Chapter 16

Parameterization of Large Ligands for Gromacs Molecular
Dynamics Simulation with LigParGen

Yu Wai Chen, Yong Wang, Yun-Chung Leung, and Kwok-Yin Wong

Abstract

Molecular dynamics (MD) simulation is a powerful method of investigating the interaction between
molecular species. Defining the mechanical properties and topologies for all components involved is critical.
While parameters for proteins are well established, those for the wide range of ligands and substrates are
not. Here we introduce a very useful service which is designed for small organic molecules. We describe a
protocol to extend this tool to beyond its current size (200 atoms) and formal charge (2+ to 2�) limits.

Key words Molecular dynamics (MD) simulation, Ligand parameters, Protein-ligand complex,
OPLS-AA/L forcefield, Gromacs, Peptidoglycan glycosyltransferase, Moenomycin A, Fluorescein

1 Introduction

In recent years, molecular dynamics simulation of macromolecular
systems has emerged as a powerful tool in structural analyses. In
2013, the Nobel Prize in Chemistry was awarded to Arieh Warshe,
Michael Levitt, and Martin Karplus for their contributions in ori-
ginating and advancing the art of computational simulation with
molecular mechanics. Over the years, the vast improvement in both
computer hardware and software helped to popularize these tech-
niques. Nowadays, researchers can perform simulation of simple
proteins on an average home computer.

Gromacs is one of the most popular simulation software [1],
which is free for academic research. The project is under active
development to take advantage of newer algorithms for use with a
broad spectrum of hardware from personal computers to high-
performance clusters.

Gromacs (seeNote 1) has been applied to studying a wide range
of biological phenomenon. Researchers are continually pushing the
boundaries of what they can achieve. The software was developed
initially for proteins, for which the chemical and structural proper-
ties (simulation parameters) are optimized. However, the same
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cannot be said for other macromolecules (e.g., carbohydrates,
nucleic acids, and lipids), small organic molecules, or modified
amino acids. In the past, researchers have very limited means of
progressing when they came across a species of which the simula-
tion parameters are not known. Sometimes, the only way ahead was
to use parameters based on similar structures guided by chemical
intuitions.

In the past few years, several utilities have been developed to aid
the parameterization of molecular species. These include the Lig-
ParGen [2], and the ATB [3], both are available as web servers. In
this article, the use of the former on a 219-atom species will be
described, as an example. The overall method is based on aGromacs
tutorial available on the LigParGen web server [4].

The biological system under investigation is the bifunctional
Staphylococcus aureus protein, penicillin-binding protein 2 (PBP2),
which is essential for cell wall synthesis. We are only interested in its
peptidoglycan glycosyltransferase (PGT) domain. In our labora-
tory, we modified the PGT inhibitor, moenomycin A (MoeA;
Fig. 1a), by replacing its A-ring with a label moiety (fluorescein
with a C4 linker) to become “F-4-MoeA.” The fluorescent proper-
ties of free and protein-bound F-4-MoeA are different, thus allow-
ing the protein-inhibitor binding event to be monitored
spectroscopically.

The purpose of this chapter is to demonstrate how to obtain
reasonable parameters for the large ligand so that a simulation
exercise can be set up to study the dynamics of the non-cova-
lent protein:ligand (PGT:F-4-MoeA) complex. Our starting mate-
rial is a crystal structure in the Research Collaboratory for
Structural Bioinformatics Protein Data Bank (RCSB PDB) which
consists of the full periplasmic body of PBP2 complexed with
moenomycin A (PDB ID: 2OLV) [5]. We demonstrate how the
ligand parameters are obtained with a 2-part divide-and-conquer
strategy combining server-generated parameters with manual
editing.

2 Software

All the software needed in this chapter, except the ChemOffice
Professional suite, are free for academic or nonprofit use.

2.1 Web Server 1. LigParGen server (http://zarbi.chem.yale.edu/ligpargen).

2. To accompany its use, the web page for Gromacs tutorial and
for downloading Python scripts and Gromacs input files is:
http://zarbi.chem.yale.edu/ligpargen/gmx_tutorial.html.
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2.2 Installed

on Local Linux

Computer

1. Modeller version 9.X (https://salilab.org/modeller/)—for com-
parative modeling of proteins from structure templates (.pdb
files).

2. Coot (https://www2.mrc-lmb.cam.ac.uk/personal/pemsley/
coot/)—for viewing structures (.pdb files) graphically and
manipulation of atomic coordinates.

Tailless fluorescein-C4-
linked Moenomycin A 
(F-4-MoeAΔ)
219 atoms, charge = 4–

C
F-4-MoeAΔ Part 1
186 atoms, charge = 2–

D
F-4-MoeAΔ Part 2
60 atoms, charge = 2–

Fig. 1 Chemical structures of the ligand and its derivatives. This figure and Fig. 2 were prepared with
MarvinSketch and Inkscape
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3. Gromacs version 4.6.7 (http://www.gromacs.org) (higher ver-
sions will need modifications of input described in this
chapter).

4. Open Babel (http://openbabel.org/)—for interconversion of
chemical structure in different formats.

5. Avogadro (https://avogadro.cc/)—for graphical visualization
and energy minimization of structures (.mol2 files).

6. PyMOL (https://pymol.org/)—for viewing structures (.pdb
files) graphically and addition of missing hydrogen atoms.

7. VMD (https://www.ks.uiuc.edu/Research/vmd)—for view-
ing simulation structures (.gro files) graphically.

2.3 Commerical

Software (Windows)

ChemDraw and Chem3D (ChemOffice Professional suite,
PerkinElmer).

3 Protein Model

The protein structure needs to contain the full sequence and has all
the hydrogen atoms. Residues 137–144 are missing in the crystal
structure. The starting model of PGT is built using Modeller
employing chain B of PDB ID: 2OLV and including other homol-
ogous PGT domain structures as reference templates (PDB IDs:
3VMA, 3FWL, 3NB6, 2OQO, 6FTB). The details of Modeller
operations are beyond the scope of this chapter, and the readers
are referred to its webpage for tutorials and instructions. Briefly, the
following steps are performed:

1. Download all the crystal structures (.pdb files) from the RCSB
PDB (https://www.rcsb.org).

2. Superimpose all PGT domain structures on a molecular gra-
phics program (e.g. Coot) which allows the display of electron
density maps generated from deposited data. By careful inspec-
tion, a multiple-sequence alignment was constructed which
serves as the input for Modeller (see Note 2).

3. The side-chain rotamer conformations of the Modeller-best
model are checked against the template structures with their
respective electron density maps and adjusted if necessary.

4. The protonation states of essential residues are checked and
revised if necessary (see Note 3). Name the protein-only coor-
dinate file, e.g., protein.pdb.
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4 Ligand Model

The ligand, moenomycin A, that is bound to S. aureus PBP2 in the
crystal structure serves as the starting point. The C25 lipid tail is not
defined and the ligand will be kept truncated in the simulation
because the tail is presumably associating with the membrane
which will not be simulated. The goal of this step is to prepare a
structure model of the “tailless” ligand, F-4-MoeAΔ (Fig. 1b).
First, we shall produce a purely geometric 3D model from drawing
out its chemical structure (Subheading 4.1). This will then be used
to generate atomic coordinates of the parts of the ligand which was
chemically extended (fluorescein plus linker) on top of the MoeA
framework (Subheading 4.2).

4.1 Preparation of a

Complete Geometric

Model

1. The 2D structure of F-4-MoeAΔ is drawn in ChemDraw (Che-
mOffice Professional), and its 3D coordinates are generated by
Chem3D (ChemOffice Professional), saved into the mol2 format
(e.g. F_4_MoeA.mol2) and passed to Avogadro for energy
minimization.

2. The mol2-format structure was used to generate a coordinates
file in pdb format using Open Babel. In the Linux environment,
the command is:

$ babel -imol2 F_4_MoeA.mol2 -opdb F_4_MoeA.pdb

The atoms in this file do not have unique atom names (they
only have element types: N, O, C, etc.) nor a residue type
(default residue is “***”).

4.2 Manual

Rebuilding

of Structural Model

The MoeA framework from the crystal structure needs to be man-
ually rebuilt with the fluorescein moiety added to form the com-
plete ligand such that, when complexed with the protein, the ligand
structure makes chemical sense and does not lead to major steric
clashes. Rebuilding consists of rounds of manipulation of the
model coordinates in a molecular graphics program (Coot), export-
ing the moved coordinates, and grafting of the exported (moved)
coordinates into the starting model of that round.

1. Starting with the known MoeA coordinates (residue “M0E B
901” of PDB ID: 2OLV), several atoms corresponding to the
A-ring ofMoeA (atom names: CCM,OCQ, NCS, CCT, CCU,
OCV, CCW, CCX, CCY, OCZ) are deleted. These atoms will
be replaced by the linker atoms (Fig. 1a, b).

2. The linker and fluorescein parts will be added. The Coot func-
tion, “Rotate Translate Zone/Chain/Molecule”, is used for
adjusting rotatable bonds so that the whole ligand fits into the
binding site (see Note 4). Each round of these manipulations
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results in rotation along one bond. It may take several rounds
to achieve the final model. In the case of F-4-MoeAΔ, it took
five rounds.

3. The new atomic coordinates are revised so that each has a
unique atom name. The residue name of all atomic coordinates
is to be the same as that of the MoeA (i.e., “M0E B 901”).

4. The model is examined in the graphics program PyMOL, and
hydrogen atoms are added and carefully examined and revised
according to chemical knowledge (see Note 5).

5. The ligand, F-4-MoeAΔ, consists of 219 atoms and exceeds the
limit of 200 atoms imposed by the LigParGen server. In addi-
tion, the ligand has a formal charge of 4� (2� on the fluores-
cein dianion, and 2� on the MoeA framework; Fig. 1b). The
LigParGen server imposes a maximum charge of from 2+ to
2�. The solution is to upload the ligand in two parts and
combine them afterward.

5 Ligand Parameterization

5.1 Generating

Parameters in Two

Parts

1. The ligand coordinate pdb file is divided into two parts, with
extensive overlap in the C4 linker (Fig. 1c, d). Each part has
fewer than 200 atoms and a charge of 2� (see Note 6).

2. The complete ligand F-4-MoeAΔ pdb file is edited into the two
part-pdb files by deleting unneeded atom lines. Unfulfilled
coordination at the new termini is filled with hydrogen atoms
using PyMOL.

3. The two files (part-1.pdb and part-2.pdb) are submitted sepa-
rately to theLigParGen server. Since bothparts carry charges, the
1.14*CM1A chargemodel is employed.On completion, the two
parameterization runs will produce the sets of .itp and .gro files
(parameters) for Gromacs.

5.2 Merging

Geometry Parameters

(.gro)

1. First, we need to identify a group of atoms which have similar
partial charges in both parts to form the merge junction. The
two .itp files (topology) are examined. Under the [ atoms ]
section, all atoms are listed with their partial charges. In this
case, the �NH�CS� atoms (H2C, N28, C2B, S2E of Part
1 and their equivalents, H1C, N0O, C0M, S0N of Part 2) have
similar charges (Fig. 2a).

2. The coordinates of the two parts cannot be simply merged as
they are from individual LigParGen runs. With both loaded
intoCoot, the base structure (part-1.pdb) is kept stationary, and
the fluorescein part (part-2.pdb) is moved so that the junction
atoms overlap in space; then the new coordinates of part-
2 atoms are exported.
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3. Before merging, make sure all (three-character) atom names
are unique by checking and renaming if needed, in part-2.gro
(see Note 7; compare Fig. 2a, b).

4. Concatenate the part-1.gro and part-2.gro into a new file called
F0M.gro. The new ligand “residue” is referred to as “FM0” (for
“fluorescein-labeled moenomycin”) throughout the
simulation.

5. Delete unwanted redundant atom lines from each .gro file
(Fig. 2a).

6. In F0M.gro, all the part-2 XYZ coordinates need to be updated.
These values are extracted from theCoot-moved part-2.pdb and
divided by 10 so that they are in nm (for Gromacs).

7. Revise the total number of atoms in FM0.gro (for F-4-MoeAΔ,
it is 219).

8. Edit all residues (first column) to be “1FM0” (residue number
1, residue name “FM0”).

Fig. 2 Details of atomic charges at the merge junction. Positive charges are in blue and negative charges are in
red. Bracketed three-character atom names are shown next to element symbols. (a) The two parts that form
the complete ligand with the junction indicated by an arrow: Part 1 (all atoms to the left of the arrow) and Part
2 (all atoms to right of the arrow). The parts that are not used are in grey: these atoms and their parameters
are deleted. (b) The merged model and its atomic charges. (c) The final model with rebalanced charges

Large Ligands Gromacs Parameterization 283



5.3 Combining

Topology Parameters

(.itp)

1. The two .itp files (topology) are edited separately before
merging.

2. Edit part-1.itp: [ atomtypes ] and [ atoms ] sections: com-
ment out redundant atom entries (Fig. 2a). LigParGen assigns
each atom with an individual atomtype in the format opls_nnnn
where nnnn is a unique number (e.g. opls_883). Note that each
atom is assigned an “atom number” (first field in [atoms]; see
Note 8). All the subsequent geometric parameters are defined
using this “atom number.”

3. Edit part-1.itp: In the geometry definition sections: [bonds],
[ angles ], [ dihedrals ], [ pairs ], identify all the lines
which contain any of the redundant atoms (identified by their
“atom number”) and comment all out.

4. Edit part-1.itp: In the geometry definition sections: [bonds],
[ angles ], [ dihedrals ], [ pairs ], identify those entries
which contain the junction atoms and mark down for further
editing.

5. Edit part-2.itp: [ atomtypes ] and [ atoms ] sections: com-
ment out redundant atom entries (Fig. 2a). All “opls_nnnn”
atomtypes will be clashing with those in part-1.itp. Give them
unique new numbers (e.g. change opls_800 � opls_859 to
opls_9800 � opls_9859). All “atom numbers” are also clashing
so rename them from 1, 2,. . . to 201, 202,. . . (but also see
Note 8).

6. Edit part-2.itp: In the geometry definition sections: [bonds],
[ angles ], [ dihedrals ], [ pairs ], identify all the lines
which contain any of the redundant atoms (identified by their
“atom number”) and comment all out. Rename all atom names
to those assigned in Subheading 5.2, step 3.

7. Edit part-2.itp: In the geometry definition sections: [bonds],
[ angles ], [ dihedrals ], [ pairs ], identify those entries
which contain the junction atoms and edit them. The part-
2 atom numbers should be associated with the respective part-1
atom numbers to recreate the proper geometric definitions.

8. Merge the two edited files, part-1-edited.itp and part-2-edited.
itp, into a new file called F0M.itp (Fig. 2b). Make the new
residue, “FM0”, in the [ atoms ] section of FM0.itp. Check
all atom numbers (see Note 8).

9. The partial charges of atoms at and near the junction are
checked and manually revised so that the overall charge of the
F-5-MoeΔ ligand is an integer (�4) (Fig. 2c).

5.4 Rebuilding

Coordinates (.pdb)

1. Merge the two files, part-1.pdb and part-2.pdb, into a new file
called F0M.pdb.

2. Delete redundant atom lines (Fig. 2a).

284 Yu Wai Chen et al.



3. Rename all part-2 atom names to those assigned in Subheading
5.2, step 3.

4. Name the new residue as “A chain”, residue number 1, with
residue name “FM0.”

5. Change all atom lines to begin with “HETATM” (instead of
“ATOM”) to conform to the PDB convention for ligands.

6 Running the MD Simulation (Using the Parameters)

6.1 Preparation Set up the simulation box and the solvation system (see Note 9).
Python scripts are downloaded from the LigParGen tutorial for
Gromacs webpage.

1. Prepare the coordinates file for the complex with the help of a
python script. The OPLS-AA/L forcefield must be chosen for
compatibility.

$ pdb2gmx -f protein.pdb -o protein.gro -water tip3p -ignh

$ python combineGro_prot_lig.py protein.gro FM0.gro > cpx.gro

Edit topol.top (output of pdb2gmx) and do (a) add the line
“#include FM0.itp” below the forcefield definition “#include
oplsaa.ff/forcefield.itp”; (b) at the end of the file, under the
[ molecules ] section, add a molecule type “FM0 1”.

2. Prepare the simulation environment: a cubix box with
1-nm-thick walls (see Notes 10 and 11).

$ editconf -f cpx.gro -o cpx_box.gro -c -d 1.0 -bt cubic

$ genbox -cp cpx_box.gro -cs spc216.gro -o cpx_box_W.gro -p topol.top

3. Set up the system with 0.15-M ions and to neutralize the
charges on the protein:ligand complex.

$ grompp -f ions.mdp -c cpx_box_W.gro -p topol.top -o ions.tpr -maxwarn 2

$ genion -s ions.tpr -o cpx_box_Wi.gro -p topol.top -neutral -conc 0.15

(Add the ions to the SOL molecule group in response to
this command.)

6.2 Energy

Minimization (See

Notes 10–12)

$ grompp-fem.mdp-ccpx_box_Wi.gro-ptopol.top -oem.tpr-maxwarn2

$ mdrun -v -deffnm em

6.3 Equilibration,

Production (See Notes

10–12)

Once energy minimization has been run successfully, the MD
system is set up properly. The remaining of the MD steps: equili-
bration in NVT and NPT ensembles with restraints and the unre-
strained production MD will run. The details of these steps are
beyond the scope of this chapter. A snapshot of the PGT:F-4-
MoeAΔ complex after a 10-ns MD run is shown in Fig. 3.
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7 Notes

1. Text format conventions: computer software, file type, and
filenames are in italics; commands entered in Linux prompt
are boxed and in monospaced fonts.

2. The most time-consuming step for Modeller rebuilding is the
construction of the template sequence alignment. The quality
of the model produced will be dependent on the quality of the
manual structure-based alignment. Automated sequence-based
alignment is generally inferior.

3. Protonation states of protein side chains are often not known in
crystal structures except those of very high resolution. Some-
times, protonation states can be inferred from known chemical
properties.

4. Manual rotation (dihedral angle adjustment) in Coot. The non-
standard geometry of the unknown ligand is not understood by
Coot. Therefore, the “Edit χ Angles” or “Torsion General”

Fig. 3 The model of the PGT:F-4-MoeAΔ complex. This is the structure of the
last frame (1001) of the production MD simulation. The protein is shown in
secondary-structure cartoon with helices, strands and loops colored in green,
cyan, and gray, respectively. The residues which are important in interacting
with MoeA are shown with their side-chain atoms and colored in gray. The
structure of F-4-MoeAΔ is colored in yellow. This figure is produced with VMD
and ImageMagick
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(edit dihedral angles) tools cannot be used. We did not go
down the route of defining all the parameters for the rebuilding
of the ligand. Instead, we employed a “brute-force” manual
rebuilding by eye judgment and chemical intuition. In a typical
round, a ligand model (starting coordinates set) was loaded
twice into Coot so that we have two molecules: one for visual
reference (coordinates will be fixed); the other for rebuilding
(coordinates will be revised). Rotation along a bond is achieved
by carrying out manual “Rotate Translate Zone/Chain/Mole-
cule” actions while keeping the bond being rotated aligned in
both molecular objects. The “rotated” (moved) coordinate set
is exported. The new “rotated” atomic coordinates on the
“moved” side of the bond are grafted into and replace the
equivalent coordinates of the “starting” set.

5. Checking the protonation states of chemical groups is impor-
tant. In this case, F-4-MoeAΔ has four ionizable groups, two
on fluorescein, one on the phosphate, and one on the terminal
carboxylate distal to the fluorescein. Hydrogen atoms on these
groups are deleted.

6. Due to the maximum charges allowed on the LigParGen
server, it may be necessary to keep some ionizable groups
protonated. In the case of F-4-MoeAΔ, a terminal carboxylic
acid has been kept protonated (Fig. 1c) to allow the other two
groups, which play essential roles in protein binding, to be
ionized.

7. Use a convention to rename part-2 atoms so that they are
unique as well as can be easily identified. For example, change
all middle characters from “0” to “7” and from “1” to “8”
(i.e. atom “C0X” becomes “C7X”; “N0K” becomes “N7K”;
“O11” becomes “O81”). Of course, one already checked that
none of the part-1 atoms has “7” or “8” as its middle character.

8. It is crucial to note that the atom numbering in the final FM0.
itp file has to start from 1 and is continuous without gaps.
Otherwise, Gromacs will not run.

9. Use TIP3P water for the OPLS-AA/L forcefield.

10. ions.mdp, em.mdp, nvp.mdp, npt.mdp, md.mdp can be down-
loaded from “http://zarbi.chem.yale.edu/ligpargen/gmx_
tutorial.html”

11. Use “vdw-type ¼ Cut-off” and “cutoff scheme ¼ Verlet” in all
.mdp files to avoid getting fatal error due to large charge
groups.

12. Include “FM0” as one of the energy groups (e.g., in em.mdp,
“energygrps ¼ Protein FM0”).
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Chapter 17

Simulation of Proteins Modified with a Fluorescent Label

Zoe Chan and Yun-Chung Leung

Abstract

Fluorescent labeling of protein has been widely used in microbiology for detection and analysis. Molecular
dynamics simulations provide vital supporting information for predictions and interpretations of experi-
mental results. While force fields for proteins with regular amino acids are readily available, parameters for
covalently attached fluorophores have to be incorporated into these force fields before they can be used for
simulations. In this chapter, we shall discuss the methods to parameterize a fluorescent probe (fluorescein)
attached to a cysteine, as a modified residue, for performing simulations with GROMACS.

Key words Molecular dynamics simulation, Parameterization, Mutated amino acid residue, Fluores-
cent probe, CHARMM force field, GROMACS, Fluorescein

1 Introduction

Fluorescent probe is commonly used in microbiology for analytical
and detection purposes [1–5]. A fluorophore can be attached in the
vicinity of the active site of an enzyme to detect enzyme–substrate
complex formation. Binding of a substrate or an inhibitor alters the
microenvironment of the fluorophore and induces a change in the
fluorescence signal, allowing fast detection and screening of poten-
tial target substrate or inhibitors. For fast and accurate detection,
the fluorescent probe should be attached to a residue close to the
binding pocket with minimal hindrance to the enzymatic function.
MD simulations can be used to study different conditions and
combinations of fluorophores at various locations for potential
designs of the sensor. The experimental results can also be studied
against MD simulations for more thorough understandings and
interpretations. However, the common fluorophores, such as fluo-
rescein and rhodamine, are not normally incorporated in currently
available force fields for MD simulations.

Force fields include all the parameters necessary in simulations,
such as atomic charges, bond lengths, and bond angles. All the
calculations are done based on these parameters. Therefore, the
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parameters of the fluorescent probe have to be included in the force
field used.

In this chapter, a step-by-step method for parameterizing a
fluorescent probe, fluorescein-5-malemaide, attached to a cysteine
as a mutated residue and incorporating it into CHARMM27 force
field will be discussed. This is one of the most popular ways of
fluorescent labeling a protein target to make a biosensor. Some
solutions to common errors that may occur during simulations
with this mutated residue will be discussed in the hope of helping
fellow users to tackle the known issues.

2 Software and Protein Structure

2.1 Software All the software used in this chapter are free for academic purposes
and are installed on a Linux computer with Ubuntu version
16.04 (see Note 1).

1. ACPYPE (or AnteChamber PYthon Parser interfacE) [6]—for
parameterization.

2. Antechamber version 17.3 [7] from AmberTools17 package.

3. Coot (Crystallographic Object-Oriented Toolkit) version 0.8.8
[8]—for protein structure visualization.

4. GROMACS version 4.6.7 [9–11].

5. JLigand version 1.0.40 [12]—for fluorophore-amino acid
complex drawing.

6. Open Babel version 2.3.2 [13]—for interconversion of complex
structure in different formats.

7. VMD version 1.9.3 [14]—for MD simulation structures
visualization.

2.2 Protein Structure The fluorophore-protein complex structure was modeled based on
the well-defined crystallographic structures of BlaC β-lactamase
obtained from the Protein Data Bank [15] (PDB ID: 3CG5
[16]). Make sure there are no missing residues in the crystal struc-
ture (see Note 2).

3 Fluorescent Probe Structure Building and Optimization

1. The structure of fluorescein-5-maleimide-attached cysteine is
built using JLigand. The mutated amino acid, CMF (Cysteine-
Maleimide-Fluorescein), is constructed by first drawing the
covalent structure, then regularizing the structure to check
the chemistry and minimize steric hindrance.
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2. The atom names can be changed by double-clicking the atom
and edit the “Atom Id”. Some atom names may cause errors in
GROMACS, refer to Subheading 8.1 for more details.

3. R and S stereoisomers can be controlled at each chiral center by
double-clicking the corresponding atom to open the “Edit
Atom Details” tab.

4. The coordinates and bond information of the residue is then
saved in PDB and CIF formats. The coordinate file can be
edited manually by a plain-text editor to remove all the
non-aromatic hydrogen atoms for a clean visualization.

5. Check the structure on Coot for connectivity and torsional,
steric, and angular strains before proceeding to the next step.

4 Parameterization of the Fluorescent Label Using ACPYPE

1. The topology file can then be generated from the coordinate
file through Antechamber, a program in the AmberTools pack-
age. It gives the parameters compatible with AMBER,
CHARMM, and OPLS force fields.

$ acpype -i CMF.pdb

2. If the molecule is charged, for example carrying a total charge
of �2, they should be specified by “-n”

$ acpype -i CMF.pdb -n -2

3. Check for abnormalities in the charges of the generated topol-
ogy files using a plain-text editor and the coordinates on Coot.
Abnormalities are likely caused by the misidentification of atom
and bond types or missing atoms, especially hydrogen atoms.
See Subheading 8.2 for more details.

4. Carefully check the atom and bond types in the MOL2 file as
they greatly affect the charge calculation. SYBYL-format atom
and bond types used in the MOL2 file are listed in Tables 1
and 2, respectively.

5. Remove any extra hydrogen (e.g., ionizable hydrogens) from
the MOL2 file, and strategically change the charge to maintain
the correct overall charge.

6. Check the total number of atoms and bonds.

7. Save theMOL2 file after modification and use it to generate the
topology files.

$ acpype -i CMF_modified.mol2 -n -2
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Table 1
SYBYL atom types

Hydrogen H

Carbon sp3 C.3

Carbon sp2 C.2

Carbon sp C.1

Carbon aromatic C.ar

Carbocation (guanidinium) C.cat

Nitrogen sp3 N.3

Nitrogen sp2 N.2

Nitrogen sp N.1

Nitrogen aromatic (pyridine) N.ar

Nitrogen amide N.am

Nitrogen trigonal planar (nitro, pyrrole) N.pl3

Nitrogen positively charged sp3 (lysine) N.4

Oxygen sp3 O.3

Oxygen sp2 O.2

Oxygen in carboxylates and phosphates O.co2

Sulfur sp3 S.3

Sulfur sp2 S.2

Sulfoxide sulfur S.o

Sulfone sulfur S.o2

Phosphorus sp3 P.3

Halogens and metals Element symbol
(F, Cl, Ca, Zn, etc.)

Table 2
SYBYL bond types

Single 1

Double 2

Triple 3

Aromatic ar

Amide am

Delocalized (carboxylate, guanidinium) ar
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8. A subsidiary subdirectory, CMF.acpype/, should be created by
ACPYPE . It contains the coordinate files of the residue in
MOL2 and PDB format, and the corresponding files for
AMBER, CHARMM, GROMACS, and OPLS force fields.

9. The CMF_GMX files are generated for GROMACS, the GRO
file (CMF_GMX.gro) contains the molecular structure in Gro-
mos87 format; the TOP file (CMF_GMX.top) is the topology
file. The ITP file (CMF_GMX.itp) includes all the parameters
needed: atomic charges, bond types, angles, and improper and
proper dihedrals.

5 Incorporation of the Fluorophore Parameters into the CHARMM27 Force Field

5.1 Setting Up

the Force Field

1. All the force field subdirectories are located under the directory
(see Note 3):

gromacs/top/, each with the extension “.ff”. All the para-
meters required are found in the force field subdirectory.

2. Duplicate the entire force field subdirectory for the target force
field before customizing it (seeNote 4). At the gromacs/top/
directory:

$ cp --r charmm27.ff charmm27mod.ff

3. From here on, work in the gromacs/top/charmm27mod.ff
subdirectory (see Note 6).

4. CMF is treated as a mutated residue, and therefore, must be
specified in the force field file. The following files (Subheadings
5.2–5.6) must be modified to incorporate the parameters cal-
culated using ACPYPE into the topology.

5.2 forcefield.doc gromacs/top/charmms27mod.ff/forcefield.doc

1. To distinguish the modified force field from the original in
simulation, rename the first line of the forcefield.doc. In this
example, the force field was named “CHARMM27-CMF
all-atomforcefieldwithCMF(withcmap)--version
2.0.”

5.3 residuetypes.dat gromacs/top/residuetypes.dat

1. For the program to recognize CMF as an amino acid, it has to
be specified in residuetype.dat.

2. The five recognized types are: Protein, DNA, RNA, Water,
and Ion.

3. It is recommended to copy the residuetypes.dat file into
the working directory and make any amendment on the copy
instead of the original file.
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5.4 aminoacids.rtp gromacs/top/charmms27mod.ff/aminoacids.rtp

[ CMF ]

[ atoms ]

N      NH1      -0.529001      0

HN     H         0.359800      1

CA     CT1       0.018500      2

[ bonds ]

CB     CA

OG     CB

[ impropers ]

N      -C     CA     HN

C      CA     +N     O

[ cmap ]

-C     N      CA     C      +N

1. Edit the aminoacids.rtp file (rtp¼ residue topology param-
eter file) according to the CMF_GMX.itp file generated by
ACPYPE.

2. The first line [CMF] is the residue name.

3. [atoms] gives the atom names in the first column; atom types
in the second column; their charge in the third column; and the
sequential number on the last column starting from 0.

4. The bonds and improper angles are listed using the atom
names under [bonds] and [impropers], respectively.
Note that “-C” and “+N” are the backbone carbon and nitro-
gen of the connecting residues.

5. [cmap] is unique in the CHARMM force field. It is a grid-
based energy correction map on the ϕ/ψ torsion angles in the
Ramachandran space.

6. Make sure all the atom names match the atom names in the
PDB file (seeNote 5). The error may arise from atom names, see
Common Errors in Subheading 8.1.

5.5 aminoacids.hdb gromacs/top/charmms27mod.ff/aminoacids.hdb

CMF    3

1      1      HN      N       -C      CA

1      5      HA      CA      N       C       CB

2      6      HB      CB      OG      CA
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1. Hydrogen atoms absent in the protein structure will be added
by the “pdb2gmx” program (part of GROMACS) in the simu-
lation according to aminoacids.hdb.

2. If the hydrogens are omitted in the input structure of the
modified residue, include the hydrogen information of the
fluorescent-labeled residue in the HDB file.

3. The first row shows the name of the residue, CMF, and the
number of lines describing this residue, three lines following
have to be read in this case.

4. The first column is the number of hydrogen atoms to be added;
the second line is the type of hydrogen atom (see Table 3). The
third column is the name of hydrogen atoms added, and if
there is more than one hydrogen atom to be connected, for
example on row 4, the new hydrogen atoms will be named
HB1 and HB2 [17]. The fourth column is the atom the new
hydrogen atoms to be connected to, and two to three control
atoms are included in the following columns to fix the orienta-
tions.

5.6 ffbonded.itp gromacs/top/charmms27mod.ff/ffbonded.itp

The atomic interactions are simulated based on the parameters
described in the force field. The parameters for bonded interac-
tions, including bond length, angles, and proper and improper
dihedrals, are included in ffbonded.itp. If the parameters are
not already included in the force field, they have to be added by
editing the ffbonded.itp according to the CMF_GMX.itp file.

Table 3
Hydrogen types in HDB file [17]

Hydrogen types

1 1 Planar H Rings or peptide bond

2 1 Single H Hydroxyl

3 2 Planar H Ethylene sp2 R¼CH2,
or amide -C(¼O)NH2

4 2/3 Tetrahedral H sp3 -CH3

5 1 Tetrahedral H sp3 R3CH

6 2 Tetrahedral H sp3 R2CH2

7 2 Water H

10 3 Water H

11 4 Water H
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5.6.1 Bonds

A. Bonds

[ bondtypes ]

;i  j   func   b0         k

;###CMF

S CP2 1      0.18392   180670

1. [bondtypes] specifies the bonds through defying the bond
lengthb0 and the force constant k.

2. Both parameters can be found in CMF_GMX.itp file under
section [bonds], where the column after the semicolon is
the description of the corresponding atom.

3. The default function in the CHARMM27 force field is 1. Other
function of bond types can be found in Table 4.

5.6.2 Angles

[ angletypes ]

;i  j   k   func   th0            cth           ub0   cub

;###CMF

O   P5  O   5       1.1580e+02   3.8351e+02   0.0   0.0

Table 4
Bond types in ffbonded.itp [17]

Name of interaction Function type Parameters (units)

Bond 1 b0 (nm); kb (kJ/mol/nm2)

G96 bond 2 b0 (nm); kb (kJ/mol/nm4)

Morse 3 b0 (nm); D (kJ/mol); β (nm�1)

Cubic bond 4 b0 (nm); Ci¼2,3 (kJ/mol/nmi)

Connection 5

Harmonic potential 6 b0 (nm); kb (kJ/mol/nm2)

FENE bond 7 bm (nm); kb (kJ/mol/nm2)

Tabulated bond 8 Table number (�0); k (kJ/mol)

Tabulated bonda 9 Table number (�0); k (kJ/mol)

Restraint potential 10 Low, up1, up2 (nm); kdr
(kJ/mol/nm2)

aNo connection, and so no exclusions, are generated for this interaction
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1. Angles are defined in [angletypes]. The default function
Urey–Bradley vibration includes a harmonic potential (angle
θ0 (th0) and constant kθ (cth)) and a harmonic correction term
(bond r0 (ub0) and constant kUB (cub)).

2. However, the angle parameters calculated by ACPYPE are
function 1 and only include angle θ0 (theta) and constant kθ

(cth). Refer to Table 5 for angle function types.

3. Beware of the function type when incorporating the data into
the force field or put both r0 and kUB as zero to ignore the
harmonic correction term.

4. Using different function types causes errors in GROMACS
preprocessor.

5. Manually changing the function type of the corresponding
angles in the topology file or using the patch topolpatch.
and topolpatch.pl in Appendix C to solve the problem.

$ ./topolpatch.pl

6. Replace the topology file with the edited topology file output
by the patch.

Table 5
Angle types in ffbonded.itp [17]

Name of
interaction

Function
type Parameters (units)

Angle 1 θ0 (deg); kθ (kJ/mol/rad2)

G96 angle 2 θ0 (deg); kθ (kJ/mol)

Cross bond-
bond

3 r1er2e (nm); krr0 (kJ/mol/nm2)

Cross bond-
angle

4 r1er2er3e (nm); krθ (kJ/mol/nm2)

Urey–Bradley 5 θ0 (deg); kθ (kJ/mol/rad2); r13 (nm); kUB

(kJ/mol/nm2)

Quartic angle 6 θ0 (deg); Ci¼0,1,2,3,4 (kJ/mol/radi)

Tabulated
angle

8 Table number (�0); k (kJ/mol)
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5.6.3 Proper

and Improper Dihedral

Angles

[ dihedraltypes ]

;i  j   k   l   func   phi0      cp       mult

;###MOD

X   C   CT2 X   9       180.00   0.675   2

[ dihedraltypes ]

;i  j    k    l    func   q0        cq

;###MOD

CPB CPA NPH CPA  2       0.0000   174.0544

1. The proper and improper dihedral angles are both under sec-
tion [dihedraltypes]. Refer to Figs. 1 and 2 in Appendix A
for a more detailed explanation on proper and improper
dihedrals.

2. “X” can be used to define the four atoms i, j, k, and l as “any
atom type.”

3. The default function for proper dihedrals is function 9: proper
dihedral (multiple), while the default function for improper
dihedrals is function 2: improper dihedral. The different dihe-
dral function types are listed in Table 6.

4. Proper dihedral (multiple) is defined by phi0, ϕs, the angle
between plane ijk and plane jkl, constant cp, kϕ, and the
multiplicity.

5. Improper dihedrals are defined by angle ξ0 and constant kξ.

6. Note that the angles ξ0 and ϕs are in degree while the constant
kξ is in kJ/mol/rad2.

7. The improper dihedrals calculated using ACPYPE are given in
function 9 and are treated as proper dihedrals in GROMACS.

8. Similar to angle function type, errors arise from the difference
in the dihedral function type in topology and ffbonded.itp.
Changing the dihedral function type in topology or using the
patch will resolve the errors.

6 Structure Construction of Protein-Fluorophore Complex

1. The fluorophore is covalently bonded to the protein. To con-
struct the protein-fluorophore complex, open the protein
structure, 3CG5.pdb, and the fluorophore built by JLigand,
CMF.pdb, on Coot.
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2. Overlap the fluorophore-attached amino acid CMF with the
target residue spatially and save a copy of the coordinates of the
fluorophore-attached amino acid as CMF_translated.pdb.

3. Open both the PDB coordinate files of the fluorophore-amino
acid complex CMF_translated.pdb and the protein
3CG5.pdb using a plain-text editor.

4. Insert the coordinates of the fluorophore into the protein PDB
file manually and save a copy of the new complex coordinates as
3CG5_CMF.pdb (see Note 7).

5. Check the protein–fluorophore complex on Coot for any strain
or abnormalities.

6. Make sure all the possible chiral structures are built for MD
simulation.

Fig. 2 Improper dihedral angle

Fig. 1 Proper dihedral angle
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7 Molecular Dynamics Simulation of Fluorescent Probe-Labeled Protein

The MD simulation largely follows the GROMACS tutorial written
by Justin Lemkul (http://www.bevanlab.biochem.vt.edu/Pages/
Personal/justin/gmx-tutorials/lysozyme_old/index.html). All
the commands are written according to GROMACS 4.6.7. For
later version, please refer to the corresponding GROMACS User
Manual [17].

7.1 Generate

Topology File

1. The MD simulation starts with converting the PDB file to a
GRO file and generating a topology file and a positional
restraint file.

$pdb2gmx-f3CG5_CMF.pdb-o3CG5_CMF.gro-p-watertip3p

2. The input PDB file is converted to the output GRO file, and
the topology file is generated with the option “-p”. The water
model can be specified by “-water” as “none,” “spc,”
“spce,” “tip3p,” “tip4p,” or “tip5p”.

3. The force field will then be chosen from gromacs/top/.
Select the modified force field from the list.

Table 6
Dihedral types in ffbonded.itp [17]

Name of interaction
Function
type Parameters (units)

Proper dihedral 1 ϕs (deg); kϕ (kJ/mol);
multiplicity

Improper dihedral 2 ξ0 (deg); kξ (kJ/mol/rad2)

Ryckaert-Bellemans
dihedral

3 C0,C1,C2,C3,C4,C5 (kJ/mol)

Periodic improper
dihedral

4 ϕs (deg); kϕ (kJ/mol);
multiplicity

Fourier dihedral 5 C1, C2, C3, C4 (kJ/mol)

Tabulated dihedral 8 Table number (�0); k (kJ/mol)

Proper dihedral (multiple) 9 ϕs (deg); kϕ (kJ/mol);
multiplicity
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7.2 Topology 1. Topology contains all the information that defines the mole-
cule. After the comment lines, the force field used is specified.

; Include forcefield parameters

#include "charmm27mod.ff/forcefield.itp"

2. Check the name of the force field to ensure the correct force
field is used.

3. Next [moleculetype] indicate that the chain A protein in
PDB file was read.

[ moleculetype ]

; Name            nrexcl

Protein_chain_A     3

4. Each atom is then listed in [atoms]. The missing hydrogen
atoms are added according to aminoacids.hdb.

[ atoms ]

; nr  type resnr  residue atom  cgnr  charge   mass   typeB  charge massB

; residue  43 ASP rtp ASP  q  0.0

1    NH3    43    ASP      N     1      -0.3    14.007  ; qtot -0.3

2    HC     43    ASP     H1     2      0.33     1.008  ; qtot 0.03

3    HC     43    ASP     H2     3      0.33     1.008  ; qtot 0.36

nr: atom number

type: atom type

resnr: amino acid residue number

residue: amino acid residue name

atom: atom name, note that as mentioned in Subheading 5.4,
some atom names cause clashes in GROMACS. Refer to
Subheading 8.1 for further information.

cgnr: charge group number

charge: atomic charge, qtot in the comment line keeps a
running total charge

mass: atomic mass

5. The subsequent sections [bonds], [pairs], [angles], and
[dihedrals] detail the connections and interactions in the
protein molecule.
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6. Positional restraints are included by the following lines. The
restraint file is generated by the pdb2gmx command.

; Include Position restraint file

#ifdef POSRES

#include "posre.itp"

#endif

7. This is the end of the protein definition. The next section
defines the solvent. The topology and restraints for the chosen
water model are included, followed by the topology of ions.

; Include water topology

#include "charmm27mod.ff/tip3p.itp"

#ifdef POSRES_WATER

; Position restraint for each water oxygen

[ position_restraints ]

;  i funct       fcx        fcy        fcz

1    1       1000       1000       1000

#endif

; Include topology for ions

#include "charmm27zc.ff/ions.itp"

8. Finally, the name of the system is stated in [system] and the
molecules, including protein and solvent molecules, are all
listed in [molecules].

[ system ]

; Name

PROTEIN in water

[ molecules ]

; Compound        #mols

Protein_chain_A     1
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7.3 Define the Box 1. In MD simulation, the protein is contained in a periodic unit
cell. The unit cell is defined by

$editconf-f3CG5_CMF.gro-onewbox.gro-c-d1.5-btdodecahedron

2. The command “-c” center the protein, “-d” specify the size of
the box by placing the protein molecule at least 1.5 nm from
the box edge.

3. The box type can be defined as “triclinic,” “cubic,”
“dodecahedron” (rhombic dodecahedron), or “octahe-
dron” (truncated octahedron) by “-bt”.

7.4 Add Water

Molecules

1. Having the box defined, water molecules are added to fill the
box in order to mimic the protein molecule in aqueous.

$ genbox -cp newbox.gro -cs spc216.gro -o solv.gro --p

2. The configuration of the protein is contained in the GRO
output file from the previous step and specified by “-cp”.

3. The configuration of water as solvent can be found in standard
GRO file in the GROMACS program by “-cs”.

4. The topology has to be updated by “-p” to match the number
of atoms in GRO file and topology file.

5. The volume of the box, the density, and the number of solvent
molecules added to the system will be shown on the CLI. The
number of solvent molecules may be checked at the end of the
topology under the section [molecules].

[ molecules ]

; Compound        #mols

Protein_chain_A     1

SOL               14781

7.5 Add Ions 1. Proteins are often stabilized in a salt solution to balance its
charge. To add the ions into the solution, “genion” is used to
replace water molecules with ions (see Note 8).

2. Prior to running “genion,” the coordinate and topology files
have to be converted into an atomic-level input TPR file,
produced by GROMACS preprocessor, “grompp”.

$ grompp -f ions.mdp -c solv.gro -p -o ions.tpr

3. The MDP input file (molecular dynamics parameter file) con-
tains parameters for various ions. A sample can be found here

MD Simulation with Fluorescein-Labelled Protein 303



(http://www.bevanlab.biochem.vt.edu/Pages/Personal/jus-
tin/gmx-tutorials/lysozyme_old/Files/ions.mdp).

4. Errors may occur if there is any inconsistency between the
topology file and the force field or between the topology file
and the GRO coordinate file. See Subheading 8.2 for more
details.

5. Once the TPR file is generated, ions can be added using
“genion”.

$ genion -s ions.tpr -o ions.gro -p -pname K -nname CL -neutral -conc 0.3

6. The TPR input file produced by “grompp” entered by “-s”.

7. The positive and negative ions are indicated by “-pname” and
“-nname”, respectively.

8. The topology is updated by “-p” to match the number of
atoms in the GRO file and the topology file.

9. The ion concentration, in M, is determined by “-conc”.
For charged protein, the charge can be neutralized using
“-neutral”.

10. A line will be displayed on the prompt asking which group the
ions should replace. Select “SOL” to replace the water molecule
added in the previous step. Again, the added ions can be found
under [molecules] in topology.

[ molecules ]

; Compound        #mols

Protein_chain_A     1

SOL               14781

K                   103

CL                   89

7.6 Energy

Minimization

Prior to MD, to avoid system collapse, steric strain and inappropri-
ate geometry have to be resolved.

1. The energy of the solvated system is minimized using the
steepest descent method. A sample set of parameters for the
energy minimization, minim.mdp, can be found here (http://
www.bevanlab.biochem.vt.edu/Pages/Personal/justin/gmx-
tutorials/lysozyme_old/Files/minim.mdp).

2. GROMACS preprocessor, “grompp” is used to process the
coordinate file before “mdrun”.

$ grompp -f minim.mdp -c ions.gro -p -o em.tpr
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3. The “-v” command makes mdrun verbose. The name of the
input TPR file and output files are defined by “-deffnm”.

$ mdrun -v -deffnm em

4. Four files will be produced:
l em.log: ASCII-text log file of the EM process

l em.edr: Binary energy file

l em.trr: Binary full-precision trajectory

l em.gro: Energy-minimized structure

5. A successful energy minimization should give negative poten-
tial energy, Epot, on the order of 105–106, and the maximum
force, Fmax, should be smaller than 1000 kJ/mol, as set in the
MDP file.

Steepest Descents converged to Fmax < 1000 in 332 steps

Potential Energy  = -7.7104625e+05

Maximum force     =  8.9544427e+02 on atom 3101

Norm of force     =  3.6544601e+01

7.7 Canonical

Equilibration (NVT)

The system is in a reasonable structure after energy minimization.
However, while the solvent and ions have optimized among them-
selves, they are not necessarily equalized around the protein. To
bring the system to the desired temperature, different ensembles
are used for equilibration.

1. The canonical ensemble is first used on the restrained system.
The positional restraint force is applied to the heavy atoms of
the protein through the posre.itpfile (positional restraint
file) created by “pdb2gmx.” It allows the protein to move in
a controlled manner to equilibrium.

$ grompp -f nvt.mdp -c em.gro -p -o nvt.tpr
$ mdrun -v -deffnm nvt

2. As the unit cell is periodic, the protein may partition between
unit cells and appears to be cut in the middle. This causes errors
in “grompp”. See Subheading 8.4 for the solution.

7.8 Gibbs

Equilibration (NPT)

With the temperature of the system stabilized by the canonical
ensemble, the pressure, hence the density, is then stabilized by the
Gibbs ensemble in a similar way.

1. A stepwise relaxation in positional restraint allows the protein
more freedom to reach the most stable state.
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2. A script to relax the restrain from 1000 kJ/nm to 0.1 kJ/nm,
“npt.”, can be found in Appendix B.

3. Before performing this stepwise relaxation, a separate posi-
tional restrain file has to be created.

$ genrestr -f nvt.gro -o posre_mod.itp -fc 1000 1000 1000-n index.ndx

4. Select the protein to be restrained by its number.

5. Check the npt. file to see if the topology file name matches.
Manually edit the topology by replacing “POSRES” by “POS-
RES_MOD” and “posre.itp” by “posre_mod.itp” under

; Include Position restraint file

#ifdef POSRES_MOD

#include "posre_mod.itp"

#endif

; Include Position restraint file

#ifdef POSRES_MOD

#include "posre_mod.itp"

#endif

6. Initiate the equilibration

$ ./npt. >& npt.log

7.9 MD Simulation Finally, the system has reached a fairly stable state and is ready for
MD simulation.

1. Check the md.mdp parameter file carefully before starting the
simulation.

2. For protein, the simulation is usually 10 ns, but the timescale
can be changed to match the time frame of the predicted
molecular movement.

$ grompp-f md.mdp -cnpt8.gro-tnpt8.cpt -p-omd.tpr

3. The trajectory from the previous step can be input by “-t”.

$ mdrun -v -deffnm md

4. The results of the simulation can be visualized by VMD.

8 Common Errors

8.1 Atom Name: O1,

O2, OC1, OC2

GROMACS considers the following atom as backbone atoms: N,
CA, C, O, O1, O2, OC1, OC2, OT, OXT, H1, H2, H3, H, and
HN. When naming the modified residue, using the above atom
names causes errors. Avoid these names always.

8.2 Misidentification

of Atom or Bond Types

in ACPYPE

To generate topology files, there can be no missing atoms in the
molecule. For example, although zwitterion forms between the
backbone nitrogen and carbon, for the program to correctly iden-
tify the sp3 hybridization of nitrogen, both amine and carboxyl
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groups have to contain the correct number of hydrogens. If the
residue coordinate file has any missing hydrogen atoms, use Open
Babel to add the missing hydrogen to the structure. Check the
generated PDB file on Coot.

$ babel -h CMF_no_hydrogen.pdb CMF.pdb

Atom and bond types can only be specified and modified in the
MOL2 file format but not PDB file format. Errors may also arise
when the program cannot calculate the charges due to misidentifi-
cation of atom and bond types. In that case, add all the missing
hydrogen atoms and generate a MOL2 file using Open Babel. Edit
the MOL2 file carefully before using it for parameterization.

$ babel -ipdb CMF.pdb -omol2 CMF.mol2

8.3 No Default U-B/

Improper Dih. Types

For customized force field using ACPYPE, the incorporated angle
and dihedrals may be in a different function type than the force field
default function type. As the GROMACS system assumes all the
parameters being in the default function, errors arise from the
inconsistency. This is a fatal error and would cause the system to
abort.

ERROR 1 [file topol.top, line 24020]:

No default U-B types

Fatal error:

There were 50 errors in input file(s)

The function types of the corresponding lines in topology have
to be changed according to the ffbonded.itp. This can either be
done manually or using the patch in Appendix C.

8.4 The Sum

of the Two Largest

Charge Group Radii Is

Larger than rlist

The unit cell is treated as periodic in GROMACS. During equili-
bration, the protein may partition between unit cells and appear to
be cut in the middle. This causes problems in the GROMACS
preprocessor, “grompp,” especially when the protein is charged,
as the charge group are too far apart. To contain the protein in a
single unit cell, center the protein using trajectory conversion
“trjconv”.

$trjconv-sem.tpr-fem.gro-oem_centre.gro-center-pbcmol-nindex.ndx

The protein is centered by the flag “-center” and the type of
periodic boundary condition treatment is set by “-pbc” as mol to
put the center of mass of molecules in the box. Other treatments
include res to put the center of mass of residues in the box and
atom to put all atoms in the box. The prompt will ask the user to
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select the group to be centered (protein) and the group to be
output (system). Select by their number.

If ligands or other ions linked to the protein have to be moved
together with the protein, create an NDX index file to specify them
together.

$ make_ndx -f em.gro -o

Select the groups by number and combine them using a bar
symbol “|” (logical or) between groups. End the section by “q”.

9 Notes

1. Conventions of font styles used:
Computer software/package names: italicized Roman (e.g.,

GROMACS).

Linux Command line input: monospaced Courier (e.g.,
$ acpype -i CMF.pdb).

File or directory names mentioned in text: Courier (e.g.,
CMF.pdb, /usr/bin/).

Contents of plain-text type files: Courier (e.g., [molecule])

2. Before using the structure downloaded from the PDB in MD
simulations, always check if there are any missing residues as
they cause errors and clashes in GROMACS . If there are,
download homologous protein structures and build the absent
residues using Coot, referencing the Ramachandran plot to
select the most probable torsion angles.

3. The absolute path (i.e., location) of the GROMACS system
topology directory depends on how the system was installed on
the local Linux system. From the GROMACSmain level direc-
tory (e.g., /usr/share/gromacs), it is one level down, i.e.,
the top/ subdirectory.

4. If there are problems in copying the subdirectory, check write
permission of the files and directories. The user must have write
permissions in all GROMACS directories to perform all proce-
dures in this chapter.

5. Consistency is crucial. Check the residue names, atom names,
and atomic charges in all the related files to make sure they are
all consistent. A checklist of the files involved may help when
changes have to be made.

6. In order to trace and reverse the changes made, especially on
system files, duplicate the original files before making any
amendments. Make a compressed file if needed.

7. Be very careful with the invisible tabs and spaces as tabs are not
recognized in some files, for example in PDB files. Open the

308 Zoe Chan and Yun-Chung Leung



files with a plain-text editor to search for tabs if unexplainable
errors are encountered.

8. Phosphate buffer is a common solvent used in biological
experiments. However, it is not parameterized in some force
fields. It is recommended to use other anions with the same
ionic strength as phosphate ions. The ionic strength equation is

I ¼ 1
2

Xn

i¼1

cizi
2

where c is the concentration; z is the ionic charge. For example,
300 mM KCl is equivalent to 50 mM K3PO4 in ionic strength.

Appendix A: Proper and Improper Angle (See Figs. 1 and 2)
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Appendix B: npt

#!/bin/csh -f
#
# Script to run NPT with reducing restraints from 1000 to 0.1 
kJ/mol/nm
#
# First restraint files (1000 kJ/mol/nm) made by pdb2gmx
# edit npt1.mdp file next

# restraint file: posre_Protein_chain_B.itp
# restraint file: posre_Ion_chain_Z.itp
# restraint file: posre_OH-.itp

grompp -f npt1.mdp -c nvt.gro -t nvt.cpt -p -o npt1.tpr
mdrun  -v -deffnm npt1

sed -i 's/1000  1000  1000/500.0 500.0 500.0/g' posre_mod.itp
grompp -f npt1.mdp -c npt1.gro -t npt1.cpt -p  -o npt2.tpr
mdrun  -v -deffnm npt2

sed -i 's/500.0 500.0 500.0/200.0 200.0 200.0/g' posre_mod.itp
grompp -f npt1.mdp -c npt2.gro -t npt2.cpt -p  -o npt3.tpr
mdrun  -v -deffnm npt3

sed -i 's/200.0 200.0 200.0/100.0 100.0 100.0/g' posre_mod.itp
grompp -f npt1.mdp -c npt3.gro -t npt3.cpt -p  -o npt4.tpr
mdrun  -v -deffnm npt4

sed -i 's/100.0 100.0 100.0/\ 50.0  50.0  50.0/g' posre_mod.itp
grompp -f npt1.mdp -c npt4.gro -t npt4.cpt -p  -o npt5.tpr
mdrun  -v -deffnm npt5

sed -i 's/50.0  50.0  50.0/10.0  10.0  10.0/g' posre_mod.itp
grompp -f npt1.mdp -c npt5.gro -t npt5.cpt -p  -o npt6.tpr
mdrun  -v -deffnm npt6

sed -i 's/10.0  10.0  10.0/1.0   1.0   1.0/g' posre_mod.itp
grompp -f npt1.mdp -c npt6.gro -t npt6.cpt -p  -o npt7.tpr
mdrun  -v -deffnm npt7

sed -i 's/1.0   1.0   1.0/0.1   0.1   0.1/g' posre_mod.itp
grompp -f npt1.mdp -c npt7.gro -t npt7.cpt -p  -o npt8.tpr
mdrun  -v -deffnm npt8

#/bin/rm -f posre_Protein_chain_B.itp posre_Ion_chain_Z.itp 
posre_OH-.itp
exit
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Appendix C: topolpatch

#!/bin/csh -f
#
# direct grompp output into a file:
# grompp -f ions.mdp -c solv.gro -p -o ions.tpr > & grompp.log
#

rm -f *.err

grep "ERROR"     --after-context=1 grompp.log > grompp.err
grep "U-B"      --before-context=1 grompp.err > grompp-ub.err
grep "Improper" --before-context=1 grompp.err > grompp-im.err

exit

sed -i s// topol.top
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topolpatch.pl

#!/usr/bin/perl

# perl script to correct for no default U-B and improper dihedral types
# in ZC's customerised Charm27 forcefield of fluorescein
# by Y.W. Chen, Jan 2018

# Required: grompp.log file containing error messages & topol.top file

open(GROMPPLOG, "<grompp.log") || die "Can't open grompp.log\n";
open(GMXTOPIN,  "<topol.top")  || die "Can't open topol.top";
open(GMXTOPOUT, ">topol.top.new");

while(<GROMPPLOG>) {
if (/ERROR/) {

my $nextline = <GROMPPLOG>;

if ($nextline =~ /U\-B/) { # Fill U-B error array
#      print $nextline; # for debug

($junk1, $errNo, $junk2, $junk3, $junk4, $errLine) = split(/\ /, 
$_) ;

$errLine =~ s/]://s; # remove trailing "]:" characters
#      print $errNo, " ", $errLine, "\n"; # for debug

$ubError[$errNo] = $errLine; 
}

elsif ($nextline =~ /Improper/) { # Fill improper dihedrals error 
array
#      print $nextline; # for debug

($junk1, $errNo, $junk2, $junk3, $junk4, $errLine) = split(/\ /, 
$_) ;

$errLine =~ s/]://s; # remove trailing "]:" characters
#      print $errNo, " ", $errLine, "\n"; # for debug

$idError[$errNo] = $errLine; 
}

}
}

close (GROMPPLOG);

#print "\n", @ubError, "\n"; # for debugging
#print "\n", @idError, "\n"; # for debugging

@topolLine = <GMXTOPIN>;
close (GMXTOPIN);

foreach $ubError (@ubError) {
if ($ubError > 0) { # skip handling $array[0]
$topolLine[$ubError-1] =~ s/     5/     1/;

#    print $topolLine[$ubError-1]; # for debugging
}

}

foreach $idError (@idError) {
if ($idError > 0) { # skip handling $array[0]
$topolLine[$idError-1] =~ s/     2/     9/;

#    print $topolLine[$idError-1]; # for debugging
}

}

print GMXTOPOUT @topolLine;

close (GMXTOPOUT);
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Chapter 18

Protocol for Simulations of PEGylated Proteins
with Martini 3

Fabian Grünewald, Peter C. Kroon, Paulo C. T. Souza,
and Siewert J. Marrink

Abstract

Enhancement of proteins by PEGylation is an active area of research. However, the interactions between
polymer and protein are far from fully understood. To gain a better insight into these interactions or even
make predictions, molecular dynamics (MD) simulations can be applied to study specific protein-polymer
systems at molecular level detail. Here we present instructions on how to simulate PEGylated proteins using
the latest iteration of the Martini coarse-grained (CG) force-field. CG MD simulations offer near atomistic
information and at the same time allow to study complex biological systems over longer time and length
scales than fully atomistic-level simulations.

Key words Martini, Proteins, Polymers, PEGylation, Coarse-grained simulation, Modified proteins

1 Introduction

Since polyethylene glycol (PEG) was for the first time covalently
attached to proteins in the late 1970s, this strategy, known as
PEGylation, has become a viable tool for enhancing proteins
[1]. For example, PEGylation is known to increase the stability of
the secondary structure against temperature [2], increase circula-
tion time of protein therapeutics [3], and decrease immune
responses [3]. At the same time, it usually does not interfere with
protein activity or secondary structure [1–6]. However, it has also
been found that the PEG conformation is intimately connected to
the efficiency of mentioned enhancements [7, 8]. Generally, it is
assumed that the PEG chain adopts one of two possible conforma-
tional motifs: the so-called “shroud” conformation or the “dumb-
bell” conformation. In the shroud conformation, PEG wraps
around the protein. In the dumbbell conformation, however,
PEG exists as a coil next to the protein resembling one end of the
dumbbell with the other end being the protein [4]. Overall, there
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appears to be no consensus as to whether one conformation is
favored over the other. Both direct and indirect evidence exists
for either hypothesis and it seems to depend on molecular weight,
the specific protein, as well as how many PEG chains are attached
[4]. For example, in their hallmark study, Pai and coworkers used
small-angle neutron scattering (SANS) to directly measure the
polymer conformation of PEGylated lysozyme and human growth
hormone. Their study shows that PEG assumes the dumbbell type
conformation, where it exists as a coil next to the protein [4]. In a
more recent study, LaCouer and coworkers showed that the activity
of PEGylated hemoglobin peaks with a PEG chain length of
10 kg/mol. They hypothesized, also based on SANS experiments,
that this change in activity is caused by PEG transitioning from the
dumbbell to the shroud conformation, where the polymer wraps
around the protein. However, it was not possible to find a sharp
crossover point as function of increasing chain length where this
conformational change would occur [8].

Molecular dynamics (MD) simulations have also been used to
investigate the conformations of PEG in PEGylated proteins
[9]. MD simulations are a powerful tool because they offer insight
into biomolecular assemblies at the molecular level. Recently,
Munasinghe and coworkers studied PEGylated Albinum Bovin
Serum (BSA) using atomistic MD simulations and observed a
conformational change with increasing chain length. They state
that this is likely to be driven by strong interactions with specific
amino acids. These interactions only become relevant as the PEG
length increases, thus driving the conformational change [7]. If this
proves true, it would mean that the conformations of PEGs and
thus their enhancement capabilities are protein specific. However,
as pointed out by Lin, Ramezanghorbani, Colina and coworkers,
atomic level detailed simulations are limited in timescale, length,
and complexity [7, 9]. To overcome these limitations and poten-
tially have high throughput screenings, coarse-grained
(CG) molecular dynamics simulations can be used.

CG simulations with theMartini force-field [10] are among the
most popular for biomolecular applications. They have been widely
applied to study complex biological systems such as the plasma
membrane [11] and the thylakoid membrane including the light-
harvesting complex II [12]. For a practical view on the Martini
force-field, see the relevant chapter in the same book series
[13]. Here we only recount the basic details of the model and its
latest iteration (i.e., Martini 3).

The Martini force-field utilizes a building-block approach.
Chemical moieties or small molecules of 2–5 non-hydrogen
atoms are represented as one particle, called bead. Beads are the
minimal building blocks and can be combined together to repre-
sent larger molecules. Each bead has a type, which defines how it
interacts with the other beads in the force-field and its size. The

316 Fabian Grünewald et al.



type is chosen from a predefined set of types. The best type is
selected by closely matching experimental free energies of transfer
from water to organic solvents of the underlying chemical fragment
[10]. However, with Martini 3 other experimental properties such
as miscibility are increasingly used for the selection and validation as
well [14]. Bonded interactions between the beads, such as bond
distances, angles and dihedral angles, are optimized to best repre-
sent the underlying molecular geometry, volume, and flexibility.
They are derived by reproducing reference probability distributions
obtained from atomistic simulations [15].

Using this approach, CG models for many biological [16–18]
and synthetic molecules [19–22] have been created. One of the
strengths of the Martini force-field is the compatibility between
these different models. For example, it is no problem to combine
PEG with proteins to represent PEGylated proteins as has been
done before with Martini [23–25]. However, as detailed recently,
Martini 2 has some pitfalls and drawbacks [26]. For instance, no
standard bead was able to represent PEG with sufficient accuracy.
This has lead various authors to create special beads for PEG, which
in turn limited their compatibility when used under different cir-
cumstances than the authors had designed it for [21]. A different
drawback of Martini 2 are the overestimated interactions of pro-
teins with each other [26] and potentially incorrect PEG protein
interactions [23]. To overcome these limitations, we recommend
the new Martini 3 force-field, which was specifically designed to
increase the compatibility and to represent a wider variety of chem-
ical fragments accurately. It has already been shown to overcome
some of the drawbacks of the original Martini model [14, 15, 21,
27, 28].

In the next section, we will work through and explain how to
generate parameters and input structures for PEGylated proteins
using Martini 3. However, this guide can also be taken as an
example for generating parameters and structures for simple pro-
teins (Subheading 2.1) and polymers (Subheading 2.2). In Sub-
heading 3, a detailed protocol for setting up a simulation and
equilibrating it will be presented. Finally, Subheading 4 comprises
useful practical tips and information.

2 Martini Parameters for PEGylated Proteins

Usually PEGylated proteins consist of (1) a protein, which is
unmodified with respect to its native state [1] (i.e., preserved
secondary structure and amino acid sequence), (2) a linker frag-
ment attached to an amino acid, and (3) the PEG polymer chain.
Following the Martini building-block approach, parameters for
each of the parts are generated separately and then combined. In
the last step an input structure for the PEGylated protein is
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generated. Subheading 3 subsequently shows how to setup a simu-
lation and equilibrate it. The flow chart in Fig. 1 shows this process
in more detail. Whenever appropriate, we will discuss choices of
parameters, input file formats and program options in a more
general manner. In this way, the reader can adopt the options to
their target problem.

2.1 Software

Requirements

All the necessary input files to follow this tutorial can be downloaded
from our website (http://www.cgmartini.nl/) or our Git-Hub page
(https://github.com/marrink-lab). The tutorial requires a working
installation of GROMACS (version 2016 or higher) [29], python 3,
martinize 2 (https://github.com/marrink-lab/vermouth-martinize),
and polyply (https://github.com/marrink-lab/polyply_1.0). For
visualization, any program which can visualize gro files and PDB files,
such as VMD or pymol, can be used. All programs required are open
source. As detailed in Note 1, the tutorial—with minimal modifica-
tion—can also be run onWindows or Mac OS. Note that commands,
which need to be executed in the terminal are preceded by “$.” All
basic commands can also be found next to the flow chart (Fig. 1) as
quick reference.

2.2 Martini

Parameters for Simple

Proteins

As example protein, we have chosen a mono-PEGylated lysozyme
as used in the study of Pai and coworkers [4]. To begin, an appro-
priate structure (i.e., PDB code LZ3T) of lysozyme needs to be
downloaded from the protein data bank. As discussed inNote 2, it
is important to make sure that it is complete and contains all
non-hydrogen atoms. Once the structure is obtained, the program
martinize 2 [30] will be used to generate both CG itp files and
starting structures.

2.2.1 Martinizing

Lysozyme

Download the PDB file using the following command:

$ wget http://www.rcsb.org/pdb/files/3lzt.pdb

Martinize 2 requires definitions of the force-field and mappings
of the amino acids. Files with these definitions are shipped with
martinize 2, so only the name of the force-field (i.e., “-ff marti-
ni30b32”) needs to be provided. Furthermore, the atomistic PDB
file of the protein, downloaded in the previous step, is required.
The following command generates the basic parameters and a
coarse-grained structure file.

$ martinize2 -f 3lzt.pdb -ff martini30b32 -x lysozyme_cg.pdb –o topol.top

In general, the basic options above should be supplemented by
few more to generate appropriate parameters for Martini 3
proteins:
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FlowchartExample Commands

$ wget www.rcsb.org/pdb/files/3lzt.pdb

$ martinize2 
 -f 3lzt.pdb
 -ff martini30b32
        -x lysozyme_cg.pdb
 -o topol.top        
 -dssp -scfix -cys auto
        -elastic -p backbone

$ gmx editconf 
 -f lysozyme_cg.pdb
        -o lysozyme_cg.gro
        -box 8.5 8.5 8.5

$ polyply gen_itp 
 -f PEO.martini.3b.itp
    OH_end.itp OH_link.ff
 -seq PEO:50 OHend:1
 -o PEG_50_OH.itp
 -name PEGOH

$ polyply gen_itp
 -f molecule_0.itp MEE.itp
    PEG_50_OH.itp methoxy_link.ff
 -seq molecule_0:1 MEE:1 PEGOH:1
 -o lysoPEG.itp
 -name lysoPEG

$ polyply gen_coords
 -p system.top
 -o lysoPEG.gro
 -name lysoPEG
 -c lysozyme_cg.gro

$ gmx solvate
 -cp lysoPEG.gro
 -o solvated.gro
 -cs water.gro
 -radius 0.21

$ gmx grompp
 -f min.mdp
 -c solvated.gro
 -p system.top
 -o dummy.tpr

$ gmx genion
 -f solvated.gro
 -o start.gro
 -s dummy.tpr
 -conc 0.15
 -neutral

$ EM_EQ_run.sh

Fig. 1 Process of generating parameters and input structures for PEGylated proteins with Martini. The left
column shows all commands required for the example
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“-dssp” invokes the program DSSP [31, 32] to analyze the second-
ary structure of the reference structure in PDB file. This gives
the necessary input to generate the bonded parameters of the
protein model, which are secondary structure dependent
[16]. It is not always appropriate to define the secondary struc-
ture based on a reference structure. In this case, you can define
it manually as explained in Note 3.

“-elastic” is the option used to generate an elastic network to
maintain the tertiary structure. In general, there are two differ-
ent options for maintaining the tertiary structure: the elastic
network approach [33], and the Go approach [34]. For this
tutorial, the elastic network approach will be used. As outlined
in Note 4, the Go approach can be used for more accurate
protein dynamics.

“-scfix” tells martinize to apply the side chain fix. Herzog and
coworkers have shown that including additional dihedral
angle potentials for the amino acid side chains improves the
protein dynamics [35]. The dihedrals are defined based on the
reference atomistic structure and applied to the whole protein.
So, in case you are simulating an unfolded peptide, you should
not use the –scfix option. This so-called side chain fix (ScFix) is
used by default forMartini3 folded proteins and applied for this
tutorial.

“-cys” is used to let martinize 2 determine whether cysteine bridges
exist. If the program finds a cysteine bridge, it will include the
interactions that link the two beads participating in the cysteine
bridge. Whereas linking PEG via the thiol group of cysteine is a
very popular method for PEGylating proteins, the ligation
usually targets cysteines that are not involved in cysteine
bridges [1]. Therefore, this option can safely be used for all
PEGylated proteins unless PEGylation is specifically known to
disrupt a cysteine bridge. In that case, the relevant interactions
need to be removed from the itp file manually after running
martinize 2.

“-p backbone” can be used to generate position restraints for the
protein backbone beads. These restraints are useful for the
initial equilibration step. For example, it allows the water to
penetrate cavities, which otherwise would collapse quickly.
Because later, when this equilibration procedure is applied,
these initial parameters are required.

Combining all the options above will generate a standard Mar-
tini 3 lysozyme protein with elastic network as well as a coarse-
grained structure file. The final command is the following:

$ martinize2 -f 3lzt.pdb -ff martini30b32 -x lysozyme_cg.pdb

–dssp -elastic -scfix –cys auto -p backbone -o topol.top
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2.2.2 Checking

Protonation States

Regular Martini 3 uses fixed protonation states, which means titrat-
able amino acids are either neutral or charged. The pH of the
simulation is usually assumed to be at physiological pH (i.e.,
pH 7.4). However, it should always be verified that the protonation
states of the titratable amino acids are correct. The easiest way is to
inspect the CG itp file. Aspartic acid, Glutamic acid, Lysine, Histi-
dine, Tyrosine, Cysteine, the C-terminus, and the N-terminus can
in principle change their protonation state. Their protonation state
together with the number of Arginines (which are always charged at
pH 7.4) determines the total charge of the protein, which can also
serve as an indication for the protonation states. The following two
commands will print all titratable amino acids and compute the
total charge.

$ egrep ’ASP | LYS | GLU | HIS | TYR | CYS’ molecule_0.itp

$ grep Q molecule_0.itp | awk ’{sum += $7} END {print sum}’

Inspecting the output will show that lysozyme has a total
charge of +8 and that all titratable amino acids except Tyrosine
are charged. This is consistent with titration experiments of lyso-
zyme [36, 37]. It is well known that pKa values of amino acids can
change as a result of their local environment. Therefore, in the
absence of experimental data, the pKa values of the amino acids in
the protein should at least be estimated (e.g., using the H++ server
http://biophysics.cs.vt.edu/) or more advanced tools and models
should be used (see Note 5). To modify the protonation state with
martinize 2, first a PDB file with the accurate protonation states
needs to be obtained. For example, such a file can be downloaded
from one of the servers performing the estimates. Make sure the
format adheres to the specifications outlined in Note 2. Subse-
quently, the residue names of the amino acids, with changed pro-
tonation state, have to be changed according to the following
scheme: Add a zero in front of the name and delete the last letter.
For example, the residue name of aspartic acid changes from “ASP”
to “0AS.” Using the modified PDB file, martinize can be run again
to get the parameters for the protein with accurate protonation
states.

2.3 Martini

Parameters for PEG

In this section, we will show how to generate input parameters for
Martini PEG using the program polyply. Polyply can be used to
generate structures and input parameters for linear polymers or
stitch together any existing itp files.

2.3.1 Homopolymer To generate itp files for any polymer, polyply needs a monomer itp
file (GROMACS format). This monomer itp file needs to contain
all atoms part of the monomer repeat unit within the “[atom-
types]” directive. Furthermore, the file needs to include all the
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bonded interactions that all the atoms listed before have with all
following atoms. The idea is outlined in Fig. 2. Consider
situation A, where we want a polymer of four monomers. Our
input file should contain atom 1 in the “[atomtypes]” directive
and all the interactions of 1 with the next monomers (indicated
by arrows). The idea of this format is that the parameters for the
rest of the monomers can be obtained by shifting the initial mono-
mer (blue) one to the right and generating all bonded interactions
accordingly. So the interaction between 1 and 2 becomes an inter-
action between 2 and 3 (Fig. 2b). This would generate an interac-
tion between 2 and 5. However, since our chain only has four
monomers this interaction would be dropped. As an example, the
monomer input file for the Martini3 beta-version of PEG [21] is
shown below. The PEG repeat unit is -[CH2-O-CH2]- and mod-
eled as one bead.

[ moleculetype ]

; name nexcl.

PEO 1

[ atoms ]

1 SN1a 1 PEO EO 1 0.000 45

[ bonds ]

1 2 1 0.37 7000

[ angles ]

1 2 3 2 135.00 50

1 2 3 10 135.00 75

[ dihedrals ]

1 2 3 4 1 180.00 1.96 1

1 2 3 4 1 0 0.18 2

1 2 3 4 1 0 0.33 3

1 2 3 4 1 0 0.12 4

Because Martini PEG is one bead per repeat unit, the
“[atomtypes]” directive only has one atom. Furthermore, it has
one bond with the next monomer, two angles, and four dihedral
angle terms involving the next three monomers. Hence the highest
atom index, which needs to be included in this itp file, is 4. Note
that all monomer itp files always need to start with atom index
1. Polyply is also provided with a number of default monomer itp
files (see Note 6). To generate a PEG of 3 kDa length (e.g., ~50
repeat units) only the monomer itp file, the sequence of monomers
and the name of the molecule have to be provided as well as a name
for the newly generated itp file. The sequence is provided using the
“–seq” flag and consists of one or more blocks of the format
“residue name: number of monomers.” The residue name must
match at most one molecule name in the itp files provided with the
“-f” flag.
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$ polyply gen_itp -f PEO.martini.3b.itp -seq PEO:50 -o PEG_50.itp -name PEG

2.3.2 End Group

and Block-Copolymers

Often, the end of a homopolymer chain is different from the
monomeric repeat unit. For PEG, for example, one can either
have a CH2-CH3 or CH2-OH group at the end. Especially for
small PEG molecules the choice is important because the influence
of the end group is proportionally larger than for longer chains. To
illustrate the itp file generation for the case when an end group
needs to be attached, the PEG chain will be terminated with a CH2-
OH end group.

Attaching an end group follows the same procedure as attach-
ing another block to form a block copolymer. All that is needed is
another monomer itp file for the block and a link file, which uses
the vermouth force-field format (i.e., “.ff”) [30]. This concept is
illustrated in Fig. 2c, d. Polyply will generate the bonded interac-
tion from the monomer itp files for each block separately, removing
any overlapping interactions between the blocks. For example, the
interaction between A1 and A3 would generate a new interaction
between A2 and B1. However, since B1 belongs to a different
block, the interaction is removed. Therefore, a second itp file
specifying all the interactions linking the two blocks has to be
supplied. This link file adheres to the vermouth force-field format.
For use with polyply, each link file needs to contain the same first
three lines. Those lines are shown in the example file below. These
lines tell the program that it is a link and that the interactions listed

Fig. 2 Schematic of itp file generation using polyply; arrows indicate interactions
(e.g., bonds, angles, etc.) between monomer fragments indicated by circles. Itp
files of the polymer are generated from a single monomer itp file. This itp file
(blue circle panel a) needs to define all interactions of that fragment with the
next monomers (1–4 panel a). Then these interactions are used to generate the
new interactions (panel b), but all interactions exceeding the maximum number
of atoms (red arrow) are not taken into account. Similarly, in the case of block-
copolymers the A block is built from a single monomer of each block (A1 and B1
panel c). When the interactions are generated, all interactions exceeding the
single block (red arrow panel d) are not taken into account. This makes it
necessary to supply an extra file defining all links between blocks (orange
arrow, panel d)
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directly apply to the final polymer. After these three lines are
defined all interactions specifying the link with the correct atom
numbers as in the final polymer should follow. The link file cannot
contain the “[moleculetypes]” and “[atomtypes]” directive. Note
that the indices in the bond and angle directive do not start at 1 but
are exactly the same as in the final polymer. For instance, for the end
group, the link file should look as follows:

[ link ]

[ molmeta ]

by_atom_id true

[ bonds ]

50 51 1 0.280 7000.0

[ angles ]

49 50 51 2 140.00 25.0

And the CH2-OH capping group monomer itp file only defines
one bead:

[ moleculetype ]

; name nexcl.

OHend 1

[ atoms ]

1 TP1 1 OHend EO 1 0.000 36

This procedure of stitching together two itp files will also be
used to combine the protein itp file and the PEG itp file together in
the end. For now, the following command can be used to combine
the PEG_50.itp with the end group. Note that the file extension of
the link file is “.ff” and not “.itp.”

$ polyply gen_itp -f PEG_50.itp OH_end.itp OH_link.ff -seq

PEG:1 OHend:1 -o PEG_50_OH.itp -name PEGOH

The same result could also be obtained using one command:

$ polyply gen_itp -f PEO.martini.3b.itp OH_end.itp OH_link.ff -seq

PEO:50 OHend:1 -o PEO_50_OH.itp -name PEGOH

2.4 Linking PEG

to the Protein

So far we have shown how to generate parameter files for lysozyme
and PEG. However, before these are combined, it has to be defined
how the PEG chain is attached to the protein. Attachment of PEGs
to proteins is often done via the amine group of a Lysine or the
N-terminus, or the thiol group of a Cystein [1].
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2.4.1 Designing Martini

Parameters for the Linker

The linker motif used in this example is shown in Fig. 3a. It is the
result of reductive alkylation, which is used to selectively attach
PEG to the N-terminus. To design parameters for this linker, a
mapping has to be designed which splits the linker into beads. The
mapping is shown as circles in Fig. 3a. There is only one bead
between the N-terminus and the PEG chain. Note that the
mapping of the N-terminal amino acid (i.e., lysine) becomes the
same as for the backbone in the rest of the protein. Thus the default
backbone bead type (i.e., P2) should be used for this bead. The
bead linking PEG and protein corresponds to methoxyethane.
Therefore, the bead type that best resembles methoxyethane has
to be found. The free energy of transfer from octanol to water of
methoxyethane was estimated to be around 3.4 kJ/mol [10]. An
N1 bead has a free energy of transfer of 4.1 kJ/mol and is thus the
best match. The remaining beads are the regular PEG beads.
Bonded interactions (i.e., bonds and angles), were obtained by
simulating a fragment (R1¼CH3, R2¼CH2-O-CH3) in water at
the atomistic level using GROMOS [38] parameters obtained from
the ATB [39] and reproducing the probability distributions at the
CG level. We will not go into more detail for designing the linker, as
it follows the normal design rules for Martini (see Note 7).

2.4.2 Combining Protein,

Linker and PEG Parameters

Next, all itp files are combined together: first, the bead type of the
N-terminal Lysine has to be changed to a neutral P2 bead. Open
the lysozyme.itp file and change the type of the first bead to P2 and
the charge to zero. The beginning of your edited file should look as
follows:

[ moleculetype ]

molecule_0 1

Fig. 3 Methoxyethane (yellow) linking PEG (R1, one repeat unit shown in blue) to the N-terminus of the protein
(R2, terminal residue shown in orange). Panel a shows the mapping (i.e., each circle is one bead) and bead
types. Panel b shows the definition of the bonded interactions b1–b4, α, and β
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[ atoms ]

1 P2 1 LYS BB 1 0.0

2 SC3 1 LYS SC1 2 0.0

3 SQp 1 LYS SC2 3 1.0

Next the itp file for the methoxyethane linker is defined. As it is
only one bead, it looks the same as for the CH2-OH end group.

[ moleculetype ]

; name nexcl.

MEE 1 ; methoxyethane-link

[ atoms ]

1 N1 1 MEE MEE 1 0.000 72

As done for the CH2-OH end group before, a link file has to be
created. The link file has to contain all bonded interactions that
span the N-terminus, methoxyethane, and the first PEG bead.
Figure 3b shows these interactions. Note that b1 and b2 are already
defined in the protein itp file. In contrast to the file above defining
the monomeric repeat unit, the link file uses the indices of the final
itp file. In this example, the itp files are combined in the order:
protein-linker-PEG. Thus the N-terminus will be the first bead
with index 1. Because lysozyme has 292 beads, the methoxyethane
linker bead will have the atom index 293 and the first PEG bead will
have the index 294. Therefore, the link itp file needs to look as
follows:

[ link ]

[ molmeta ]

by_atom_id true

[ bonds ]

1 293 1 0.41 2000 ; b3

293 294 1 0.39 5000 ; b4

[ angles ]

293 1 2 2 150 15 ; alpha

294 293 1 2 170 50 ; beta

Finally, all the files can be combined to obtain an itp file for the
PEGylated lysozyme:

$ polyply gen_itp –f molecule_0.itp MEE.itp PEG_50_OH.itp methoxy_link.ff –seq

molecule_0:1 MEE:1 PEGOH:1 –o lysoPEG.itp –name lysoPEG

If all the files had already been generated, the links for the OH
end group and methoxyethane could have been combined into one
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file. Then it would have been possible to generate the itp file using a
single command:

$ polyply gen_itp –f molecule_0.itp MEE.itp PEO.martini.3b.itp OH_end.itp

combined_links.ff –seq molecule_0:1 MEE:1 PEG:50 OHend:1 -o lysoPEG.itp

–name lysoPEG

However, it is common to use multiple invocations rather than
doing everything at once.

2.5 Generation

of Input Structures

Having obtained an itp file for PEGylated lysozyme, a starting
structure can be generated. The protein structure generated by
martinize 2 is supplied to polyply, which will add a PEG chain to
it. Polyply only reads gro files. Thus the martinize 2 PDB file needs
to be converted to gro format. In addition, the box size for the
system can already be specified. As further detailed in Note 8, a
sufficiently large box size should be used in order to stay below the
overlap concentration. A cube with sides of 8.5 nm is sufficient for
this purpose.

$ gmx editconf –f lysozyme_cg.pdb –o lysozyme_cg.gro –box 8.5 8.5 8.5

Polyply also requires an accurate topology file including the
same information as used to run the simulation in vacuum. The
topology file for PEGylated lysozyme will look as follows:

#include martini3/martini_v3.0.4.itp

#include lysoPEG.itp

[ system ]

lysoPEG in water

[ molecules ]

lysoPEG 1

This topology file has to be provided to polyply together with
the name of the polymer and some other options as shown below:

$ polyply gen_coords -p system.top -o lysoPEG.gro -name lysoPEG

-c lysozyme_cg.gro

Using the approach shown above polyply can in principle gen-
erate a starting conformation for any CG polymer with a few
limitations as outlined in Note 9. Because polyply cannot generate
the protein structure, the one obtained from martinize 2 is reused.
Using this command an input structure as shown in Fig. 4 is
generated. To generate just a PEG chain in vacuum, it would
have been possible to omit the “-c” option and not define any
initial structure to reuse.
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3 Setting Up and Running a Simulation

Once the starting structure for the PEGylated protein is generated,
the system can be set up. Before solvating, the system should be
energy minimized applying both positional restraints to the protein
backbone and the polymer. This allows the initial structure to relax,
but prevents it from coiling up. The positional restraints and the
flexible options can be switched on by including the following line
in the mdp file. All mdp files are provided with the tutorial files.
General mdp files appropriate for Martini can be downloaded from
our website (http://www.cgmartini.nl/).

define = -DFLEXIBLE –DPOSRES

Now run:

$ gmx grompp -f min.mdp -p system.top -c lysoPEG.gro -o min.tpr -r lysoPEG.gro

$ gmx mdrun -v -deffnm min

Next, the energy-minimized structure is solvated with water
using the GROMACS tool gmx solvate:

$ gmx solvate -cs water.gro -cp min.gro -o protein_water.gro

-radius 0.21 2>&1 | tee solv.out

This will add water into the simulation box. It is important to
set the “-radius 0.21” option to account for the fact that Martini
water is representing four water molecules at a time. If it is not set,
GROMACS will pack too many water beads, which might lead to

Fig. 4 PEGylated lysozyme initial structure; PEG is shown in blue, the linker bead
in yellow and the protein backbone in orange
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instabilities during the equilibration. Because solvate adds water
molecules to our system, the topology file needs to be revised. The
following two commands will do it automatically.

$ water=$(grep "W (" solv.out | awk ’{print $5}’)

$ echo "WN ${water}" >> system.top

Besides water, salt needs to be added to the simulation box for
two reasons: (1) As the protonation states are fixed, the solution
needs to be neutralized; (2) to better mimic the biological environ-
ment of proteins, simulations of soluble proteins are generally run
at 150 mM salt concentration. Of course, this can be adjusted to
reproduce other experimental concentrations. The program gmx
genion needs a tpr file to generate the ions and modify the topology
file. For this purpose, a dummy tpr file using the energy minimiza-
tion settings as before can be composed. The following commands
generate the final box.

$ gmx grompp -f min.mdp -p system.top -c protein_water.gro

-o dummy.tpr -r protein_water.gro –maxwarn 1

$ echo WN | gmx genion -s dummy.tpr -neutral -conc 0.15

-p system.top -o start.gro

Before starting the production simulation, a series of energy
minimization and equilibration should be run. This is especially
important for large proteins and polymers. First, the final box is
energy minimized using flexible bonds and position restraints.

$ gmx grompp -f min.mdp -p system.top -c start.gro -o min.tpr -r start.gro

$ gmx mdrun -v -deffnm min

Next, a short equilibration of 50 ns applying positional
restraints is run. This equilibration allows the water to solvate the
polymer and protein. Furthermore, through the use of the Berend-
sen barostat [40], the simulation will quickly relax to the final
volume.

$ gmx grompp -f eq.mdp -p system.top -c min.gro -o eq.tpr

-r min.gro -maxwarn 1

$ gmx mdrun -v -deffnm eq

Finally, the positional restraints need to be released and another
equilibration simulation using the Berendsen barostat should be
run. Here the Berendsen barostat is used, as the simulation is more
stable than with Parrinello–Rahman [41] pressure coupling.

$ gmx grompp -f eq2.mdp -p system.top -c eq.gro -o eq2.tpr -maxwarn 1

$ gmx mdrun -v -deffnm eq2
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Now, everything is in place to perform the final production
run. At this stage, the Parrinello–Rahman pressure coupling [41]
should be used. However, before starting the simulation, a few
properties should be checked: First open the output file in VMD
[42] or any other visualization software and check whether the
protein and polymer conformations look reasonable.

$ vmd eq2.gro

Next, it is useful to compute the box pressure, and temperature
average to confirm that all have reached the intended target values.

$ gmx energy –f eq2.edr –o energy_eq.xvg

$ gmx analyze –f energy_eq.xvg

The values you obtain should be close to 1 bar for the pressure,
310 K for temperature, and a box volume which is constant. If they
have converged, the production run can be started. Long simula-
tion times are required to sufficiently sample the polymer confor-
mational space. In the past, sampling times of around 10–30 μs
were used for polymer systems with Martini [19–21, 43]. For this
example, the simulation time is set to 2 μs.

$ gmx grompp -f NpT.mdp -p system.top -c eq2.gro –o run.tpr -maxwarn 1

$ gmx mdrun -v -deffnm run

After about 2 μs of simulation, the PEGylated lysozyme has a
conformation as shown in Fig. 5. It is clearly not in the shroud
conformation. It exists as an extended chain fitting to the dumbbell
conformation. This is the same conformation as found by Pai and
coworkers for 30 kDa PEGylated lyszoyzme [4].

Fig. 5 Conformation of PEGylated lysozyme after 2 μs of simulation
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In this tutorial we have generated Martini 3 parameters for
PEGylated lysozyme in three steps: (1) martinize 2 was used to
obtain parameters for lysozyme; (2) polyply was used to generate
parameters for OH terminated PEG-50; (3) polyply was used again
to stitch together the protein and polymer parameters as well as the
molecular fragment linking the two. It was also shown how to
generate a starting structure for this molecule, and set up as well
as equilibrate a simulation. Although a specific example was used to
explain this procedure, the protocol is general and can be used for
any PEGylated protein. More information about Martini and more
tutorials are available on our web page (cgmartini.nl). Any ques-
tions regarding the realization of your project with martini, can be
posed via our forum. We would also like to encourage reporting of
bugs and problems regarding martinize 2 and polyply via the
GitHub pages of the two programs.

4 Notes

1. To set up and run simulations on Windows or Mac OS, GRO-
MACS, and Python 3 have to be installed. Both have appropri-
ate versions available. Because martinize 2 and polyply are
python programs, they can be run in operating system inde-
pendent from within any python 3 environment. Note that in
the tutorial, sometimes bash specific commands (e.g., “egrep”
or “awk”) are used. These will only work on Linux OS running
a bash shell. However, different solutions can easily be found
suiting the OS of interest.

2. Martinize 2 poses some requirements on the input PDB file:
There can be no missing residues; C and N atoms, which define
the peptidic bond, must be present; and atom names should
strictly adhere to the PDB format. In addition, residues in the
PDB file are identified by their residue names, and the
corresponding information must be present in the library of
martinize 2. To add nonstandard residues to the library, please
refer to a more specialized tutorial. In case of problems, the
flags “-write-graph,” “-write-repair,” and “-write-canon” can
be used to write out PDB files of the structure as interpreted by
the program at various stages.

3. The bonded parameters of Martini proteins are assigned based
on the secondary structure. [16] Usually, the secondary struc-
ture of a reference crystal structure is used for this purpose.
However, this might not always be appropriate. In such cases,
the secondary structure can be provided manually to martinize
2 using the “-ss” flag in a text-based format using a single-
letter code. Each letter represents the basic secondary structure
elements: H ¼ helix, E ¼ sheet/extended, and C ¼ coil/turn.
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For example, a tripeptide in a coil-like structure can have its
secondary structure defined with the option “-ss CCC.”

4. All Martini protein models need special interactions to main-
tain the tertiary structure of the proteins. However, different
approaches exist to accomplish this goal. The regular elastic
network approach simply applies a bond between all backbone
beads within a cutoff. This is sufficient to keep the structure
stable and has reasonable properties [33]. However, it has been
shown that improved flexibility of the protein structure is
achieved with the Go [34] or ELNEDIN [33] approaches.
Recently withMartini 3, in combination with the Go approach,
it has even been shown that an allosteric pathway can be cap-
tured [27]. Therefore, if it is suspected that flexibility of certain
domains is important for the PEG protein interactions, using a
Go approach would improve the simulations.

5. It is common to treat titratable amino acids with fixed proton-
ation state in MD simulations, even if the protonation states
can change. However, it is also known that different environ-
ments can affect the pKa of amino acids and thus their proton-
ation state. It could be possible that PEG, especially in the
shroud conformation, modifies the protonation states of titrat-
able groups. If this is suspected, you can gain better insight by
using a method with dynamic protonation states, which allows
amino acids to change in the course of the simulation. We
recently have put forward a proof-of-principle for such a
method [44] and the GROMACS lambda dynamics approach
[45] is also a suitable option.

6. Polyply has a library of default monomer itp files of different
coarse-grained and atomistic polymers that come with the
program. To see which files are available run “polyply
gen_itp –list_lib.” To use these files, you can simply select the
name from the list obtained with the previous command and
then use the “-lib” flag instead or together with “-f.” For
example, to generate the itp file for the PEG-50 polymer, you
could also run:

polyply -lib martini3_beta -n_mon 50 –o PEG_50.itp –name PEG

7. A tutorial for linkers: http://cgmartini.nl/index.php/
tutorials-general-introduction-gmx5/parametrzining-new-
molecule-gmx5

8. When going from the dilute solution regime into the semi-
dilute regime, polymer–polymer interactions become impor-
tant or even dominating. The crossover point is indicated by
the overlap concentration. As the concentration increases
beyond the overlap concentration also the properties of
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polymers change [46]. It is therefore important to choose an
appropriate concentration when comparing to experiments.
On one hand, if they are conducted in or extrapolated to the
dilute solution regime, the simulation box needs to be suffi-
ciently large. On the other hand, as pointed out by Pai et al.,
the osmotic pressure in cells is often higher than in dilute
solution [4]. Therefore, PEGylated proteins should perhaps
also be studied under crowded conditions. In this case, it
would be appropriate to add more proteins and/or PEG chains
to the simulation box to achieve higher concentrations. See ref.
21 on how to calculate the overlap fraction for PEG in water.

9. Polyply can generate structures for disordered, arbitrarily com-
plex, polymers. However, this also means that coordinates for
any polymer which has a certain long-range order should not
be generated this way. Examples include proteins with a sec-
ondary structure, DNA, or polymers with large extended aro-
matic ring fragments. Another practical limitation applies:
Polyply cannot generate polymers which contain virtual sides.
Examples include Martini 2 P3HT [47].
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Chapter 19

Molecular Data Visualization on Mobile Devices: A Quick
Starter’s Guide

Chin-Pang Bennu Yiu and Yu Wai Chen

Abstract

With the rise of tablets, truly portable molecular graphics are now available for wide use by scientists to
share structural information in real time. We have surveyed the existing software available on Apple iPads
and on Android tablets in order to make a recommendation to potential users, primarily based on the
product features. Among the three apps for high-quality 3-D display, iMolview (available on both platforms)
stands out to be our choice, with PyMOL app (iOS) a close alternative and NDKmol (Android) offering
some uniquely useful functions. Hence we include a tutorial on how to get started using iMolview to do
some simple visualization in 10 min.

Key words Protein structure, RCSB PDB, Protein Data Bank, Macromolecular graphics, Tablets,
Mobile devices, Protein structure

1 Introduction

Molecular graphics is the language of structural biologists. In the
past few years, the portable computers world witnessed the rise of
the thin and light-weight handheld tablets. These are portable
computers in every sense, without keyboard or mouse, thanks to
a touch-sensitive screen. For instance, the Apple iPads have a large
screen of very high sensitivity and resolution (ranging from 9.7-in.
models of 2048� 1536 pixels to 12.9-in. iPad Pro of 2732� 2048
pixels, at 264 pixels per inch (ppi)). Since their inception, iPads
have been well received by consumers, which encouraged software
development on the iOS and the latest iPadOS (the operating
systems on Apple mobile devices) platform. On the other hand,
many rivals to iPads have been developed; these devices mostly
adopt the Google Android operating system, which is based on
Linux. Together, these mobile devices completely revolutionized
how users interact with computers, in more intuitive ways using
finger gestures.
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In this article, we shall compare the currently available molecu-
lar graphics products on the iPads and the Android tablets that can
be used to visualize protein structures deposited at the RCSB
Protein Data Bank (PDB). Among these, we shall recommend the
best all-round graphics software. Next, we shall discuss how to set
up and perform some very basic visualization tasks. We aim to get
people who are not familiar with molecular graphics to start using it
on their mobile devices.

2 Graphics Software

2.1 Hardware Used

for Testing

The iOS apps (application software on mobile devices) were tested
on iPad Air 2 (A8XCPU, 128GB, iOS 12.3.1) and iPad Pro (A12X
CPU, 256 GB, iOS 12.3). For the Android platform, we tested
with an average phone (quad-core CPU, 6 GB RAM + 128 GB
ROM, customized Android 9.0) with a 5.5-in. display of
1080 � 1920 pixels, at 401 ppi pixel density.

2.2 Comparison

of Graphics Software

In the first edition of this book chapter (2012), we identified
12 mobile graphics apps on the market. At 2019, the fierce compe-
tition is over, and only a few survived. Here, we shall give an
updated account of the three products: iMolview, PyMOL and
NDKmol (Table 1), which we noted previously for their better
and/or unique product features (restated below).

We performed a comparison of the essential functions offered
by the three molecular graphics apps (Table 2). Note that this is a
features comparison and computing performance was not vigor-
ously tested. All apps offer the basic control operations (rotate,
translate, zoom and clip). We used the crystal and NMR structures
of the p53 tetramerization domain (PDB ID 1AIE and 2J0Z, see
Note 1), a small protein of 31 residues (monomer) or 124 residues
(tetramer) for testing.

From Table 2, iMolview and PyMOL compare similarly, and
both offer the full set of features to satisfy most structural

Table 1
Basic information of standalone mobile apps for macromolecular graphics

App iOS And. Price ($) Developer Version (updated)

iMolview ● ● Free (lite)
0.99 (full)

Molsoft 1.9.4 (2019)
1.9.5 (3/2019)

PyMOL ● Free Schrödinger 1.7.6.5 (2016, halted)

NDKmol ● Free biochem_fan 0.97 (3/2018)

The respective versions reviewed are the latest at the time of writing (August 2019). “And.” stands for Android
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biologists’ needs. We found iMolview easier to use and it offers a
convenient “sequence view” which enables quick access to any
residue in the structure. PyMOL on desktop computers is one of the
most popular molecular graphics software, and its app excels in
producing ray-traced photorealistic scenes. However, the app
does not inherit the intuitive way of selection of subsets of atoms
for rendering. Unfortunately, the development of PyMOL app has
halted since 2016. Users can still download it but without support.
NDKmol is unique in being able to display the biological assembly
of a crystal structure. This is best illustrated with PDB ID 1AIE.
While the other two apps show only the 31-residue monomer in the
crystallographic asymmetric unit, with a few clicks, NDKmol dis-
plays this as a tetramer (Fig. 1), correctly taking crystallographic
symmetry and oligomerization information into account.

Table 2
A comparison of main features of four molecular graphics apps

Feature iMolviewa PyMOL NDKmol Miewb

Structural object styles Ball-and-stick ● ● ● ●
Space-filling ● ● ● ●
Ribbon/cartoon ● ● ● ●
Wire/stick ● ● ● ●
Surface ● ● ●
B-factor putty ● ●

Custom color Background ● ● ○
Graphical object ● ● ● ●

Label ● ○

Selection To act on a subset ✪ ○ ●

Sequence view ✪

Biological assembly ✪ ✪

Measure Distance, angle ● ●

View and render Center on atom ● ● ●
Stereo ● ●
Ray trace ✪
Fog/clip ● ● ● ●
Rock/spin ● ●

Load/import PDB ● ● ● ●
Local import ● ● ● ●

Filled circle: feature available; filled circle with a star: unique feature; open-circle: a feature that is partially available or

problematic. Note that each software has additional advanced features (e.g., transparency, molecules alignment, script-

ing) that are not included here, please refer to the respective developer’s webpage
aiMolview full version (iOS)
bMiew was tested on a desktop computer. On a mobile device (iPad Air 2), it caused many unrecoverable error messages

(e.g., loading an NMR structure, turning on ambient occlusion)
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The quality of the graphic images produced by various apps is
ranked in descending order, as follows: PyMOL (ray tracing,
Fig. 1a), iMolview, NDKmol (Fig. 1b).

If one needs a handy tool to import a PDB file and get an
overall view of the protein fold with cartoon or ribbon style, then
any of these apps can serve the purpose. We are also aware that the
RCSB PDB website has already implemented its own server-side
graphics utility to provide a quick view of a deposited structure (see
later, in Subheading 4). The deciding factor of a good structural
biologist’s mobile tool is whether it allows the user to select a
subset of atoms for rendering. For this, only iMolview is suitable.

3 Methods

iMolview can be used with or without the internet. An active
connection is required to import structures from the PDB. After
that, structure viewing, analysis and rendering can be performed
offline (without internet).

3.1 Installation iMolview is available ($0.99) in the Apple App Store for iPhones
and iPads. A “Lite” (free) version is made available in Google Play
for Android devices. We did not test the iOS Lite (free) version.

Fig. 1 PyMOL app and NDKmol compared. The crystal structure of p53 tetramerisation domain (PDB ID 1AIE)
rendered in (a) PyMOL app (ray traced) and (b) NDKmol. NDKmol is the only utility which allows convenient
viewing of the biologically functional tetrameric arrangement instead of just the monomer in the crystallo-
graphic asymmetric unit
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3.2 Importing a PDB

Entry

1. Make sure there is an active internet connection (Wi-Fi or
mobile data).

2. Tap the top search bar, and enter some search criteria into
it. For this tutorial, type “p53 tetramerization.” As the text is
typed in, a dropdown menu appears listing all the entries that
satisfy the search text string. Tap on the entry starting with
“2J0Z”, which is the PDB ID for this structure. Alternatively,
type “2J0Z” directly if the PDB ID is known. This is the
solution NMR structure of the tetramerization domain of the
p53 tumor suppressor.

3. A representation of the ensemble structure appears on the
screen (Fig. 2). The default style is the Richardson protein
secondary-structure cartoon (see Note 2). At the bottom of
the screen, the single-letter-protein sequence is shown, with
residue numbers, and color-coded according to secondary
structures (strands: green, helices: red). If there are multiple
protein chains in the crystal structure, each chain is represented

Fig. 2 Default iMolview display. The default display in iMolview of the p53
tetramerization domain (PDB ID 2J0Z) as Richardson secondary-structure
cartoon. At the bottom of the display screen, the protein sequence is shown
and color-coded by secondary structure (strands: green; helices: red), with
residue numbers and chain tabs (“a,” “b,” “c,” “d”)
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by a tab with a unique chain identifier (e.g., “a,” “b,” “c,” “d,”
. . . here) at the very bottom. This NMR structure has 30 mod-
els, each has A, B, C, and D chains. Hence there are altogether
120 chain tabs. Chains from each NMR model are indicated
with the model number at the end (e.g., “a2” is the A chain of
model 2). One can tap on these chain tabs to quickly show or
hide a chain.

4. We want to show only the most representative model (model
1 of the PDB file). There is a quick way to hide all chains. Click
on the button at the lower right corner which has an icon like a
numbered list. This opens a menu as shown in Fig. 2.

There is a line showing the PDB entry 2J0Z with a gray-
outlined blue square which has a white dot at the center. This
means all chains of 2J0Z are shown. Tap on this square to turn
it off. This immediately blanks the screen (hide all chains).

5. Click on the “a” tab to the far left of the bottom to select it,
click again to show the chain A of model 1. A blue square with
white dot will show in the A chain (“a”) tab to indicate that this
chain is now visible. Do the same to show the B, C, and D
chains of model 1 (Fig. 3).

Fig. 3 Model 1 of an NMR ensemble is shown in iMolview
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3.3 Viewing

with Different Styles

3.3.1 Rainbow Coloring

(Blue to Red) from N-

to C-Termini

Tap Menu button (top right), tap “Color Object/Selection by
>”; on the next menu, tap the first item “NtoC”. It is necessary to
turn off all chains and show A, B, C, D chains (Fig. 4) of model
1 again (Subheading 3.2, steps 4 and 5).

3.3.2 Transparent Items Tap theMenu. Make sure you are at the top level of the menu (you
will see “Display” as the first item in this menu). If you followed
the tutorial strictly up to Subheading 3.3.1, you would find yourself
at an inner menu level, then you need to tap the Back button at the
top to return to the top level (“Main Menu”). Tap “Settings >”;
on the next menu, slide the “Transparent Ribbon” to ON (default
is OFF; Fig. 5).

3.3.3 Molecular Surface 1. At the bottom of the screen, tap and hold the D chain (“d”)
tab. This selects the whole D chain, and the selected atoms are
represented by small green crosses.

2. Tap the Menu. Again, you may need to tap “Back” to get to
top level.

Fig. 4 Rainbow color display in iMolview
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3. To the right of the “Display,” tap the fifth icon (seeNote 3) for
the surface representation. Tab and hold the bottom “d” tab to
unselect the atoms (Fig. 6).

3.4 Exporting

an Image

On the iPad, this is very easy. Just press on/off button and the main
button together, a screenshot will be saved to the iPad’s photos
storage. The image can then be shared with other mobile devices
(see Note 4).

4 Conclusion

Portable molecular graphics has now entered into a mature phase.
Finally, scientists can carry molecular models around and show
these to their colleagues. The models can be examined in real
time, using natural hand and finger manipulations. Among the
software available, the low-cost iMolview tops the list because of
its user-friendliness and it offers the complete set of functions for
visual communication. PyMOL for iPad is still a useful tool, but it is
no longer under development. NDKmol for Android is currently
still in alpha testing.

Fig. 5 Transparent ribbon display in iMolview
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We hope with the primer we have demonstrated how easy it is
to use iMolview to create a molecular scene of mixed styles, and it
can help some colleagues to start using their tablets in visualizing
and communicating structures.

Many projects that started before 2012 have now been taken
off the shelf. At 2019, the current trend is for graphic viewing
utilities to be built into a web server. A good example is the
RCSB PDB web site, which incorporates the NGL viewer into its
user interface. With that, the previous RCSB PDB Mobile app has
been discontinued since 2016 (see Note 5). Another excellent
utility that is under development is the Miew viewer (see Notes 6
and 7), which is a free and open-source project. We included its
current features in Table 2 for comparison to show that it can rival
the best standalone app.

5 Notes

1. PDB ID is a unique four-alphanumeric character combination
that is assigned to each deposited structure in the Protein Data
Bank (www.rcsb.org). This ID is usually found in the manu-
script that describes that particular structure.

Fig. 6 Composite objects in iMolview. Molecular surface display of the D chain of
2j0z is shown. The D chain is accessed by the “d” tab at the bottom
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2. Richardson cartoon style is a representation of the overall
backbone structure of the protein, with secondary-structural
elements α-helices shown as coiled ribbons, β-strands shown as
flat arrows, and coils/loops shown as thin tubes.

3. The complete “user manual” of iMolview is accessed by the
Menu, then “Help” inside the app.

4. The users can transfer PDB files or images between mobile
devices using Bluetooth-based Apps such as iShareFiles (free),
without internet, or AirDrop in the iOS and macOS provided
by Apple, with both Wi-Fi and Bluetooth. The files can also be
sent via email.

5. https://www.rcsb.org/pdb/static.do?p¼mobile/RCSBapp.
html

6. Developers’ websites:
iMolview: www.molsoft.com/iMolview.html

PyMOL app: pymol.org/mobile

NDKmol: webglmol.osdn.jp/android-en.html

Miew: epa.ms/miew

7. The Miew viewer is fully functional: https://miew.opensource.
epam.com/
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Chapter 20

Molecular Data Visualization with Augmented Reality (AR)
on Mobile Devices

Chin-Pang Bennu Yiu and Yu Wai Chen

Abstract

Augmented reality (AR) allows a computer-generated 3D model to be superimposed onto a real-world
environment in real time. The model can then be manipulated or probed interactively as if it is part of the
real world. The application of AR in visualizing macromolecular structures is growing, primarily in showing
preset collections of scenes for education purpose. Here, our emphasis is, however, on exploiting AR as a
tool to facilitate scientific communication on the go. We have searched for freely available mobile software
and custom-built tools which allow the display of user-specified protein structures. We provide step-by-step
guides on a standalone app Ollomol (iOS and Android), as well as an in-browser web app, WebAR-PDB.
Both of them allow users to specify entries from the Protein Data Bank (PDB) for an elementary AR
experience. The application of AR enhances interactivity and imaginativity in macromolecular visualization.

Key words RCSB PDB, Protein Data Bank, Molecular graphics, Tablets, Mobile devices, iPad,
iPhone, iOS, Android, Augmented reality

1 Introduction

Since molecular graphics is the language of structural biologists, it
is most communicative when it can be used anywhere in an interac-
tive way. In the past few years, augmented reality (AR) has been
developed to allow computer-generated molecular models to over-
lay with objects in the real-world environment [1–3]. This expands
the imaginary space by offering an opportunity to align and com-
pare virtual objects with real ones, of sizes orders of magnitude
apart, in real time. With mobile devices, we can now carry the
macromolecules around and show them against different real
backgrounds.

In this article, we shall demonstrate two AR products on the
iPads and Android tablets that use Protein Data Bank (PDB) files as
input for visualizing macromolecular structures. The first one is a
standalone app (application software). The other one is an in-brow-
ser web app (an application hosted by a web server). Both allow

YuWai Chen and Chin-Pang Bennu Yiu (eds.), Structural Genomics: General Applications, Methods in Molecular Biology, vol. 2199,
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users to see real-time models on real-life backgrounds. We aim to
encourage people who have no prior knowledge of AR to experi-
ence this emerging technology.

While searching for AR apps, we found three items in the Apple
App Store or Google Play as shown in Table 1. CRISPR-3D and
BioChemAR are good at displaying specific molecular structures
already defined in the apps. In CRISPR-3D, users may select from
the 14 preset structures (protein, RNA, or DNA) for AR viewing.
Structures can be displayed, translated, rotated, and scaled easily
and intuitively with finger gestures and shown around in different
places along with the mobile device. With a pre-generated in-app
QR code, BioChemAR displays the digital 3D model of the KscA
potassium channel structure and its moiety. By contrast, Ollomol
(seeNote 1) permits users to import structures of their choice from
the PDB (seeNote 2) and generate ARmodels in a few simple steps.
The app is, therefore, our recommended standalone app (Subhead-
ing 3).

Web apps provide an alternative way to display protein struc-
tures readily in AR from PDB files [4]. They are used within an
internet browser, such as Safari or Firefox, without the need to
install any software. The WebAR-PDB web app [5], developed by
Luciano Abriata at École Polytechnique Fédérale de Lausanne,
Switzerland, is freely accessible on the Web-based Augmented
Reality for Chemistry and Structural Biology (WARCSB ) portal
(seeNote 3). Users need to first download the PDB file of choice to
the mobile device. Direct download by PDB ID is not available.
The guide to using the WebAR-PDB web app is presented in
Subheading 4.

AR is a powerful tool for enhanced immersiveness and interac-
tivity [1–5]. At the time of writing (September 2019), several apps
are available for viewing protein structures. While some apps do
offer limited display style options, none of them possesses those
subset rendering features of dedicated molecular graphics software

Table 1
Basic information of mobile apps for macromolecular graphics in AR

App iOS And. Price ($) Developer Version (updated)

Ollomol ● ●a Free MD.USE Innovative Solutions SL iOS—1.01 (3/2019)
And.—1.0 (2/2019)

CRISPR-3D ● ● Free Innovative Genomics Institute iOS—1.5.2 (8/2019)
And.—1.5.3 (8/2019)

BioChemAR ● ● Free Carleton College iOS—1.2 (1/2019)
And.—1.2 (7/2019)

The respective versions reviewed are the latest at the time of writing (Summer 2019). “And.” stands for Android
aDownloadable but only works occasionally. We contacted the app developer but have not received their response by the

time of submission of this chapter
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as we described in another chapter [6]. Hence this chapter serves as
an early introduction to an emerging technology. There ought to
be dramatic improvements in the near future.

2 Hardware and Software Used for Testing

The iOS apps were tested on iPad Air 2 (A8X CPU, 128 GB, iOS
12.4.1) and iPad Pro (A12X CPU, 256 GB, iOS 13.0). Most of the
software written for the iOS should be able to run on an iPhone.
For the Android platform, we used a OnePlus A3003 phone (6 GB,
Android 9 OxygenOS 9.0.3). Ollomol (iOS version 1.01, released
on 3/2019; Android version 1.0, released on 2/2019, MD.USE
Innovative Solutions SL) and WebAR-PDB (version last tested last
updated in June, 2019) were described herein.

3 A Tutorial of Ollomol, a Standalone App

Ollomol can be used with or without the internet. An active con-
nection is required to download structures from the PDB. After the
PDB file has been imported, structure viewing, examination and
manipulation can be performed offline (without internet).

3.1 Ollomol

Installation

Ollomol is available for free in the Apple App Store for iPhones and
iPads and in Google Play for Android devices. At the first use, a
request will pop up for granting access to the device’s camera and
storage. Answer “Yes” to authorize.

3.2 Generating

a Tracker Pattern

for a PDB Entry

1. Make sure there is an active internet connection (Wi-Fi or
mobile data).

2. Tap on “AR” to select the AR mode.

3. Tap on “OPEN MENU” on the top left corner. A list of
options should show up on the left side of the screen.

4. Tap on “CREATEQR” in the middle of the list to bring up the
Tracker generator. Another list of options should become
available on the left.

5. Now tap on “. . .PDB. . .” to enter a PDB ID. In this tutorial,
we shall use the PDB entry 1SN4. Note that it is necessary to
delete the characters “. . .PDB. . .” which are present by default
and type in “1SN4” (without the double quotes) (see Note 4).

6. Then tap on “1 - Create tracker” to generate a QR-based
“tracker” for the PDB entry (see Note 5). As shown in
Fig. 1a, a tracker will appear on the right side of the screen.

7. To save, export (e.g., by email) or print the tracker, tap on “2-
Save tracker” (see Note 6).

8. Tap on “Return to AR” at the lower left to exit the Tracker
generator.
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3.3 Viewing

the Molecular

Structure with AR

in Ollomol

1. Display the tracker (saved in step 7 of Subheading 3.2) on a
second device, or print it on paper to use it.

2. Place the tracker on a physical surface at where the macromol-
ecule will be shown.

3. On the device where Ollomol is running, from the main AR
screen (where it should be, following the last step in the previ-
ous section), tap on “OPEN MENU” and choose “SCAN
QR.”

4. Now, one can see the real-life environment through the
device’s camera. At the center of the screen, there are corner
marks defining a square scannable area. A top bar appears
showing the words “Code Find: . . . .” Move the device and
orient the camera to scan the entire tracker of step 2 (see
Note 5).

5. Once successful, the top bar reads “Code Find: 1SN4” and the
“Load molecule” bar simultaneously shows up at the lower-left
corner.

6. Tap on “Load molecule” and wait. The 3D model of the
scorpion neurotoxin, BmK M4, will appear in AR against the
real background (Fig. 1b).

7. To re-orientate this digital model, rotate the tracker or the
mobile device (see Note 7).

8. Four rendering options are available for the molecule: Car-
toon, Ball, Stick and Ball&Sticks. By default, all styles are
shown. Select or deselect by clicking on the options on the
right to alter the display.

Fig. 1 Screenshots of Ollomol displaying PDB ID 1SN4. (a) The correct way to enter the PDB ID. The generated
tracker pattern (jelly fish cartoon and QR code) is shown on the right side of the screen. (b) Cartoon displays of
1SN4 with the helix as red coil, strands as blue arrows and loops are in white. The tracker was placed on a
lawn background
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4 A Tutorial of WebAR-PDB, a Web-Server Application

This is a server-side application that requires no installation. All
tasks are performed via a web browser. A paper cube marker needs
to be constructed for manipulation of the AR model.

4.1 Make the Cube

Marker

1. Make sure there is an active internet connection (Wi-Fi or
mobile data).

2. Open the Safari web browser (see Note 8).

3. Go to the WARCSB portal using the following URL link (see
Note 3): https://lucianoabriata.altervista.org/jsinscience/
arjs/armodeling/

4. Download the marker provided by the site by clicking the
“cube marker” hotlink. This will lead to a GitHub page. Click
the “Download” button therein. A cube marker image (cube.
png) will now appear in the browser. Print this.

5. Alternatively, access the following link and download the cube
marker file for printing: https://lucianoabriata.altervista.org/
jsinscience/arjs/markers.docx

6. Cut out and fold up the printed image to construct the 3D
cube marker as shown in Fig. 2a.

Fig. 2 Screenshots ofWebAR-PDB displaying PDB ID 1SN4. (a) The tracker cube placed on a lawn background.
(b) Spheres display of 1SN4. (c, d) Balls-and-Sticks display of 1SN4 at different zoom levels. (b–d) are all from
the same viewing angle. The water oxygen atoms and ligand atoms in the PDB file were removed by editing
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4.2 PDB File

Download

1. WebAR-PDB does not support direct loading from the RCSB
PDB. First, download the PDB file to the local device (see
Notes 6 and 9).

2. On the mobile device, with a web browser, access the RCSB
PDB website: https://www.rcsb.org

3. On the RCSB PDB search bar, type the name or PDB ID (see
Note 2) of the molecule that is desired for display. For this
tutorial, type “1SN4” (without the double quotes) and click
“return.”

4. On the top right, click “Download Files” and select “PDB
Format” from the pull-down menu. The PDB file will be
automatically downloaded to the device’s default location.

4.3 Viewing

the Molecular

Structure with AR

1. On the mobile device, use the browser (Safari on the iOS) to
visit the WARCSB portal (Subheading 4.1, step 3).

2. Go to the WebAR-PDB page by clicking on “Open any PDB
file and handle in 3D with a cube marker” or the following
URL link: https://lucianoabriata.altervista.org/jsinscience/
arjs/jsartoolkit5/pdbloader5.html

3. The browser will now ask for access to the device camera. Tap
“Allow.” The back camera will be turned on.

4. On the top right, there is a window inset. Unless the inset is
closed (see Note 10), tap the “Choose File” button and then
navigate to the download location (Subheading 4.2, step 4).
Select the downloaded PDB file, 1sn4.pdb (see Note 9). The
text window will be filled with the top header lines of the 1sn4.
pdb file. This indicates successful loading.

5. Now select a display option from between “Spheres” and
“Sticks” (default) near the bottom of the window inset.

6. Place the cube marker from Subheading 4.1 against a real-life
background of choice (Fig. 2a).

7. Tap on the “Start AR” button in the inset to generate the 3D
model. The macromolecular structure will appear on top of the
cube marker (Fig. 2b, c) (see Note 11).

8. The displayed structure can be viewed at different zooming
levels. Use the four “Zoom” options at the bottom right or
“Zoom in” and “Zoom out” options under the pull-down
menu on the left of the screen for control (Fig. 2d).

5 Discussion

AR is an emerging technology which will undoubtedly find many
applications in molecular science research. Some of its capabilities
are demonstrated by a number of existing AR apps in displaying
built-in collections of structures or specific molecular scenes.
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Ollomol, however, allows the loading and viewing of protein
structures deposited at the RCSB Protein Data Bank. This standa-
lone app also provides limited rendering styles to the displayed
macromolecule. While it is under active development, we encoun-
tered problems when NMR ensembles and very large structures
were used.

At present, both software allow the user to display only the
entire molecule, in a few graphic styles. There is not much custom-
ization available. WebAR-PDB requires the PDB file to be down-
loaded to the mobile device first, which is one more step compared
with Ollomol. However, this becomes an advantage as it allows the
user to edit the PDB file for customization (see Note 9). When the
software matures, this should not be needed—graphic customiza-
tion should be offered within the AR viewer.

TheWARCSBportal amasses many examples of how AR can be
exploited in chemistry (see Note 3). It is possible to bring in two
(simpler) models, each handled by a 2D tracker, and perform
interactive (real time) scientific studies between them. The user
can print out the trackers and try out an AR experience in calcula-
tions involving molecular dynamics, small-angle X-ray scattering
and electrostatics [5]. The use of handheld trackers for structural
display is intuitive on one hand. On the other hand, the use of AR
in this manner will allow more immersive, interactive, and even
collaborative molecular modeling [5].

Notably, there are alternative ways of molecular structure visu-
alization at a better quality, which also take structural information
from PDB for use in AR applications. Crow described a method
that essentially involves the using a molecular graphics tool,
PyMOL, assisted by Meshlab and Blender, to produce a 3D model
for viewing in AR using Augment (seeNote 12) [7]. PyMOL is one
of the most popular molecular graphics program. The user can
produce a customized 3D model to very high quality. The trade-
off of this method is that the preparation, involving multiple files
and multiple tools, needs to be performed on a desktop or laptop.
We followed this method to create a model of the test molecule,
scorpion neurotoxin (PDB ID 1SN4), for comparison (Fig. 3).

Instead of PyMOL, Poh et al. [8] used a method that employs
UCSF Chimera for 3D model generation and APD AR Holistic
Review or HP Reveal for structure viewing (see Note 13). An AR
image will appear nicely as the 3D projection of a publication figure
when its graphic is used as a tracker [8].
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6 Notes

1. Ollomol developer’s website: http://ollomol.mduse.com/

2. PDB ID is a unique four-alphanumeric character combination
that is assigned to each deposited structure in the Protein Data
Bank (www.rcsb.org). This ID is usually found in the manu-
script that describes that particular structure.

3. The Web-based Augmented Reality for Chemistry and Struc-
tural Biology (WARCSB) portal is a hub hosting several AR
web apps under development: https://lucianoabriata.altervista.
org/jsinscience/arjs/armodeling/. These web apps are built
using open web software, such as A-Frame, AR.js and Cannon.
js, around the programming language, JavaScript
[4, 5]. Luciano Abriata illustrates their uses via a YouTube
channel that he maintains: https://www.youtube.com/chan
nel/UCdhOVimtNZmri967KdTEAKg

4. If the PDB ID is entered incorrectly, e.g., if it contains extra
characters, a dysfunctional pattern may be generated. No 3D
model will be visible when this tracker is used. In such case, go
back and make sure the PDB ID contains only the four alpha-
numeric characters.

5. The entire tracker image, not just the QR code, is required.

6. The users can transfer images e.g., trackers or PDB files
between mobile devices using Bluetooth-based apps such as

Fig. 3 Display of a model of 1SN4 in the Augment viewer on iPad. The model was
prepared in PyMOL and represented in a secondary-structure cartoon style and
colored in a spectrum from blue (N-terminus) to green (middle) to red
(C-terminus). The view angle is similar to that in Fig. 1b for comparison
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iShareFiles (free), without internet, or AirDrop in the iOS and
macOS provided by Apple, with both Wi-Fi and Bluetooth.
The files can also be sent via email.

7. Users can probe the digital model interactively, in different
sizes and orientations, by changing the relative positions (dis-
tances and angles) of the tracker and the viewing device.

8. Both Safari and Chrome were tested. At the time of writing
(September 2019) only Safari worked. Some web browsers
may need a tap on the screen for the webcam to start according
to the WARCSB portal.

9. A PDB file needs to be downloaded onto the local device,
which means that it can be edited for customization e.g.,
removal of waters, as for Fig. 2 or selecting one representative
model out of an NMR ensemble, or display one out of multiple
chains in an asymmetric unit.

10. To reload the inset window, tap on the “MENU” button and
choose “Load PDB. . .” from the pull-down menu.

11. Sometimes errors in a browser may lead to recurring restarts of
the WebAR-PDB page. A hard reset of the device may be
needed for a cleanup.

12. PyMOL: https://pymol.org
Meshlab: http://www.meshlab.net
Blender: https://www.blender.org
Augment: http://www.augment.com (14-day-free educational
license)

A tracker is anything that is marked with a unique pattern.
The Augment app will recognize and keep track of it, via the
device’s camera, for AR display.

13. UCSF Chimera: https://www.cgl.ucsf.edu/chimera
APD AR Holistic Review: https://www.apdskeg.com/Apps/
Information
HP Reveal: https://www.hpreveal.com
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