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Preface 

"Nonadiabatic transition" is a very multi-disciplinary concept and phe­
nomenon which constitutes a fundamental mechanism of state and phase 
changes in various dynamical processes in physics, chemistry, and biology. This 
book has been written on the opportunity that the complete solutions of the 
basic problem have been formulated for the first time since the pioneering 
works done by Landau, Zener, and Stueckelberg in 1932. It not only con­
tains this new theory, but also surveys the history and theoretical works in the 
related subjects without going into much details of mathematics. Both time-
independent and time-dependent phenomena are discussed. Since the newly 
completed theory is useful for various applications, the final recommended for­
mulas are summarized in Appendix in directly usable forms. Discussions are 
also devoted to intriguing phenomena of complete reflection and bound states 
in the continuum, and further to possible applications of the theory such as 
molecular switching and control of molecular processes by external fields. 

This book assumes the background knowledge of the level of graduate stu­
dents and is basically intended as a standard reference for practical uses in 
various research fields of physics and chemistry. 

The writing of this book was suggested and recommended by Professor 
Kazuo Takayanagi and Professor Phil G. Burke. My thanks are also due to my 
many collaborators with whose help a lot of works written in this book have 
been accomplished. 

Acknowledgment is also due to the following for permission of reproducing 
various copyright materials: American Institute of Physics, American Physical 
Society, Institute of Physics, John-Wiley & Sons Inc., Marcel Dekker Inc., An­
nual Reviews, Gordon &c Breach Science Publisher, Physical Society of Japan, 
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American Chemical Society, Elsevier Science Publisher, and Royal Society of 
Chemistry. 

Finally, I would like to thank my wife, Suwako, for her continual support 
in my life. 

Okazaki, Japan 
February 2001 

Hiroki Nakamura 



Contents 

Preface v 

Chapter 1 Introduction: What is "Nonadiabatic Transition"? 1 

Chapter 2 Multi-Disciplinarity 7 

2.1. Physics 7 
2.2. Chemistry 13 
2.3. Biology 16 
2.4. Economics 16 

Chapter 3 Historical Survey of Theoretical Studies 19 
3.1. Landau-Zener-Stueckelberg Theory 19 
3.2. Rosen-Zener-Demkov Theory 28 
3.3. Nikitin's Exponential Model 31 
3.4. Nonadiabatic Transition Due to Coriolis Coupling and 

Dynamical State Representation 33 

Chapter 4 Background Mathematics 41 
4.1. Wentzel-Kramers-Brillouin Semiclassical Theory 41 
4.2. Stokes Phenomenon 45 

Chapter 5 Basic Two-State Theory for Time-Independent 
Processes 53 

5.1. Exact Solutions of the Linear Curve Crossing Problems 53 
5.1.1. Landau-Zener type 53 

vii 



viii Contents 

5.1.2. Nonadiabatic tunneling type 62 
5.2. Complete Semiclassical Solutions of General Curve Crossing 

Problems 65 
5.2.1. Landau-Zener (LZ) type 66 

5.2.1.1. E > Ex (b2 > 0) 71 
5.2.1.2. E < Ex (b2 < 0) 73 
5.2.1.3. Numerical examples 74 

5.2.2. Nonadiabatic Tunneling (NT) Type 78 
5.2.2.1. E < Et (b2 < - 1 ) 81 
5.2.2.2. Et<E<Eb (\b2\ < 1) 82 
5.2.2.3. E > Eb (b2 > 1) 83 
5.2.2.4. Complete reflection 84 
5.2.2.5. Numerical examples 85 

5.3. Non-Curve-Crossing Case 89 
5.3.1. Rosen-Zener-Demkov model 89 
5.3.2. Diabatically avoided crossing model 90 

5.4. Exponential Potential Model 93 
5.5. Mathematical Implications 108 

5.5.1. Case (i) 112 
5.5.2. Case (ii) 115 
5.5.3. Case (in) 118 

Chapter 6 Basic Two-State Theory for Time-Dependent 
Processes 121 

6.1. Exact Solution of Quadratic Potential Problem 121 
6.2. Semiclassical Solution in General Case 126 

6.2.1. Two-crossing case: /3 > 0 (see Fig. 6.1(a)) 126 
6.2.2. Diabatically avoided crossing case: (3 < 0 

(see Fig. 6.1(b)) 129 
6.3. Other Exactly Solvable Models 135 

Chapter 7 Two-State Problems 145 
7.1. Diagrammatic Technique 145 
7.2. Inelastic Scattering 150 
7.3. Elastic Scattering with Resonances and Predissociation 151 
7.4. Perturbed Bound States 155 
7.5. Time-Dependent Periodic Crossing Problems 158 



Contents ix 

Chapter 8 Effects of Dissipation and Fluctuation 161 

Chapter 9 Multi-Channel Problems 169 

9.1. Exactly Solvable Models 169 
9.1.1. Time-independent case 169 
9.1.2. Time-dependent case 171 

9.2. Semiclassical Theory of Time-Independent Multi-Channel 
Problems 176 
9.2.1. General framework 179 

9.2.1.1. Case of no closed channel (m = 0) 180 
9.2.1.2. Case of m ^ 0 at energies higher than the 

bottom of the highest adiabatic potential . . . 180 
9.2.1.3. Case of m / 0 at energies lower than the 

bottom of the highest adiabatic potential . . . 182 
9.2.2. Numerical example 185 

9.3. Time-Dependent Problems 194 

Chapter 10 Multi-Dimensional Problems 199 
10.1. Classification of Surface Crossing 200 

10.1.1. Crossing seam 200 
10.1.2. Conical intersection 201 
10.1.3. Renner-Teller effect 202 

10.2. Reduction to One-Dimensional Multi-Channel Problem 203 
10.2.1. Linear Jahn-Teller problem 203 
10.2.2. Collinear chemical reaction 210 
10.2.3. Three-dimensional chemical reaction 215 

10.3. Semiclassical Propagation Method 228 

Chapter 11 Complete Reflection and Bound States in the 
Continuum 233 

11.1. One NT-Type Crossing Case 233 
11.2. Diabatically Avoided Crossing (DAC) Case 240 
11.3. Two NT-Type Crossings Case 248 

11.3.1. At energies above the top of the barrier: (JB„,OO) . . . . 248 
11.3.2. At energies between the barrier top and the higher 

crossing: (E+,EU) 249 



x Contents 

11.3.3. At energies in between the two crossing regions: 
(E-,E+) 251 

11.3.4. At energies below the crossing points: (—oo, £L) 252 
11.3.5. Numerical examples 252 

Chapter 12 New Mechanism of Molecular Switching 257 
12.1. Basic Idea 257 
12.2. One-Dimensional Model 258 

12.2.1. Transmission in a pure system 258 
12.2.2. Transmission in a system with impurities 267 
12.2.3. Molecular switching 277 

12.3. Two-Dimensional Model 281 
12.3.1. Two-dimensional constriction model 282 
12.3.2. Wave functions, matching, and transmission 

coefficient 285 
12.4. Numerical Examples 290 

Chapter 13 Control of Nonadiabatic Processes by an 
External Field 299 

13.1. Control of Nonadiabatic Transitions by Periodically Sweeping 
External Field 300 

13.2. Basic Theory 304 
13.2.1. Usage of the Landau-Zener-Stueckelberg type 

transition 310 
13.2.2. Usage of the Rosen-Zener-Demkov type transition . . . 312 
13.2.3. General case 313 

13.3. Numerical Examples 314 
13.3.1. Spin tunneling by a magnetic field 314 
13.3.2. Vibrational and tunneling transitions by laser 316 

13.3.2.1. Landau-Zener-Stueckelberg type 
transition 319 

13.3.2.2. Rosen-Zener-Demkov type transition 323 
13.3.2.3. General case 324 

13.4. Laser Control of Photodissociation with Use of the Complete 
Reflection Phenomenon 329 

Chapter 14 Conclusions: Future Perspectives 343 



Contents xi 

Appendix A Final Recommended Formulas for General 
Time-Independent Two-Channel Problem 347 

A.l. Landau-Zener Type 347 
A.l . l . E> Ex (crossing energy) (b2 > 0) 349 
A.1.2. E < Ex \b2 < 0) 350 
A.1.3. Total scattering matrix 351 

A.2. Nonadiabatic Tunneling Type (see Fig. A.2) 352 
A.2.1. E>Eb 355 
A.2.2. Eb>E>Et 355 
A.2.3. E < Et 357 

Appendix B Time-Dependent Version of the 

Zhu-Nakamura Theory 359 

Bibliography 361 

Index 371 



Chapter 1 

Introduction: What is 
"Nonadiabatic Transition"? 

"Adiabaticity" or "adiabatic state" is a very basic well-known concept in nat­
ural sciences. This concept implies that there are two sets of variables which 
describe the system of interest and the system can be well characterized by 
the eigenstates defined at each fixed value of one set of variables which change 
slowly compared to the other set. This slowly varying set of variables are called 
"adiabatic parameters" and the eigenstates are called "adiabatic states." Good 
adiabaticity means that a system stays mostly on the same adiabatic state, as 
the adiabatic parameter changes slowly. So, if we can find such a good adia­
batic parameter, it would be very useful and helpful to describe and understand 
static properties and dynamic behaviour of the system. However, if the good 
adiabaticity holds all the time, then no state change happens at all and nothing 
exciting occurs. This world would have been dead. Namely, we expect that 
in some regions of the adiabatic parameter the adiabaticity breaks down and 
transitions among the adiabatic states are induced somehow. This transition, 
i.e. a transition among adiabatic states, is called "nonadiabatic transition." 
The adiabaticity breaks down when the adiabatic parameter changes quickly, 
because the rapidly changing set of variables cannot fully follow the change of 
the adiabatic parameter and the state of the system changes accordingly. In 
this world, this kind of transition is occurring everywhere, not only in natural 
phenomena but also in social phenomena. Whatever rather abrupt changes 
of states occur, they can be understood as nonadiabatic transitions. So, in a 
sense, we may say that nonadiabatic transitions represent one of the very basic 
mechanisms of the mutability of the universe. 

One of the most well-known examples of the adiabatic approximation and 
nonadiabatic transitions is the Born—Oppenheimer approximation to define 
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molecular electronic states and transitions among them. Since the mass of an 
electron is so light compared to that of nuclei and the electron moves so quickly, 
the internuclear coordinates, collectively denoted as R, can be considered as a 
very good adiabatic parameter. The adiabatic states, i.e. Born-Oppenheimer 
states, are functions of R and generally describe molecule quite well. In some 
regions of R, however, two or more Born-Oppenheimer states happen to come 
close together. At theses positions, a small amount of electronic energy change 
is good enough to induce a transition between the adiabatic electronic states 
and the transition can be actually achieved rather easily by gaining that energy 
from the nuclear motion. This energy transfer between the electronic degrees 
of freedom and those of nuclei is nothing but a nonadiabatic transition. It is 
easily conjectured that this transition occurs more effectively when the nuclei 
move fast. That is to say, nonadiabatic transitions occur effectively at high 
energies of nuclear motion, as can be easily understood from the definitions 
of "adiabaticity" and "adiabatic parameter." Various molecular spectroscopic 
processes, molecular collisions and chemical reactions can all be described by 
this kind of idea. The basic equations are, of course, the time-independent 
Schrodinger equations. The "fast" or "slow" change of the adiabatic parame­
ter in this case means "high" or "low" energy of the nuclear motion, as is easily 
guessed. If the adiabatic parameter R is an explicit function of time, i.e. if, 
for instance, a time-dependent external field is applied to the system, then the 
time-dependent field parameter is considered to be the adiabatic parameter R 
and the problem is described by the time-dependent Schrodinger equations. 
The notions of "adiabaticity" and "nonadiabatic transition" can, of course, be 
applied to these time-dependent problems. The concept of "fast" and "slow" 
holds as it is. As mentioned above, nonadiabatic transitions are induced by the 
dependence of the adiabatic eigenstates on the adiabatic parameters. In the 
case of molecular electronic transitions, the Born-Oppenheimer electronic wave 
function parametrically depends on the nuclear coordinate R and the derivative 
of that wave function with respect to the nuclear coordinate causes the nona­
diabatic transition. In the case of time-dependent process, time-derivative of 
the adiabatic state wave function plays that role. Recent remarkable progress 
of laser technologies makes control of molecular processes realizable and fur­
ther endorses the importance of various kinds of time-dependent nonadiabatic 
transitions. By applying a strong laser field, molecular energy levels or poten­
tial curves can be shifted up and down by the amount corresponding to the 
photon energy. Thus potential curve crossings can be artificially created and 
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nonadiabatic transitions can be induced there. The diabatic coupling there is 
proportional to the transition dipole moment between the relevant two states 
and the square root of the laser intensity. This idea is not just restricted to 
laser, but is applicable also to magnetic and electric fields. The high techno­
logical manipulation of such external fields is expected to open up a new field 
of science and nonadiabatic transitions again play a crucial role there. 

Because of the fundamentality and significance of nonadiabatic transitions 
in various branches of natural sciences, there is a long history of theoretical 
investigation of nonadiabatic transitions. The pioneering works done by Lan­
dau, Zener, and Stueckelberg date back to 1932 [1-3]. Since then a lot of 
researches have been carried out by many investigators. This book tries not 
only to present the historical survey of the research briefly and explain the 
basic concepts, but also to introduce the recently completed new theories of 
nonadiabatic transitions. Various chapters are arranged in such a way that 
those readers who are interested in nonadiabatic transitions but are not very 
familiar with the basic mathematics can skip the details of mathematical de­
scriptions and utilize the new theories directly. 

This book is organized as follows. In the next chapter multi-disciplinary 
and fundamentality of the concept of nonadiabatic transition are explained by 
taking various examples in a wide range of fields of physics, chemistry, biol­
ogy, and economics. A brief historical survey is given in Chap. 3. Essential 
ideas and basic formulas are explained and summarized for the Landau-Zener-
Stueckelberg type curve-crossing problems, the Rosen-Zener type non-curve-
crossing problems, the Nikitin's exponential potential model, and a unified 
treatment of rotaional or Coriolis coupling problems. The background math­
ematics is explained in Chap. 4. The most basic semiclassical theory, i.e. the 
WKB (Wentzel-Kramers-Brilloin) theory, and the Stokes phenomenon associ­
ated with asymptotic behaviour of the WKB solutions of differential equations 
are presented. Those who are not interested in the mathematics can skip 
this chapter. Chapter 5 presents recent new results of basic two-state time-
independent problems (Zhu-Nakamura theory). First, the quantum mechani­
cally exact solutions of the linear curve crossing problems are provided. Then, 
their generalizations to general two-state curve-crossing problems are presented 
together with numerical demonstrations. Recent developments about the other 
cases, i.e. the non-curve-crossing case and the exponential potential model are 
further discussed. Some new mathematical developments associated with the 
exact solutions are also provided there. The final recommended formulas with 
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empirical corrections for the Landau-Zener-Stueckelberg (LZS) curve crossing 
problems (Zhu-Nakamura theory) are presented in Appendix A. These empir­
ical corrections which are not given in Chap. 5 are introduced in order to cover 
thoroughly the whole ranges of energy and coupling strength, although the 
original formulas given in Chap. 5 are accurate enough except in some small 
regions of parameters. Appendix A is arranged in a self-contained way as far as 
the basic formulas are concerned, and the formulas given there can be directly 
applied to various problems and must be quite useful for those people who 
are eager about immediate applications. Chapter 6 provides the similar basic 
theories for time-dependent processes. Exact solutions can be obtained for 
the quadratic potential model based on those of the time-independent linear 
potential model. Furthermore, as in the time-independent case, accurate semi-
classical formulas can be derived for general curve-crossing problems. Even the 
case of diabatically avoided crossing can be accurately treated. Other exactly 
soluble models are also discussed here. The time-dependent version of the final 
recommended Zhu-Nakamura theory is presented in Appendix B. They can be 
directly utilized for various applications. Chapter 7 discusses various two-state 
problems in atomic and molecular processes such as inelastic scattering, elastic 
scattering with resonances and predissociation, and perturbed bound states, 
and demonstrate how to utilize the formulas presented in Chaps. 5, 6 and Ap­
pendix A. The basic theories of two-state nonadiabatic transitions provide us 
with local transition matrices in curve-crossing regions which describe the dis­
tribution of probability amplitudes due to the nonadiabatic transition. This is 
quite useful, since the application of the theories is not only restricted to a par­
ticular type of two-state problem such as inelastic scattering or bound state 
problem, but can also be made to any problems involving the same type of 
curve-crossing. Even applications to multi-channel problems become possible. 
For this the diagrammatic techniques are very useful. The diagram represent­
ing the nonadiabatic transition matrix can be plugged into a whole framework 
of the problem, whatever the system is. This diagrammatic technique is ex­
plained in this chapter. Finally, the time-dependent periodic crossing prob­
lems are also discussed. Effects of dissipation and fluctuation in condensed 
matter are discussed in Chap. 8. Within the framework of the original sim­
ple Landau-Zener formula, effects of fluctuation of diagonal (energy levels) 
and off-diagonal (adiabatic coupling) elements and of energy dissipation are 
analyzed. Utilizations of the accurate one-dimensional two-state theories pre­
sented in Chaps. 5 and 6 in multi-channel and multi-dimensional problems are 
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explained in Chaps. 9 and 10 together with some other exactly solvable mod­
els. These are definitely important issues from the view point of applications 
to realistic practical systems. Since exactly solvable multi-channel problems 
are naturally very much limited and intrinsically multi-dimensional analytical 
theory is almost impossible to be developed, it is very important to formulate 
practically useful theories based on the achievements of the one-dimensional 
two-state theories. Usefulness of the accurate two-state theories can be demon­
strated for multi-channel problems. Applications to multi-dimensional systems 
have been just started, presenting a very important subject in future. Intrigu­
ing phenomenon of complete reflection occurs at some discrete energies when 
the two adiabatic potential curves cross with opposite signs of slopes. This 
is quite a unique phenomenon due to quantum mechanical interference effect 
and provides us with new interesting possibilities. One is a possibility of bound 
states in the continuum, because a positive energy wave can be trapped in be­
tween the two completely reflecting curve-crossing units. This is discussed in 
Chap. 11. Another possibility is a new idea of molecular switching in a peri­
odic array of curve-crossing potential units. Complete transmission, which is 
always possible in a periodic potential system, can be switched off and on by 
somehow clicking the system and creating the complete reflection condition. 
This is demonstrated in Chap. 12. Finally, in Chap. 13 an interesting subject of 
controlling nonadiabatic dynamic processes by time-dependent external fields 
is discussed. Especially, the recent remarkable progress of laser technologies 
enables us to create effective curve-crossings and to control the nonadiabatic 
transitions there, thus to control various molecular processes. This is explained 
in more detail in Chap. 13. Chapter 14 provides short concluding remarks. 
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Chapter 2 

Multi-Disciplinarity 

As was mentioned in Introduction, the concept of nonadiabatic transition is 
very much multi-disciplinary and plays essential roles in state/phase changes in 
various fields of physics, chemistry, and biology. Not only in natural sciences, 
but also even in social sciences the concept must be useful to analyze various 
phenomena. In this chapter some practical examples in physics, chemistry, 
and biology are presented to emphasize the significance of the concept and to 
help the reader's deep understanding. Possible applications in economics will 
also be touched upon briefly. 

2.1. Physics 

The most typical and well known example is electronic transitions in atomic 
and molecular collisions [4-14, 17]. Since the electron mass is so light compared 
to nuclear masses, the electronic motion is first solved at a fixed inter-nuclear 
distance and the electronic potential energy curves are defined as a function 
of the inter-nuclear distance R. This R plays a role of adiabatic parameter 
and its motion induces a transition between different electronic states when 
the electronic potential energy curves come close together. If we can assume 
that the two states Vi(R) and V2(R) as a function of R cross somewhere at 
Rx and are coupled by V(R), then the corresponding adiabatic states are 
given by 

EiAR) = \{Vi{R) + V2(R) ± [(Vx(iJ) - V2(R))2 +4V(R)2]1/2} . (2.1) 

7 
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Fig. 2.1. (a) Landau-Zener type curve crossing and (b) Nonadiabatic tunneling type curve 
crossing. (Taken from Ref. [183] with permission.) 
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Unless the coupling V(R) becomes zero at Rx accidentally, the adiabatic states 
Ei(R) and ^(-R) come close together but never cross on the real axis (see 
Figs. 2.1). This is called avoided crossing. 

The transition between the two states E\(R) and ^( -R) occur most effec­
tively at this avoided crossing, because the necessary energy transfer between 
two different degrees of freedom, i.e. between the electronic and nuclear degrees 
of freedom, is minimum there. In general, the smaller is the necessary energy 
transfer between different kinds of degrees of freedom, the more probably the 
dynamic process, the transition between the two states, occurs. The states 
Vi(R) and V2(R) are called "diabatic states", and the coupling V(R) is called 
"diabatic coupling." The representation in theses states is called "diabatic-
state representation." On the other hand, the representation in Ei(R) and 
E2{R) is called "adiabatic-state representation." These states are coupled 
by the nuclear kinetic energy operator, namely through the dependence of 
the adiabatic electronic eigenfunction on the nuclear coordinate R. This is 
called nonadiabatic coupling, the explicit form of which will be given later (see 
Eq. (3.6)). If the symmetries of the two states V\{R) and V2(R) are different, 
then the diabatic coupling V(R) should be zero and the two states can cross 
on the real axis. This occurs, for instance, in the case of states of different 
electronic symmetries such as £ and II states of diatomic molecules. The tran­
sitions among them are caused by the nuclear rotational motion, i.e. by the 
Coriolis coupling or the coupling between electronic and nuclear rotational an­
gular momenta. In any case, we may say that if some processes accompanying 
transitions among electronic states occur effectively, there must exist avoided 
crossings of potential energy curves somewhere. Hereafter the following two 
types of curve crossing are clearly distinguished: the Landau-Zener (LZ) type 
in which two diabatic potentials cross with the same sign of slopes, and the 
nonadiabatic tunneling (NT) type in which the two diabatic potentials cross 
with opposite signs of slopes and a potential barrier is created. 

In nuclear collisions and reactions, nuclear molecular orbitals can be de­
fined and transitions among them can be analyzed in terms of nonadiabatic 
transitions [19, 20]. Adiabaticity is worse compared to atomic and molecular 
systems, because the mass disparity among nucleons is much smaller than that 
between electron and nucleus. The similar pictures can, however, hold as those 
in atomic and molecular processes. Many dynamic processes on solid surfaces 
are also induced effectively by such nonadiabatic transitions. Examples are 
neutralization of an ion by a collison with surface and molecular desorption 
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Fig. 2.2. Energy levels of a normal tunnel junction as a function of the vector potential 
A{t). (Taken from Ref. [29] with permission.) 

from a solid surface [21]. So called radiationless transitions in condensed mat­
ter such as the quenching of F-colour center and the self-trapping of exciton 
are other good examples of nonadiabatic transitions in solid state physics [22]. 
In these examples the abscissa is always a certain spatial coordinate, but in 
many other examples this is time. When we apply a certain time-dependent 
external field, nonadiabatic transitions are induced by the change of the field 
with respect to time. This is called time-dependent nonadiabatic transition. 
The adiabatic states are denned as eigenstates of the system at each fixed 
time. Examples are (i) transitions among Zeeman or Stark states in an ex­
ternal magnetic or electric field [23], (ii) transitions induced by laser [24-26], 
(iii) tunneling junction and Josephson junction in an external magnetic or 
electric field [27-29]. Figure 2.2 shows an energy level diagram of a tunnel 
junction as a function of the time-dependent vector potential [29]. Nonadia­
batic transitions are induced at avoided crossings by a change of the magnetic 
field. 

Thanks to the recent rapid technological developments of laser, magnetic 
and electric fields, it has become feasible to control state transitions and dy­
namic processes by manipulating the external fields and using nonadiabatic 



2.1. Physics 

w ELECTRON DENSttY 

Fig. 2.3. Resonant neutrino conversion in the Sun. ue — electron neutrino, v^ — muon 
neutrino. (Taken from Ref. [33] with permission.) 

transitions efficiently. This branch of science will become very important in 
the 21st century, since various dynamic processes might be controlled as we 
wish. Nonadiabatic transitions may also present one of the crucial ingredients 
to cause so called chaotic behaviour and are even related to soliton-like struc­
ture [30-32]. In all the cases mentioned above the ordinate still represents 
a certain potential energy. However, the ordinate also is not necessarily an 
ordinary potential energy. It can be anything, in principle. The most exotic 
example is the neutrino conversion in the Sun [33, 34] (see Fig. 2.3). 

In this case the ordinate is the neutrino mass squared or the flavour of 
neutrino and the abscissa is electron density. The neutrino mass represents 
different kinds of neutrino and the conversion between them is induced by 
the time-variation of the enviromental electron density. This nonadiabatic 
transition between different kinds of neutrinos is deterministic to judge the 
existence of finite masses of neutrinos. 
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R(V 

(b) 

RC, 

Fig. 2.4. (a) A schematic potential energy surface representation of a photochemical pro­
cess. (Taken from Ref. [35] with permission.) (b) Avoided crossing diagrams for the two 
regiochemical pathways of radical addition to olefins. (Taken from Ref. [36] with permission.) 
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2.2. Chemistry 

Chemical reactions and various spectroscopic processes of molecules are mostly 
induced by nonadiabatic transitions due to potential energy curve or surface 
crossings [5, 7, 9, 10, 15]. Without potential-energy-surface (PES) crossings 
(or avoided crossings) these dynamic processes cannot occur effectively. Even 
complicated reactions such as photochemical reactions and organic reactions 
must proceed, if they occur efficiently, via many steps of these nonadiabatic 
transitions (see Figs. 2.4) [35, 36]. 

Actually, organic chemical reactions are tried to be classified in terms of 
potential curve crossing schemes [36]. In big molecules, there might be even 
unknown stable structures which are connected through PES crossings with 
ground states. These structures might be utilized as new functions of molecules 
such as molecular photo-elements. Another good example is the recent devel­
opment of femto-second dynamics of molecules [37]. This clearly reveals the 
importance of nonadiabatic transitions due to potential curve (or PES) cross­
ing. Control of chemical reactions by lasers, being now one of the hot topics 
in chemistry, also endorses the importance of nonadiabatic transitions. By 
applying a strong laser field, we can create molecules dressed with photons, 
i.e. dressed states, and shift up and down the molecular energy levels or 
potential curves by the amount of correspondig photon energies [24-26]. This 
means that we can induce PES crossings among dressed states and control the 
nonadiabatic transitions there. The dressed states are schematically shown 
in Figs. 2.5(a) and 2.5(b). Figure 2.5(a) shows potential energy curves as a 
function of coordinate. The curves represent the dressed states. The number 
n represents the photon number absorbed or emitted. Figure 2.5(b), on the 
other hand, depicts variations of energy levels as a function of laser frequency 
u). This time, the slopes of curves represent the number of photons absorbed 
(positive slope) or emitted (negative slope). 

Here we present an interesting example to demonstrate the significance of 
nonadiabatic transition. This is a photodissociation of bromoacethylchloride 
at the photon energy which is only a little bit higher than the dissociation 
enegy [38]. 

Figure 2.6(a) shows a schematic potential diagram along the dissociation 
coordinate. In spite of the fact that the potential barrier for the C-Cl bond 
fission is higher than that for the C-Br fission and the photon enegy is only a 
little bit higher than the former barrier, the C-Cl fission was observed to occur 
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Fig. 2.5. (a) Adiabatic potential versus R (a.u.) in the dressed state picture of 2E^" and 2 E „ 
of H+. The field is A = 532 nm and /(intensity) = 101 4 W / c m 2 . (Taken from Ref. [178] with 
permission.) (b) Dressed-state diagram of vibrational levels as a function of laser frequency 
u> (see Fig. 13.8). (Taken from Ref. [222] with permission.) 
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Fig. 2.6. (a) Schematic potential diagram for C-Cl and C-Br fission by the 248 nm pho-
todissociation of Br(CH2)nCOCl. (Taken from Ref. [38] with permission.) (b) The same as 
Fig. 2.6(a) except that the upper adiabatic states are properly taken into account. (Taken 
from Ref. [38] with permission.) 

more efficiently. This contradicts the well known fact that the over-barrier 
transmission becomes simply more effective as the photon energy increases. 
This experimental fact can be interpreted in terms of the effects of nonadia-
batic coupling which creates the potential barriers. The potential barriers are 
actually created by crossings of the two diabatic potential curves (surfaces) 
with slopes of different signs, as shown in Fig. 2.6(b). The energy separation 
between the two adiabatic potentials at the top of the barrier is equal to two 
times of the constant diabatic coupling between the original crossing diabatic 
states. This means that the diabatic coupling in the dissociation of C-Br bond 
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is smaller than that in the C-Cl bond dissociation, and thus the former disso­
ciation occurs less efficiently than the latter. This can be understood rather 
easily from the following fact. If there were no diabatic coupling between the 
two crossing diabatic potentials of different signs of slopes, no transmission 
would be possible. This warns us that we have to be very careful about the 
nature and origin of potential barriers, whenever we encounter them, namely 
how they are created and whether the upper state is located nearby or not. 
When the barrier is created by two crossing states, the nonadiabtic coupling 
between the two adiabatic states should be properly taken into account. We 
cannot neglect the effects of the upper adiabatic potential, unless that is located 
far above or we are interested in the energy region far below the potential bar­
rier. Namely, the effects of the upper adiabatic potential cannot be neglected 
even at energies lower than the barrier top of the lower adiabatic potential. 
The transmission probability is always smaller than the tunneling probability 
in the case of single adiabatic potential barrier with the upper one neglected. 
This fact is not properly recognized. This kind of transmission phenomenon 
is called "nonadiabatic tunneling", i.e. tunneling (or transmission) affected by 
nonadiabatic coupling. 

2.3. Biology 

Electron and proton transfers are now well known to play important roles to 
promote and keep necessary functions in various biological systems [39-41]. For 
instance, photosynthetic reactions tranform light energy to chemical energy by 
the actions of proton and electron transfers which are caused most effectively 
through potential energy surface crossings [40]. 

Many other biological proceses are also supposed to be induced by nonadi­
abatic transitions. Even the origin of life might have been affected by nonadi­
abatic transitions. This is very natural, because in biological systems various 
kinds of chemical reactions play crucial roles and many chemical reactions 
proceed effectively only through nonadiabatic transitions. 

2.4. Economics 

As explained in the previous subsections, "nonadiabatic transitions" appear as 
important basic mechanisms in various fields of natural sciences. The concept, 
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however, is more general and is not just restricted to natural sciences. Many 
phenomena in social sciences, even many incidents occuring in daily social 
life, can be viewed as nonadiabatic transitions. An abrupt change of state, 
whatever it is, can be considered to be a nonadiabatic transition. Of course, 
many of them may not be expressed easily in terms of mathematics, say in 
terms of differential equations, for instance; however, the phenomenon itself 
may be interpreted by the concept of nonadiabatic transition. For instance, 
an interesting example is found in a Japanese traditional comic story, "God 
of Death" [42, 43]. More serious examples may be found in economics. A 
possible example is an interaction between spot market and future market 
or an interaction between monetary supply and money market [44]. This is 
not a traditional idea in economics, of course, but could open a new way of 
formulating some fields of economics. 
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Chapter 3 

Historical Survey of Theoretical 
Studies 

The theoretical studies of nonadiabatic transitions between potential energy 
curves date back to 1932, when Landau [1], Zener [2], and Stueckelberg [3] pub­
lished pioneering papers independently. Very interestingly, in the same year 
Rosen and Zener [16] published another pioneering paper on the non-curve-
crossing problem, which is now known as Rosen-Zener model. Landau, Zener, 
and Stueckelberg discussed potential curve-crossing problems and formulated 
the theory now known as the Landau-Zener formula and the Landau-Zener-
Stueckelberg (LZS) theory. Since these pioneering works, a large number 
of authors contributed to the subjects in order to try to improve the pio­
neers' works. It is almost impossible to list up all these original papers. Here 
are cited only review articles and books [4-15]. This simply reflects the fact 
that the importance of nonadiabatic transition is well recognized among sci­
entists. In this section, a brief historical survey of the theoretical studies is 
provided. 

3.1. Landau-Zener-Stueckelberg Theory 

Landau discussed the potential energy curve crossing problem by using the 
complex contour integral method [1, 45]. In general, the transition probability 
p in the first order perturbation theory is given by 

p~\JXi(R)f(R)x2(R)dR (3.1) 

19 
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where f(R) represents the coupling (can be an operator) between the two states 
and Xi(X2) is the nuclear wave function in channel 1(2). Since the nuclear wave 
functions oscillate rapidly on the real .R-axis because of the heavy mass and the 
ordinary WKB functions are not applicable in the vicinity of turning points, 
it is more convenient to move into the complex i?-plane. Using the primitive 
WKB functions for XjU = 1> 2) ~ exp[i J kj(R)dR], and picking up only the 
main term in the upper half-plane, he finally obtained the expression 

P - PhS = exp J - 2 I m / * [ki(R) - k2(R)]dR\ (3.2) 
[ JRe(R,) J 

where subscript LS stands for Landau-Stueckelberg and 

kj(R) = ̂ [E-Ej(R)]} , (3.3) 

where /x is the mass of the system and ^(-R) > Ei(R). Im and Re in Eq. (3.2) 
indicate to take the imaginary and real parts, respectively, i?* represents the 
complex crossing point of the adiabatic potentials: Ei(R*) = li^-R*)- If we 
further assume that the adiabatic potentials Ej(R) derived from the linear 
diabatic potentials and the constant coupling between them and that the rela­
tive nuclear motion is described by a straight line trajectory with the constant 
velocity v, then we can finally obtain the famous Landau-Zener formula, 

(o) 
PLZ = e x P 

2nA2 

~hv\AF\ 
(3.4) 

where A is the diabatic coupling and AF = F± — F2 is the difference of the slopes 
of the diabatic potentials. The above mentioned method, generally called Lan­
dau method, is very instructive and useful, because it is quite general. It 
should be noted, however, that the original coupling f(R) in Eq. (3.1) has dis­
appeared and the pre-exponential factor is taken to be unity in Eqs. (3.2) and 
(3.4). It is a big mystery how Landau did this, but the formula (3.4) is actu­
ally correct within the time-dependent Landau-Zener model (linear potential, 
constant coupling and constant velocity), as was proved by Zener [2]. Landau 
himself probably did not care about the pre-exponential factor, because the 
exponent is the most decisive factor in any case. But, it is interesting to note 
that if we employ the adiabatic-state representation (otherwise, we cannot ob­
tain the exponents of Eqs. (3.2) and (3.4)), the coupling f(R) should be the 
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nonadiabatic coupling and is actually given by 

f(R) oc T[f — (derivative operator!), (3.5) 

where 

dR 

dHel 

4a) 

(4a) \^\4a)) /[Ei(R) - E2(R)f. (3.6) 

iMhn -Here tp)- '(J = 1,2) are the electronic wave functions of the adiabatic states. 
Since Ei(R) — E2(R) has a complex zero i?* of order one-half (see Eq. (2.1)), 
Tj2 has a pole of order unity there. If we evaluate the contour integral with the 
residue of the pole taken into account, we cannot get unity as a pre-exponential 
factor, naturally, although the exponent is the same as that in Eq. (3.2) even 
with the operator given by Eq. (3.5). So the expressions (3.2) and (3.4) are 
clearly beyond the first order perturbation theory, and the pre-exponential 
factor (= unity) is the result of a kind of renormalization based on the above 
analytical properties. Namely, the formula (3.2) cannot be obtained simply by 
the ordinary perturbation theory. This is because all the higher order terms 
contain the same exponential factor and we cannot truncate the perturbation 
series at any finite order. This is a general feature of the nonadiabatic transition 
in the adiabatic state representation. 

Zener employed the time-dependent Schrodinger equation in the diabatic 
representation [2], 

dt \c2{t) 

( 0, V(i)expiry (V1-V2)dt'^ 

V{t)exV\-l-J (V1-V2)df 

fci(t)\ 
(3.7) 



22 Chapter 3. Historical Survey of Theoretical Studies 

<Pi 

*4 d ) . (3-8) 

where the total wave function is expanded as 

* = c1(t)exp[-^yV1(f)dfl"'(d) 

+ c2(t)exp\-^f V2(t')dt' 

As can be seen in Eq. (3.7), the coefficients ci(t) and c2(t) do not depend on 
the diabatic potentials separately, but on the difference Vi(t) — V2(t), which is 
assumed to be a linear function of time, 

V^t) - V2(t) = \AF\vt. (3.9) 

If we further assume that the diabatic coupling V(t) is constant, then Eq. (3.7) 
can be solved exactly in terms of the Weber function. Then final transition 
probability is exactly equal to Eq. (3.4). It should be noted that the linearity in 
time t is very much different from the linearity in coordinate R and the effects 
of turning points are completely neglected in the former approximation. Since 
time is uni-directional, the linear potential in time means that the energy 
changes forever to ± infinity as time goes and there is no turning point. In 
order to express the effect of turning point as in the time-independent linear 
potential model, at least quadratic dependence on time is required. In the 
Landau's treatment, the time-dependent linear approximation corresponds to 
the assumption of the common classical straightline trajectory with constant 
velocity. Namely, the coordinate R is assumed to increase linealy as s function 
of time, R = vt. This is why the Landau-Zener formula Eq. (3.4) presents the 
exact result for the time-dependent linear model, but in the time-independent 
linear potential model this is valid only at collision energies much higher than 
the crossing point. 

Stueckelberg did the most elaborate analysis among the three [3]. He 
applied the approximate complex WKB analysis to the fourth order differ­
ential equation obtained from the original second order coupled Schrodinger 
equations. In the complex .R-plane he took into account the so called Stokes 
phenomenon (which will be explained in detail in Sec. 4.2) associated with 
the asymptotic solutions in an approximate way, and finally derived not only 
the Landau-Zener transition probability but also the total inelastic transition 
probability P\2 as 

P12 ~ 4pLs(l - PLS) sin2 T , (3.10) 

file:///AF/vt
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where PLS is the same as Eq. (3.2), 

rRx [•"•X rlix 

/ ki(R)dR- I k2(R)dR, 
JTi JT2 

(3.11) 

and Tj is the turning point on the adiabatic potential Ej(R) (j = 1,2). 
Equation (3.10) contains the effects of turning points and can be interpreted 
nicely, as described below, in terms of localized nonadiabatic transition at 
Rx = Re(i?*) and adiabatic wave propagation along the adiabatic potentials. 
Since there are two possible (classical) paths for the 1 —* 2 inelastic transi­
tion (see Fig. 3.1), the corresponding scattering matrix elements 521 may be 
expressed as 

S21 = \ / P L S ( 1 -PLs)e i ( ' ) 1 + T l )e i( r '2- r 2) - v W ( l -PhS)e
i^-T^ei^+T^ 

= 2ie^+^ v W l - P L s ) sin r (3.12) 

w i t h 

n-T2, (3 .13) 

where the first (second) term in the first equation of Eq. (3.12) corresponds 
to the path I (II) in Fig. 3.1, rjj represents the elastic scattering phase shift 

E 2 (R) .V 1 (R) 

f E2(R),V2(R) 

Fig. 3.1. Schematic potential energy curves in the case of Landau-Zener type crossing. 
Vj(R)(j = 1,2) are the diabatic potentials and the corresponding adiabatic potentials are 
Ej(R)(j = 1,2) shown by solid lines with E2(R) > Ei(R). I and II indicate the possible 
paths at energy E for the 1 —• 2 inelastic transition. 



24 Chapter 3. Historical Survey of Theoretical Studies 

by the potential Ej(R) (j = 1,2), and Tj is the phase integral from Tj to 
Rx along Ej(R) (j = 1,2). Thus P1 2 = |S2i |2 is equal to Eq. (3.10). This 
idea of decomposing the whole process into sequential events of nonadiabatic 
transitions and adiabatic wave propagations is very physical and constitutes 
the basis of semiclassical theory [7, 8]. 

Figure 3.2 clearly demonstrates the insufficiency of the simple Landau-
Zener formula Eq. (3.4). This figure depicts the results for the linear potential 

& 

Fig. 3.2. Nonadiabatic transition probability p against b2 of Eq. (3.14) in the linear potential 
model. • • •: exact numerical result, : new analytical formula given in Chap. 5. : 
extension of the solid line. (Taken from Ref. [180] with permission.) 
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model (in R), in which, as will be shown in Chap. 5, the quantum mechanically 
exact analytical solutions have been obtained. 

Here the following two basic parameters, which describe the linear model 
completely, are introduced: 

2_h2F(F1-F2) 2 F1-F2 
a ~ 2^ 8A* ' b -(E-Ex)-2FT ( 3 ' 1 4 ) 

with 

F^^/FJW], (3.15) 

where A is the constant diabatic coupling, Ex is the energy at crossing point, 
and F\ > 0 and F\ > F2 are assumed without loss of generality. These 
parameters a2 and b2 effectively represent the coupling strength and the colli­
sion energy. Large (small) a2 corresponds to weak (strong) diabatic coupling 
regime, and a2 ~ 1 corresponds to intermediate coupling strength which 
usually appears in many applications as an important case. It should be noted 
that a2 is always positive but b2 can be negative at E < Ex- Figure 3.2 clearly 
tells that Eq. (3.4) is usable only at high energies. As is clearly exemplified 
in this figure, the LZS theory contains many defects as described below, al­
though the qualitative physical idea is all right. Despite the fact that a lot 
of efforts by many authors have been made in order to improve the theory 
since the pioneering works done by Landau, Zener, and Stuckelberg, many 
defects have been left unsolved. The defects may be summarized as follows: 
(a) The Landau-Zener formula does not work at energies near and lower than 
the crossing point, (b) No good formula exists for the transmission when the 
two diabatic potentials cross with opposite signs of slopes, (c) The available 
accurate formulas, which are valid only at energies higher than the crossing 
point, contain inconvenient complex contour integrals and are not very useful 
for experimentalists, (d) The Landau-Zener formula requires knowledge of dia­
batic potentials, which cannot be uniquely obtained from adiabatic potentials, 
(e) The accurate phases to define the scattering matrices are not available for 
all cases. As for the efforts paid by many investigators since Landau, Zener 
and Stueckelberg, readers can refer to many review articles and books [4-9, 
11-14]. 

All the defects listed above are completely solved recently by Zhu and 
Nakamura (Zhu-Nakamura theory), which are summarized in Chap. 5. 
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The best formulas up to ~ 1991 before the complete solutions by Zhu 
and Nakamura may be summarized as follows: The 2 x 2 scattering matrix 
corresponding to Fig. 3.1 is given by 

S = POOXOXPXTXIXPXOO , (3.16) 

where PAB is a diagonal matrix, representing the adiabatic wave propagation 
from B to A, and Ix{Ox) is a non-diagonal matrix, expressing the nonadia-
batic transition at the avoided crossing point Rx in the incoming (outgoing) 
segment. These matrices are explicitly given as 

y-iooX \nm = [•t^Xooinm 

= 5nm exp < i / [kn(R) - kn(oo)]dR - ikn(oo)Rx > , (3.17) 

[PxTx]nm = 8nm exp 
fRx iir 

2i kn(R)dR+ — 
JT„ * 

and 

where 

and 

(3.18) 

Ix=[ . LB JL .. (3-19) 

Ox = Ix (transpose of Ix), (3.20) 

PLS = e~2S , (3.21) 

pR* 
a%s + i6= / [k1(R)-k2{R)]dR, (3.22) 

JRx 

*W-^(|)-J-f-.r(4). (3.3, 
This phase </>s(<5) is called Stokes phase. This Stokes phase correction <̂>s is 
equal to 7r/4(0) in the limit of zero (infinitely strong) diabatic coupling, i.e., 
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in the limit of 6 = 0 (6 = oo). Thus the total inelastic transition probability 
P\2 = l ^ i |2 is given by 

P\i - 4PLS(1 - PLS) sin2((T + (As) (3.24) 

with 

a = a. LS + T. 

The elastic scattering phase shift r\n is given by 

D2i77„ _ 
= {PooxPxTxPxo 

(3.25) 

(3.26) 

With the phase corrections CTQS a n d <As, Eq. (3.24) works quite well, but still 
cannot be free from the following defects: (1) S requires the analytic contin­
uation of En(R) into the complex .R-plane and the complex contour integral 
Eq. (3.22) which is not easy for experimentalists to use. (2) The formula works 
only at energies higher than Ex, although Eq. (3.21) works better than the 
original Landau-Zener formula Eq. (3.4). At energies slightly lower than Ex 
some empirical modification was introduced to 5, but no analytical formula has 
actually been developed to cover the whole range of energy lower than Ex • 

In the nonadiabatic tunneling (NT) case (Fig. 2.1(b)) in which two diabatic 
potentials Vi(R) and V2(R) cross with different signs of slopes, the semiclas-
sical idea of sequential events of nonadiabatic transition and adiabatic wave 
propagation can also be usefully utilized at energies higher than the bottom of 
the upper adiabatic potential. The 5-matrix in this case is expressed as 

= SR e'<'£T+ ,£r> (3.27) 

with 

R—>±oo 
f fci {R')dR' =F fci {R)R +j for n = P\, (3.28) 

where SR is called reduced scattering matrix and is given by 

* - T 

PLS 

+ (1 - PLs)e2i^s 
D 2i 7 2 (T 2

L , f lx ) -2 i<r^ (3.29) 

° 2 2 
PhS 

1 + (1 - Phs)e2i^s 
D2i72(fix,T2

R)+2J(7i LS 
0 (3.30) 
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and 

S" = 52i = 1 + ( 1 _ p L s ) e 2 ^ L S
 c o s ^ s e (3.31) 

where 

V-LS = -MS) + 72(T2
L, T?) (3.32) 

and 

7 n ( a , 6 ) = / kn{R)dR. (3.33) 
Jo 

The physical processes in this NT-case are quite different from those in the 
LZ-case: The diagonal (off-diagonal) elements of 5-matrix represent reflection 
(transmission) with the channel 1 (2) designating the wave on the right (left) 
side of the potential barrier. The denominator in Eqs. (3.29)-(3.31) manifests 
the trapping by the upper adiabatic potential. Another very interesting feature 
is "complete reflection (S12 = S21 = 0)" which occurs at certain discrete 
energies where cos ipi,s = 0 is satisfied. This will be discussed in more detail in 
Chaps. 11-13. It should be noted again that Eqs. (3.29)-(3.31) are valid only 
at energies higher than the bottom (Eb) of the upper adiabatic potential and 
that no accurate formulas have been available at energies lower than that. 

3.2. Rosen-Zener-Demkov Theory 

There is another kind of radially induced non-adiabatic transition, called 
Rosen-Zener-Demkov type [4-9, 11-13, 16]. 

In contrast to the curve crossing case discussed above, the two diabatic 
potentials have very weak independence (actually, their difference is assumed 
to be constant in the basic model) and the diabatic coupling has a strong 
(~ exponential) independence (see Fig. 3.3). 

The nonadiabatic transition is not so effective compared to the curve cross­
ing case unless the energy defect is quite small; but this case also presents an 
important transition, especially when the two potentials are in near resonance 
asymptotically. 

The name of Rosen-Zener came from their original work on the time-
dependent theory of the double Stern-Gerlach experiment [16]. This prob­
lem of Stern-Gerlach experiment is totally different from our present subject, 
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Fig. 3.3. Schematic potential energy curves of the Rosen-Zener-Demkov type. (Taken from 
Ref. [8] with permission.) 

but the basic mathematics corresponds to that of nonadiabatic transition: 
the corresponding potential difference and diabatic coupling are constant and 
sechyperbolic function of time, respectively. They solved the time-dependent 
Schrodinger equation exactly. Later in 1963, Demkov [14, 17] discussed the 
near resonant charge transfer process again in the time-dependent formalism 
and obtained essentially the same formula as that of Rosen and Zener. He 
assumed the constant energy difference and the exponential function for the 
coupling. The overall inelastic transition probability P1 2 = |>?2i|2 is given by 

P\i ~ sech 
?TA \ s i n 2 /2V0 

2%j3v) \irav) ' 
(3.34) 

where A is the difference (constant) of the two diabatic potentials, /3 and Vo are 
the exponent and the preexponential factor of the diabatic coupling. Although 
the adiabatic potentials have no conspicuous avoided crossing, the nonadiabatic 
transition occurs quite locally at Rx = Re(/2»), where the adiabatic potentials 
start to diverge (see Fig. 3.3). i?, is the complex crossing point closest to the 
real axis. In this case there are infinite number of complex crossing points 
which are distributed with equal distance in parallel with the imaginary axis; 
but it suffices to take into account the only one closest to the real axis. As the 
non-crossing of potential curves implies, there is no switching of the character of 
electronic state and the nonadiabatic transition probability does not approach 

file:///irav
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to unity but to one-half at high energy limit. The nonadiabatic transition 
probability PRZ by one passage of Rx is obtained from Eq. (3.34) as 

- l 

(3.35) (o) 
PRZ = 

/ T T A 1 + e x p u ^ 
The same semiclassical idea of decomposing the whole process into sequen­
tial events of nonadiabatic transition and adiabatic wave propagation can be 
applied together with the complex phase integral for nonadiabatic transition. 
Thus the scattering matrix can be expressed in the same way as Eqs. (3.16)-
(3.20). The difference from the Landau-Zener case appears in the matrices Ix 
and Ox{= Ix) as 

Ix 
y/l-PBze-**, /PR2,e ij> 

with 

<t> = l[S) - l{26), 

i> = 4>-<ToS, 

j(X) = X\nX-X- argT(iX). 

(3.36) 

(3.37) 

(3.38) 

(3.39) 

(3.40) 

where CToS an<^ $ are defined in the same way as before by Eq. (3.22). In 
the original Rosen-Zener model, <ToS is given by (see Sec. 5.4, especially 
Eq. (5.261)) 

_LS _ 7o — 
7rA 
hfiv 

2\/2 + ln 
\ / 2 - l 

(3.41) 

It should be noted that the expressions of the /-matrix for the Rosen-Zener 
model given in the following references are in error: Eqs. (3.34), (3.22) and 
(3.36) in [7-9], respectively. The total inelastic transition probability is ex­
pressed as 

P\2 — 4PRZ(1 - PRZ) sin2 a = sech2 6 sin2 a, (3.42) 

where a is defined by Eq. (3.25). It should be noted that the Stokes phase <̂>s 
does not appear in a [11]. 
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3.3. Nikitin's Exponential Model 

In the case of the original Landau-Zener model the diabatic potentials depend 
strongly on R (or time) and the diabatic coupling is constant. On the other 
hand, in the Rosen-Zener model the potential difference is constant and the 
diabatic coupling strongly depends on R (or time), i.e. exponentially. What 
happens, if both of them depend on R (or time) strongly? As such an exam­
ple, we can think of the exponential model in which both diabatic potentials 
and coupling are exponential functions. This actually presents an interesting 
generalization of the Landau-Zener and the Rosen-Zener models. 

Nikitin [4] considered such a model for the first time. The model potentials 
he employed are the following in diabatic representation: 

Vi = V0(x) - ^Se[l - cos29ae-x] 
Li 

V2 = V0{x) + i fc[ l - cos 20oe-x] (3.43) 

v(x) = -6sm280e~x , 

where 

x = a(R - Rp), (3.44) 

and V0(x) is a certain function whose functionality is not important, since he 
considered only the time-dependent version which requires only the difference 
of the two diabatic potentials. The two diabatic potentials cross at xx = 
ln(cos20o) when 0 < 6Q < 7 r/4 and do not cross when 7r/4 < 60 < 7r/2. The 
complex crossing points of the adiabatic potentials are given by 

xc = i{±260 ± 2nvr) (n = 0 , ± 1 , ± 2 , . . . ) . (3.45) 

As in the Rosen-Zener case there are infinite number of complex crossing 
points. 

He simplified the problem by introducing the linear trajectory approxima­
tion R = Rp + vpt, where vp is the constant velocity and t is time. Introducing 
the new variables 

r = avpt = x, * = J £ - f (3.46) 
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we can write down the time-dependent coupled differential equations (see 
Eqs. (3.7)) 

. ,dci 
in £ = ^^ 
ih 

dr 

dC2 
dr 

e T exp 

y/Mt-tP) e exp 

i f U - (£ - 2^P)e-T}d 
Jo 

Jo 

(3.47) 

c1. 

These coupled equations can be solved in terms of confluent hypergeometric 
functions [4]. Only the final results for the nonadiabatic transition probabil­
ity PN for one-passage of transition region and the corresponding dynamical 
phases are given here. The corresponding nonadiabatic transition matrix (see 
Eq. (3.19)) is given by 

Ix = 
VT-Ptie1* 'pNe 

-iip 

pNe ^1 - p^e 

where 

PN = 
e -^Ps inhTr^ -^p ) 

sinh 7r£ 

(3.48) 

(3.49) 

^ = 7 « P ) - 7 ( 0 , (3.50) 

V> = 7 « - £ P ) - 7 ( 0 - 2 ^ « P + 2 vz+y/t; 
(3.51) 

j(5) = n/4 + SlnS - 6 - SLVgT(l + iS) = S\nS - 6 - a,igT(i6). (3.52) 

As mentioned in the beginning, the nice feature of this exponential model 
is that the nonadiabatic transition probabilities in the Landau-Zener and the 
Rosen-Zener models can be derived as certain limiting cases from this model. 
When 0O < 1, £P -> £0g and 

P N - > e - * * o a , (3.53) 
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which is equal to the Landau-Zener transition probability with A = 6e • 6Q and 
|AF | = Se • a (see Eq. (3.4)). On the other hand, when 8Q = 7r/4, £ P -¥ £ and 

PN^(T^)' (3-54) 

which is equal to the nonadiabatic transition probability in the Rosen-Zener 
model with A = Se (see Eq. (3.35)). Generalizations of the Nikitin model will 
be discussed in Sec. 5.4. 

3.4. Nonadiabatic Transition Due to Coriolis Coupling and 
Dynamical State Representation 

There is another kind of nonadiabatic transition in molecules, which is induced 
by Coriolis interaction (or rotational coupling) [4, 5, 7, 8, 11]. This has a very 
different character from the radially induced nonadiabatic transitions discussed 
so far. The transition is not localized at the crossing point even in the Born-
Oppenheimer representation, because the Coriolis coupling is proportional to 
R~2 and is most dominant at the turning point, not at the crossing point (see 
Eq. (3.57), below). The theories developed for the curve crossing and the non-
crossing cases discussed above cannot be applied directly to this case. However, 
if we introduce a new representation called "dynamical state representation" 
in which Coriolis coupling is diagonalized, then we can make them applicable 
[7-9]. 

This is explained in this section by considering a diatomic molecule as an 
example. Let us start with the Hamiltonian H of a diatomic molecule, which 
is given in the body fixed coordinate system as (the mass polarization and 
relativistic effects are disregarded) 

~iw {m^ia)+H-+H-+H'+H" • <3'55) 
where 

#rot = - ^ r G 7 2 - 2 A 2 ) , (3.56) 
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Hcor = - ^jp (C+U+ + CM-), (3.57) 

and 

Here, J(C) is the total (electronic) angular momentum operator, R is the 
internuclear distance as before, fj, is the reduced mass, and A is the component 
of £ along the molecular axis. The ladder operators C± and U± are explicitly 
given as follows: 

£± = £ c ± iCn (3.59) 

and 

U±=^— + ̂ ——+Lccote, (3.60) 
oQ sin 0 9 $ 

where £$, £,, and £f are the components of C in the body-fixed coordinate 
system with the £ axis along the molecular axis, and (0 , $) are the ordinary 
angle variables to define the molecular axis orientation in the space-fixed cood-
inate system. It should be noted that the Schrodinger equation H^ = E^> and 
the Hamiltonian H can be transformed to 

HV = EV (3.61) 

and 

H = RHR- i = -!L-^+HIot + tfcor + H' + Hei (3.62) 

with 

^ = RV. (3.63) 

The ordinary Born-Oppenheimer adiabatic states are defined by the eigen­
value problem of He\: 

ff.iV#°(r :R\A) = En(R: A)V£(r : RI A) • (3-64) 

Nonadiabatic transitions among these states are induced by either the first 
term of Eq. (3.62) or Hcov. The states of the same A are coupled by the 
first term of Eq. (3.62) (see also Eqs. (3.5) and (3.6)). Transitions between 
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the states of different electronic symmetries (different |A|) are induced by the 
Coriolis coupling HCOT and have quite different properties from the radially 
induced transitions. In order to look into this in more detail, let us introduce 
the electronic-rotational basis functions defined as 

$ " ± W = 72{^){T :R\A+)±^n)(r :R\A-)}Y(R : J A) for A jL 0 (3.65) 

and 

$%k(D)=1>£\T:R\Il±)Y(R: J £ ) forA = 0, (3.66) 

where A^ = ±|A| and Y(R : J A) is the eigenfunction of HTOt: 

HrotY(R : J A) = [J(J + 1 ) - 2A2}Y(R : J A). (3.67) 

These functions $„* are the eigenfunctions of Hei + HTot, 

(Hel + J ? r o t ) ^ ± ( A ) = | ^ ( i J ) + J ^ [ J ( J + 1) - 2 A 2 ] | <J#(A). (3.68) 

There is no coupling between the two manifolds { $ n
+ (A)} and { $ „ ' (A)}. Now, 

the Coriolis coupling (or nonadiabatic rotational) matrix element within each 
manifold is given by 

T^(A1,A2) = (^(±(A1)\Hcor\^(A2)) 

= - ^ { A _ ( J , A + ) J ( A + , A + - l)(4a\At)\£-\4a\A+)) 

+ A+(J,A+)5(A+,A+ + l ) ( ^ a ) ( A + ) | £ + | 4 a ) ( A + ) ) } , 

f o r A 1 , A 2 ^ 0 , (3.69) 

where 

A±(J, A) = y/(J + A)(J±A + l). (3.70) 

If one of the states is a E-state, then we have 

^/f(7TT)W«(E ) |L. |V.r»(n+ ) ) fo t + ( 3 n ) 

for — . 



36 Chapter 3. Historical Survey of Theoretical Studies 

The Coriolis coupling is usually not very strong, unless the nuclear kinetic 
energy is very high; but it plays an important role, because it couples the 
states which cannot be coupled by the radial coupling T r a d (Eq. (3.6)). In 
spectroscopic problems, this coupling is called "heterogeneous perturbation" 
in contrast with the "homogeneous perturbation" for the radial coupling case 
[46]. As can be easily conjectured from Eqs. (3.6) and (3.69) (or (3.71)), the 
two kinds of nonadiabatic transitions have quite different properties from each 
other. In the radially induced case the coupling has a pole of order unity at the 
complex crossing point Rr, where AE(R*) = Ei(R*) — E2(R*) has a zero of 
order one-half (see Eqs. (2.1) and (3.6)). This analytical property underlies the 
curve-crossing problem and is the reason why the pre-exponential factor of the 
Landau-Zener transition probability is exactly unity. The Coriolis coupling, 
on the other hand, has a pole of order two at R = 0 (see Eq. (3.57)) and the 
corresponding potential curves E£(R) can have a real curve crossing at finite 
R or at R = 0 (united-atom degeneracy).3 This suggests that the semiclassical 
theories developed for the radial coupling problem cannot be directly applied 
to the Coriolis coupling problem. However, this problem can be treated by 
introducing the new representation, called "dynamical state representation" 
[7, 8, 11]. The dynamical states (DS) are defined as the eigenstates of the total 
Hamiltonian of Eq. (3.55) with the first term excluded, i.e., 

ffdyn*£ (r, R:R) = (Hel + HIot + Hcor + H')*Z± (r, R : R) 

= W^(R)^(v,R:R), (3.72) 

where ^n* may be expanded in terms of electronic-rotational basis functions 
as 

* £ (r,R:R) = J2 CJ
n
K± *£ (r,R:R\A). (3.73) 

A 

Transitions among the dynamical states are exclusively induced by the rad­
ical coupling given by Eq. (3.6) with ^ " ' ' s replaced by the relevant DS's 
^n*. In this representation A is not a good quantum number anymore, and 
the Neuman-Wigner's non-crossing rule applies to all the dynamical states. 
The analytical properties of the coupling and energy difference AW in this 

a When the relevant two electronic states E£(R) correlate to the same atomic orbital in the 
united atom limit R -> 0, AE(R) oc R? and the electronic matrix element of C+ (or £ _ ) in 
Eq. (3.57) is not equal to zero at R = 0. 
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Table 3.1. Analytical properties of the various nonadiabatic coupling schemes. 

Coupling scheme Potential energy difference AE oc Coupling T oc 

Adiabatic-state representation 

Radial (R,.complex) rotational (R - R*)1?2 (R - i i , ) - 1 

(a) Degeneracy at R = 0 R? 

(b) Crossing at finite R = RX R-Rx R~2 

(c) No crossing Constant 

Dynamical-state representation 

Any transition (R*xomplex) (R-R*)1/2 (R-R*)-1 

representation are the same as those of the original radial coupling problems; 
and thus the semiclassical theories developed for the latter can now be applied 
in a unified way to any transitions in the new representation. This idea can 
be, in principle, generalized to more complicated systems by using the hy-
perspherical coordinate system [7, 8]. The analytical properties of the various 
nonadiabatic transitions are summarized in Table 3.1. Figures 3.4 demonstrate 
the localization of rotationally induced transition in the DS-representation and 
the effectiveness of the semiclassical theory in this representation [8]. This is 
the case of the two-state (liru and 2tru states) problem in the Ne + +Ne collision. 
The corresponding potential curves are shown in Fig. 3.5. Further numerical 
examples are found in Refs. [7] and [8]. 

It is interesting to note that the radial coupling T r a d loses its personality 
in the complex i?-plane, especially at R ~ R*. From Eqs. (2.1) and (3.6) we 
can easily show 

rad _ / , / , ( a ) TZ? = (W 
d 

dR ^ I H i r h L - <"4> 
where 

Equation (3.74) holds irrespective of the forms Vi(R), VziR) and V(R). Fur­
thermore, the radial coupling should satisfy the following condition even on 
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Fig. 3.4. (a) Localization of the rotationally induced transition l7ru -> 2<r„ in the Ne+—Ne 
system in the dynamical-state representation. The electronic energy diagram is shown in 
Fig. 3.5 and (b) Impact parameter dependence of the transition probability for l7ru ->• 2<ru 

at v (velocity) = 0.9 a.u. in the Ne+—Ne system (see Fig. 3.5). (Taken from Ref. [8] with 
permission.) 

the real axis in the case of curve crossing: 

T{fdR = 71-/2. (3.76) 

As a consequence of these properties, direct information on T r a d is not re­

quired in the semiclassical analytical theory, as was demonstrated already in 
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Fig. 3.5. Electronic energy diagram of the 1CTU, l7ru, and 2CT„ states of the Ne+—Ne system. 
: variable screening model; : model potential used. (Taken from Ref. [8] with 

permission.) 

the previous section. That information is replaced by the analytical contin­
uation of the adiabatic potentials into complex .R-plane (see Eq. (3.22)). In 
order to carry out the quantum mechanical numerical calculations, however, 
we always stay on the real ii-axis and need the explicit information of the 
nonadiabatic couplings. Even in the diabatic representation, which is often 
employed because of its convenience, the nonadiabatic couplings are necessary 
to obtain the diabatic couplings [18], unless the diabatic potential matrix is 
known from the beginning. 
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Chapter 4 

Background Mathematics 

4.1. Wentzel—Kramers—Brillouin Semiclassical Theory 

If we could know such wavefunctions in the whole range of coordinate space 
that satisfy necessary physical boundary conditions, then we could solve all the 
corresponding physical problems completely. This is not usually the case, how­
ever, and we definitely need approximate analytical wavefunctions in order to 
formulate basic physical problems. Such approximate analytical wave functions 
are provided by the Wentzel-Kramers-Brillouin approximation in the case of 
potential problem. Suppose a particle of mass n moving in a one-dimensional 
potential V(x). The wavefunction of this particle is given by 

rl>i = c+tft. + c-4>l (4.1) 

in a region where the classical motion is allowed or by 

i>n =c'+4>1l+c'_(f>
1l (4.2) 

in a region where the classical motion is not allowed. Here the functions 0j. 
are given by 

:i I k(x)da 
J a 

exp I ±i 

exp ± / |fc(a;)|da 
< & = • L J a 

{IM*)I}1/2 

(4.3) 

(4.4) 

41 
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where k(x) is the local wavenumber in the potential V(x) under the total 
energy E (see Eq. (3.3)), a is a turning point where E = V(a), and c+,c'+, 
etc. are the coefficients to be determined by appropriate boundary conditions. 
These solutions are valid at x far away from the turning point a, because 
k(x) becomes zero there. This divergence problem can be solved by using 
the so called uniform approximation [5, 12, 13]. In order to obtain physical 
quantities such as scattering matrix or tunneling probability, we have to know 
the relation between the two sets of coefficients c± and clj_. It is well known 
that the following connections should be satisfied in the case that the turning 
point is a zero of order unity of E — V(x): 

and 

2 6 X P 

—ic exp 

J a 

k{R)dR O csin 
J a 

k(R)dR + n 

px "I r px 

/ k(R)dR <s>cexp i k(R)dR 
J a _ . J a 

(4.5) 

(4.6) 

The above simple example instructs us the following general fact. Independent 
analytical solutions can be provided by the WKB approximation in asymptotic 
regions, but any linear combination of them holds only in a certain restricted 
region of the complex configuration space. The coefficients of the linear com­
bination cannot be the same beyond that region. In order to obtain the unique 
solution in the whole space that satisfies the proper physical boundary condi­
tion, we have to connect them beyond the boundaries of these regions. These 
boundaries in the asymptotic region are called Stokes lines emanating from the 
turning points which are complex in general. Thus, the connections of WKB 
solutions beyond the Stokes lines present a very basic problem in the WKB 
type semiclassical theory. In the case of simple potential scattering with a 
single turning point, the connection formula, Eqs. (4.5) and (4.6), are applied 
and the scattering phase shift can be obtained as 

S = lim 
J a 

k(x)dx — k(x)x 
IT 

+ 4 
(4.7) 

Here, the classically forbidden region is assumed to be located in x < a. This 
connection formula tells the physically natural fact that the standing wave 
in the classically allowed region connects to the exponentially decaying wave 
in the classically inaccessible region (see Eq. (4.5)) and the additional phase 
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Fig. 4.1. Potential barrier penetration. 

7r/4 is created due to the turning point. In the case of tunneling, another 
similar connection is necessary at the boundary x = b (see Fig. 4.1), where the 
outgoing wave in the classically allowed region is connected to the exponentially 
rising wave in the classically inaccessible region, namely the connection formula 
Eq. (4.6) is used. 

With use of these two connection formulas, the well-known expression for 
tunneling probability can be derived, 

-Ptunnel = eX P ( - 2 / \k(x)\dx J . (4 .8) 

The next naive question is how the connection formulas, Eqs. (4.5) and 
(4.6), can be derived mathematically. And also, what happens when the en­
ergy is close to the potential barrier top which cannot be approximated by 
a linear curve but is quadratic? These questions are related to the so called 
Stokes phenomenon of asymptotic solutions of ordinary differential equations 
of the second order. This will be explained in the next subsection. Another 
important concept is the comparison equation method. We can use the connec­
tion formulas, Eqs. (4.5) and (4.6), even if the potential is not exactly linear. 
They can be used when the turning points are well separated from each other 
and are zeros of order unity. Namely, once we know exact solutions or complete 
knowledge of Stokes phenomenon about a certain basic problem, say linear po­
tential problem, then we can use the corresponding solutions for other general 
cases which have the same analytical structure. Suppose we know the exact 
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solution of the following differential equation, 

d£2 +m #0 = o. (4.9) 

With use of this solution, </>(£), w e try to solve a more general equation which 
has the same analytical structure, 

;£+*3M V(x) = 0, 

in the form 

tfappfc) = A(x)4>(t(x)). 

(4.10) 

(4.11) 

In order for the function ^ a p p to be a good approximation to ^f(x), the WKB 
solutions of Eqs. (4.9) and (4.10), 

* W K B ( Z ) = % ) ~ 1 / 2 e x p (i J k{x')dx'\ , (4.12) 

^ W K B ( 0 = j ( 0 " 1 / 2 « c p (ifj(Od?) , (4.13) 

should coincide. In other words, the following relations should be satisfied: 

(4.14) r k{x')dx'= f WW 

and 

A(x) = m 
k(x) 

1/2 

(4.15) 

From these equations we can show that ^,
app(a;) satisfies the equation, 

— +k(x)2+y(x) *app(z) = 0 , (4.16) 

where 

*> - - i#r £ m~w - - mx'^mv1'2. w dx 1 dx2 \ dx mj dx*\j(t) 
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Thus ^ r
app(x) can be a good approximation, when the following condition is 

satisfied: 

7(3) <C k(xf . (4.18) 

The important question about this comparison equation method is what "the 
same analytical structure" means. If we try to obtain the solution for the 
equation which has a zero at xo, namely k(xo) = 0, from the exact solution 
f° r J'(£) = constant, k(x)/j(£) becomes zero at XQ and 7(2) diverges there. 
This indicates that we can use the comparison equation method, only when 
the order and number of zeros are the same. Namely, if the conditions 

*(**)= J'(&) = 0 (i = 1,2,...) (4.19) 

and 

/ k{x)dx = / j ( 0 # (4.20) 
JXi J(,i 

are satisfied, then we can construct the good approximate solution \&app(a;) 
from the solution (/>(£) of the standard equation (4.9). Then the next natural 
question is how to solve the standard equation when the number and order of 
zeros are given. 

4.2. Stokes Phenomenon 

The very basic mathematics, i.e. Stokes phenomenon, which underlies the 
semiclassical theory, is briefly explained in this section by taking the Airy 
function as an example. The Stokes constant and connection matrix in the 
case of Weber equation are also provided, since the Weber function is useful 
in many applications. 

Let us first consider the Airy's differential equation, 

*£&-h2zw{z)=0, (4.21) 

where h is a certain large positive parameter. The WKB type of asymptotic 
solutions in the complex z-plane are given by 

(-,z) = 2- 1 / 4exp (h ^ z^dz) = z - 1 / 4 exp (\hz3,2\ (4.22) 
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and 

(z,.) = z - ^ e x p f-fc f z l ' 2 d z \ = z - ^ e x p ( ~ ^ 3 / 2 ) • (4.23) 

These are called standard WKB solutions. A general solution in the asymptotic 
region is, of course, given by a linear combination of these two solutions, 

w(z)~A(-,z) + B(z,-), (4.24) 

where A and B are arbitrary constants. Can this be a single-valued function 
in the whole asymptotic region of complex-.? plane with the same coefficients 
A and B? Answer is no. This is obvious, since Eq. (4.21) is nothing but 
the Schrodinger equation with the linear potential h2x at zero total energy. 
Equation (4.24) represents a running wave at x = Re(z) < 0, but includes 
the unphysical exponentially growing wave in the classically forbidden region 
x = Re(-z) > 0. This suggests that the coefficients should be changed from 
region to region. What does this mean? The functions (4.22) and (4.23) are 
multi-valued functions with branch point at z = 0. This branch point comes 
from the zero of the coefficient of Eq. (4.21). This is called transition point of 
order unity. There emanate two kinds of lines from z = 0: One is defined by 
Im(z3//2) = 0 and is called Stokes line, and the other (Re(z3/2) = 0) is called 
anti-Stokes line. Figure 4.2 shows these lines (dashed line for Stokes and solid 
line for anti-Stokes) together with a branch cut (wave line). 

The two solutions (4.22) and (4.23) are approximate ones; and one of them 
is exponentially large (dominant), while the other is exponentially small (sub-
dominant). Thus the coefficient of the subdominant solution is affected by the 
error of the dominant solution. This effect can be taken into account by assign­
ing a certain constant T (Stokes constant) to each Stokes line, acrossing which 
the coefficient A of the subdominant solution is changed to A + BT with B 
the coefficient of the dominant solution. Stokes constant is assigned to Stokes 
line, because the dominant (subdominant) solution becomes most dominant 
(subdominant) there. Thus the asymptotic solutions have to be changed from 
sector to sector in the complex z-plane. This is called Stokes phenomenon 
[47, 48]. Acrossing the anti-Stokes line, the dominancy changes, namely dom­
inant (subdominant) solution becomes subdominant (dominant). When we 
cross the branch cut in counter clockwise, the solution (-,z)[(z, •)] changes to 
—i(z, •)[—i(-,z)]. According to these rules, the solution given by Eq. (4.24) in 
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Fig. 4.2. Stokes and anti-Stokes lines in the case of Airy function. : Stokes line, 
anti-Stokes line. (Taken from Ref. [9] with permission.) 

region 1 of Fig. 4.2 changes as follows: 

region 1 

region 2 

region 3 

region 4 

region 5 

region 6 

region 7 

region 1 

A(-,z) + B(z,-)s 

A(-,z) + B(z,-)d 

(A + BT1)(-,z)s+B(z,-)d 

(A + BT^zU + Biz,-). 

(A + BTX){-, z)d + [B + T2(A + STi)](z, •), 

-i{A + BT^z,-),,- i[B + T2{A + BT1)]{.,z)s 

-i{A + BT{){z, •). - i[B + T2(A + BTOJO, z)d 

-i{(A + BTi) + T3[B + T2(A + BT{)]}(z, •). 

-ilB + TiiA + BTxM-^U. 

(4.25) 

Since the last equation of Eq. (4.25) should coincide with the first one of 
Eq. (4.25) for abritrary A and B, we can easily obtain 

Tt = T2 = T3 = i. (4.26) 

Now, we have the single-valued general solution valid in the whole asymptotic 
region. For instance, we can obtain the following connection formula for the 
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physical solution on the real axis: 

( • , * ) • tix, •) (x < 0) <—> -i(x, •) (x > 0) . (4.27) 

The ordinary Airy function Ai(z) corresponds to this solution with A = 0. 
Equation (4.27) represents the famous connection formula of the WKB solu­
tions acrossing the turning point (see Eq. (4.5)). As can now be easily under­
stood, once we know all Stokes constants, the connections among asymptonic 
solutions are known and thus the physical quantities such as scattering matrix 
can be derived. However, the Airy function is exceptionally simple and Stokes 
constants are generally not known except for some special cases [49]. When 
the coefficient of differential equation is the nth order polynomial, the (n + 2) 
Stokes lines run radially in the asymptotic region. There are thus (n + 2) un­
known Stokes constants, but only three independent conditions are obtained 
from the single-valuedness as demonstrated in the case of Airy function. 

Let us next consider the Weber equation, 

d2w(z) 
dz2 + h2(z2-e2)w{z)=0, (4.28) 

which presents a very basic model in quantum mechanics. There are two 
first order transition points z = ±e and four Stokes lines in the asymptotic 
region as is shown in Fig. 4.3. Here, expressions of the Stokes constant and 
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the connection matrices are provided without the details of derivation. More 
details can be found in [47, 49, 50]. 

Asymptotic solutions of Eq. (4.28) on arg.z = 0 and 7r are expressed in 
terms of the ordinary WKB functions as 

w(z) > 
Z—J-+0O 

Aq-1/4(z)exp i [' q1l2{z)dz 
L Jo 

+ Bq-l^(z)exp\-i j q1/2{z)d. 

and 

Jo 
i / qV\z)dz w(z) • Cq-V*(z)exp 

2-> —OO 

+ Dq-1'\z)exp f- t I q1/2{z)d2 

where 

q(z) = h2(z2-e2). 

The standard WKB solutions are 

and 

(z, .) = z-V2e-iPwW 

with 

Pw(z) = ^h(z2-elnz). 

The asymptotic solutions Eqs. (4.29) and (4.30) are rewritten as 

<frw{z)—-+A'{-,z) + B'{z,-) 

and 

(4.29) 

(4.30) 

(4.31) 

(4.32) 

(4.33) 

(4.34) 

(4.35) 

4>w(z) >C'(-,z) + D'{z,-). (4.36) 
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The primed coefficients are connected by 

C'\ ( 1 U \ (A'\ 
° X ' W A ' (4.37) D'J ^ _ ( i + e 2 ^ ) / [ / e-Wj\B' 

where U is the Stokes constant on the Stokes line arg z = ir/4 which is given 

by 

and 

U-lT[(l/2)-if3]e 

0=^ 

(4.38) 

(4.39) 

Since the phase parts in Eqs. (4.29)-(4.30) and (4.35)-(4.36) are related as 

±i ^ q1/2(z)dz —» ±iPw{z) + 6^ , (4.40) 
Jo z-»±oo 

where 

and 

5™ = ih(~e2-hn2+^e2InV^A (4.41) 

6w = -6™ + -he2, 
+ 2 

(4.42) 

we can finally obtain the connection matrix between the coefficients in 
Eqs. (4.29) and (4.30) as 

F(0)= 
r(l/2 + »/J) 

/v /2lFexp(7r/2/?-^+^ln(e7r i
/5)) . , „ \ 

2TT exp[n/2P+i/3-il3 ln(e7ri^)} 

\ 
-ie*P 

m/2-0) i 

with 

C
D)=MAB 

(4.43) 

(4.44) 
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Next, let us consider Eq. (4.28) with h replaced by ih'(h' > 0) and the 
connection matrix along the Stokes lines argz = ±7r/2. The phase integrals in 
Eqs. (4.29) and (4.30) are replaced by 

Jo 
,1/2 (z)dz • [Zq1/2(z)dz, 

Jo 
(4.45) 

where q(z) on the right side is defined also by Eq. (4.31) with h replaced by 
h'. Using the same procedure as above, one can obtain the connection matrix 
H((3) as 

/ y/2^cos(7r/3) 0_0Xn0 . , m \ 

2IW2-/3) 

W) 
• sin(7r/3) 

V 
with 

sin(7r/3) 
2TT 

• H(P) 

r ( l /2 + a) 
-/3+/31n/3 

(4.46) 

/ 

B r 
(4-47) 

where j3 is given by Eq. (4.39) with h replaced by h'. 
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Chapter 5 

Basic Two-State Theory for 
Time-Independent Processes 

5.1. Exact Solutions of the Linear Curve Crossing Problems 

The most fundamental quantum mechanical model of curve crossing is the 
linear potential model (in coordinate R), in which the two diabatic crossing 
potentials Vi(i?) and V^R) are linear functions of R and the diabatic coupling 
V(R) is constant (= A). The basic coupled Schrodinger equations are 

and 

'Ww~+ [V2{R) ~{E~ Ex)]lp'] = A^' (5'2) 
where 

Vj(R) = -Fj(R - Rx) (i = l , 2 ) . (5.3) 

Without loss of generality, it is assumed that F\ > 0 and Fi > F2 as before. 

5.1.1. Landau-Zener type 

The Landau-Zener (LZ) case (see Fig. 2.1(a)), in which the two diabatic 
potentials cross with the same sign of slopes, corresponds to F1F2 > 0. 

53 
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Transformations 

f 
(d) _ -tLuj{ 

(ky*HdR, 0 = 1,2), (5.4) 

and 

lead to 

with 

where 

uj(k) = 7yrAj(A;)exp 
\Jj\ 

(J = 1,2), 

B{£) = A1{k)exp 

d2B(® 

i / o a e 2/-3 

2 V 3 
^ 

d£2 + g(OS(0 = 0 

l{i) = \-iaH+\{a2e-b2)2., 

e V{ x h h ~ n2••" h2 ' ^~ f ' 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

n 2 _ / ( / i ~ / 2 ) 
8 Q 3 ' 

, 2 _ e ( / i - / 2 ) 

2af 

and 

/ = ( / i | / 2 | ) 1 / 2 . 

(5.10) 

(5.11) 

The quantities a2(> 0) and 62(-oo < b2 < oo) are the same basic parameters 
as before (see Eq. (3.14)), representing effectively the coupling strength and the 
collision energy, respectively. The most basic physical quantity is the reduced 
scattering matrix SR defined from the ordinary scattering matrix S as (see 
Eq. (3.27)) 

umn — tJmn':- (5.12) 



5.1. Exact Solutions of the Linear Curve Crossing Problems 55 

where r\m and r)n are the elastic scattering phase shifts which diverge in the 
present linear potential model. From the solution of Eq. (5.7) the functions 
Aj(k) 0 — 1>2) are obtained from Eq. (5.6) and 

• lyf 3 - tft A2(k) = 2zexp 

Then the reduced scattering matrix is defined by 

dAi 

Ai{oo) 
A2{co) 

- <7R 

LZ 
i l l ( - 0 0 ) 

A2{-oo) 

(5.13) 

(5.14) 

Thus the key point is to obtain the connections of the asymptotic solutions of 
Eq. (5.7) at £ —• ±oo. The underlying mathematics to carry this out analyti­
cally is the Stokes phenomenon of asymptotic solutions of differential equations, 
the essence of which was explained briefly in Chap. 4.2 by taking the simple 
examples of Airy and Weber differential equations. This is a very important 
mathematics for the general semiclassical theory and thus for various physi­
cal phenomena. Recently, Zhu and Nakamura carefully analyzed the Stokes 
phenomenon of Eq. (5.7) and succeeded in deriving not only the quantum 
mechanically exact analytical, but also new semiclassical expressions of S^z. 
The quantum mechanically exact solutions of the Landau-Zener (LZ) type are 
given as follows [51-54]: 

'-'LZ — 
'1 + UiUt -U2 ' 

-u2 i-u;u2i 

with 

U2 
2i lmt / i 

12 ' 

(5.15) 

(5.16) 

The overall transition probability P\2 and the nonadibatic transition probabil­
ity p for one passage of the crossing point are given by 

P12 = |(S£z)2i|2 = 4p(l - p ) s in 2 ( a rg^ i ) 

and 

P = l + \Ui 

(5.17) 

(5.18) 
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where Ui(a2,b2) is a complex quantity (Stokes constant) and is given in the 
form of infinite series [51]. In addition to the unitarity, the reduced scattering 
matrix satisfies the following properties: (S^z)n = (^2)22 and (££2)12 = 
(5^7)21 = pure imaginary. These properties can be proved from the symmetries 
of the differential equations satisfied by A,(fc)'s. Equation (5.17) is a familiar 
expression for inelastic scattering probability in the semiclassical theory, but 
it should be noted that this is exact. 

Below, the mathematical procedure is briefly outlined for deriving the exact 
expressions of the Stokes constants U\ and XJi-

Let us first consider the general second order differential equation with 
quartic polynomial coefficient function [50, 51], 

<Pw(z) , . . . , 

- ^ r + ? ( ^ ) = o- (5.19) 

where 

q(z) = a4z
4 + a2z

2 + a^z + aQ, (a4 > 0) . (5.20) 

The s tandard W K B solutions are given by (see Eqs. (4.22) and (4.23)) 

(;z) = z-1eipW (5.21) 

and 

with 

{z,-) = z-1e-ipM (5.22) 

P{z) = l-y/a~iZ
3 + ^—a2z +-^—ai\n{z). (5.23) 

For the later convenience, the following variable transformations are introduced 
according to Hinton [55]: 

3* 

Then Eq. (5.19) becomes 

C = f ( - a 4 ) 1 / V and w(z) = H i i l . (5.34) 
o z 

- ^ + Q(CMC) = 0 (5.25) 
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with 

Q(Q = - \ + QoC2/3 + QiC1 + Q 2 C 4 / 3 + QiC2 • (5-26) 

There are six Stokes lines in the asymptotic region of z as is shown in Fig. 5.1. 
In C-plane they coincide with the real axis, since arg£ = 3argz + 7r/2. 

,, ^ Positive direction 

2 ^ U , 

U / 8 
^/Negative direction 

(a) 

T^Ta-Ts 

10 

It 
12,13 

Positive 
direction 

W4,T. 

11 

(b) 

Fig. 5.1. Stokes lines and anti-Stokes lines in the case of Eqs. (5.19) and (5.20). ( = 
3 a r g z + 7r/2. - - -: Stokes line, : anti-Stokes line, ~ v ~ : branch cut. (Taken from 
Ref. [50] with permission.) 
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Prom the transformation Eq. (5.24), we can obtain the simple relations 
between the Stokes constant Uj in the z-plane and the Stokes constant Tj in 
the C-plane for j = 1 ~ 6. Using the symmetry of the differential equation 
(5.25) with Eq. (5.26), we can derive the inter-relations among Tj's as 

T J + 1 = f j e - 2 ^ , 0 = 1,3,5) (5.27) 

and 

r j + 1 = T j e
2 ^ , ( j = 2 , 4 ) , (5.28) 

where "-" means the following transformation: 

C^Ce~™, Q o ^ < A ? 0 , Q i - > < A ? ! and Q2 -> w4Q2 (5.29) 

with u) = e~ni/3. Finally, by transforming Eq. (5.25) into coupled inte­
gral equations and utilizing the asymptotic expansion of incomplete Gamma 
function, the analytical expression of T\ is obtained in the form of a convergent 
infinite series. This enables us to derive analytical expressions of all the Stokes 
constants Tj's. 

The mathematical procedures for deriving the expressions of Tj's can be 
found in Ref. [50] and are not given here. Here, only the final expression of Ti 
is provided. The Stokes constant U\ necessary to obtain the reduced scattering 
matrix given by Eq. (5.15) is related to Ti as follows: 

Ui = Ufa,Qo,Qi,Q2) = Z i (Qo,Qi ,Q 2 ) (2 iV^/3)" 2 Q l , (5-30) 

where the quantities Qo,Qi, and Q2 (see Eq. (5.26)) are defined by 

Qo = - a 2 ( 1 2 a 4 ) - 2 / V * / 3 , (5.31) 

Q1 = -a i (36a 4 ) - 1 / 2 e i 7 r / 2 , (5.32) 

Q2 = -a 0 (18 2 f l 4 r 1 / 3 e 2 i 7 r / 3 . (5.33) 

The coefficient T\ is given in the form of a convergent infinite series, 

T, - -2i-Ke2i*Q> V V ( Qo) s (5 34) 
s=0 n=0 

n! r ( - 2 Q i - ( n - s - 3 ) / 3 ) 
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where 

A*= E ^S i^ . ^ ° . 
n+m=$ 

W = -- E 52>a, »^L 
p+<j=n—1 

°n+3 = - X ) A P W P " n ^ ° ' 
p+g=n 

b/2] 

WP9 = E ©(3m-9) E 
m = [ g / 3 ] n=3m—q> 

ml TJ2Q! - p/3)(6Q0)
3m-i 

n\{m - n)\ T[2QX - p/3 - (m - n)] 

59 

(5.35) 

(5.36) 

(5.37) 

, (5.38) 

and 

E(-i)r r(s/3 +1) 

, s=0 
s\(r-s)T(s/3-n + l) 

for r — 0, 

for r = 1 
(5.39) 

with 4 X ) = 1 and a ^ = a^1} = 0. The coefficients B^] and B„2) in Eqs. (5.35) 
and (5.36) are defined by 

n - l 

B™ = E Bn-kTk{di, d2), n > 1, 

fc=0 

n - l 

£ « = E Bn-kTki-d^ -d2), n > 1, 
fc=0 

where 

Tk{dud2)= ] T ©(2»-A) 
n=[fc/2] 

2 n - f c / o j U - n (6d!)2"-fc(3d2) 
(2n-fc)!(fe-n)! 

d2 — —2QoQi • 

(5.40) 

(5.41) 

(5.42) 

(5.43) 

(5.44) 
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The sequence Bn in Eqs. (5.40) and (5.41) is given by 

Bn = vn + an, n > 1, (5.45) 

where vn is obtained from the recurrence relations, 

vj - V! + Pi = 0 , (5.46) 

«2 = i V ( 4 / 3 - 2 v i ) , (5.47) 

I 22 VmVn+l-m + Pn 1 
vn = -^=? —L, n > 3 (5.48) 

[(n + 2)/3 - 2«i] ' V ' 

with 

Pi = 2/9 + Ql + 2QQ(Q2
0 + Q2), 

i>2 = 4Q2Q1+2Q1(Q2 + Q2), 
P3 = 4QoQl + {Ql + Q2)2 , 

P* = 4QoQi(Ql + Q2), 

Ps = 4Q\Q\, 

Pn = 0, n > 6 . 

The constants an are also given by the recurrence relations, 

0-1=0-2 = 0 , 

o- 3 =2Qo/3 , 

<?"4 = Q l ! 

<75 = 4(Q2 + g 2 ) / 3 + 2Q0^3 , (5.50) 

<76 = 10QoQi/3 + 2Qo<r4 + 2Qio-3 , 

^7 = 2Qo<r5 + 2Qi<r4 + 2(Qg + Q 2 ) C T 3 , 

0-n = 2Q0O-n-2 + 2Qi<7„_3 + 2{Ql + Q2)<Tn-4 + 4QoQl<Tn-5, Tl>8. 

The various notations appearing in Eqs. (5.38)-(5.42) have the following mean­
ings: F(x) is the Gamma function, [x] means the largest integer not larger than 
x, and 0(a;) is the step function, i.e., Q(x) = 0 when x < 0 and ©(a;) = 1 when 

(5.49) 
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x > 0. Although there are two roots for v\, as is easily seen from Eq. (5.46), we 
can select the one with smaller real part or any one of the two, if the two roots 
have the same real part. In the above summations and recurrence relations, 
we can easily see that all of them are given in the form of finite series except 
Eq. (5.34). It should also be noted that a direct recurrence relation for A s can 
be obtained from Eqs. (5.36)-(5.38) as follows: 

s-Z 
ir TIT 

On 

(5.51) 

where 

As = B% - V(s_2)2A0Woo - A0 £ V(._1)(n+2)VJ 
n = l 

v„ = < 

s-3 (s-3 1 

" 52 \ 52 V(s-l)(n+2) Wfc(n_fc) ^ Afc , 
k=l (n=k J 

f P o(l) R(2) \ 
- 3 > — -̂̂  —- for p > q > 0 

h 0 otherwise. 

) . (5.52) 

Now, we can go back to our linear curve crossing problem. What we have 
to do is to replace Qo,Qi, and Q2 in Eqs. (5.31)-(5.33) by the following ex­
pressions (see Eq. (5.8)): 

Qo = 62(9a2)"1/3e i7r/3/2 , (5.53) 

Qi = - l / 3 , (5.54) 

Q2 = - ( 1 + 64)(9a2)-2/3e2 i 7 r/3/4. (5.55) 

The parameters a2 and 62 are defined by Eq. (5.10) and Eq. (5.15) with U\ 
given by Eqs. (5.30) and (5.34) provides the exact analytical expression of 
the reduced scattering matrix which can, of course, cover the whole ranges of 
the two parameters a? and b2, i.e. the whole ranges of energy and coupling 
strength. One big drawback is, however, that the analytical expression of [/j is 
quite cumbersome and not very transparent with respect to the dependencies 
on a2 and b2. Numerical computations confirm that this expression surely gives 
the exact results, and the infinite series of Eq. (5.34) converges reasonably fast 
in the region \b2/a2\ < 1. In order to give a rough idea about the behaviour of 
Ui, \U\\ and argC/i are shown in Figs. 5.2 as a function of b2 for some values 
of a2. 
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-2 0 b 2 2 - 2 b 2 0 

(a) (b) 

Fig. 5.2. (a) Modulus and (b) argument of the Stokes constant U\ in the Landau-Zener 
case. (Taken from Ref. [51] with permission.) 

5.1.2. Nonadiabatic tunneling type 

In the nonadiabatic tunneling (NT) case, the two diabatic potentials cross with 
different signs of slopes and thus FiF2 < 0 (see Fig. 2.1(b)). This linear NT-
case presents a rather unique model and even the numerical solution requires 
a special consideration as is explained in Ref. [56]. With the transformation 

B(0 = Ai(fe)exp 
2<r3 a2t -b2t 

together with Eqs. (5.4) and (5.5), we obtain Eq. (5.7) with 

q{0 = -\+i^ + \{a2e-b'f, 

(5.56) 

(5.57) 

where the parameters e,fj,a,£,a2,b2, and / are the same as before (see 
Eqs. (5.9)-(5.11). In the NT-case b2 = 1(-1) corresponds to the bottom 
(top) of the upper (lower) adiabatic potential (see Fig. 2.1(b)). 

The reduced scattering matrix S^T can be defined in the same way as be­
fore (see Eq. (5.12)). The physical meaning of the matrix elements is quite 
different from the LZ-type, though. The off-diagonal (diagonal) elements rep­
resent transmission (reflection). From the solutions of Eq. (5.7) the function 
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Aj{k)(j = 1, 2) are obtained by Eq. (5.56) and 

A2{k)=2iexp -i(jt3-b2£ 

The reduced scattreing matrix is defined by 

t - <"•> 

?1}°°\)=<%T(Ali7'1\ (5-59) 
A2(~oo)J NL\A2{oo)J 

It is interesting to note that the apparent small differences in q(£) of Eqs. (5.8) 
and (5.57) between the LZ- and NT-cases make a big difference not only 
mathematically but also physically. The physical differences are rather obvi­
ous, as was pointed out already in Chap. 2, and the mathematical differences 
will be shown later. 

As in the LZ-case, Zhu and Nakamura successfully derived not only quan­
tum mechanically exact but also new semiclassical compact expressions of SJJJT 

[51, 53, 54]. The exact solutions are given as follows: 

(5.60) 
1 + UiU2 

with 

2tlm(fri) 
U* = l ^ p T T • (5-61) 

The overall transmission probability Pi% and the nonadiabatic transition prob­
ability p for one passage of the crossing point are given by 

^ H ^ k l ^ 4 f f i ^ a (5-62) 

2
 2 s i n Vg^) , for 9 > ! 

2sin2(arg£/1)+p2/[2(l-p)]> 
(5.63) 

a n d 

IC/il2, f o r 6 2 > l , (5.64) 

where Ui(a2,b2) is also a complex quantity (Stokes constant) given by an 
infinite series [51]. It should be noted that p has the physical meaning of 
nonadiabatic transition for one passage of crossing point only at energies higher 
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than the bottom of the upper adiabatic potential. In the same way as in the 
LZ-type, the reduced scattering matrix can be proved to satisfy the symmetry 
relations: (£j\jT)ii =

 ( ^ N T ) 2 2 anc* ( ^ N T ) I 2 =
 ( ^ N T ^ I - It should be noted that 

Eq. (5.63) has also the similar form as that in the semiclassical theory (see 
Eq. (3.31)); but this is quantum mechanically exact. It should also be noted 
that the same notations U\ and p as in the LZ-type are used, but they are 
naturally different. It is further noted that Eq. (5.62) is valid at any energy, 
but Eq. (5.63) is valid only at b2 > 1. It is very interesting to note that 
complete reflection (P12 = 0) occurs when 

argl/i =ln, (1 = 0,1,...). (5.65) 

is satisfied. This suggests an interesting theoretical possibility of molecular 
switching and control of molecular processes [57-59]. Although the infinite se­
ries for Ui are quite complicated, they have provided us with a unique oppor­
tunity to investigate and improve the validity of various semiclassical solutions. 

The exact analytical expression of the Stokes constant U\ is given by 
Eqs. (5.30)-(5.55) in the same way as in the LZ-type. Only difference is 
that we have to insert the follwoing expressions for Qo,Qi, and Q2 into these 

Fig. 5.3. (a) Modulus ad (b) argument of the Stokes constant U\ in the NT-case. (Taken 
from Ref. [51] with permission.) 
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equations: 

£0 = 1 ^ 9 ^ - 1 / 3 ^ ( 5 6 6 ) 

Qx = \ , (5.67) 

g 2 = i ( i _ 64)(9a2)-2/3e2i f f/3 . (5.68) 

Some numerical values are presented in Fig. 5.3 for \U\\ and arg Ui as a function 
of b2 for some values of a2. 

5.2. Complete Semiclassical Solutions of General Curve 
Crossing Problems 

On the basis of the exact analytical solutions of linear potential models ob­
tained in the previous section, we can derive compact and yet accurate ana­
lytical solutions for the linear potential models [52-54, 60], and furthermore 
practically useful compact expressions of scattering matrices for general two-
state curve crossing problems can be finally derived [61-63]. These are available 
for both LZ (Landau-Zener) and NT (Nonadiabatic Tunneling) cases of general 
curved potentials, whatever the coupling strength and the energy are. These 
do not require any sophisticated calculus such as complex contour integrals like 
in Eq. (3.22) and complicated special functions, and thus are very convenient 
even for general non-specialist users. Furthermore, the compact and accu­
rate formulas have been derived for the Landau-Zener transition probability 
p. These are as simple as, and yet far better than the famous Landau-Zener 
formula p^ of Eq. (3.4). They are simply expressed in terms of the basic 
parameters a2 and b2 (see Eqs. (3.14) and (5.10)) for E > Ex {E > Eb) in 
the LZ(NT) case (see Figs. 2.1), but are still applicable to general curved po­
tentials. At E < Ex in the LZ-case another compact and accurate formula 
has been obtained for the Landau-Zener transition probability. At E < Eb 
in the NT-case the compact and accurate expression has been derived for the 
overall nonadiabatic tunneling (transmission) probability. It should also be 
noted that all necessary phases are expressed in simple and compact forms. 

Finally, the basic parameters a2 and b2 can be re-expressed only in 
terms of the corresponding adiabatic potentials; thus non-unique diabatization 
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procedure is not required anymore, when only adiabatic potentials are avail­
able. These expressions actually give better results than the original definitions 
in terms of the diabatic potentials. Thus the theory does not require any in­
formation about the non-adiabatic couplings. This new semiclassical theory of 
very nice character outlined above is summarized in this section. This presents 
a complete set of solutions for the general two-state curve crossing problems 
after more than 60 years since the pioneering works done by Landau [1], Zener 
[2] and Stueckelberg [3]. The final recommended formulas are summarized in 
Appendix A. Some empirical corrections which are not given here are intro­
duced there so that readers can apply them directly even to any extreme cases, 
although the original formulas given here are already good enough and work 
well in a wide range of energy and coupling strength. 

5.2.1. Landau-Zener (LZ) type 

As was described in Sec. 5.1.1, once we know the Stokes constant U\, then 
we can obtain the reduced scattering matrix for the two-state problem (see 
Eq. (5.15)). In order to derive the approximate expression of U\, we need to 
know, first of all, the distribution of the four transition points in the complex z-
plane. The transition points are zero points of the following quartic polynomial, 
i.e. the coefficient of the basic differential equation (see Eq. (5.8)): 

z 4 - * - - 2 2*f-i±2Z+(*) + J _ = 0 . (5.69) 
a1 az \ a J ) a4 

The four zero points tj (j = 1 - 4) are given as follows: 

ii,2 = ±xi + iy, f3,4 = ^fx2 - iy, (5.70) 

where 

bl _L 
a2 a?y 

xi = y2 + ^ + -T-. fa > °) - (5-71) 

b2 

x$ = y2 + 3 - ~T. (*2: real), (5.72) 
a" a'y 

and y is a positive solution (there is only one) of 

» 6 + ^ 4 - i » 2 - ^ = °- <"3> 
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Fig. 5.4. Distribution of transition points in the LZ-case. (a) x\ < 0, (a') x\ = 0, (b) x\ > 0, 
: Stokes line, : anti-Stokes line. (Taken from Ref. [51] with permission.) 

Fig. 5.5. Regions of x\ < 0 and x\ > 0 in the (a2 ,62) plane corresponding to the cases (a) 
and (b) of Fig. 5.4. (Taken from Ref. [51] with permission.) 

The distribution of the transition points is shown in Figs. 5.4 and 5.5. The 
boundary between the regions (a) and (b) in Fig. 5.5 is 

a2 = 
3V 4 3 

2 A / 6 4 + ^ - 2 6 2 (5.74) 

Next, we consider the two limiting cases in order to derive compact ana­
lytical expressions of U\. The first is the case that the two pairs of transition 
points (ti,*4) and (£2,^3) are well isolated from each other along the real axis 
and can be treated separately. Roughly speaking, this corresponds to b"1 3> 1 
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in both LZ and NT-cases. The connection matrix L which connects the co­
efficients of the asymptotic solutions at z —¥ ±00 and is directly related to 
scattering matrix can be well approximed by 

L = F1F0F2 , (5.75) 

where Fj (j = 1,2) are obtained from the Weber equation with F\(F2) corre­
sponding to Re(z) < 0 (> 0) (see Eq. (4.43)), and Fo represents the connection 
between the two pairs of transition points and is given by 

where 

and 

/

Xo 

q1'2{z)dz (5.77) 
•Xn 

zo = \{xx + x2) = - ^ \ / & 2 + Vb4 + 1. (5.78) 

From this procedure we can finally obtain the explicit expressions of U\ (see 
Eq. (5.94)). 

The second limiting case is that the two pairs (£1,^2) and (£3,^4) are well 
separated along the imaginary axis which is a Stokes line. This corresponds 
roughly to b2 <C —1 (see the case(a) in Figs. 5.4 and 5.5). The connection 
matrix G which connects the coefficients of the asymptotic solutions at z —> 

ooe±m/2 c a n k e w e n approximated as 

G = # i # o # 2 , (5.79) 

where Hj (j = 1,2) are again obtained from the Weber equation with Hi (H2) 
corresponding to Imz < 0 (> 0) (see Eq. (4.46)), and Ho represents the 
connection between the two pairs and is given by 

(e~ih 0 \ 
H0=[ . ] , (5.80) 
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where 

$ q"\z)dz 
-%y 

(5.81) 

It should be noted that the above connection is made on the Stokes line and 
that one-half of the Stokes constants are assigned onto the Stokes line accord­
ing to Jeffreys [47]. The above procedure leads to the explicit approximate 
expressionists of Ui in this limiting case (see Eqs. (5.108) and (5.109)). 

The first limiting case has been treated by using basically the same idea 
by many authors [4-8, 11—14]; but the present analysis is most accurate and 
thus can give much better results. In the treatments before, ii and £4, and also 
t2 and £3, were assumed to be erroneously symmetric with respect to the real 
axis, for instance. The second limiting case has never been treated properly 
before. The formulas obtained in the above analysis can cover very wide range 
of a2 and 62 due to the careful analysis, and can be easily modified to cover 
practically the whole range of a2 and b2. 

The reduced scattering matrix in the adiabatic representation is given by 
(cf. Eq. (5.15)) 

LZ V -u2 

-lia -u2 
( 1 - C/1*C/2)e2iff 

(5.82) 

where U2 is denned by Eq. (5.16). The phase a is given below in the subsec­
tions. The elastic scattering phases are 

( a ) = lim 

and 

î 

(a) 

R^-oo 

lim 
R -+00 

/ ' 
Ju 

k1(R)dR-k1(R)R + 

/ k2(R)dR-k2{R)R+-

(5.83) 

(5.84) 

where tj is the turning point on the adiabatic potential Ej(R), (do not confuse 
with the zero points of Eq. (5.70)) (see Fig. 2.1(a)). The reduced scattering 
matrix elements are explicitly given as follows: 

( S L Z 0 ) ) H = [PZN + (1 - p z ^ e ^ J e - 2 - ™ , 

-,R(o) 
(Srr)22 = [PZN + ( l -pZN)e-^ Z N ] 2iipZN]e2icTZN 

(5.85) 

(5.86) 
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and 

( ^ a ) ) i 2 = ( ^ a ) ) 2 i = - 2 » v W ( l - P z N ) s i n ^ z N , (5.87) 

where pzN is the Landau-Zener transition probability defined by Eq. (5.64) 
and 

V>ZN = arg(tfi). (5.88) 

The basic diabatic parameters a2 and b2 defined by Eqs. (3.14) and (5.10) can 
be re-expressed in terms of the adiabatic potentials as given below and thus 
non-unique diabatization procedure is not required anymore [62]. 

K 2 
a2 = JdP-l ,a. ,B. _ _ ^ (5.89) 

and 

with 

HiT^ -T[0)y\E2{Ro) - E^R* 

V [E2(Ro) - E1(R0)}/2 
(5.90) 

2 [E2(T^0)) - ^ ( r W j p ^ r f ) _ El(T<0))] 
[^(iJo)-^^)]2 ' { ' 

where Ro is the position at which E2(R) — Ei(R) becomes minimum (see 
Fig. 2.1(a)), 

E2(T^) = E^T^) = Ex (5.92) 

and 

Ex = ^[E2(Ro) + ^i(-Ro)] • (5.93) 

The formulas thus obtained are two sets: one is valid at E > Ex and 
the other at E < Ex- These are explicitly presented in the following sub-
subsections, although the final recomended formulas which contain empirical 
corrections and work well in any region of coupling strength and energy are 
summarized in Appendix A. As given above, the parameters a2, b2 and d2 are 
well estimated from the adiabatic potentials with use of the reference points 
Tj (j = 1,2) [62]; the adiabatic phases, however, are found to be better 
estimated with use of the reference point RQ which represents the minimum 
energy separation between the two adiabatic potentials [63]. The expressions 
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given below are those based on this improvement. Only the final results are 
given in the following subsections. The derivation of these expressions can be 
found in the original references. 

5.2.1.1. E > Ex (b2 > 0) 

Prom the connection matrices the Stokes constant U\ is simply given as 

U1 = 

with 

and 

where 

PZN = exp 

1 

PZN 

TV 

~4o6 

1 
1/2 

0 # Z N 

1 + VI + 6~4 

1/2' 

V>ZN = 0ZN + <£s , 

<ps = 1- - I n argT 
IT 4 

(5.94) 

(5.95) 

(5.96) 

(5.97) 

The famous Landau-Zener formula is equal to 

^ = " * ( -55 ) ' (5-98) 

and the formula (5.95) is as simple as, but yet far better than this. 
Figure 3.2 demonstrates this fact. Since the exact p can be numerically 

calculated only in the linear potential model, Fig. 3.2 is the result for that 
model. The formula (5.95), however, can work well for general curved poten­
tials, since nonadiabatic transition is very much well localized at the avoided 
crossing point. The phase integrals <?ZN and <5ZN are explicitly expressed as 

PRQ I>RQ 

O - Z N = < 7 O + / k1{R)dR- I k2{R)dR (5.99) 

and 

SZN = 50=lm [ki(R) - k2(R)]dR : 
JRa 

V2TT 

4Va^FZ+F* 
(5.100) 
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where 

'** V27T 
a0 = R e ^ '{h(R) - k2{R)]dR ~ ^ f/'p2 > (5-«>l) 

F± = \/V(b2 + 7i)2 + 72 ± (b2 + 7i) 

+ vV(&2 ~ 7i)2 + 72 ± (b2 - T O , (5-102) 

7i = 0 . 9 ^ 2 - 1, (5.103) 

72 = ^ , (5.104) 

and i?o is the position of minimum energy separation between the two adiabatic 
potentials and is found to be better as the reference point [63] than the turning 
points at the crossing energy which were used previously in Ref. [62]. 

These expressions might look messy at a glance, but actually do not in­
volve any complex calculus and complicated special functions; and they are 
very convenient for practical applications. The essential points in deriving 
these expressions are as follows: The linear potential approximation was ap­
plied to the complex phase integral, but was minimized by introducing the real 
reference points i?0 instead of Rx (see Eq. (3.22) and Fig. 2.1(a)). The final 
expressions of CTZN and ^ZN are obtained by applying the simple three-point 
quadrature to the integral. As before, the scattering matrix is expressed as a 
product of the adiabatic propagation matrices P and the nonadiabatic transi­
tion matrices Ix and Ox (see Eqs. (3.16)-(3.20)). The nonadiabatic transition 
matrix Ix is now given by 

/ V l - P Z N e ^ ™ - 1 7 ™ ' -Jp^eiao \ 

Ix=\ y .,, J - (5.105) 

The reduced scattering matrix SLz can also be expressed as 

slia) = il i (5.106) 
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with 

I = , . (5.107) 
\ v

/PZNe~W7ZN j \ - pwe-**™-"™)) 

5.2.1.2. E < Ex {b2 < 0) 

The Stokes constant in this case is expressed as 

Re Ux = cos(azN) I yj B{aw h)eSw - s i n 2 ( < j Z N ) ^ = = = I (5.108) 
[ V^C^ZN/TT) J 

and 

{ g—2<5ZN 

S(o-ZN/7r)e25zN - sin2(aZN) cos2(<TZN) — = = = = = 
VjD(<TZN/7r) 

x 1/2 

+ 2 c o s 2 ( o Z N ) - l l , (5.109) 

where 

OTTX2X 

B^ = xTHxy (5'110) 

The Landau-Zener transition probability pw and the phase ipzN c a n be 
explicitly given as 

Pw = [1 + B(aZN/7r)e2S™ - s i n ^ ^ N ) ] - 1 (5.111) 

and 

V-ZN = arg(C/1). (5.112) 

This is the first result ever obtained for E < Ex and works well over the 
whole range of coupling strength, as is demonstrated in Fig. 3.2. As is easily 
conjectured, this probability includes the effects not only of the nonadiabatic 
transition represented by azn but also of the tunneling from turning point to 
avoided crossing point represented by (5ZN- The phase integrals <7ZN and <5ZN 
are explicitly given as follows: 

CZN = cr0 (5.113) 
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and 

< * Z N = / \kx{R)\dR- j \k2(R)\dR + 60, (5.114) 
Jti Jt2 

where OQ and 60 are given by Eqs. (5.101) and (5.100). The reduced scattering 
matrix Sh^

a' is still expressed by Eqs. (5.106) and (5.107) with the various 
parameters given above. 

5.2.1.3. Numerical examples 

In order to demonstrate the validity and usefulness of the formulas presented in 
this section, numerical examples are shown in Figs. 5.6 and 5.7 for the inelastic 
transition probability P12 = l ^ l 2 a n d the phase a r g ^ n , respectively [9, 62]. 
The potentials employed in atomic units are 

5K 
V^x) = 1.5e~™Kx - 0.5, V2{x)=e-^fix (5.115) 

and 

V(x)= p K Vbe-2'5*2 with K = l.2. (5.116) 

The coupling parameters VQ in Eq. (5.116) is varied so that the parameters 
a2 defined by Eq. (3.14) covers the three regimes: 10.0 (weak), 1.0 (inter­
mediate) and 0.1 (strong). The adiabatic approximation means that a2 and 
b2 are estimated from adiabatic potentials by Eqs. (5.89)-(5.91). It should 
be noted that in these numerical calculations some empirical corrections have 
been introduced in the expressions of probabilty and phase, as is described 
in Appendix A, although these corrections play a role only in the regime of 
very weak or very strong diabatic coupling and in the very close vicinity of 
Ex- It should also be noted that the intermediate coupling strengh which ap­
pears in many practical cases of atomic and molecular processes corresponds 
to a2 ~ 1.0. The complex phases given by Eqs. (5.100)-(5.104) and (5.113)-
(5.114) fail, however, in a very strong coupling regime, a2 < 0.05. The remedy 
for this can also be obtained and will be given in Appendix A. 
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Fig. 5.6. Transition probability P12 = IS12I2 versus energy in the LZ case for the potential 
(5.115) and (5.116). • • •: exact, : semiclassical(adiabatic), : semiclassical (diabatic), 
(a) a2(dia) = 0.1, (b) a2 = 1.0, (c) a2 = 10.0. (Taken from Ref. [9] with permission.) 
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0.4 

0.2 

(c) 

Fig. 5.6. {Continued). 

(a) 

Fig. 5.7. The same as Fig. 5.6 except for arg S\\. 
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Fig. 5.7. (Continued). 
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5.2.2. Nonadiabatic Tunneling (NT) Type 

In the NT-case the situation is much more complicated than the LZ-case. 
Eqs. (5.71)-(5.73) are replaced by 

and 

2 2 ^ b2 1 

2 2 b2 1 

y6 + ̂ 4 + i 2 / 2 - ^ = 0 ' 4a4" 4a2 

(5.117) 

(5.118) 

(5.119) 

where y > 0, but both cc2 and x2 can be negative. The distribution of tj 's is 
classified into six cases as shown in Fig. 5.8. The corresponding diagram in 
(a2, b2) plane is shown in Fig. 5.9. 

X2<0,X2>0, b2<-^| X2<0,X2>0,-J|<b2<1 X2 ,X2>0,b2>1 

f) v l t , y d) xv \uA b) 

X2<0,X2<0,b2<-J[ X2<0,X2>0, -^ |<b2<1 X2<0,X2>0,b2>1 

Fig. 5.8. Distribution of transition points in the NT-case. : Stokes line, : anti-
Stokes line. (Taken from Ref. [51] with permission.) 
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Fig. 5.9. Two-dimensional diagram in (a2,b2) plane to represent the various cases of 
Fig. 5.8. (Taken from Ref. [51] with permission.) 

The reduced scattering matrix 5 ^ T given by Eqs. (5.60) and (5.61) is the 
one in the diabatic representation. In the adiabatic representation we have 

<yR(a) _ 
i A i U2e 

l + UiU2 \ (72e iAl2 e iA22 
(5.120) 

where U2 is given by Eq. (5.61) and the additional phases A^ are defined 

below. The elastic scattering phases rjj in the adiabatic representation are 

defined as 

and 

r][a) = filim ( / k1{R)dR-k1{R)R+~\ (5.121) 

^ a ) = lim l - f k1(R)dR + k1(R)R+^) , (5.122) 

where the reference points Xi^ are defined in each energy region. Another 
interesting and useful achievement is that the basic diabatic parameters a2 

and b2 defied by Eq. (3.14) (see also Eq. (5.10)) can be re-expressed in terms 



80 Chapter 5. Basic Two-State Theory for Time-Independent Processes 

of the adiabatic potentials as (see Fig. 2.1(b)) 

»(Rb - Rt)
2(Eb - Ek) 

and 

with 

b2 = 
E-{Eb + Et)/2 

(Eb - Ek)/2 

7 = 
Eb-Et 

(0 < 7 < 1). 

(5.123) 

(5.124) 

(5.125) 
E2(Rb + Rt/2) - Ei(Rb + Rt/2) 

1), the following formula should be In the limiting case of Rb = Rt{l 
used for a2 instead of Eq. (5.123): 

where 

E'( = 
d2Ei(x) 

dx2 

h\K-El) 
MEb - Etf 

and E'o = 
d2E2(x) 

dx2 

(5.126) 

(5.127) 
X—Xb 

Another important matrix in the NT-case is the transfer matrix N which 
connects the waves on the right side of the barrier to those on the left side. 
This matrix is obtained from the reduced scattering matrix S^T as 

Nn 

Nu = 

N-22 •N- l i 

( ^ a ) ) 2 2 

( # ) l 2 

(5.128) 

and N22 = N\ •12 ' 

In the following three subsections the Stokes constant U\ and other basic 
quantities are presented. As in the LZ-case, the final recommended formulas 
which contain empirical corrections and ready for practical applications are 
summarized in Appendix A. Finally in Chaps. 11-13, the interesting unusual 
phenomenon of complete reflection will be further discussed. The derivation 
of various quantities can be found in the original references. 
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5.2.2.1. E < Et (b2 < - 1 ) 

The Stokes constant f/j is expressed as 

Re Ui = sin(2<TZN) I -[J3(«TZN/7T) l/2g-<5zN I 

[B{aw/ 

D<5ZN "J 

INA0] 1 / 2 J 

and 

Im U\ = COS(2CTZN) \ — 
I si 

(Re Uxy 
+ sin2(2azN) cos2(crZN) 

1/2 

1 

2sin(<7ZN) 

R e f / i 

COS(CTZN) 

where 

^ZN = 
7T [6 + 1 0 ( l - 6 - 4 ) 1 / 2 ] i / 2 

16a|6| 

B(X) = 

1 + (1 - 6-4)1/2 

2 7 r X 2 ^ e - 2 ^ 

xr2(X) ' 
and 

tR 

SZN= f1 \h(R)\dR. 

The additional phases Ajj in Eq. (5.120) are given by 

A12 = A n = A22 = -2CTZN • 

(5.129) 

(5.130) 

(5.131) 

(5.132) 

(5.133) 

(5.134) 

The reference points X\p, to define the elastic scattering phases (Eqs. (5.121) 
and (5.122)) are Xx - tf and X2 = t\ (see Fig. 2.1(b)). The overall trans­
mission (nonadiabatic tunneling) probability P12 is explicitly expressed as (see 
Eq. (5.62)) 

R(a)s 
Pl2 = |(^NT )21 

B{oZKh)e.~2S™ 
[1 + \B(azNMe-™™]2 + B(o-ZN/7r)e-25zN 

(5.135) 

The factor e_2<5zN is nothing but the Gamov factor for tunneling, and the 
function B(azti/i^) clearly indicates the effect of nonadiabatic coupling on the 
tunneling. 
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5.2.2.2. Et <E<Eb {\b2\ < 1) 

The Stokes constant U\ is given by 

U1=i[(l + W2)1'2ei+-1]/W (5.136) 

with 

and 

where 

and 

<P = O-ZN + argT - + 1 In H (5.137) 
1 2 7 r / 7 r \ . 7 r / 7 r 

1 /"°° / i 3 b2 1 1 ^ 
w = ^/o c o s U - ^ - 2 ^ r T ^ j d < ' (5-138) 

= Im / a Z N = I m l / 2 k2{R)dR) (5.139) 

I * k!(R)dR\ . (5.140) 

? « Here -R̂  2 a r e the complex turning points on the adiabatic potential Ej(R). 
The quantities CTZN a n ( l <̂ ZN can be further simplified [61] as shown in Ap­
pendix A. The expression of W is also improved for practical use by introduc­
ing empirical modifications (see Appendix A). The additional phases A^ in 
Eq. (5.120) are 

A i 2 = <TZN , (5.141) 

A n = <TZN - 2a™ (5.142) 

and 

with 

A22 = crZN + 2<7jN (5.143) 

' i f = —{Rt - Rb)h(Rt)(l + b2), (5.144) 

where Rt(Rb) is the position of the top (bottom) of the lower (upper) adia-
batic potential (see Fig. 2.1(b)). The reference points .Xi 2 to define ryf ' ' s of 
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Eqs. (5.121) and (5.122) are -X"i,2 = Rt- The overall nonadiabatic tunneling 
(transmission) probability is equal to 

,,cR(«h .* W2 

Pl2 = | ( 5 ^ ) 2 l | 2 = r (5.145) 

(5.146) 

+ W2' 

5.2.2.3. E>Eb (b2 > 1) 

We can obtain the following expression for the Stokes constant: 

C / i = i ( l - p z N ) 1 / 2 e ^ Z N , 

where pzN is the Landau-Zener transition probability given by 

1 / 2 \1 /21 
PZN=GXP [-&b{l + (1-6-^J J ^14?) 

and T/"ZN is the phase corresponding to V'LS of Eq. (3.32) and is given by 

^ZN = 0-ZN - <£S(<SZN) (5.148) 
with 

^ZN=72(T2
L,T2

fi). (5.149) 

The phase integral 72 and the Stokes phase correction 0s are defined by 
Eqs. (3.33) and (3.23), respectively. The nonadiabatic transition parameter 
JZN is the counter part of O-ZH at E < Et and is given by 

< £ Z N 
7T {6 + l O f l - b - 4 ] 1 / 2 } 1 / 2 

16ab 
(5.150) 

1 + [1 - ft-*] 1/2 

The Landau-Zener transition probability pzN is as simple as the famous 
Landau-Zener formula p^z °f Eq. (3.4) and yet much better than the latter. 
It should be recalled that p^ is expressed in terms of a2 and b2 as 

The additional phases Ay in Eq. (5.120) are 

A1 2=72(T2
z ' ,T2

f l), (5.152) 

A n = 272(T2
L, Rb) - 2a?N (5.153) 
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and 

A22 = 2l2(Rb,T^) + 2a0
ZN (5.154) 

with 

The reference points X\t2 in the definition of r/j' of Eqs. (5.121) and (5.122) are 
the same as in the case Et < E < Eb, i.e., Xi>2 — Rt- The overall nonadiabatic 
tunneling (transmission) probability P\2 is equal to 

jR(o),2 _ 4 COS2 - 0 Z N _ 

4 cos2
 V>ZN + PZN/C 1 - PZN) 

It should be noted that /-matrix for the NT-case can be defined only for b2 > 1 
(i.e., E > Eb), and is given by 

•i2 = | 5 2 T T = , „ , , , ; ; „ , . (5.156) 

/ = Z • (5.157) 
V-VPZNe_l<TZN y/l-pwe-**) 

Here it should be noted that the sign in off-diagonal elements is different from 
the LZ-case. The I\-matrix is given in the same way as before as 

. , _ Z N \ 

lx=\ _ ,.zN - id> • (5"158) 

The reduced scattering matrix derived before 1991, i.e. Eqs. (3.28)-(3.31), has 
essentially the same form as the new one here except that T/>ZN, PZN and a$N 

are improved. 

5.2.2.4. Complete reflection 

As is clear from Eq. (5.156), the transmission probability P\2 becomes zero 
when the following condition is satisfied: 

V - Z N = 7 2 ( T 2
L , T 2

f i ) - ^ s = ^ + ^ 7 r , € = 0 , 1 , 2 , . . . . (5.159) 

This is a very interesting phenomenon, because complete reflection of wave 
occurs in a simple potential like the one shown in Fig. 2.1(b) at certain dis­
crete energies which satisfy Eq. (5.159). This phenomenon was proved to exist 
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quantum mechanically exactly by the theory outlined in Sec. 5.1 in the linear 
potential model [51]. This occurs at Im(C/i) = 0. The condition Eq. (5.159) is 
similar to the simple Bohr-Sommerfeld quantization condition with the extra 
correction term cf>s due to nonadiabatic coupling which takes a value in the 
range (0,7r/4). 

This complete reflection phenomenon implies the following intriguing pos­
sibilities [57-59]: (1) bound state in the continuum, (2) molecular switching of 
transmission in a periodic system, and (3) control of molecular processes by 
lasers. These will be discussed in more detail in Chaps. 11-13. 

5.2.2.5. Numerical examples 

In order to demonstrate the validity and usefulness of the formulas presented 
in this section, numerical examples are shown in Figs. 5.10 and 5.11. 

1 -

0.5 

J i i i i — i — I i 1 
0.5 £ 1 

(a) 

Fig. 5.10. Transition probability versus energy in the NT-case for the potential (5.160). 
•••: exact, : semiclassical (adiabatic), : semiclassical (diabatic), (a) a2(dia) — 0.1, 
(b) a2 = 1.0, (c) a2 = 10.0. (Taken from Ref. [9] with permission.) 
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T 1 1 1 1 1 1 1 1 1 r 
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0 -

(b) 

T 1 1 1 1 1 1 1 1 1 r 
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(c) 

Fig. 5.10. (Continued). 
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Fig. 5.11. The same as Fig. 5.10 except for a rgS 1 2 - (Taken from Ref. [9] with permission.) 
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These show the overall transmission probability P12 = |(<SNT)I2|2 and the 

phase arg(5 ,
N^ )i2, respectively [61]. 

The potentials employed are given in atomic units by 

Vi(x) =0.5e 7- 5 x , 

V2(x) = 0.5e-3-75x, (5.160) 

V(x) 
2^2 

V0e -l.hx* 

The coupling parameter Vo is varied so that the parameter a2 defined by 
Eq. (3.14) covers the three regimes: a2 = 10.0 (weak), o2 = 1.0 (intermediate), 
and a2 = 0.1 (strong). The "adiabatic approximation" means that a2 and b2 

are estimated from the adiabatic potentials by Eqs. (5.123)-(5.125). It should 
be noted that in these numerical examples the final recommended formulas 
presented in Appendix A are employed. 
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5.3. Non-Curve-Crossing Case 

5.3.1. Rosen-Zener-Demkov model 

The simplest quantum mechanical model of noncrossing case is the follow­
ing: the diabatic potentials are constant with V2 — V\ = A > 0 and the 
diabatic coupling is V0e~/3^R"Rx\ where A = 2V0, namely, at R = Rx the 
diabatic coupling is equal to one-half of the diabatic potential energy differ­
ence A. Recently, Osherov and Voronin obtained the quantum mechanically 
exact analytical solution for this model in terms of the Meijer's G-function 
[64, 65]. In the adiabatic representation this system presents a three-channel 
problem at E > V2 > Vi, since there is no repulsive wall at R <C Rx in 
the lower adiabatic potential. They have obtained the analytical expression of 
3 x 3 transition matrix. Adding a repulsive potential wall at R <C Rx for the 
lower adiabatic channel and using the semiclassical idea of independent events 
of nonadiabatic transition at Rx and adiabatic wave propagation elsewhere, 
they finally derived the overall inelastic nonadiabatic transition probability P12 
as follows: 

sinh(-7rfci //3) sinh(7rfc2//3) sin2 r 

cosh2(7r(fci - fc2)/2^)[cosh2(7r(fc1 + fc2)/2/3) - sin2 r] 
iyuuH/i n , i / ^ ouim« n,2//j; BUI / , , , . , , 

-^2 = ___i_2,_,i_ 1- w«mr__.i .2/_/ , . , , „ w „ m _ ; . 2 1 ' (5.161) 

where kj = kj (R = 00) and r is the phase difference between the two adiabatic 
potentials from the turning point to Rx, corresponding to Eq. (3.13). At high 
collision energy we have 

fel-fc2.A, (6.lfl2) 

where v is the velocity. Then Eq. (5.161) leads to 

P 1 2 ~ sech2 (j£A sin2 a, (5.163) 

which agrees with the Rosen-Zener-Demkov (RZD) formula Eq. (3.34) (see 
also Eq. (3.42)). 
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Fig. 5.12. Diabatically avoided crossing model. Two diabatic potentials (thin lines) do not 
intersect and have a constant diabatic coupling. Adiabatic potentials are shown in bold. 
(Taken from Ref. [66] with permission.) 

5.3.2. Diabatically avoided crossing model 

Another interesting non-curve-crossing problem is the following diabatically 
avoided crossing model (see Fig. 5.12) [66]: 

{U + VeaW C \ 
V = , (5.164) 

\ C U- VeaW) 

where U, V, C, and a are certain constants. Although the model can be solved 
exactly even for two different exponents, ai for x < 0 and a.2 for x > 0, we 
restrict ourselves to the case OJJ = a^. It is interesting to note that a constant 
rotaion by 7r/4 reduces the above problem to a half-cut Rosen-Zener-Demkov 
model [64], 

/7T\ / 7T\ ( U + C VeaW\ 
R(J)VR(-^-) = { , , , (5.165) 

where R(0) represents the rotation by angle 6. The adiabatic potentials are 
the same as those of the RZD model and are given by (see Fig. 5.12) 

u° 2 = U± y/(ye«M)2 + c 2 . (5.166) 
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Introducing a new variable and the dimensionless parameters, 

with 

Ui = U + C and U2 = U-C, (5.168) 

it turns out that this model is one of those which can be solved exactly in 
terms of the Meijer's G-functions [65], 

where a and b are sets of certain parameters. The four independent solutions 
in the present problem are given analytically by 

_ _l_ fGtl(e2^z\{b}) - (-ir^GH(e2^z\{b'}) 

V2 \kGg(e2wirz|{6}) + {-l)r+1GfA{e2™z\{V}) j ' 

forr = - l , . . . , 2 , (5.170) 

where 

{b} = {bi,b2,b3,h}, 
(5.171) 

bi,2 = ± % A 63,4 = 1/2 ± iqs/2, {b'} = {b}\qi^q2. 

The total wave function can be expanded as 

r J / r = - l , 0 , l , 2 

Taking into account the asymptotic behaviour of the Meijer's G functions at 
x -> —00 (z -¥ 00) , 

Gg2(e-2lriz|-)~e'"/^, 

G ^ ( e 2 - z | - ) ~ e - ^ / V p , (5.173) 

G$(e^z\.)~eP/^p, 

p = 4z1/*, 
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and the boundary conditions, we have 

r^ J = a * _ i + /3tf0 for x < 0 (5.174) 

and 

( ^ M = 7 * _ 1 + J * 0 + * i f o r z > 0 . (5.175) 

Here |GJ|2(|/3|2) represents the transmission (reflection) coefficient. After some 
manipulations (see [66]) we can obtain the follwoing expressions for a and 7: 

a = -i sm(<j)i + ^Je***2-*1* (5.176) 

and 

7 = -cos(4>i + ^ . 2 )e i ^ 2 -* 2 ) , (5.177) 

where <f>i and <\>i are defined by the following expressions: 

<j>x = argfG^1) (6)GW (6') + G*"1* (tf)G(0) (6)] (5.178) 

and 

where 

and 

<h = argfC*-1), (&)G<°>, (I/) + G ^ 1 ' , ( i / ) ^ 0 ) , (b)\, (5.179) 

GW(6) = Gt°4(e
2nirz0\b) (5.180) 

GM,(fe) = ^ G 4 0 ( e 2 « r ^ | 6 ) ( 5 1 8 1 ) 

with ZQ — z(x — 0). Unfotunately, the quantities G(r)(&) and G^r\b) can­
not be further simplified, because no analytical expressions are available for 
G-functions at finite arguments. The semiclassical analysis of this diabatically 
avoided crossing problem can, however, be carried out with use of the nona-
diabatic transition matrix given by Eq. (3.36) and the adiabatic propagation 
matrices, when the two transition points, i.e. the real parts of the complex 
crossing points, are well separated from x ~ Q. The complete reflection and 
complete transmission phenomena in this model will be discussed in Chap. 11 
by presenting numerical examples. 
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5.4. Exponential Potential Model 

As was discussed in Sec. 3.3, the exponential potential model presents an inter­
esting generalization of the Landau-Zener and the Rosen-Zener models and 
thus is worthwhile to investigate more thoroughly. Actually the model has 
attracted much attention recently. Osherov and Nakamura have solved certain 
special cases quantum mechanically exactly in terms of the Meijer's G-functions 
[67, 68]. The semiclassical solutions for a more general case have also been ob­
tained [69, 70]. The first example of quantum mechanically exactly solvable 
ones is as follows: The diabatic model potentials are given by 

Vu{x) = U1-V1e-ax 

V22(x) = U2- V2e~ax 

Vl2(x) = V2l{x)=Ve 

(5.182) 

where 

ViV2 = V2 (5.183) 

and Ui > U2 is assumed without losing generality. With use of the new 
variables, 

2m 
h2a2 ( V i + V a K (5.184) 

we can transform the original coupled Schrodinger equations into the following 
fourth-order single differential equation: 

ra=l 

d 

II « E - M - I I 
7 7 2 = 1 

az 
ip(z)=0, (5.185) 

where 

h = iq2, h = ~iq2, b3 = l+ iqi, b4 = l-iqi 

ai = 1 + ry, a2 — 1 - «7, 

/2m 
qj = l^jE=Ui, (j = 1,2,3), 

(5.186) 

(5.187) 

(5.188) 
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and 

with U3 = Ul^?~^y3Vl. This equation can be solved exactly in terms of the 
Meijer's G functions [65]. 

Let us first consider the attractive potential case, Vj (j' = 1,2) > 0. We can 
obtain compact analytical expressions for the nonadiabatic transition matrix 
Ix (see Eq. (3.48)). When E > U\, there are four open channels and the 
/x-matrix becomes a 4 x 4 matrix. For the definition of the channel numbers, 
see Figs. 5.13. 

Here we give the final expressions only for the nonadiabatic transition prob­
abilities pij (= |Ojj|2), 

= sinh(7r(g3 - gi)) sinhfrfe + g l ) ) ^ ^ ^ 
sinh(7T{qs+qi)) sinh(ir(q2 - qi)) 

_ sinh(7r(g3 - gi)) sinh(27rg2) sinh(27rgi) sinh(-7r(g2 - q3)) 

sinh2(7r(g2 - 9i)) sinh(7r(g3 + q2)) sinh(7r(g3 + qi)) 

x e -2^2-2^ ! ) (5.191) 

= 2sinh(7r(g3 - gi))sinh(7r(q2 +gi))sinh(27rgi) __27r09_27rqi ^ ,g 1 Q 2 . 
smh(Tr(q3+qi))smh(ir(q2-qi)) 

_ sinh(7r(27rg3) sinh(7r(g2 + gi)) sinh(27rgi) sinh(7r(g2 - ff3)) 
sinh2(7r(q1 + 53)) sinh(7r(g3 + q2)) sinh(7r(q2 - qi)) 

x e-^i3-2nqi ^ (5.193) 

= / s inh(7r(g 2 -g 3 ) )s inh(7r( g 2 + g l ) ) \ 2
 2nq2 

P22 \smh(n(q2+q3))Smh(7r(q2-qi))J ' ^ ' ^ 

sinh(27rg2) sinh(7r(g2 + g l ) ) sinh(-7r(g2 - 53)) 
P23 = 2 

x 

sinh(7r(g2 + 93)) sinh(7r(52 - qi)) 

e2nq3-2nq2-2-Kqi ( (5 .195) 
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(a) 

(b) 

Fig. 5.13. (a) Schematic diabatic ( ) and adiabatic ( ) crossing potentials in the 
attractive case. The potential energies and the coordinate are scaled as Vi = 2mVi/(H2a2) 
and z = ax. ui = 0, U2 = —5.0, and vi = 3.0 and (b) The same as Fig. 5.13(a) except 
for the non-crossing case (ui = 0, u2 = —5.0, and vi = 2.0). (Taken from Ref. [67] with 
permission.) 
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_ sinh(27rg2) sinh(27rg3) sinh(7r(g2 + gi)) sinh(7r(g3 — gi)) 

sinh2(7r(g2 + 93)) sinh(7r(g3 + gi)) sinh(7r(g2 - gi)) 

,2Trq3 — 2irq2 
x e 

p 3 3 = eM<l3-to-1i) 

P44 = 

P43 

sinh(7r(g3 - gi)) sinh(7r(g3 - q2))e
27rq3 

sinh(7r(g3 + qi)) sinh(7r(g3 + g2)) 

sinh(27rg3) sinh(7r(g3 - gi)) sinh(7r(g2 - g3)) 

sinh(7r(g2 + 53)) sinh(7r(gi + g3)) 

x e2-Kq3-2nq1-2nq2 

Anq3 

(5.196) 

(5.197) 

(5.198) 

(5.199) 

Semiclassically, p i 3 (~ P24) represents the nonadiabatic transit ion probability 

p for one passage of the transit ion region; and pn (~ P23) corresponds to 1 —p. 

It can be easily shown tha t the following simple expression holds except near 

the threshold region: 

p = e - f e - 9 3 ) s i n h W 9 3 - g i ) ) E-*oo Vi 

sinh(7r(g2 - gi)) V1+V2 
(5.200) 

When U\ > E > U3, the channel 1 is closed and gi should be replaced 

by igi in the above expressions. Naturally, Iy = Ij\ = 0 (j = 1—4). When 

U3 > E > U2, the channel 4 is also closed, and thus 1^ = I±j = 0 (j = 1 — 4). 

Accordingly, g3 should be further replaced by ig3 . When energy is further 

lower t han U2, only channel 3 is open and gj (j = 1 — 3) should be replaced 

by iqj. 

The repulsive case in which V\ and V2 are negative can also be solved by 

the G-functions: In the three channel case (E > Ui), we obta in the following 

expressions: 

P11 

P12 = 

P13 = 

sinh(7r(g2 + gi)) sinh(7r(g3 - qj) 

sinh(7r(q2 - gi)) sinh(7r(g3 + gi))_ 

sinh(7r(g3 - gi)) sinh(27rg2) sinh(27rgi) sinh(7r(g2 - g3)) 

sinh2(7r(g2 - gi)) sinh(7r(g3 + q2)) sinh(7r(g3 + gi)) 

sinh(27rg1) sinh(27rg3) sinh(7r(g2 + gi)) sinh(7r(g2 - g3)) 

sinh2(7r(g3 + gx)) sinh(7r(g2 + g3)) sinh(7r(g2 - gi)) 

(5.201) 

(5.202) 

(5.203) 
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= /sinh(7r(g2 + g l ) ) sinh(7r(g2 - g3)) \ 2 ̂  

\sinh(7r(g2 + 93)) sinh(7r(g2 - 9 i ) ) / 

sinh(27rq2) sinh(2-7rg3) sinh(7r(g2 + qi)) smh(n(q3 - ?i)) ,_ o n c N 
P23 = 5 > (o.-sUoJ 

sinh (7r(q2 + q3)) s'mh(7r(q3 + qi)) sinh(7r(g2 - 9i)) 

/sinh(7r(g3 - gi)) sinh(7r(g2 - g 3 ) ) \ 2 

V s i n h ^ ^ i + q3)) sinh(7r(q2 + 93)) / 

Semiclassically, P13 represents, as before, the nonadiabatic transition probabil­
ity for one passage of the transition region, and is nicely given by the following 
formula except at the threshold: 

v _ «,-*(„-,!) sinh(7r(g2 - g3)) B^oo V2 , , 
P sinh(7r(g2 - g i ) ) V1 + V2-

 { ) 

Other probabilities can be nicely interpreted as follows: 

P23 = l - P , (5.208) 

Pii = ( l - p ) 2 , (5.209) 

Pi2 = ( l - P ) p , (5-210) 

P22 = P2 , (5.211) 

P33 = 0 . (5.212) 

The expressions in the two-channel (U\ > E > U3) and single-channel 
(U3 > E > U2) cases can be obtained in the same way as before. Some numer­
ical examples are shown in Figs. 5.14(a) and 5.14(b). Figure 5.14(a) shows the 
exact results of pij (j = 1—4) for the attarctive case with t\ = 0, e2 = —5.0, and 
e3 = —3.0, where e,- are dimensionless parameters defined as 6j = (2m/h2a )Uj 
and the abscissa is the dimensionless enegy defined by e = (2m/h2a2)E. 
The interesting quantum mechanical threshold effects can be seen at e ~ 0. 
The complete reflection effect dies out very quickly, however. At energies 
off the threshold region, only pi3 and pu survive. Figure 5.14(b) demonstrates 
the accuracy of the simple semiclassical expressions given by Eq. (5.200). 
Except at the narrow threshold region, they agree with the exact ones 
perfectly. 
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Osherov and Nakamura solved also a two-state problem quantum mechan­
ically exactly for the following potential matrix [68]: 

/ Ui Ve~ax \ 
V(x) = , (5.213) 

\Ve-ax U2+V2e-2a*J 

where U\ > U2 and V2 > 0. It should be noted that the exponent of the second 
diabatic potential is two times of that of the diabatic coupling. The potentials 
are shown in Fig. 5.15. The lower adiabatic potential tends to a constant U3 

in the limit x —¥ — oo, which is called channel 3. This problem can be solved 
again in terms of the Meijer's G-functions. 

Only the final expressions of transition probabilities are given here. 

/cosh(7r(gi +qa)/2)sinh(7r(g3 - g i ) / 2 ) \ 2 KWA) 
Pl1 \smh(Tv(q1+q3)/2)coSh(ir(q2-q1)/2)J ' ^ ' 

sinh(7rgi) sinh(7rg2) sinh(7r(g3 - <?i)/2) cosh(7r(g2 - g3)/2) 

cosh2(7r(q2 - <?i)/2) cosh(7r(g2 + ?3)/2) sinh(7r(gi - q3)/2) 

_ sinh(7rgi) sinh(7rq3) cosh(7r(q2 - qz)/2) cosh(7r(gi + g2)/2) 

cosh(7r(^2 + «3)/2) sinh2(7r(?i + q3)/2) cosh(n(q2 - qi)/2) ' 

^ /cosh(7r(g'i + g2)/2) cosh(7r(g2 - q3)/2) \ 2 

P22 \coSh(n(q2 + q3)/2)coSh(n(q2-qi)/2)J ' { ' ' 

sinh(7rq2) sinh(7rg3) sinh(7r(q3 - qi)/2) cosh(7r(gi + q2)/2) 

cosh2(7r(g2 + q3)/2) sinh(7r(q1 + q3)/2) cosh(7r(g2 - <?i)/2) 

_ _ /sinh(7r(g3 - gl-)/2) coshfrfo - 93) /2) \ 2 , , 
P 3 3 \smh(7r(q1+q3)/2)coSh(n(q2+q3)/2)J ' ^ ' 

where 

In the special case of V2 = 0, we have the Rosen-Zener case and 

p i 3 J k ± > 2e-ir(«4*) s inh( 7 r g l )cosh( . ( g l+g 2 ) /2) 
cosh(7r(g2 - g1)/2) 
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Fig. 5.15. Diabatic (dash line) and adiabatic (solid line) potentials. The energies and 
coordinate are scaled as u = 2mU/(K2a2) and z = ax. The dimensionless energy parameters 
are u\ = 0.0, «2 = —2.0, and v = \ / 3 - (Taken from Ref. [68] with permission.) 

which coincides with the exact solution obtained by Osherov and Voronin [64]. 
It can be easily seen that 

Eq. (5.221) = [1 + e*te-n)]-i(i - e-
2*q2)(l + e" , r (9 l+92)) 

= PRZ(1 - e~2^)(l + e-*(«i+«)) , (5.222) 
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where PRZ is the Rosen-Zener probability and the residual two factors represent 
the quantum mechanical threshold effect. In the same way as before, we can 
obtain the accurate semiclassical expressions as follows: 

m „ ^a i-^/2Cosh(7r(<Z2-<73)/2) 
cosh(7r(g2 - 9i)/2) ' 

p n ~ (1 - p)2, pi2 s (1 - p)p, (5.223) 

P22^P2, P 2 3 ^ 1 - P , p 3 3 ^ 0 . 

It is interesting to note that cosh-function appears instead of sinh in 
Eq. (5.221). 

The generalization of the potential matrix given by Eq. (5.182) without 
the restriction of Eq. (5.183) can be made in the semiclassical approximation 
[69, 70]. For simplicity we consider first the attractive potential case, i.e. 
V\ > Vz > 0 and V > 0. Thus the two potentials are open at x —> — oo. First 
we introduce the following dimensionless quantities: 

[E,UUU2WUV2\ <= ^[E,Ul)U2,V^V2] ( 5 2 2 4 ) 

x <= ax. 

Then the coupled differential equations are given by 

-Vi'(z) + (Ui - Vie"* - E)M*) + Ve-X^2{x) = 0 , 

-rl%(x) + (U2 - V2e~x - E)i>2(x) + Ve-X^{x) = 0. 

Further introducing the new variable and parameters, 

p2 = 4Ve~x/2, (5.226) 

v2 = 4(E-Ul), (j,2 = 4{E - U2), (5.227) 

and 

& = j7(. (5-228) 

and using the transformations, 

V'jO0) = / pEj(p)Za(pp)dp [Bessel transformation] (5.229) 
Jc 

(5.225) 
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and 

we obtain 

where 

^ ( P ) = ~i hip) 
pi/2(p2 -ai)(p2 -a2) ' 

£_ 1 + 4/x2 p4 - 4ep2 + A 
dp2 4 p2(p2 — ai)(p2 — a2) 

(/?1+/32)/4 + (/31/x
2+/?2i/

2) 

1 + 4/z2 

(5.230) 

/ i ( p ) = 0 , (5.231) 

(5.232) 

Q9i^2 - 1)(1 + 4i/2) 
1 + 4/i2 (5.233) 

a i , 2 = gOSi+f l j )^ 4 

1/2 

(5.234) 

and Za(z) is an appropriately chosen Bessel function (the Hankel function 

H±v ) w r u c n satisfies 

dz* dz 
Za(z)=0. 

The function i*2(p) is simply obtained from -F\(p) by 

F2(p)=Sgn(V)([31-p
2)Fl(p). 

(5.235) 

(5.236) 

The integral contour C should be chosen so that the following conditions are 
satisfied: 

FjiP)^Pn 

A. 
dp 

(FJWP^ZU 

0 (n = l ,3 ) , 

= 0 (n = l , 3 ) , (5.237) 

Fj(p)pnZiv\c=0 (n = 0,2). 
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Under the conditions of p?, v2 » 1, we can simplify Eq. (5.231) as 

dp2 Z 3 + * > ( P ) / i ( p ) = 0 , 

where 

with 

Po(p) = S 
(p2 ~ C\){p2 - c2) 

P2{P2 - ai)(p2 - a2) 

ci,2^^(Pi+/32^
2/^2)T (/31-f32v

2/n2y/4 + 
1/2 

(5.238) 

(5.239) 

(5.240) 

Now, we apply the WKB approximation to Eq. (5.231) and use H\l'(jpp), the 
second kind of Hankel function, for Za(pp). Then we have 

Flip) 
exp[i fp s/Podp] 

Pl'2(p2 - ai)(j>2 - a2)P0
1/4 

and 

where 

</<: .(P) - / 
Jc 

eiS(p,p)pl/2 

C (p2 - a i ) ( p 2 _ a2)(p2p2 + „2)l/4pol/4 
dp, 

(5.241) 

(5.242) 

/

p /-pp 

^/Po^jdp-J y/l + V*/pdt. (5.243) 
The integral contour C is taken as shown in Fig. 5.16 in the attractive case. 

In order to evaluate Eq. (5.242) we use the saddle-point method. The 
details of the derivation are not provided here, but the final expressions of the 
asymptotic behavior of the wave functions are given as 

V>1 (x) 

ipi(x) 

n-iv 
x—>oo . y 

>Ai—=, 

^ z ^ B
 e 

-iy/a^p 

\y%^ 
ip2(x) >A2 

-IfJ, 

VJ1 ' 

(5.244) 

(5.245) 

(5.246) 
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i Imp 

T I 

lL 

T T 

f<il ^ 1 \/c2 / a j Rep 

Fig. 5.16. The integral contour C to define the wave function i/>i. (Taken from Ref. [69] 
with permission.) 

where 

Ax- ^ e (oa en) e p ( i _ . ^ ^ _ . ^ , 

7U 
B ^ ~ 

i ( 6 Y5-1 iv/2(a\iS> e-^/2 

V/1 VVM2 M/ r(i - 62)' 

A2 = -^e-7r52+^/2sinh(7r<52)r(i<5)e- i*0+i ,s ln(4^ 

<j>o = v — v ln(2i/). 

(5.247) 

(5.248) 

(5.249) 

(5.250) 
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The parameters 81,82 and 8 are given by 

51 = ^—^(l + cos(2g0))., 

S2 = ^-r^{l-cos{2go)), 

8 = 61 + S2 = 

cos(2(/o) 
Q 9 i - ^ ) / 2 

V l + (/?i-/?2)2 /4 

(5.251) 

(5.252) 

(5.253) 

(5.254) 

The nonadiabatic transition probability p for one passage of the transition 
region is finally obtained as 

P = 
^ 2 ( 0 0 ) 

</>i ( - 0 0 ) 

•01 (CO) 

ipi(-oo)/cos(2g0) 

_^2sinh(7rJi) 
sinh(7r<5) 

(5.255) 

The parameters Si, S2 and S given by Eqs. (5.251)-(5.253) are actually defined 
more generally by the following contour intergrals: 

6j=2ViJ ^ddp (J' = 1>2) ( 5 - 2 5 6 ) 

and 

6 = 61+82 = -{n-v) (5.257) 

where the contours Lj are defined in Fig. 5.17. The expressions given in 
Eq. (5.251)-(5.253) are actually the high energy approximation (^2//x2 —> 1) 
to the above general definition. 

Equation (5.255) has the similar form as that obtained before in the 
Nikitin's model (see Eq. (3.49)) and in the special exponential model (see 
Eq. (5.207)). The present formula gives a generalization, and the parameter 
correspondence is as follows: 

<Si <-> £ - £p [Nikitin model] o q% — qi [special case] 

82 ̂  £p [Nikitin model] <-> (ft — <Z3 [special case], 
(5.258) 

Our next task is to derive expressions for the dynamical phases 0 and ip, which 
are defined as the phases of the nonadiabatic transition matrix elements in the 
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A Imp 
L L 

VTCJ yYj J~h "̂a
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Fig. 5.17. The integral contours L\ and L2 to define <5i and 82. (Taken from Ref. [69] with 
permission.) 

adiabatic representation as (cf. Eq. (3.48)), 

Ix = 
' y/T^pe** -Jpe -iip 

V^e ,iV> y/T^pe-^ 
(5.259) 

This matrix represents the nonadiabatic transition amplitude for one passage 
of the transition region. In order to obtain these phases we utilize the exact 
solutions in the special case (ViV2 = V2) [67]. Using the semiclassical expres­
sions of phases along the adiabatic potentials and the exact total phases in the 
special case, we can finally obtain the following formulas for <j) and ip: 

<t> = 7(^2) - l{6), (5.260) 
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and 

i> = l{h) -1(5) - 2 ss2 +
 5i\n^^ (5.261) 

where 

-y(X) = X ln(X) - X - arg r ( i X ) . (5.262) 

The parameters 6\ and S2 here are those obtained from Eqs. (5.251)-(5.253) 
under the condition V\V2 = V2, and thus the above formulas for the dynamical 
phases can be generalized with use of the general definition of Eq. (5.256). 
The functionality of Eqs. (5.260) and (5.261) is the same as that of Nikitin's 
formulas (cf. Eqs. (3.50) and (3.51)), but the present theory is naturally more 
general than the latter because of the generalization of the parameters. If we 
take a limit S —> oo or S2 —> 0, then we can obtain the Landau-Zener formula. 
In the limit Si = S2,

 o n the other hand, we can cover the Rosen-Zener theory 
(see Eq. (3.35)). 

The parameters 5\ and 52 can be actually further generalized as 

Si = -Im( ki(x)dx- k2(x)dx) (5.263) 

S2 = - I m ( / [ki{x) - k2{x)}dx J , (5.264) 
*" \jRe(x.) J 

where Xj (j = 1,2) are the complex turning points and a;, is the complex 
crossing point. Then the final expressions of p and the dynamical phases ob­
tained above are free from the parameters of the original exponential potential 
models. 

In the repulsive potential case, the above formulas for <5j and S2 cannot 
be used, because the the turning points become real and can be moved to the 
reference point Re(x«) without affecting the imaginary part. This would imply 
Si = 52, which is not correct. Even in the attractive case, the above expression 
of <5i is not convenient, because analytical property around the complex turning 
point is required despite the fact that the nonadiabatic transition occurs locally 
around the crossing region. These defects can be removed by considering the 
following symmetry of the problem [70]. For a given set of repulsive potentials 
with Vi 2 < 0, we define the corresponding attractive potentials by changing 
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the constants Vi and V2 to —V\ and — V2. This change of sign is formally 
equivalent to 

Vii(x) -> Vii(oo) - [Vu(x) - Vii(oo)}, (5.265) 

namely the potentilas are inverted around the respective asymptotic enery 
levels. Then we have 

[k(
2
a) (x) - k[a) (x)]dx\ , (5.266) 

Re(x.) J 

52 = - I m J f " k{
2
a\x)dx - J * k[a\x)dx\ , (5.267) 

where kj(x) (j = 1,2) denotes the local adiabatic momenta obtained from the 
attractive potentials defined above. Equation (5.267) is not useful for practical 
applications, since this contains the complex turning points and requires the 
global analytical structure of the potentilal matrix elements. Actually, we can 
choose the two generalized parameters expressed in terms of contour integrals, 
Si given in Eq. (5.266) and #2 expressed as 

60 = -Iml /"* [kg\x)-k[r\x)]dx\, (5.268) 
^ [jReCx.) J 

where kj(x) (j = 1,2) are the local adiabatic momenta of the original jth 
repulsive adiabatic potentials, and x» is the corresponding complex crossing 
point. Similarly, in the case of attractive potentials, we can use Eq. (5.264) for 
S2 and Eq. (5.268) for 5i instead of Eq. (5.263). In this case k^r)(x) (j = 1,2) 
in Eq. (5.268) are the local momenta corresponding to the repulsive potentials 
obtained from the original attractive ones according to the transformation 
given in Eq. (5.265). 

Some numerical examples in comparison with the exact numerical solutions 
of coupled differential equations are given in Figs. 5.18 and 5.19. 

5.5. Mathematical Implications 

The mathematical method used in Sec. 5.1 to derive the exact expressions of 
the Stokes constants for the differential equation Eq. (5.19) with the quartic 
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Fig. 5.18. Accuracy of the reduced semiclassical SR-matrix in the case of model poten­
tial with Vi = - 3 0 , V2 = - 4 0 , V = 20, Ux = 0 and U2 = - 1 5 (an example of 
large asymptotic energy separation), (a) P = |S%(E) | 2 , (b) * = axg{Sfl(E)/Sf2(E)}/ivt 

(c) * = arg{5f1(£)5f l
2(£;)}/7r. (Taken from Ref. [70] with permission.) 
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Fig. 5.19. The same as Fig. 5.18 for the potential with Vi = - 0 . 1 , V2 = -0.1002, V = 0.005, 
U\ — 0 and f/2 = —0.1. (An example of almost parallel potentials with small asymptotic 
energy separation). (Taken from Ref. [70] with permission.) 
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polynomial coefficient function q{z) can also be applied to the same differential 
equation with the following three kinds of coefficient functions [50]: 

3 

(i) q(z) = 'Y^ajz
i w i t h a 2 = 0 , (5.269) 

j=o 

N-2 

(ii) q{z)=a2N_1z
2N-1+ Yl aozJ> ( 5 - 2 7 ° ) 

j=-oo 

N-l 

(hi) q(z) = a2Nz2N + Y, aizJ> (5-271) 
j=-oo 

where z is a complex variable, a, are complex coefficients and N is an arbitrary 
positive integer. According to Hinton [55], the following transformation is 
introduced: 

4>{z) = z"M/4u(C) (5.272) 

and 

C = M T 2 ( - f l M ) 1 / V M + 2 ) / 2 ' ( 5 - 2 7 3 ) 

where M is the highest positive order of q(z), i.e. q(z) —>• O,MZM at |z| —> oo. 
Then the differential equation for u(Q is 

A2 

dC 
2u(C) + Q(0<0=0, (5.274) 

where 

= _ 1 _ g(z) - aMZM _ {M + 2f-A ( M + 2 ) 

^ v s ; 4 4 a M z M 64aM
 v ; 

There are M + 2 Stokes lines in the complex z-plane in the asymptotic region 
and all of these coincide with the x-axis in the complex £-plane. The Stokes 
constants Uj (j = 1, Af + 2) in the z-plane and those Tj (j = 1,M + 2) in 
the £-plane are connected in simple relations, and the exact expressions for Tj 
can be obtained by generalizing the coupled wave integral equations method 
devised by Hinton [55] (see Ref. [50]). This means that new special functions, 
in principle, could be constructed, corresponding to the differential equations 
which have the four kinds of coefficient functions (the above three cases and 
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the quartic polynomial case discussed in Sec. 5.1), although the expressions 
of the Stokes constants have rather complicated forms of series expansions. 
Below, skipping the mathematical derivations, only the final expressions of 
Stokes constants are given for the above three cases. 

5.5.1. Case (i) 

The distribution of the Stokes lines is shown in Fig. 5.20. The relations between 
Uj and Tj are simply 

Uj=Tj, 0 = 1 - 5 ) , (5.276) 

IZ. 

Positive 
direction 

Negative 
direction 

(b) 

Tt.T.T, 3 ' "5 

6 
10,11 

^ 

li 

w. 
Positive 
direction 

(b) 

Fig. 5.20. Stokes ( ) and anti-Stokes ( ) lines in the asymptotic region. 
cut, and arg£ = 3arg(z + n/2). (Taken from Ref. [50] with permission.) 

•;: branch 
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and Tj are related with each other by 

Ti+i{Qo,Q2)=Ti{u4Qo,u6Q2) for i = l - 4 , (5 

where 

n<f\ I Q 0 . Q 2 . Q 3 /_ 
W ) = - 4 + ^ 7 5 + ^ 5 7 5 + - ^ - , (5 

and 

u = e-™lz . (5 

The Stokes constant T\ is given by 

where 

n + m = s 

aW - 5 _ V R(2) « ( 1 ) f5 
^ n + 1 n + T ^ P+1 « + 1 ' ^ 

p+q=n 

n - 1 

B W = E B " - i f T 1 f ( d l l d 2 ) , (5 
tf=0 

n - 1 

^Eo = E B»-KTK(-di, -da), (5 
KT=0 

T2K(di,d2)= ^ e ( 3 n - f f ) ( 3 n - ^ ) ! ( i f - n ) ! ' ( 5 
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K 

T2K+i(dx,d2) = Y, ©(3n+l-Jf) 
n=[(if-l)/3] 

( 1 0 ^ + ^ ( 1 0 ^ 3 ^ 

X (3n+l-K)\(K-n)\ ' ( 5 > 2 8 7 ) 

di = -Q2, d2 = -Ql, (5.288) 

Bn = vn + an , (5.289) 

V2n = 0, (5.290) 

Z)m=2 t 'm^2n+2-m + -p2n+l /c OQ1 \ 
V 2"+ 1 = (2n + 5 ) 7 5 - 2 ^ ' ( 5 - 2 9 1 ) 

o-j(j' = l - 4 l 2 n ) = 0, (5.292) 

a5 = 4Q 0 /5 , (5.293) 

<77 = 6 Q 2 / 5 , (5.294) 

a9 = 2Qo^5 + 8QI/5, (5.295) 

o-n = 2Qo<T7 + 2Q2<r5, (5.296) 

<T2n+l = 2Qo<T2n-3 + 2Q 2^2n-5 + 2 Q f c 2 n _ 7 , (5.297) 

2g 0 Q 2 + 0.21, i>- = 0 j = 2 , 4 , 6 , P3 = Q2
2 + 2Q3

0, 
5.298) 

p5 = 2Q2Qg, p7 = gg. 



5.5. Mathematical Implications 115 
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N 4N+2 

Positive 

(a) 

(b) 

Fig. 5.21. Stokes ( ) and anti-Stokes ( ) lines in the asymptotic region. r*^~: branch 
cut, and arg< = (N + 1/2) argz + n/2. (Taken from Ref. [50] with permission.) 

5.5.2. Case (ii) 

The Stokes lines in the asymptotic region are shown in Fig. 5.21. The relations 
among the Stokes constants are simply given by 

Uj=Ti (j = l,...,2N + l) 

where 

,-iir/(2N+l) 

(5.299) 

(5.300) 
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and 

1 ° ° 

3 ( 0 = - 1 + E QnC
2[{N+n)l{2N+l)]. (5.301) 

n=l 

The Stokes constant T\ is given by 

oo / s 

T' = " 2 " S I S ^ ' * 7 r id*+ ! + .)/(»*+ DI • <5'302) 

where 

/3(1) = _2^_fl g ^ (53Q3) 

<*$+» = E ( X X V ^ ) (-i)1+(-s )/(2"+1) 

5=1 \q=0 / 

r[(2JV + n)/(2iV + l)] / n - s \ 
r[(2JV + «)/(2iV + 1)]7 ^ 27V + 1J ' ^ " ^ 

4 1 ) = 0 - (j = l,.-.,2JV), (5.305) 

f l (for X = 0,1,2,...) 

1 0 (otherwise) 

n - l 

B'1* = Bn + E Bn_sTs{dl,d2, ...,dN), (5.307) 
s= l 

n - l 

B£2> = £„ + E Bn_3Ts{-du -d2,...,%), (5.308) 
s = l 

2iV + 1 
dn = - 2 Q n 2 _ 1 , (5.309) 

T , . , , . v - 0 [m(2 iV- l ) - s ] T 2 s ( d i , d 2 , . . . , ^ ) = ^ 1 
m=[./(2tf-l)] ( 2 m ) ' 

x E dni---dn2m, (5.310) 
ni+n2H hri2m =m+s 
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s-\ 

T2s-i{di,d2,. • .,d/v) = y _, 
m=[(s-JV)/(2JV-l)] 

and 

6[m(2iV -l)-s + N] 

(2m+ 1)! 

" n i " n 2 ' " ' "n2m+i ) (5 .311) 

Bn=vn for 1 < n < 2N + 2 , 

# 2 n = ^2n for iV + 2 < n , 

-B2„+i = v2n+i + (Tn-N for N + 1 < n , 

(5.312) 

^2s 
/ 2iV + 2£\ ^ 

^ ' m = l 

f2 s+ l ~ 2JV + 1— ) + ^ u"^2S+2-m + -Ps+JV+i = 0, (5.313) 
' m = l 

Om = < 

Qr 

0 

2(iV + m) 
1 2JV + 1 

n-N-l 

n = l 

k T l = l 

Qw+1 

v? - ui + PN+I = 0 , 

for 1 < m < N, 

for m = N + 1, 

for iV + 2 < m < 2N + 1, 

for 2 iV + 2 < m, 

(5.314) 

P. = < 

for s = iV + 1, 

•l 

Q*+ ^ QmQs-N-m ioi N + 2 < s < 3N, (5-315) 
m = l 

Q s for 3AT + 1 < s . 
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Fig. 5.22. Stokes ( ) and anti-Stokes ( ) line in the asymptotic region. <^w; branch 
cut, arg£ = (JV + 1) arg(z + 7r/2). (Taken from Ref. [50] with permission.) 

5.5.3. Case (iii) 

The Stokes line distribution is shown in Fig. 5.22, and the relations among the 
Stokes constants are given by 

- 2 Q i 

U2N+1 = T2N+1 

U: 2N+2 — J-2N+2 

Wa2N 

7lJa.2N 

2Qi 
(5.316) 
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and 

T2N+i(Qi,Q2, -..)= T2N{QiuN+\ Q2cJN+2,.. -)e2 7 r i Q l , 
(5 

T2N+2(Qu Q2, • • •) = T2N+I(QIUJN+1, Q2uN+\ • • . ) e - 2 7 r i Q l , 

where 

i ° ° 

Q(o = -\+E^~{N+n)nN+1)- (5 

n = l 

Finally, the Stokes constant Ti is given by 

I \ = - 2 W f* ( V B (1) / ^ A e-m[(Ar + n+ l ) / ( iV+ l ) ] 
1 ^ I P p+lPq I T\-u +(N + n+ l)/(N + 1)1 ' ( 5 

where 

n = 0 V p + 9 = n , r [ - I , + (JV + n + l ) / ( J V + l ) ] 

p+q=n—1 

«S^+ i = E E * & # > (-D<—>'<"+1>+1 

s=0 \p+q=s / 

r(-^+(iV + n + l)/(JV + l)) / n - 5 
r(-i/(jv + s + i)/(iv- + i)) 1\N + IJ' (0 

a $ 1 } = 0 (j = l , 2 , . . . , iV) , (5 

f = 2Qi, (5 

n - l 

5 ^ = Bn + £ Bn_sTs(dud2, ...,dN), (5 
s = l 

n - l 

Bn
2> = Bn + J2 Bn_aTs(-d1, -da,..., -dN), (5 

s = l 
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and 

s i 

Ts(di,d2,...,dN)= V — Q(mN-s) 
=[s/N] 

ni+n2-\ \-nm=s 

dn — —2Qn+i 
N + l 

n 

for 1 < n < N + 1, 

CTm = < 

Q„ 

[^n + cr„_jv-i foriV + 2 < n , 

(5.326) 

(5.327) 

(5.328) 

N + l 
for 1 < m < N + 1, 

m - J V - l 

for N + 2<m<2N + 2, 
n = l 

+ 1 
^ 2Qncrm_Ar_„, for 2N + 3 < m, 

(JV + n ) / ( i V + l ) - 2 i / i ' 

-Pw+3 

n = l 

N+l 

E 
n = l 

(5.329) 

«2 
(N + 2)/(N+l)-2v1' 

vl-Vi+ PN+2 = 0 , 

- J V - 1 

ps = l 
Qs + J2 Q™Qs-N-m foi N + 2 < S < 3N + 2 , 

m=X 

(5.330) 

(5.331) 

[Qs for 3iV + 3 < s. 



Chapter 6 

Basic Two-State Theory for 
Time-Dependent Processes 

Time-dependent processes naturally obey the time-dependent Schrodinger 
equations, and there are two types of time dependencies. One is an approx­
imation to the time-independent quantum mechanical scattering problems: 
namely, a certain time-dependence is a priori assumed for the adiabatic param­
eter R(t). The most typical example is a high energy approximation of atomic 
collision processes in which the nuclear motion is assumed to obey a certain 
a priori given classical trajectory of R{t). The other is an intrinsically time 
dependent problem: namely, quantum mechanical processes in a certain time-
dependent external field. This becomes more and more important nowadays 
because of the remarkable progress of laser technology. Laser intensity and 
frequency can now be tailored to have various shapes, i.e. time-dependencies. 
Processes induced by the time-dependence of the external field are nothing 
but the time-dependent nonadiabatic processes. The external field can also be 
any other such as electric and magnetic fields, of course. Generally speaking, 
the time-dependent theory is easier than the time-independent theoy, simply 
because the Schrodinger equation of the former is the first order differential 
equation compared to the second order of the time-independent case. Present 
status of the basic theories of the two-state time-dependent nonadiabatic tran­
sition is summarized in this chapter. 

6.1. Exact Solution of Quadratic Potential Problem 

The famous Landau-Zener formula, Eq. (3.4), is the exact solution of the linear 
potential model in which the diabatic potentials are linear functions of time 

121 
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Fig. 6.1. (a) Schematic crossing quadratic potentials, 
potentials. (Taken from Ref. [71] with permission.) 

i. (b) Schematic non-crossing quadratic 
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and the diabatic coupling is constant. This was solved by Zener [2]. This 
cannot present an exact solution, however, for the linear potential model in 
the coordinate space, as was explained in the previous chapter. The formula 
works well at high energies, where the turning points are well separated from 
the crossing points, i.e. transition point. However, when the energy becomes 
lower and the turning points come close to the crossing point, then the theory 
breaks down, because the two crossing points, one on the way-in and the 
other on the wayout, cannot be treated independently (see Figs. 2.1(a) and 
6.1). This corresponds to a two-closely-lying-crossing-point problem in the 
time-dependent formalism. Furthermore, when the energy is lower than the 
crossing point, no real crossing appears even in the diabatic representation and 
the Landau-Zener formula does not work at all. All these cases were solved, 
however, by Zhu and Nakamura, as is described in the previous chapter. This 
suggests that we can formulate a new time-dependent theory which can solve 
all these cases [71]. 

Let us start with the two coupled time-dependent Schrodinger equations 
for a quadratic potential model in which the diabatic potentials are quadratic 
functions of time and the diabatic coupling is constant. 

d / c , ( ( ) \ (hit) V0 \ / , « 

where Vo is a constant diabatic coupling and £i(t) and C2(*) are the quadrati-
cally time-dependent potentials given by 

i1(t)=a1t* + (31, 

h(t) = a2(t-'y)2+02. 

Introducing the dimensionless variables, 

T.«mft+_sL.\ (6.3) 
n \ a\ — a2 J 

Ae(-r) = a r 2 - /3, (6.4) 

(c*i - a2)h
2 

a = sy03 ' ( 6"5 ) 
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and 

we have 

dt \C2{T) 

v=w^ •01 + 
aiah2 

OL\ — OC2 

(6.6) 

( 

1 2 e x p r / Ae^dT 

i 
2 exp i / Ae(T)dr 

0 

\ 

/ 

ci(r) 
C2(T) 

(6.7) 

It is clearly seen that this problem can be described completely by the two 
parameters a and /3. The parameter a can be assumed to be positive without 
loss of generality. The positive (negative) /3 corresponds to the crossing (non-
crossing) case. The negative case is called "diabatically avoided crossing." 

Now we try to obtain the properties and exact solutions of the transition 
matrix of this problem. First we introduce the evolution operator F(z,zo) 
which satisfies 

(6.8) 'CfjW,.o)(Cf°i 
V W ) / \C2(20), 

where z is a complex variable, the real part of which is r . It can be shown 
from Eq. (6.7) that F(z, ZQ) satisfies the following properties: 

detF(z,z0) = 1 (6.9) 

F(z,zo)=(°i
 1]F'(Z,Z0)(_°I (6.10) 

The transition matrix T R is defined by 

(6.11) 
'c i(oo)\ = T R / C I ( - O O ) N 

Kc2{oo)J W - 0 0 ) / 

and satisfies T R = F(oo, - co ) . The overall transition probability P\2 is equal 
to |X"i212 - The transition amplitude TR naturally satisfies the unitarity and 
the following properties: 

Th = (T2
R

2y and T § = T^ = pure imaginary. (6.12) 
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In order to derive analytical expression of T we first transform Eq. (6.7) into 
the following single second order differential equation: 

d2u(r) 

dr2 + I(T)U(T) = 0, 

where 

and 

U(T) = ci(r)exp - l ^ T A 6 ( r ) d 7 

(6.13) 

(6.14) 

I(r) = l-Ae(r) + \[Ae(r)}2 + \ = \ - iar + \{ar2 - /3)2 . (6.15) 

It is interesting to note that Eq. (6.13) has exactly the same form as Eq. (5.7) 
with the correspondence: 

a and b2 
/?• (6.16) 

This indicates that the present time-dependent quadratic potential model can 
be solved in the same way as that of the Landau-Zener type time-independent 
linear potential model and that the transition matrix T R corresponds to the 
reduced scattering matrix 5 R in the time-independent problem. Furthermoe, 
/3 > Q(/3 < 0) corresponds to b2 > 0 (b2 < 0). This is exactly what was 
explained above. It is interesting to note that the NT (nonadiabatic tunneling) 
case does not appear in the time-dependent problem. In the NT-case the wave 
bifurcates into tunneling and reflection portions and the process cannot be 
described by a single time dependence. 

The derivation of TR required in the present discussion is the same as that 
of the LZ-case described in Sec. 5.1.1. Finally the transition matrix T R is 
given by 

with 

Uo 
2ihnUi 

1 + |£A Is 

(6.17) 

(6.18) 

where U\ and U2 are the corresponding Stokes constants which can be given by 
the expressions in Sec. 5.1.1 with the appropriate replacements of parameters 
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corresponding to Eq. (6.16). The nonadiabatic transition probability P12 is as 
usual given by 

1 
P12 — 4p(l — p) sin (arg U{) with p = 

l + \U: 
12-

(6.19) 

The exact expression of the Stokes constant Ui is given before (Eqs. (5.30) and 
(5.34)). 

6.2. Semiclassical Solution in General Case 

The above discussion together with the contents of Sec. 5.2 suggets us that 
we can derive compact and accurate semiclassical formulas for the two-state 
quadratic potential model and also for such a more general case that has 
the same analytical structure as that of the quadratic potential model. The 
transition matrix T which is equivalent to the scattering matrix in the time-
independent scheme can also be expressed as a product of propagation matrices 
and nonadiabatic transition matrices as in Eq. (3.16). 

6.2.1. Two-crossing case: /3 > 0 (see Fig. 6.1(a)) 

This corresponds to the case of E > Ex in the time-independent Landau-Zener 
type. The overall transition matrix from A to B is given by 

T = PBXilXiPXiXiIXiPXiA , (6.20) 

where the nonadiabatic transition matrix Ix and the adiabatic propagation 
matrix PBA are given by 

Ix 

PBA 
^ATKC^W1 

\ 

itA 

0 exp __L f*B 
AE(t)dt 

(6.21) 

(6.22) 

Here AE(t) > 0 is the adiabatic energy difference, E2{t)-Ei(t), and the matrix 
indices 1 and 2 correspond to the state suffix. The other parameters (p and <fe) 
are the same as before given in Sec. 5.2.1.1. The basic parameters a2 and b2 
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are replaced by a and (3 according to the correspondence given by Eq. (6.16). 
When the two avoided crossings are well separated, these parameters can be 
estimated at each avoided crossing by 

and 

with 

and 

-imrw) (6-23) 

/3 = _ x / ^ T l ( | ± | ) (6.24) 

Vo = ±(E2(t0)-E1(t0)) (6.25) 

\E2{tb) - Ex{tb)][E2{tt) - E^tt)} 

[E2(to) - £i(*o)]2 
(6.26) 

where to is the real position at which E2(t) — E\{t) becomes minimum, and 
tb(tt) is the bottom (top) of the potential E2(t)(Ei(t)). When the two avoided 
crossings are not well separated, it is better to fit the curve of AE(t) by a 
quartic polynomial and then the two parameters are given by the following 
expressions: 

_ fiV(AEM - AEm){AEM + AEm) 
a ~ ( A « ; ' (6-27) 

with 

and 

y/(AEM - AEm){AEM + A E Q 
AEm 

AEm = \[AE(tW) + AE(ttf)}, (6.29) 

AEM = AE(tM), (6.30) 

i (4+ )+4- )) , (6-31) 
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where tm are the positions at which AE{t) = E2{t)—Ei(t) becomes minimum, 
and tM is the position at which AE becomes maximum. The quantities <7o and 
S in the time-independent formulation defined by the integral of ki (R) — k^ (-R) 
from R0 to R* (see Eqs. (3.22), (5.99)-(5.101)) are replaced by 

1 fu 

a0 + i6=- / AE(t)dt, (6.32) 
" J to 

where i* represents the complex adiabatic crossing point corresponding to the 
minimum position to which is either tm ' or tm' in the case of the above quartic 
polynomial. When AE is symmetric, then tm give the same results. When the 
two crossings are far apart from each other, then they are treated separately as 
mentioned above. With <TO and 6 given by Eq. (6.32), and with the expression 
of the Stokes constant U\ given before, we can obtain an accurate formula for 
the transition matrix. However, as in the time-independent case, we can use 
the quadratic potential model and avoid the complex calculus in Eq. (6.32) 
to obtain compact explicit expressions for <TQ and 8. The best usage of the 
quadratic potential approximation is equivalent to the best usage of the linear 
potential approximation in the time-independent framework; and thus a0 and 6 
are finally given by Eqs. (5.100)-(5.104), where a2, b2, and d2 should naturally 
be replaced by a, f3, and d2 given above. 

Now, the reason why AE(t)/2 appears in the propagation matrix may be 
understood as follows. First of all, it should be noted that the time-dependent 
coupled equations always depend only on the energy difference (see Eq. (6.7)). 
If we transform the original coupled equations in the diabatic representation, 
Eq. (6.1), into the adiabatic representation, then we have 

d/dx(m (E^t) o \fdl(t)\ 
lhdtWt)) = { ^ E2{t))Wt))' (6-33) 

where dj(t) (j = 1,2) and Ejit) (j = 1, 2) are the coefficients and the adiabatic 
energies, respectively, and 0 represents the nonadiabatic coupling which is a 
time-derivative of the transformation angle 0 given by 

Since the nonadiabatic coupling is very much localized at the avoided crossing 
tx> at t < tx — 0 the matrix in the right hand side of Eq. (6.33) is diagonal 
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and the solution is simply given by the adiabatic propagation, 

dj(t) = dj(t = 0)exp - | J Ej(t)dt . (6.35) 

This is true also for t > tx + 0. Thus, in general, we can have the following 
adiabatic propagation formula for t > tx starting from t = 0, 

(di(t)\ 

U(*)y 
exp ij\m 

ltx 

0 

0 \ 

xlx 

exp - ^ j E2{t)dt 

r i ftx 

exp - - / Ei(t)dt 

\ 
exp - M E2{t)dt 

dl(t = 0) 
d2(t = 0))' 

(6.36) 

where Ix represents the nonadiabatic transition matrix at tx- The adiabatic 
energies Ei^it) are, as usual, given by 

Em(t) = he1(t)+e2(t)]-(+)UE(t). (6.37) 

The first common term can be factored out and thus finally the integral 
^ J AE{t)dt remains in the phase parts. 

6.2.2. Diabatically avoided crossing case: [3 < 0 
(see Fig. 6.1(b)) 

As was explained above, with use of CTO and 6 defined by the complex integral 
Eq. (6.32) and the Stokes constant Ux given by Eqs. (5.108) and (5.109), all 
the necessary quantities to evaluate the transition matrix can be obtained 
(see the beginning of Sec. 5.2.1). As in the previous section, we can avoid the 
complex calculus and derive the compact explicit expressios for <7o and 5. From 
Eq. (6.32) we have 

1 /•* / i + C 2 \ 1 / 2 

n+u-^sL{t=w) dc (6'38) 
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The integral range can be divided into (|/3|,0) and (0,i), and we have 

cr0 +i6 

namely, 

and 

2 ^ J0 \p\-c 

1/2 

d£ + i r fi + c2 

2vWo \<-\P 

1/2 

Co + iSo ^L U-i/3 2V^ 

1/2 

dC 

dC, (6.39) 

(6.40) 

1_ I""" 
/ a / o 2v/5 

1 + C2 

101 " C 

1/2 

d( + 50. (6.41) 

The complex integral over (0, i) can be replaced by the simple quantities as 
before; namely, a0 and S0 can be replaced by Eqs. (5.100) and (5.101), respec­
tively, where a and (3 should be used instead of a2 and b2. 

The parameters a and j3 are obtained by fitting the portion of the minimum 
of (AE)2 by a quartic polynomial as 

H2XY 
a 

0 

{XZ - Y2)3/2 

Y 
~XZ-Y2' 

where 

X = 
24 

£<AB<t))»' 
t=0 

Y = | r ( A W 
t = 0 

Z = (A£(i)) t
2

= 0 . 

(6.42) 

(6.43) 

(6.44) 

(6.45) 

(6.46) 

Below we give some numerical examples taken from Ref. [71]. In Ref. [71] 
the expressions of (To and S which are different from and less accurate than 
those given above were used (see Eqs. (3.14)-(3.16) in [71]). In the parameter 
ranges in these calculations, however, both expressions give essentially the 
same results. It should also be noted that two terms are missing in Eq. (3.15) 

file:///p/-c
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of [71] (see Eqs. (3.2)-(3.4) of [62]). The first numerical example is a simple 
two-state model given by 

( Acosh(wt) + B V0 

\ V0 -(Acosh(ujt) + B) / 

The complex crossing point t* can be easily obtained as 

-B ± iV0 -B ± iV0 
- 1 ±2TTI 

(6.47) 

(6.48) 

The quantities CTQ and 5 can be calculated easily from the complex integral 
with use of the complex zero closest to the real axis. The numerical results 
are shown in Figs. 6.2(a) and 6.2(b), which correspond to A/VQ = 1.0 and 
A/VQ = 5.0, respectively. The semiclassical theory works well even in the 
region B/VQ > —A/VQ where the diabatic curves do not cross. 

The second example is a LASIN (laser assisted surface ion neutralization) 
process, in which the neutralization of an ion by a collision with solid surface 
is enhanced by a laser with frequency 77. This process is described by the 
following differential equations [72], 

m±(cf\ = (E2it) 9{t) Vcf! 
dt\c2(t)J \g(t) Ei(t) + hrjJ W * ) 

with 

Ei(t) = 2fa + «2 - v / u ; 2 + 4 ^ ( i ) j ; 

E2{t) = g fa +e2 + y/u>* + W*(t)}, 

(6.49) 

(6.50) 

(6.51) 

fl(*) = 
W0wf(Xt) 

2^u2 + 4V2(t) ' 
(6.52) 

V(t) = Vof(Xt) = Vbcosh-^At), (6.53) 

where ui = e2 — €\ > 0 is the energy defect between the ionic state of the sur­
face and the atomic state, V(t) and W0f(\t) represent the interaction between 
the two states e\ and e2, and the interaction with the laser field, respectively. 
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(a) 

-B/V„ 

(b) 

Fig. 6.2. Transition probability in the case of hyperbolic cosine potential [Ae(r) = 
2A/Vo coshT + 2B/Vo] against B/Vo- —: exact numerical result, open circle: semiclas-
sical theory, (a) A/VQ = 1.0, (b) A/Vo = 5.0. (Taken from Ref. [71] with permission.) 
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The adiabatic state E\(t) without laser field is dressed with one photon ab­
sorption to E\ (t) + hrj. The adiabatic states we finally need are obtained by 
further diagonalizing the matrix in Eq. (6.49). Introducing the dimensionless 
parameters, 

X = Xt, 
Hrj ho 
2V0' * 2Vb' 

we obtain the complex crossing point as 

1 

2V° p W° ttiM 

X* = In 
" ^ Ix — q 

where x is a solution of 

1 ±2nm (n = 0 , l , 2 , . . . ) , (6.55) 

x4 + (2E2q2 - 2r2)x3 + (E4q4 + 2E2q2r2 + r4- 2E2q4)x2 

- (E2q6 + 2E2 + q4r2)x + E4q8 = 0 . (6.56) 

By appropriately choosing the solution X* closest to the real axis and eval­
uating <To and 5, the LASIN probability can be calculated as a function of r 
which represents the laser frequency. Although in Ref. [72] only the weak laser 
intensity, a ~ 10 - 4 , is considered, here we consider a strong intensity, a ~ 0.7, 
in order to demonstrate the validity of the present semiclassical theory. The 
results are shown in comparison with the exact numerical results in Fig. 6.3 
for the parameters E = 0.25, q = 0.2923, and v = 23.585 (cf. Ref. [72]). As is 
seen, the theory works well. 

Let us next discuss about the neutrino conversion in matter. The MSW 
effect was proposed by Mikheyev, Smirnov and Wolfenstein in order to solve the 
solar neutrino problem that the intensity of the solar neutrino does not agree 
with that of the standard solar model [73, 74]. When electron neutrinos pass 
through an inhomogeneous matter, they interact with electrons to get extra 
potential and thus their "diabatic" energy changes as a function of electron 
density. The other neutrinos, for instance muon neutrino, are not affected 
by electrons. Thus we have a curve crossing picture as is shown in Fig. 2.3 
and electron neutrinos produced in the center of the sun can be converted to 
muon neutrinos when they pass through the crossing region which is called the 
region of resonance electron density. If this kind of conversion really occurs, 
this guarantees that neutrino has a finite mass and gives a big influence on 
the standard theory of elementary particles. This conversion problem has 



134 Chapter 6. Basic Two-State Theory for Time-Dependent Processes 

I 
C/5 

< 

0.8 

0.6 

0.4 

0.2 

! I A 

...(.. ...;,. 

I V 

y 

n ii 
T n i / 

M. 

-ia 

0.6 0.7 0.8 0.9 1 1.1 12 13 

Fig. 6.3. LASIN probability versus dimensionless photon energy r. v = 23.585, q = 0.29225, 
and E = 0.25. r > 1.04183 corresponds to the diabatically avoided crossing region. —: 
numerical exact result, o: simiclassical theory. (Taken from Thesis of Y. Teranishi with 
permission.) 
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Fig. 6.4. Schematic diagram for the production of neutrinos. 

been discussed in terms of the nonadiabatic transition due to curve crossing 
basically with use of the Landau-Zener formula (see for instance [75]). They 
treated the case that the neutrino produced at A in Fig. 6.4 passes through 
the resonance radius twice just like in the ordinary head-on collision. In this 



6.3. Other Exactly Solvable Models 135 

case it may be all right to use the Landau-Zener fomula, but obviously it is 
not good when the neutrino is produced at the position B or C. In the case of 
B the neutrino experiences the closely lying two crossings and in the case of C 
it experiences the diabatically avoided crossing. The theory presented in this 
chapter can be directly applied to these problems. 

The coupled differential equations we have to solve are [76] 

i4(*;f\^E(i{t)-'MW) M W ) )(*i\\ (6.57) 
dt\Mt)J V s i n( 20) -C(t)+coB(20))\Mt)J 

where 9 is the mixing angle in vacuum and C(t) is denned by 

m_*fiwm. ( e . 5 8 ) 

Here Gp is the Fermi coupling constant, Ne(t) is the electron density at time 
t. If we assume that the neutrino follows a straight line trajectory with the 
velocity v, then we have 

iVe(i) = A r 0 e x p ( - V M ! ± E ) ! (6.59) 

where b is the impact parameter and r res is the resonance radius. Numerical 
results are shown in Fig. 6.5, where the following parameter values are used: 
sin2(20) = 0.01 and AE = Sm2/E = 10~9 eV2/MeV, where 8m2 is the vacuum 
mass-squared splitting. The solid line is the result of the Landau-Zener formula 
and naturally does not work well at b/rres > 1. On the other hand, the present 
theory (dash line) works very well in good agreement with the exact numeical 
results (dotts). 

6.3. Other Exactly Solvable Models 

As was discussed already in Chap. 3, the Landau-Zener theory presents an 
exact solution of the linear potential model, i.e., two linear potentials coupled 
by a constant interaction in the time-dependent framework (see the discus­
sions below Eq. (3.7)), and the Rosen-Zener theory is an exact solution for the 
time-dependent problem of two constant potentials coupled by a sec-hyperbolic 
function (see the discussions in Sec. 3.2). The semiclassical solutions in high 
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Fig. 6.5. Neutrino production probability versus impact parameter. (Taken from Thesis of 
Y. Teranishi with permission.) 

energy approximation for various types of exponential potential models dis­
cussed in Chap. 5 can also present exact solutions of the corresponding time-
dependent problems. In addition to these there have been found some other 
time-dependent models which can be solved exactly. One is a model of expo­
nential potentials coupled by a constant interaction [77] and the second is the 
two types of Demkov-Kunike model in which tanhyp potentials are coupled 
by a constant or a sechyp interaction [78, 79]. Furthermore, Hioe and Carroll 
obtained exact analytical solutions for a class of models which can be reduced 
to the hypergeometric differential equation [81, 82], 

In the first case of exponential potentials coupled by a constant interaction, 
we solve the following coupled differential equations: 

(6.60) 
.d 
ldt 

(C1) UJ-
fae-^ + S 

'{ 7 
7 \ 

-ae-P-SJ 
(Cl 

U 
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Expressing c\ in terms of Ci from the second equation and inserting that into 
the first equation, we obtain 

d2 

dt2 ci + [72 + iaPe-f* + [ae-?1 + 8)2}c2 = 0. (6.61) 

Introducing the new variables by z = 2i(a//3)e ^f and u{z) = z1^2C2, we can 
transform the above equation into 

v2 r i /\,2 

with 

£-M + {-H-^}-M-° < )̂ 

" = 2 _ ' 3 
and 

/x = i . v ¥ + ^ 
/3 

(6.63) 

(6.64) 

The differential equation Eq. (6.62) is nothing but the Whittaker equation and 
the two independent solutions are given by WK>fi(z) and W^K^(—z) [80]. 

There are two types of Demkov-Kunike models. The first one is represented 
by the Hamiltonian matrix, 

H(t) = 
V(t) -a(t)i 

(6.65) 

with 

a(t) = a + & t a n h [ - j , V(t) = c sech ( — J , (6.66) 

where a, b, T, and c are arbitrary constants. Inserting this Hamiltonian into 
Eq. (6.1) with £i(2)(*) = +(—)a{t) a n d Vo = V(t) and taking into account that 
the diabatic coupling V(t) is time-dependent, we obtain 

d?d l (t\da 
— + - t a n h f - — 

+ I c 2 s e c h 2 

+ a+btanh i 
+ f 

a tanh ( — ] + b 

= 0. 
r 
(6.67) 
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Using the transformations 

z = \ (tanh (j^j + l) (6.68) 

and 

C l = z-iT(a-bV2(z - l)^a+b^2u{z), (6.69) 

it can be easily shown tha t u{z) satisfies the hypergeometric equation. The 

desired solution which satisfies the initial condition, 

Ci(t = - o o ) = l , c2(* = - o o ) = 0 , (6.70) 

is given by 

Cl(z) = ±z-iT(a-b)/2^ _ zyT(a+b)/2 

x F (iT\b + sjb2 - c2],iT[b - \ / 6 2 - c2]; \- - iT(a - b);z\ , (6.71) 

where F(a, b; c; z) is the hypergeometric function. Finally, the transit ion prob­

ability P for the transit ion 1 —• 2 is expressed as 

' sinh7rT(6+V62 - c2)sinh7rT(6 - Vb2 - c2) . ^ , 
*—:——. ji —=7 — (a > b: non-crossing case) 

P=< 
cosh nT(a+b) cosh irT(a - b) 

cosh7rT(a+\/62 - c2) cosh7rT(a - s/b2 - c2) . ^ r —;——. ji ;—=7 rr (a < 6: crossing case) 
cosh7rT(o+6)cosh7rT(a-6) v ~ s ' 

(6.72) 

In the second case of the Demkov-Kunike model, the Hamiltonian of 

Eq. (6.65) is given by 

a(t) = a + 6 t a n h ( - J (6.73) 

and 

V(t) = c, (6.74) 

where c is a constant. Now we use the substi tution of Eq. (6.68) and 

C l = ziE"Tl\z - \)iE°T'2v{z) (6.75) 
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with 

Ea = y/(a - bf + c2, Ec = y/[a + 6)2 + c2 , (6.76) 

then v(z) satisfies the hypergeometric equation. In this model the adiabatic 
potentials are different from the diabatic ones at t —> ±co and the initial 
condition has to be set in the adiabatic representation in which c\ and c2 are 
mixed. The coefficient c2 is obtained from c\ by 

i dcx (a + bt&nh(t/T) 
c2 = - — C l . (6.77 

c at c 

Finally, the nonadiabatic transition probability P is given by 

sinh[7rT(ge -Ea + 2b)/2] sinh[7rr(£;o - Ec + 2b)/2] 

sinh(TrTK) sinh(7rT£;c) 
(6.78) 

As was mentioned before, the theory of time-dependent nonadiabatic tran­
sitions has gained renewed significance because of its importance in optics 
activated by a remakable progress in recent laser technology. In the basic two-
state coupled equations given by Eq. (6.1), the diagonal terms, e1(2)(i) are as 
usual the unperturbed energy levels and the off-diagonal term Vo(t), which is 
generally time-dependent, represents the laser-system interaction and is given 
in the semiclassical representation of the light field by 

V0(t) = dE(t) cos ( f uj(t)dt\ , (6.79) 

where d, E(t), and u)(t) are, respectively, the dipole moment, the square root 
of the field intensity, and the laser frequency. Making the following transfor­
mations: 

c1(i) = 6 i ( t ) e x p | | f w(t)dt 

c2(t) = 62(i)exp \-%- f u(t)dt 

(6.80) 

and applying the so called rotating-wave approximation [26] in which terms 
containing the rapidly oscillating factors are neglected, we have 
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with 

and 

ft = 
dE{t) 

A = WQ — IJJ , 

(6.82) 

(6.83) 

where LJQ is the transition frequency between the two unperturved states, and 
ft and A are referred to as the Rabi frequency and the detuning. Further 
transforming Eq. (6.81) by 

(6.84) &i(2)(<) = 

obtain finally 

.d (ax{t)\ 

<zi(2)(t)exp +<-)££** 3 

\-AeiB/2 

-Ae~iB/2\ / 0 l 

0 J V°2 
(6.85) 

where A and B represent the Rabi frequency Q and the detuning A, respec­
tively. Elimination of a,2(t) from the above equation leads to the second order 
differential equation, 

2 

I o i = 0 . 
d2 • A\ d A 

Then we introduce the following variable transformation from t to z: 

z = z(t) > 0 

subject to the restrictions, 

z > 0, z(—oo) = 0, z(oo) = 1. 

This transformation changes Eq. (6.86) to 

d2 1 
dz2 z Hi]+iB d A 

Tzai + +\2z 
a i = 0 . 

(6.86) 

(6.87) 

(6.88) 

(6.89) 

This equation can be compared with the hypergeometric differential equation, 

d?_ 

dz2 a\ 
c-(a + b+l)z d 

z ( l - z ) dz «! 
ab 

a i = 0 , (6.90) 
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where a, b, and c are arbitrary constants. Equation (6.89) can be cast into the 
hypergeometric equation, if the following relations are satisfied: 

d, z • .c-(a + b + l)z , „ „ , % 
-\n1-+iB = z K— —L- 6.91 
at A z\l -z) 

and 

If we take 

'A\ Aab 
z(l - z) ' 

z{l - z) 
h{z) ' 

7r h{z) 

(6.92) 

(6.93) 

A-gM'-f*. (6.94) 

and 

7T / l (z) 

then the above conditions are satisfied and we can obtain the final analytical 
solution under the initail conditions |ai(—oo)| = 1 and a2{—oo) = 0 as 

a1(t) = F(a*,b*,c*,z) (6.96) 

and 

(-ab)1/2 

a2{t) = h _ zx-cF{a - c + 1, b - c + 1,2 - c, z), (6.97) 
|i c\ 

where F(a, b, c, z) is the hypergeometric function and the constants a, b, and c 
are given in terms of the parameters a, (3, and 7 by 

a = ^ [ ( a 2 - / 3 2 ) 1 / 2 - i / 3 ] , (6.98) 

6 = ^ H « 2 - ^ ) 1 / 2 - ^ (6-99) 

and 

c = - + i ^ . (6.100) 
2 7T 
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Finally, the transition probabilities at t — oo are given by 

|ai(oo)|2 = sech 7 sech(/3 + 7) 

jsinh2 Q /3 + 7 ] + cos2 i ( a 2 - /32)1/2 | (6.101) 

and 

|a2(oo)|2 = sech 7 sech(/3 + 7) 

x jsinh2 (?\+ sin2 i ( a 2 - ^ ) i / 2 J j - ( 6 1 0 2 ) 

It should be noted that the constant a is equal to the total area of the pulse 
amplitude, 

J — < 

Adt 

a [°° [z{l-z)\1/2 

dt = -[ 
* J-00 Kz) 

= - C z~l'\l - z)-1/2dz = , 
* Jo 

(6.103) 

The function h(z) is an arbitrary function and this solution can cover quite a 
wide class of models. For h(z) = (iruj)~1(f3z + 7), UJ — constant, the present 
model reduces to the one solved by Bambini and Berman [83], which includes 
the Rosen-Zener case as a special case with P — 0. For h(z) — constant, the 
model covers the case considered by Hioe [84]. 

Hioe and Carroll [82] further considered the case that the function h{z) and 
the variable z are given by 

z=^+f(9{t))} (6.104) 

and 

M^) = [ff(*)]-1Wi-^)]s = [ff(*)]-1 1 - / 2 

(6.105) 
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where g(t) is an arbitrary function, d is an arbitrary constant, and the f(g) is 
a function to be determined. From Eqs. (6.93)-(6.95), we obtain 

1 # 
2dg (1 - ft 

i s 

^(i){j[l-/2(5(*))]} 
1/2-5 

and 

A 1 - m 03 + 27 )+ /?/(g(*)) 
27 r 5 W ( l / 4 [ l - / 2 (g ( t ) ) ] )* 

It is interesting to see some simple special cases of S. 

(i) Case I: S = 0. 

We have 

(6.106) 

(6.107) 

(6.108) 

/ = tanh <7(t) 

-A = — <j(t)sech \m 
and 

B=—<)(*)<{/? + 2 7 + /3 tanh Jfl(*) 

(6.109) 

(6.110) 

(6.111) 

where the arbitrary function g(t) should satify <?(±oo) = ±oo and is chosen 
to be 0 at t = 0. This case covers the models mentined above in the previous 
paragraph. 

(ii) Case I I : 6 = - 1 / 2 . 

For the arbitrary function g(t) which satisfies g(±oo) = ±oo, we have 

9 
f (16 + fl2)i/2 

A = ±m-. * -K
 a v ' 16+ g2(t) 

(6.112) 

(6.113) 
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and 

B = i g(t) 
7T(16 + 5

2 ( i ) ) 1 / 2 
/3 + 27-

If we take g(t) oc t, then A gives the Lorentzian pulse. 

(6.114) 

(iii) Case I I I : S = 1/2. 

In this case, we have 

and 

B = 

/ = sm[g(t)} , 

A = -g(t) 

_g(t)(3 + 2j + f3sm[g(t)\ 

(6.115) 

(6.116) 

r / M ' (6.117) 

The function g(t) should satisfy g(±oo) = ±n/2. This case can represent a 
square pulse, a Gaussian pulse, and an exponential pulse [82]. 



Chapter 7 

Two-State Problems 

In Chap. 5 the new theories for both curve-crossing and non-curve-crossing 
types of nonadiabatic transitions are presented. These theories describe the 
most basic parts of variety of dynamic processes involving nonadiabatic tran­
sitions, namely they present nonadiabatic transition amplitude matrices at 
the transtion points; thus by combining with the other basic processes such 
as adiabatic wave propagation, wave reflection at turning point, and quan­
tum mechanical tunneling, they can describe various physical processes such 
as inelastic scattering, elastic scattering with resonances, predissociation, and 
perturbed bound states. The recipe how to deal with these processes are pre­
sented in this chapter. 

7.1. Diagrammatic Technique 

As was frequently mentioned before, the various dynamic processes can be 
decomposed into sequential basic events such as wave propagation and nona­
diabatic transition. The conceivable basic elements (or events) are (1) wave 
propagation along adiabatic potential without any transition, (2) wave reflec­
tion at turning point, (3) single potential barrier penetration and reflection, 
(4) nonadiabatic transition at crossing point, (5) nonadiabatic tunneling at the 
energy lower than the bottom of the upper adiabatic potential, and (6) non-
crossing type of nonadiabatic transition. These can be expressed by the dia­
grams depicted in Figs. 7.1-7.5. 
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u 

En(R) 

Fig. 7.1. Diagram for wave propagation from a to 6 along the potential En(R). (Taken 
from Ref. [9] with permission.) 

Y"n 
En(R) 

Fig. 7.2. Diagram for wave reflection at the turning point T. (Taken from Ref. [9] with 
permission.) 

v, JV-

vn 

M 
U'n V1 

TF„ v 

En(R) 

Fig. 7.3. Diagram for single-potential barrier penetration and reflection. (Taken from 
Ref. [9] with permission.) 

When we write the semiclassical wave function on the adiabatic potential 
En(R) as 

MR) * -K<P£\R •• «) + V^~\R : a) 

with 

<p£\R:a) = exp ±i J kn{R)dR 
J a 

(7.1) 

(7.2) 
2^kn{R) 

the connections of the coefficients are given as follows for each basic element 
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U"2< 

U"i' 

1 £2(R) 

E,(R) 

-Ez(R) 

E,(R) 

Fig. 7.4. Diagram for nonadiabatic transition. (Taken from Ref. [9] with permission.) 

U2 
• — 0 

v2 
• • • » 

V" n ' 
N 

U' 

U" 

En(R) 

Fig. 7.5. Diagram for nonadiabatic tunneling. (Taken from Ref. [9] with permission.) 

(1) Wave propagation (see Fig. 7.1): 

U 
' ei-y„(a,b) 

0 

0 
,-ifn(a,b) 

V = PabV, (a<b), (7.3) 

where 7n(a, b) is denned by Eq. (3.33), V is a column vector with components 
V and V", and U is the similar vector which represents the wave function 
with b as a reference point. This gives the shift of reference point from a to b. 
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(2) Wave reflection at turning point (Fig. 7.2): 

' gTTi/4 0 

V 
0 g-7Ti/4 X (7.4) 

where A simply represents the wave amplitude. When the turning point is on 
the right side, the signs of iri/A should be interchanged. If we eliminate the 
amplitude A, then we have V = exp(iir/2)V". 

(3) Single potential barrier penetration and reflection (Fig. 7.3): 

U=MV=Q 
V l + e 2 " ^ 

- i e 7 r e e - i 9 

ie*£ei0 

s/\ + e ^ e ' * 
Q*V, (7.5) 

where 

for E < Et 

e = 

7T I \k(R)\dR 
Ja 

— [ k(R)dR iorE>Et, 
™ JR+ (7.6) 

9= < 

for E < Et 

f * k(R)dR + f ' k(R)dR for E > Et, 
JR+ JR-

arg T ( - + ie ) - e ln|e| + e. (7.7) 

R±. are the complex turning points and Et represents the energy of the barrier 
top. When E > Et, Q should be replaced by unit matrix. This matrix connects 
the waves on the right side of the barrier to those on the left side. 

(4) Nonadiabatic transition at crossing point (Fig. 7.4): 
The matrices Ix and Ox = Ix (transpose of Ix) introduced before take 

care of this transition by 

U" = IXV" and V = OxW , (7.8) 

where V is a column vector with components V[ and V2', and the 
other vectors have the similar meanings. At E < Ex in the LZ-case 
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we have 

V = QSR^V", (7.9) 

where S^a> is the reduced scattering matrix in the adiabatic representation 
given by Eqs. (5.85)-(5.87). 

(5) Nonadiabatic tunneling at E < Ef, (Fig. 7.5): 
The coefficient vector of wave function is given by 

U = QNQ*V, (7.10) 

where N is a transfer matrix denned by Eq. (5.128) from the reduced scattering 
matrix SR^ which is defined by Eq. (5.120) with the various quantities given 
in Sec. 5.2.2. 

(6) Rosen-Zener-Demkov and exponential potential models (Fig. 7.4): 
We need Ix and Ox matrices which are given in Sees. 3.2 and 5.4. The 

reference point Rx is taken to be Re.R*. 
Various kinds of dynamic processes involving curve crossings can now be 

diagrammatically expressed by assembling the basic elements given above and 
can be described by combining the appropriate matrices [7, 9, 12, 85]. Exam­
ples are given below. 

It should further be noted that the adiabatic state representation is much 
better than the diabatic representation and can be used uniformly whatever 
the coupling strength is. The diabatic representation is usually easier to use, 
but works well only when the diabatic coupling is weak. In the examples 
below, basic physical quantities such as scattering matrices, scattering phase 
shifts, resonance widths, and eigenvalues are explicitly expressed in terms of the 
nonadiabatic transition matrices derived before without relying on the wave-
functions directly. When we need wavefunctions, we can use Eq. (7.1) with the 
coefficients V„ and V^ obtained appropriately from the diagarammatic tech­
nique. For the quantitative applications, however, it should be noted that the 
wavefunctions tp^ of Eq. (7.2) are not accurate at turning points where they 
actually diverge and thus they should be replaced by more accurate ones such 
as those obtained in the uniform semiclassical approximation [5,12]. All the ef­
fects of nonadiabatic transitions can be properly included in the wavefunctions 
through the coefficients Vn. This treatment would also be useful for analyzing 
the transient time-evolution of a system under a certain non-stationary initial 
condition. 
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Fig. 7.6. Schematic adiabatic potentials for inelastic scattering. 

7.2. Inelastic Scattering 

As was already discussed in Chap. 3, the inelastic scattering processes depicted 
in Fig. 2.1(a) for LZ-type and in Fig. 7.6 for NT-type can be directly described 
in terms of the nonadiabatic transition matrices I and O = P or by the reduced 
scattering matrices SR. The two potentials Ei(R) and ^( -R) are the functions 
of the radial scattering coordinate R and naturally, the energy E is assumed 
to be higher than the asymptotic value of the upper potential E2 (R = 00). 

In the Landau-Zener case, the total scattering matrix is given by 

Smn = (S,LZa))m"eXP[i('?i0) •4a))\, n, m = 1,2, (7.11) 

where the reduced scattering matrix is given by Eqs. (5.85)-(5.87) and the 
elastic scattering phases rj]ja' (j = 1,2) are defined by Eqs. (5.83) and (5.84). 
When the energy E is higher than the crossing point Ex, then the scattering 
matrix can be rewritten as (see Eq. (3.16)) 

S = P^xOxP; X^x^XTX IxPxc (7.12) 

where the matrices P represent the adiabatic wave propagation and are defined 
by Eqs. (3.17) and (3.18) with Rx — Ro (minimum energy separation) and the 
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S* 

_ 

E ^ E X E S E x 

Fig. 7.7. Diagrams corresponding to Fig. 7.6. In the LZ-case at E < Ex, the reduced 
scattering matrix S R is used. In the NT-case this is applicable only to E > £2(0°)- (Taken 
from Ref. [62] with permission.) 

matrix Ix is given by Eq. (5.105). In the NT-case, the total scattering matrix 
is given by the same equation (7.11) with X = Rt and the various basic quan­
tities, P Z N . ^ S ^ O , given by those defined in Sec. 5.2.2.3. The diagrams shown 
in Fig. 7.7 are helpful to understand the physical meaning of the expression 
Eq. (7.12), as was explained in the previous section. 

It should be noted again that the above equations are defined in the adi-
abatic state representation which is generally better than the diabatic state 
representation, as was pointed out before. 

In the case of the Rosen-Zener-Demkov type non-curve-crossing and the 
exponential potential models, /^-matrix should be simply replaced by the one 
given by Eq. (3.36) or by Eq. (5.259), respectively. 

7.3. Elastic Scattering with Resonances and Predissociation 

The potential schemes and the corresponding diagrams are depicted in Figs. 7.8 
and 7.9. 

In the LZ-case the elastic scattering phase shift r? is obtained with the help 
of the diagram as 

77 " + 2 a r g i l + 52 2(P*T o)!2 / ' 

where 

(7.13) 

VW= MR) - hioo^dR - h(oo)X + - , (7.14) 
Jx 4 
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Fig. 7.8. Schematic adiabatic potentials for elastic scattering with resonance, (a) LZ-case 
and (b) NT-case. 
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+ , | °x | > 4 

+ I 4 
1 < 1 * I *-

(a) 

E = E 

0>) 

SR 

> * + 

.9 
<+ 

E ^ E v 

A, 

* - ; 
i 

->— 

—<— 

N 

—> 

—< 

Fig. 7.9. Diagrams corresponding to Fig. 7.8. 
permission.) 

E = E' 

(Taken from Refs. [61] and [62] with 

- (PTxSR^PTx = -iOxPxTxIx E>EX, 

\ s R ( a > E<EX 

X 

and 

.*i,2 £ < £ * 

T = «1,2 , 

To = T + , 

(7.16) 

(7.17) 

(7.18) 

where T+ is the right turning point on the upper potential (see Fig. 7.8(a)). 
The reduced scattering matrix SR^ is the same as before. 
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In the NT-case (see Figs. 7.8(b) and 7.9(b)), we have 

V = V + a r g ^12 « ° 2 2 

arctan If l°22 I 
I c R ( ° ) I 
I'-'22 I 

o R ( o ) 

7i(*i,*i)-tan 2 arg £22 (7.19) 

where t[ = Rt when E > Et. The reduced scattering matrix S^") in the 
adiabatic representation is given by Eq. (5.120). It should be noted that the 
index 1 (2) of this reduced scattering matrix does not correspond to the state 
number but to the left (right) side of the barrier of the lower adiabatic potential. 
At E > Eb, Eq. (7.19) can be rewritten as 

col 7r 1 
77 = n 4 + 2 a r g 

Sl l - \S\(PxT0X)22 (7.20) 
1 — S22(PxT0x)22 

where T0 = t\ (right turning point on the upper potential), X = Rb, and 

S = OXPXTXIX (7.21) 

with T2 = tf (see Fig. 7.8(b)). 
As is seen above, when a resonance exists, the elastic phase shift can be 

generally expressed as follows: 

V = f7bg + arctan[P tan Q] (7.22) 

where r/bg is the background phase which is a slowly varying function of energy 
and the second arctan term represents the resonance. The quantities P and Q 
in this term are appropriate functions of energy E. In the vicinity of resonance, 
the phase shift can be expressed as 

r] ~ ?7bg + arctan 
T/2 

Er — E 
(7.23) 

where T and Er represent the resonance width and the resonance position, 
respectively. Comparing the two equations, Eqs. (7.22) and (7.23), we can 
easily obtain the equation for Er as 

Q(Er) n+ - ) 7r for n = 0 ,1 ,2 , . . . (7.24) 
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Expanding Q(E) around E = Er as 

'dQ(E) 
Q(E) = Q(Er) + 

dE 
(E-Er) + ---, 

we obtain 

r = 2P 
dQ(E) 

dE 

(7.25) 

(7.26) 
Er 

Corresponding to the various cases discussed above, i.e. the LZ and NT-cases, 
the appropriate expressions should be inserted into P and Q. 

7.4. Perturbed Bound States 

When the two potentials are energetically closed at R —> oo (see Figs. 7.10 and 
7.11), we have bound state problems whose eigenvalues are perturbed by the 
nonadiabatic coupling. 

In the LZ-case, using the above diagrammatic technique, we can obtain the 
following secular equation, 

where 

det[iSPXToX-l} = 0, 

PTXSR(O)PTX = -IOXPXTXIX E > Ex 

S*(a) E<EX 

(7.27) 

(7.28) 

X = 
Ro E>EX 

t± E<EX 

T = t±, 

(7.29) 

(7.30) 

To = T± , (7.31) 

and SR(a) is the reduced scattering matrix defined by Eqs. (5.85)-(5.87). 
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Fig. 7.10. Schematic adiabatic potentials for perturbed bound states, (a) LZ-case and 
(b) NT-case. 
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+ > Ox + 
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© <J 
* + 

—* 1 
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s) ©© N 

E = E E = E' 

(b) 

Fig. 7.11. Diagrams corresponding to Fig. 7.10. (Taken from Refs. [61] and [62] with 
permission.) 

In the NT-case, we obtain the following secular equation, 

2 

£ ( • / « - Jv) = 0 (7-32) 

with 

J = L(*3,T 2 - )^L(T 1 - , t r ) , (7-33) 

where t^[ = t j = Rt when E > Et, and 

£„m(a,b) = <5„mexp j i ( l -2<5n ,2) 7i(a,6) + - J } . (7.34) 

When E > Eb, the secular equation can be rewritten as 

\OxPxT,xIxPxTrx - 1| = 0 (7.35) 

with T; = ( T f , ^ ) and Tr = (T2~,4) (see Figs. 7.11(a)). 
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7.5. Time-Dependent Periodic Crossing Problems 

When two diabatic states cross many times as a function of time t, the tran­
sition probability naturally changes periodically. This kind of process can be 
treated without difficulty with use of the two-state theory presented in Sec. 6.2. 
For instance, when crossing points are well separated from each other as in 
Fig. 7.12(a), the overall transition matrix T is given by 

T = OxXIxXOxX (7.36) 

X O X I X O X I 

(a) 

X TR X 

(b) 

jR 

Fig. 7.12. (a) Schematic time-dependent periodic potentials in the case that avoided cross­
ings are well separated. : adiabatic, - - -: diabaitc. (Taken from Thesis of Y. Teranishi 
with permission.) (b) The same as Fig. 7.12(a) in the case of closely lying avoided crossings, 
(c) The same as Fig. 7.12(a) in the case of diabatic avoided crossings. 
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where Ix and Ox = Ix a r e defined by Eq. (6.21) and X is the same as P-
matrix defined by Eq. (6.22). 

When the two crossings are located close to each other or the two diabatic 
potentials are diabatically avoided as in Fig. 7.12(b) or 7.12(c), the overall 
effect of the nonadiabatic transitions there can be described by the transition 
matrix TR which is equivalent to the reduced scattering matrix in the time-
independent scheme and the overall transition matrix T is given by 

T = TRXTRX • • • , (7.37) 

where X denotes the adiabatic propagation matrix as in Eq. (6.22) from the 
right-side avoided crossing point (real part of the complex crossing point) to 
the left-side of the next transition region. The Stokes constant and other 
necessary quantities to define T R are given in Sec. 6.2.2. Numerical examples 
are presented in Figs. 7.13, where the diabatic potential energy difference is 
given by 

Ae(«) = TT^TT, + IT • (7-38> 
Vosm(a;t) Vo 

and VQ is the constant diabatic coupling. As is seen in this figure, the semi-
classical theory works very well even in the non-crossing region B/Vo > A/VQ, 
where the Landau-Zener theory does not work at all. This kind of periodic 
crossing case appears frequently in the problems of periodic external field such 
as the Zener tunneling [29, 86-88]. 
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Fig. 7.13. Transition probability as a function of time in the case of Ae(r) = 2A/Vo sin(r) + 
2B/Vo with A/Vo = 15.0. The region B/Vo > A/Vo corresponds to the non-crossing regime. 

: exact numerical result, - - -: semiclassical theory, (a) B/VQ = 0.0, (b) B/Vo = 18.0. 
(Taken from Ref. [71] with permission.) 
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Effects of Dissipation and 
Fluctuation 

As was mentioned in Introduction, nonadiabatic transitions due to curve-
crossings play important roles in condensed matter also. In this case, effects of 
dissipation and fluctuation should be taken into account. Theoretical studies 
have been carried out only for the time-dependent Landau-Zener model. Here 
analytical as well as numerical studies done by Kayanuma and his collaborators 
are summarized [89-93]. The Hamiltonian to describe the problem is written 
as [93] 

H(t) = Hel(t)+Hph+HI, (8.1) 

with 

Hel(t) = ^ ( | 1 ) < 1 | - |2)(2|) + J( | l ) (2 | + |2)(1|), (8.2) 

HphW =J2"kblbk (8.3) 
k 

and 

Hi{t) = \j2a^(h + b[){\l)(l\ - |2>(2|), (8.4) 
/ k 

where v is the rate of the change of energy, a^ represents the coupling to 
the kth. phonon mode of frequency u>k, and b'k and bk are the creation and 
annihilation operators of the fcth phonon. The Hamiltonian He\(t) represents 
the electronic system composed of the two states |1) and |2) which depend 
linearly on time t and couple to each other by J , Hph is the Hamiltonian of the 

161 
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phonon environment, and H\ represents the interaction between the electronic 
system and the phonons. Here we are interested in the transition probability 
P which represents a transition from the initial diabatic electronic state |1) at 
t = - c o to the final diabatic state |2) at t = oo. Some important parameters to 
describe the system are introduced. Because of the Gaussian character of the 
linear electron-phonon interaction, the dynamics of this quantum dissipation 
system can be specified by the spectral density function 4>(LJ) defined by 

<t>(u) = ] T a\Jl [(nk + l)5(w - uk) + nk6(u + uk)], (8.5) 
k 

where 

n * = { e M » / w _ i } • (8-6) 

The relaxation energy AE and the amplitude of energy fluctuation D are 
defined by 

/

oo 
^(UJ)^-1^ (8.7) 

•oo 
and 

/

oo 

<J>(U)<LJ. (8.8) 

-oo 

The dimensionless coupling constant S and the representative phonon energy 
Q are introduced as, 

S = $ > g , (8.9) 
k 

and 

AE = Su>. (8.10) 

The whole transition process can be characterized by the degree of coherence 
which is measued by the ratio of rph and Ttr, where rph ~ Z?_1 represents the 
fluctuation time scale and Ttr ~ J/\v\ represents the nonadiabatic transition 
time. When rph <U l/a>, the relative phase memory is completely lost within 
the short time scale ~ rph. When rph •> 1/tD, the phase relaxation is incom­
plete. Kayanuma and Nakayama used the formal perturbation expansion with 



Chapter 8. Effects of Dissipation and Fluctuation 163 

repsect to the diabatic coupling strength J 2 and obtained analytical formulas 
in the following limiting cases. Only the final results are summarized. 

(1) The case of rapid passage (rPh 3> r t r ) : 
This corresponds to the large velocity \v\ and the coherence is pre­
served. Thus the Landau-Zener formula is recovered, 

P = PLZ = 1~ e~27rj2/W . (8.11) 

(2) The case of slow passage (rtr S> TPh): 
In this case the coherence is always interrupted in the time-interval 
Ttr and the system makes transitions between |1) and |2), while the 
relaxation toward the equilibrium is occuring within the respective 
electronic state. 

First, we consider the case that the energy dissipation is negligible, 
AE —»• 0. In the case of high temperature limit with small coupling to 
phonon, the following result is obtained: 

P = P S D = i { l - e - 4 7 r j 2 / H } . (8.i2) 

It should be noted that in the limit J 2 / | ^ | —>• oo, 

PSD -» \ • (8.13) 

This indicates that the strong decoherence reduces the whole transi­
tion process to diffusion-like so that the electronic states are equally 
populated after the slow passage. 

Next, let us consider the effect of the finite energy dissipation. In 
the case of weak coupling and high temperature, we have 

P = i { l - e - 4 i r j a / l " l } > (8.14) 

which recovers the formula Eq. (8.12). In the limit of strong coupling 
at low temperature, on the other hand, the value of P strongly depends 
on the sign of v. For positive v, we have 

P+ = 1 - e-2^2 / !"! = PUL . (8.15) 

This gives an interesting result that in both limits of rapid and slow 
passages the Landau-Zener formula is recovered (see Eqs. (8.11) and 
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(8.12)). When the velocity v is negative, namely the initial state is the 
upper one, then the probability P becomes 

P_ = {1 - e-**J'/\v\ye-2Kj>/\v\ =Phz(l- P L Z ) . (8.16) 

Interestingly, this means that the transition occurs twice at t — 
±AE/v. 

(3) The case of energy fluctuation alone: 
The Gaussian stochastic fluctuation of the energy levels with the am­
plitude D is treated as an environmental perturbation. The probability 
P generally lies in between the two limits, namely, PSD < P < PLZ 
[90, 91]. In the limit of large amplitude fluctuation, P agrees with PSD 
as it should. 

Some numerical studies in comparison with the above analytical formulas 
are shown below [93]. The numerical calculations were carried out with use of 
the interaction mode model by separating out the phonon modes into system 
mode and reservoir modes [94]. The following dimensionless parameters are 
introduced: J = J/Q,v = v/u>2,k = K/U>,T = fceT/w, and D = D/Q. Fig­
ure 8.1 shows P+(circle) and P_ (diamond) against l / |v | for a fixed value of 
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Fig. 8.1. The transition rate P+(circle) and P_(diamond) as a function of \ii\~1 for a fixed 
value of J2/\v\ in the zero temperature, strong coupling case. The predicted values by the 
formulas, PLZ, and PLZ(1 - PLZ) are shown by dashed lines. (Taken from Ref. [93] with 
permission.) 
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J2/\v\ = 0.2 at T = 0 with S = 10.0 and k = 0.2. The values of PLZ and 
P tz ( l - PLZ) are also shown. In the rapid passage limit, P + = P_ = PLZ is 
attained as discussed above. As the speed of passage decreases, both P + and 
P_ deviate from PLZ to lower values by the same amount. As \v\ decreases 
further, P+ takes a minimum value at an intermediate value of l / |n | and then 
increases again to approach to PLZ in the slow passage limit, consistently with 
the formula Eq. (8.15). On the other hand, P_ decreases dramatically from 
PLZ to PLZ(1 — PLZ) as \v\ decreases. 

The dependence on S of P + and P_ at zero temperature is shown in Fig. 8.2 
for a fixed value of J = 0.5 in the slow passage, \v\ = 1.25. It is remarkable 
that P+ is essentially independent of S and is given by PLZ, but P_ is reduced 
strongly by the coupling with phonons even in the weak coupling region. 

Figure 8.3 shows the time variation of P+(i) and P-( i ) in the high tem­
perature weak coupling limit for T = 10.0, D = 1.0, J = 0.5, k = 0.2, and 
\v\ = 1.0. The transition rate is almost independent of the sign of v and is 
strongly reduced from PLZ- The dependence of P + and P_ on J2\v\ is shown 
in Fig. 8.4 for J = 0.5 and k = 0.2. The coupling constant S and the temper­
ature T are chosen so that the fluctuation dominance condition, &E —> 0 and 
kBT -> oo with D = finite, is satisfied: S = 0.0499, t = 10.0 for D = 1.0 and 
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Fig. 8.2. The transition rate P+ (circle) and P_ (diamond) as a function of S in the zero 
temperature, slow passage case for fixed values of J , \v\ and k. The values of P\JI and 
i-Lz(l — PLZ) are given by dashed lines. (Taken from Ref. [93] with permission.) 
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S = 0.0249, T = 5.0 for D = 0.5. As noted before, P generally lies in between 
PSD and Pui except for small deviations. 

Kayanuma also considered the effects of fluctuation of the off-diagonal di-
abatic coupling J 2 [92]. He employed the following Hamiltonian, 

H(t) = \vt(\l)(l\ - |2)(2|) + ff(t)(|l>(2| + |2)<2|), (8.17) 

where the Markoffian-Gaussian fluctuation is assumed for g(t), 

(9(tW)) = J2e-^^ . (8.18) 

Here (• • •) denotes the expectation value and 7 represents the decay constant 
of the fluctuation correlation. In the slow fluctuation limit (7 = 0), the 

Fig. 8.5. Transition probability from |1) to |2) versus J2/\v\ for various values of TU/T0 

(= J 7 / | u | ) . The case of TU/TC = 0 and 00 correspond to P = PSF and P = PRF, respectively. 
(Taken from Ref. [92] with permission.) 
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probability P is given by 

In the rapid fluctuation limit (7 = 00), on the other hand, we have 

P = P R F = i { l - e - 4 - - 7 2 / H } . (8.20) 

Figure 8.5 shows the numerical results of P against J2/\v\ for various values 
of Tt r /rc(= J7/ |v | ) , where rc = 1/7 represents the rapidity of the fluctuation. 
The probability P changes continuously from P = PSF to P = PRF as the 
parameter Ttr/rc increases. 



Chapter 9 

Multi-Channel Problems 

So far we have discussed various types of two-state or two-channel problems and 
demonstrated that once the basic accurate two-state theory is prepared, three 
different types of physical problems, inelastic scattering, elastic scattering with 
resonances and perturbed bound states, can be uniformly formulated with use 
of the theory. However, physical and chemical processes in realty naturally re­
quire us to deal with various types of multi-dimensional and/or multi-channel 
problems. In this chapter, we will consider one-dimensional multi-channel 
problems which contain many curve crossings in both time-independent and 
time-dependent schemes. First, some exactly solvable models will be intro­
duced briefly. Since they are very limited, however, main efforts will be paid 
to explain how the basic two-state theories presented in previous chapters can 
be employed to analyze multi-channel problems. 

9.1. Exactly Solvable Models 

9.1.1. Time-independent case 

As can be easily understood, it is very difficult to solve analytically exactly 
any multi-channel problems. This is especially true for time-independent case 
The only potential curve system exactly solved so far is the so called Demkov-
Osherov model [95]. In this model, one slanted level with the slope a crosses 
many horizontal levels n (n = 1,2,3, . . . , N) with the level dependent constant 
coupling hn (see Fig. 9.1). The subspace composed of the horizontal levels is 
assumed to be diagonalized. Namely, the corresponding Schrodinger equation 

169 
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Fig. 9.1. Crossings of many horizontal states with a slanted state. (Taken from Ref. [95] 
with permission.) 

IS 

with 

and 

2fidx2 + V tf = 0 

* = 
^ 2 

VW 

V 

f ax h\ h<i 

hi \i 0 

h2 0 A2, 

v 

• • \ 

. . . / 

(9.1) 

(9.2) 

(9.3) 

Using the same complex contour integral method as that for the time-
dependent case described in the next subsection. Demkov and Osherov solved 
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this problem exactly and obtained the following results for the overall transition 
probabilities P^ for the transition i -» j : 

Pnm' = 0 for n > m! , (9.4) 

= 0 for m > n', (9.5) 

Pn'm'=0, (9.6) 

P o o ' = 0 , (9.7) 

Pnm = {l-pn)pn+l • • ' Pn0Pn0-\ ' ' - P m + l ( l ~ P m ) (9.8) 

POO = P i • • ' PnoPno " " ' P i , (9 .9) 

where n,m > 1, p n represents the Landau-Zener transition probability be­
tween the slant level and the nth horizontal level, 

pn = e-2*h"/a, (9.10) 

and the totel energy E is assumed to be in between Xno and An o + i . The 
primed state n' indicates the state n on the right side of the crossing region 
(see Fig. 9.1). The above results can be easily understood in terms of the 
semiclassical idea of nonadiabatic transition at avoided crossing and adiabatic 
wave propagation along adiabatic potential. It is interesting to note that there 
appear no phase terms in the above results. This is easily understood, because 
for any one of the above transitions there is only one possible path connecting 
initial and final states and no phase interference occurs. It should be noted, 
however, that the above result is quantum mechanically exact for any number 
N of the horizontal states and independent of the spacing among the latter. 

9.1.2. Time-dependent case 

The time-dependent version of the above model, namely, 

(#o + | ^ > W o | ) | * > = ^ | * > 08 > 0 ) , (9.11) 

was solved by Demkov and Osherov with use of the contour integral [95], 

|*> = / G{E)\ip0)F(E)e-iEtdE, (9.12) 
Jc 
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where 

H0 = 

( 0 hi h2 

hi Xi 0 

h2 0 A2 

v 

A 

(9.13) 

and 

G{E) = (Ho - E)-1. 

With use of the integration by parts, we obtain 

F(E) = if3—[F(E)(ip0\G(E)\i>o)}, 

1 ' 7 c <V*|G(J5)|Vto> ^ 13 J 
dE' 

(1,-0\G{E')\rk) 
-iEt 

and 

exp £ fE dE' 
iEt 0. 

(9.14) 

(9.15) 

dE (9.16) 

(9.17) 
<Vo|G(£')|V<o> 

By evaluating the resolvent operator G(E) from Eq. (9.14), we can have 

(i>0\V) = N [ L(E)dE (9.18) 
Jc 

and 

with 

M -„|*> = Nhn [ (An - E)~1L(E)dE (9.19) 
Jc 

L{E) = IJ(Am - E)~ih~IP exp (i J - iift) . (9.20) 

By appropriately choosing the contour C to satisfy the initail condition at 
t —> — oo and Eq. (9.17), we can obtain the normalization constant N and 
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finally explicit expressions for the various transition probabilities Pij for the 
transition i —> j as follows: 

Pnm = 0 for 0 < TO < n , (9.21) 

P n n = 0 , (9.22) 

Pnm = (1 - P n ) P n + l • • - p m - l ( l - P m ) for TO > n (9 .23) 

PnO = (1 - P n ) P n + l • • " PN • (9 .24) 

The physical picture of the above result is much clearer than the time-
independent case. 

The above Demkov-Osherov model was extended to the case that two bands 
composed of an infinite number of equidistant states cross with each other 
[96, 97]. They analyzed the behaviour of adiabatic states against the change 
of the diabatic coupling strength, and found a new kind of pseudocrossing 
named as "anti-diabatic states" which show saw-like behaviour and lie halfway 
between the original adjacent diabatic states. Some important features of time 
evolution of the system was also analyzed. 

The other model which has been analytically exactly solved is the so called 
bow-tie model, in which an arbitrary number N of linear time-dependent dia­
batic potential curves cross at one point and only a particular horizontal curve 
among them has interactions with the others. Carroll and Hioe first motivated 
the study by the applications to quantum optics and derived exact solutions 
for the three-level case [98-100]. Later, Brundobler and Elser noted that the 
method used by Carroll and Hioe can be generalized to write the solutions in 
the form of complex contour integrals for arbitrary number N of states [101]. 
The explicit expressions of transition probabilities could not be obtained, how­
ever. Recently, Ostrovsky and Nakamura have succeeded to derive the exact 
compact analytical solutions for arbitrary N [102]. The Hamiltonian matrix 
in the model is given by 

#oo=0, Hjj^frt, Hj0 = HQj = Vj 0 V 0 ) , 
(9.25) 

Eik = 0 for j =£ 0 and k ^ 0, 

where the states with positive slope (3j are labelled with positive subscripts 
j in order of increasing (3j, and the states with negative j3j are labelled by 



174 Chapter 9. Multi-Channel Problems 

negative indices j , the larger j corresponding to the larger |/3j|, i.e., 

• • -/3_3 < /J-2 < j8_i < ft </?i < ft • • • . (9.26) 

The expansion coefficients Cj of the total wave function in the above diabatic 
representation satisfy the following coupled equations as usual: 

i-^^Pjtcj+VjCo, U^O). (9.27) 

As in the Demkov-Osherov model, the Laplace transformation reduces this 
system of equations to a single first order differential equation which is easily 
solved and we can obtain the following contour-integral representations: 

c0(t) =Qtf *Le-**V»TT (Z^+M"1" (9.28) 

Jc v ^ V V ~u J 
and 

where 

Cj(t) = -QVj 
f du 

Jc V-i 
,-iut2/2_ 

' J n 

-u + /3n 
ih„ 

hi 
(2&) 

(9.29) 

(9.30) 

and Q is a certain normalization constant. By properly taking the contour 
C in the complex it-plane, we can finally obtain the expression of Q and the 
transition probabilities Pij for the transition i -» j as 

oo 
1 ~ npn ~ npn 

n>0 n<0 

(9.31) 

P0j=PjO=[Y[pn)(l-pj)[l[pn+l[pn) (j > 0) , (9.32) 
\n>j J \n>0 n<0 / 

Poi=PjO=\]lPn)il-Pi)[T[Pn+Y[pn) U<0), (9.33) 
\n<j J \n>0 n<0 ) 
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•3] 1+ ( n P n J P j - Y[Pn 
n>j J n>j 

U > o), (9.34) 

Pjk = ( J ] Vn I ( J ] P» ) (! - Pi)U - Pfe) 0' > 0, fc > 0), (9.35) 
\n>j J \n>k J 

Pjk = n_p») ( n p») a - f tXi - P O a > o,fc < o), (9.36) 

P 
n < j / n<j 

0"<o), (9.37) 

^ = ( n p») ( n p») (x - p*)(i - ^ ) ^ < °' ̂  > °) (9-38) 
\n<j y \n<fc / 

^ = ( I t P» I ( I I P» I C1 - Pi'K1 - Pfc) 0' < 0, fc < 0) , (9.39) 
\n<j y \n<fc / 

where pj is the Landau—Zener transition probability, 

-2n\hj\ 
Pi exp -

*Vj 
\f*i 

(9.40) 

The physical interpretation of the above result has also been succesfully ob­
tained in terms of the multipath pairwise successive two-state transitions [103]. 
Brundobler and Elser [101] put forward the hypothesis that for the most gen­
eral multi-level linear model, in which the Hamiltonian matrix is given by 

lJ-ij — jJjXOij -f- s*-ij (9.41) 

with arbirary constants f3j and Aij, the probability that the system remains 
in the initial j t h diabatic state is given by a simple formlua, 

^-n-p (-£¥ 2ir\Vjk\
2 

I & - / W 
(9.42) 
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provided that this state corresponds to the extremum (maximum or minimum) 
slope /3j. This hypothesis is confirmed within the present model. Indeed, if the 
0-state corresponds to the maximum or minimum slope (namely, if all (3j < 0 
or all (3j > 0), then we have from Eq. (9.31) 

Poo = ] > « • (9-43) 
n 

If a certain j t h state corresponds to the maximum or minimum slope, then we 
have from Eq. (9.34) or Eq. (9.37) 

The above hypothesis is obvious, of course, from the view point of the semi-
classical idea. 

9.2. Semiclassical Theory of Time-Independent 
Multi-Channel Problems 

Since the exactly solvable models are very much limited, as is clear from the 
previous section, it is inevitable to use some kind of approximate theories 
to deal with general multi-channel problems. In this sense, the newly com­
pleted two-state semiclassical theory presented in Sec. 5.2 can present not 
only physically meaningful interpretation of multi-channel problems, but also 
a nice computational tool to calculate physical quantities such as scattering 
matrix, resonance width and bound state energies. When avoided crossings 
are well separated from each other, nonadiabatic transitions well localized at 
each avoided crossing can be treated as in a pure two-state problem. Even 
when some of avoided crossings come close together and their nonadiabatic 
couplings overlap with each other, the present semiclassical theory can still 
work surprisingly well. This is because the present semiclassical theory can 
take multi-state coupling effects into consideration by using adiabatic poten­
tials and also the underlying analytical sturcture of the two-state problem is 
most properly taken into account. Actually, the important two parameters a2 

and b2 which are denned in terms of the two adiabatic potential curves at one 
avoided crossing include all the interaction information coming from the other 
neighbouring avoided crossings; namely when two avoided crossings come close 
together, the corresponding a2 and b2 change from the corresponding values 
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when they are far apart. This is simply because the adiabatic potentials are 
obtained by diagonalizing the whole multi-channel electronic Hamiltonian ma­
trix. In the diabatic representation the interactions among other states are 
completely neglected, so that the theory cannot work better than in the adia­
batic representation [106, 107]. 

Since in the special Demkov-Osherov model [95] the overall transition prob­
ability can be expressed as a simple product of the Landau-Zener formula, 
many people thought that phases may not be so important in general. This 
is not correct, of course. For example, ocillation and resonance structure of 
overall nonadiabatic transition probabilities depend on various phases strongly. 
The /-matrix propagation method developed by Nakamura [8, 108] made an 
important step to properly take phases into consideration. The present version 
of/-matrix propagation scheme [104-107] enables us to deal with multi-channel 
curve crossing problems more conveniently by absorbing all adiabatic phases 
between avoided crossings into the redefined /-matrix. Generally speaking, 
the better the two-state theory is, the more accurate results we can obtain for 
multi-channel curve crossing problems. Even the effects of closed channels can 
be incorporated. Firstly here, the basic idea is explained by taking an example 
shown in Fig. 9.2, which is a simple three-channel problem including both open 
and closed channels. The diagrammatic technique explained before in Sec. 7.1 
is sometimes useful. The corresponding diagram is depicted in Fig. 9.2(b) [8]. 
When closed channels are included, it is convenient to construct the following 
X-matrix given below, in terms of which the 5"-matrix is expressed as, 

S = PooRo{Xoo ~ Xoc(Xcc - PhoT^Ro)^XccJ-Pfiooo , (9-45) 

where the suffix o(c) means open (closed), and Xoc represents the open channel-
closed channel block of the whole x-matrix, and so on. 

The suffix T R represents the right-side, i.e. outer, turning point T R , and RQ 
is an appropriately chosen position larger than the right-most basic element 
(diagram) and smaller than TR if the latter exists. RQ can be taken to be 
either dependent on or independent of the channel number. The matrices 
•foofio = PRooo and PRQTKRO are the same as those defined by Eqs. (3.17)-
(3.18) except that the integration limits in PROTRR0

 a r e interchanged since 
RQ < To. Now, the matrix x in the case of Fig. 9.2 can be simply expressed as 

X = Pc1RoOc1Pb1c2Oc2Ph,TC2Ic2Pc1cJc1
pc1Ro , (9-4G) 
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(b) 

Fig. 9.2. (a) Model three-state potential curve diagram, (b) Diagram corresponding to 
Fig. 9.2(a). (Taken from Ref. [9] with permission.) 

where the matrices PAB, IX and Ox (= Ix'- transpose of Ix) are the same 
as before except that Ix and Ix are now 3 x 3 matrices having off-diagonal 
elements only between the channels coupled by curve crossing. The matrices 
PA c and PC2TC2

 a r e defined as 

[P'c, Czlnm — < 

/ k3{R)dR 
JRc, 

<5nmexp \i I kn(R)dR 

<Snmexp \i 

for n, m = 1,2 

otherwise 

(9.47) 
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and 

lRc' 

r 'C2TC2J»"n lM72TC2Jnm — \ JTk L 

rtic2 

2t / kn(R)dR 
JTk 

for n, m = 1, , 
(9.48) 

otherwise, 

where the (3,3)-element of P'c^Ci c a n either be put in PQ2TC with the expo­
nent doubled. 

In this formulation the effects of closed channels can be straightforwardly 
incorporated into the S-matrix without difficulty. Resonances in the scattering 
clearly correspond to the complex solutions of 

d e t [ X c c - P ^ f i o ] = 0 . (9.49) 

The above method can handle the general cases which involve tunneling and 
nonadiabatic tunneling, since the corresponding basic matrices are available 
now. Below, the general framework will be presented in more detail, in which 
the transitions considered can be either LZ- or NT-type. Some numerical 
examples will be presented to demonstrate the accuracy of the present theory. 
This general framework can be used for any type of transitions other than LZ 
and NT as far as the corresponding /-matrix is known. The Rosen-Zener type 
non-curve-crossing and the exponential potential models are such examples. 

9.2.1. General framework 

The multi-channel WKB wave function can be defined almost anywhere for 
both incoming and outgoing branches, and the internal reduced scattering ma­
trix can be defined at a certain finite distance R = RQ, where all channels 
are energetically open. This is a connection matrix which connects the coeffi­
cients associated with incoming WKB solutions to the coefficients associated 
with outgoing WKB solutions. Then, we further propagate the solutions to 
asymptotic region where the final 5-matrix is defined. As is well known, the 
exact quantum mechanical close-coupling calculations have to be carried out 
far into the asymptotic region to obtain converged solutions. In the semiclas­
sical propagation method, however, we can terminate the propagation at the 
position just beyond the outmost avoided crossing. 

Let us assume that we consider a general multi-channel system which con­
tains totally n + m states, in which n represents the number of asymptotically 
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open channels and m is the number of closed channels (see Fig. 9.3). Of course, 
n and m vary as the collision energy changes. 

9.2.1.1. Case of no closed channel (m = 0) 

In this case, all channels (n) are open, and the avoided crossings are assumed 
to be distributed in the order, 

RN < RN-! < • • • < Ri, (9.50) 

where RN represents the innermost avoided crossing and Ri is the outermost 
avoided crossing. Each avoided crossing at Ri (i = 1,2,. . . , N) is identified by 
the channel indices a and /? (a < (3 = 1,2,. . . , n), and the nxn / ^ -mat r ix is 
given by 

(Jfljaa - hi, {IRXP = hi, (9.51) 

(1^)^=121, and (IRi)/3f} = I22 (9.52) 

with the other elements 

(In,) 7) ^ ( H . 08)9), (a/3), 09a), (9.53) 

where In, I12, I21 and J22 are the matrix elements of the two-by-two /-matrix 
denned in Eq. (5.107) for LZ-case and Eq. (5.157) for NT-case. Final reduced 
scattering matrix can be expressed as 

SR = (IRHIR^ • • • IR^IR^R,,., •••IR1). (9.54) 

When there are closed channels, i.e., m ^ 0, this matrix gives the internal re­
duced scattering matrix \- We will always denote it as x in order to distinguish 
from the final reduced scattering matrix SK. 

9.2.1.2. Case of m ^ 0 at energies higher than the bottom of the 
highest adiabatic potential 

In this case m channels are closed, as is shown in Fig. 9.3(a). Although in 
Fig. 9.3(a), we have chosen the NT-type avoided crossing at R = Rj for the 
highest one, it can be LZ-type or any other type as far as we know its I-
matrix. We first find x-matrix at R = Ro where all n + m channels are open. 
Actually, x can be otained exactly in the same way as in Eq. (9.46), but now 



fa 

O 

W 
Z 
W 

• J 

i—i 
EH 
Z 
w 
EH 

o 

n+m n+m-l 

Crossing 

region 

+ 1 

E 

R. 

R(COORDINATE) 

(a) 

« 
W 
z 
w 

1-1 
<! 
I—I 
E-> z w 
H 
O 
PH 

\ \ n + 1 

\ \ \ 

\ 

t; 

n+m 

b-^. a / 

1 

A B C 

n+m-

/ 

• 

1 
/ n + 1 

E 

n 

1 

R 0 I R 0 2 R 0 3 

R(COORDINATE) 

(b) 

R. 

Fig. 9.3. Schematic (n+m)-state potential curves with n open and m closed channels. The turning points Ta (a = 1, 2 , . . . , n+m) 
and tp (/3 = n + 1, n + 2 , . . . , n + m) mentioned in the text (omitted in this figure) are, respectively, the leftmost and rightmost 
turning points on the a t h and /?th adiabatic potentials. l , . . . , n , n + 1 , . . . , n + m —l ,n + m correspond to the adiabatic potentials 
Ei(R) • • • E„(R), En+i(R) • • • En+m-i(R), En+m(R). (a) In the case of energy higher than the bottom of En+m(R). (b) In the 
case of energy lower than the bottom of En+m(R)-

&a 

? 

3 
ft. 

3 
ft. 

I 

f 
? 

oo 



182 Chapter 9. Multi- Channel Problems 

it becomes (n + m) x (n + m). It should be noted that this x-matrix may now 
also include contributions from the other avoided crossings, if any, lying in the 
region R> RQ. This means that Ri does not have to be a definite single value, 
but can designate different positions depending on channels. 

Let us write ^-matrix a s 

Xoo(n x n) 

Xco(m x n) 

Xoc(n x m) 
Xcc(m x m) 

where o(c) means open (closed). Then, the final n x n reduced 5R-matrix can 
be found as 

SR = Xoo - XocCr1*™ (9.56) 

with 

Da/3 = 6ape-i20° + [xcc]a/3 (a, /3 = 1,2,. . . , m ) , (9.57) 

where the additional adiabatic phase 6a in Eq. (9.55) represents the WKB 
phase integral on the ath adiabatic potential, 

0a= J Kn+a(R)dR, a = l ,2 , . . . ,m, (9.58) 

which is an ordinary phase integral on a single adiabatic potential well. The 
derivation of 5R-matrix is essentially the same as that of the multi-channel 
quantum defect theory [7, 109-111], and actually has been used in the heavy 
particle scattering theory [57, 112]. But now we have compact analytical ex­
pressions for all elements. 

Equation (9.56) indicates that resonance information is totally included in 
the .D-matrix given by Eq. (9.57), and actually the complex zeros of det(D) 
provide positions and widths of resonances. It can be easily checked that D-
matrix goes to the correct adiabatic limit when all avoided crossings turn to 
be adiabatic, a2 —> 0. 

9.2.1.3. Case ofm^O at energies lower than the bottom of the 
highest adiabatic potential 

Now we turn to the situation shown in Fig. 9.3(b) in which the highest avoided 
crossing j is assumed to be NT-type and energy E is lower than the bottom 

(9.55) 
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of the highest adiabatic potential. The NT- and LZ-cases require different ap­
proaches. In the case of LZ, we can still use the /-matrix, even if energies are 
lower than the corresponding avoided crossing, and thus the whole procedure 
is the same as in the previous subsection. But in the case of NT, /-matrix 
no longer exsits at energies lower than the corresponding avoided crossing, 
and we must use the transfer matrix iVR obtained from 5 R in Eq. (5.120) by 
Eq. (5.128) for the reason that it represents the local transmission phenomenon. 
This JVR-matrix represents nonadiabatic tunneling through the avoided cross­
ing j in Fig. 9.3(b), since the highest state En+m(R) is closed everywhere. Now 
the propagation scheme becomes a little bit complicated because of this nona­
diabatic tunneling process. We have to classify avoided crossings into three 
regions: A, B and C in Fig. 9.3(b); 

Avoided crossings in A.'. Ra <C R%, 

Avoided crossings in H'. R% <C Ra ^ Rk ? 

and 

Avoided crossings in C: Rk < Ra > 

where a is a running index that covers all avoided crossing in the corresponding 
region. Thus, we can define the /-matrices for these three regions as 

IA = IRNIRN-1 • • • / « , , (9.59) 

IB = Iiu-x • • • J«,-x J*,+i • • • *«»+! (9-6°) 

and 

Ic=IRklRk.1---lR1, (9-61) 

where R^ < RN-I • • • < Ri < Ri-i < Rj-i < Rj+i ••• < Rk+i < Rk • • • < 
Ri, and each IRO (a ^ j) can be calculated in the same way as shown in 
Eqs. (9.51) and (9.52). 

Let us define the internal (n + m — 1) x (n + m — 1) %-matrix at R < /?oi 
as 

XW = ( / A / B ) W B ) . (9-62) 

where Roi > Ri (R02 < Rk) is a certain position in the left (right) well 
of En+m-i(R) (see Fig. 9.3(b)). Here we have combined IB with IA, since 
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the tunneling through j can commute with nonadiabatic transitions in region 
B. Next we consider the WKB wave function ipn+m_i(R) in the region of 
tunneling through the highest barrier (crossing j) from RQI to R02, and then 
we have the internal (n + m — 1) x (n + m — 1) x-matrix, x'2 ': 

[2] _ .-, 
Xap — Xap 

v[i] MR AM 
[1] A a ( n + m - l ) - ' y 2 2 A ( n + m _ l ) | g 

Db 

[2] _ i iV^e ' - ° [i] -i0f, 

XQ(n+m—1) n ^ a ( n + m —1) 

[2] _ [2] 
X(n+m-l ) /3 — X,g („+ m _ l ) 

X 
[2] 
(n+m—l)(n+7n —1) 

— /VK -1) — JV11 
W R

2 ) 2 

Dh 

where a, f3 = 1,2,... (n + m — 2), and Db is given by 

Db = e -i26b ,M 
+ X ( n + m _ i ) ( „ + m _ i ) - ' v 2 2 

with 

-jf 
•> i n + 

Kn+m-i(R)dR, 

(9.63) 

(9.64) 

(9.65) 

(9.66) 

(9.67) 

(9.68) 

which is the phase integral along the left well of En+m-i(R) (see Fig. 9.3(b)). 
JVft, N& and N& are evaluated from Eqs. (5.120) and (5.128). The third 
step is to propagate the WKB wave functions to R ~ RQ3 where all avoided 
crossings in region C contribute to give 

X[31 = IcX[2]Ic = 
Xoo(n x n) 

.Xcoiirn-1) x n ) 
Xoc(n x (m - 1)) 

Xcc((m - 1) x (m - 1)) 
(9.69) 

The final step is to propagate the WKB wave functions from R03 to Rs where 
the asymptotic region is reached, and we finally obtain 5R-matrix (n x n) as 

?R Xoc-D *x, (9.70) 

with 

Da/3 = 6aPe-lW" + [Xcc]Q/3, (a, (3 = 1,2,. . . , m - 1), (9.71) 
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where the phase integrals along adiabatic potentials are defined by 

Ba= f "+a Kn+a(R)dR, (a = 1,2,. . . , m - 1). (9.72) 

Note that 

/ • tn+(m- l ) 

em-x=ea= \ Kn+{m_x)(R)dR, (9.73) 

which is the phase integral on the right well along .En+m_i(.R) in Fig. 9.3(b). 
It should be noted that the turning points ta and ij in Fig. 9.3(b) must be 
replaced by Rtj when the energy is located in the gap of the top avoided 
crossing j . Now, resonances come from the following two parts: one is from 
the complex zeros of Db = 0 in Eqs. (9.63)-(9.66) and the other from the 
complex zeros of detD — 0 in Eq. (9.70). The great advantage of the present 
semiclassical method is that the resonance part can be completely separated 
from the other transition processes and thus can be easily analyzed. If there is 
no open channel, the %-matrix contains only closed channel portion, xcc , and 
det D = 0 becomes the secular determinant whose roots give the solutions of 
the perturbed bound states. 

When the energy further goes down, lower than the bottom of the adiabatic 
potential En+m^i(R) in Fig. 9.3(b), the present semiclassical theory cannot 
take the highest, i.e. j th , crossing contribution into consideration. However, 
when the energy is low enough, the nonadiabatic tunneling at j almost co­
incides with single potential barrier tunneling. In that case we can neglect 
adiabatic potential En+m(R), or we can treat the effect of the highest avoided 
crossing perturbatively. Then, the present /-matrix propagation method can 
still be formulated in a similar way as above. In the way presented here, the 
present semiclassical theory can deal with multi-channel curve crossing prob­
lems without any restriction for energy and number of channels, as far as all 
avoided crossings are relatively well separated from each other. 

9.2.2. Numerical example 

Here, two examples are presented to demonstrate the accuracy of the present 
semiclassical theory. First one is a model system of two Morse potentials 
crossed with two repulsive exponential potentials [106, 107]. The model 
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potentials in diabatic representation are given by 

Vi{R) = 0.037e-13(R-3-25) - 0.034, 

V2(R) = 0.037e-L3(H-3-25) - 0.012 , 

V3(R) = 0.4057[1 - e - 0 3 4 4 ^ - 3 ) ] 2 - 0.03, 

VA{R) = 0.4057[1 - e-o.344(fl-3)]2 

Coupling terms are given as 

IV 
V13(R) = Vli(R) = V23(R) = V24(R) = 1 + e ° _ 3 

(9.74) 

V12(R) = V34(R)=0. 
+ eH~J (9.75) 

All quantities are in atomic units, and the reduced mass of the system is 
chosen to be that of an oxygen molecule (m = 29377.3). This model system 
was taken from some states of O2 and the coupling represents the spin-orbit 
interaction among vibrational states of the oxygen molecule [113]. We have 
chosen Vo = 0.002 at which any perturbation theory does not work at all, as 
it is realized as the strong coupling regime [113]. 

Figure 9.4 shows adiabatic potential diagram with V0 = 0.002 from which 
we estimate all effective coupling constants a2 for four nonzero coupling terms 
from Eq. (5.123) as: 

Vo = 0.002 => (a\,al, a\, a\) = (7.88,4.5,3.61,1.8). (9.76) 

It should be noted that although the diabatic coupling constant Vo is the 
same, their corresponding effective coupling parameters a2 are very different 
from crossing to crossing. Actually that 0.1 > a2 > 10 corresponds to the 
most significant region for nonadiabatic transition, and in this region any at­
tempt to use perturbation method will fail. Figure 9.5 show an excellent agree­
ment between exact quantum results (Fig. 9.5(a)) and the present semiclassical 
results (Fig. 9.5(b)) for a wide range of energy. Even very detailed resonance 
sturctures are very well reproduced by the present semiclassical theory. 

The second model is composed of one Morse potential crossing with five 
repulsive exponential potentials [107]. In the diabatic representation, this is 
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R 

Pig. 9.4. Pour-state potential diagram of Eqs. (9.74) and (9.75) with VQ = 0.002. Solid lines 
for adiabatic potentials Ei(R) and dashed lines for diabatic potentials Vi(R) (i = 1 — 4). 
(Taken from Ref. [181] with permission.) 

given by 

(o) Vj(R) = 0.037e-13(f l-3-25) + Vi 

V6(R) = 0.4057[1 - e-o.344(fl-3)] 

2V° i - i . . . 

J = 1,5, 

(9.77) 

VJS 
1 + e R-3 

where 

Vj0 = -0.034, -0.012, +0.010, +0.032, +0.060 for j = 1 - 5 . (9.78) 

Everything is expressed in atomic units and the reduced mass is taken to 
be m = 29373.3. Figure 9.6 shows the potential system for V0 = 0.006. The 
numerical results for the i -> j transition probability Pji are shown in Figs. 9.7 
and 9.8 for V0 = 0.002 and V0 = 0.006, respectively. The corresponding 
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effective coupling strengths are 

V0 = 0.002 =» (al,al,aj,a\,a\) = (21.8,11.8,6.48,3.66,1.78), 

V0 = 0.006 => (aj, a\, a\, a\, a%) = (0.79,0.40,0.24,0.14,0.07), 
(9.79) 

where a | represents the parameter a2 at the crossing between Vj (R) (j = 1 — 5) 
with Ve(R). As is clearly seen from these figures, the semiclassical theory (solid 
line) reproduces the exact quantum mechanical numerical results (dotted line) 
very nicely. 

w 

W 

J 
<! 
H 

W 

O 
PL, 

R 

Fig. 9.6. Six-state potential diagram of Eqs. (9.77) and (9.78) with V0 = 0.006. Solid lines 
for adiabatic potentials Ei(R) and dashed lines for diabatic potentials Vi(R) (i = 1 — 6). 
(Taken from Ref. [107] with permission.) 
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(b) 

Fig. 9.9. Diabatic (dashed line) and full adiabatic (solid line) potentials in the case of three-
level problems of Eq. (9.80). The ordinate and abscissa are the scaled energy, OLJT1 +i%, and 
the scaled time, r = 2V12t/H, respectively, (a) V13/V12 = 1.0, (b) Vi3/V12 = 0.2. (Taken 
from Ref. [71] with permission.) 
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9.3. Time-Dependent Problems 

The matrix multiplication method explained in the previous section can be eas­
ily extended to time-dependent multi-channel crossing problems. The matrices 
Ix and PBA in Sec. 6.2, and T R and X in Sec. 7.5 become N x TV-matrices, 
where N is the number of channels. Prom the analysis of the time-independent 
multi-channel curve crossing problems [104-107], we can safely expect that this 
kind of two-by-two approximation works well, because our basic two-state the­
ory is very accurate. The matrix Ix (or TR) contains a 2 x 2 submatrix given 
by Eq. (6.21), representing a transition at the relevant crossing; otherwise this 
matrix is diagonal. For the evaluation of the basic parameters <TO and 6, the 
following three methods are possible. The first and the most accurate one is 
to diagonalize the whole N x N potential matrix to obtain fully adiabatic po­
tentials and then evaluate the complex contour integral given by Eq. (6.32) for 
each relevant avoided crossing. This is quite difficult, unfortunately, because it 
is practically very hard to find complex crossing points accurately, especially 
when the number of states N exceeds three. The simplest, yet still not bad 
method is the two-by-two diabatic approach, in which only the relevant two 
states are considered at each crossing. In the two-state case, it is, of course, 
not difficult to evaluate the integral in Eq. (6.32). If the couplings at other 
crossings are strong and affect the relevant crossing, however, this method 
naturally breaks down. In this case, the adiabatic potentials obtained from 
the relevant two diabatic states are different from those obtained by the full 
diagonalization. The third method is to evaluate the parameters o"o and 6 from 
fully adiabatic potentials on the real axis only (Eqs. (5.100)-(5.104)). See also 
the description below Eq. (6.32). This method can avoid the annoying com­
plex calculus and is quite convenient, being more accurate than the two-by-two 
diabatic approach. 

Here we take the following three-level problem as an example: 

H = 

-ait
2 + bi V12 V13 

V12 a2t
2 0 

Via 0 a3t
2 + b3 

(9.80) 

where Vij are constant couplings and ai , 02,^3,61,63 > 0. The dimensionless 
parameters defined as aj = h2a,j/8Vi2, fy = bj/2V\2 are taken to be a\ — 0.05, 
a2 = 0.061, a3 = 0.111, ft = 1.66 and /33 = 1.0. Figure 9.9 depict the 
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diabatic and adiabatic potentials for (a) VJ3/V12 = 1.0 and V13/V12 — 0.2. 
Figures 9.10(a)-9.10(c) show the results of the three methods mentioned above 
in comparison with the exact results as a function of V13/V12. The method 
based on the complex crossing points in the full adiabatic representation works 
very well even in a strong coupling region (see Fig. 9.10(a)). The two-by-two 
diabatic method, on the other hand, does not work well in a strong coupling 
region (see Fig. 9.10(b)). The third method, which employs the parameters 
given by Eqs. (5.100)-(5.104) with Eqs. (6.23)-(6.31) evaluated from the full 
adiabatic potentials on the real axis, gives much better results than the two-
by-two diabatic method, even though the required computational effort is not 
much at all. This method works well until the full adiabatic potentials become 
flat (like in Fig. 9.9(a)) and the parameters cannot be estimated. Since the 
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search of complex crossing points becomes extremely difhcult when the number 
of states exceeds three, the third method based on Eqs. (5.100)-(5.104) with 
Eqs. (6.23)-(6.31) is recommended. 
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Chapter 10 

Multi-Dimensional Problems 

Since most of physical, chemical, and biological dynamic processes in reality 
proceed in multi-dimensional configuration space, it is naturally very impor­
tant to develop a useful methodology to deal with multi-dimensional processes 
[119]. Unfortunately, however, it is almost impossible to develop any intrinsi­
cally multi-dimensional analytical theory and thus it is necessary to figure out 
some useful approximate methods with the help of accurate one-dimensional 
theories. There are two ways to do that: one is to reduce any multi-dimensional 
problem to a one-dimensional multi-channel problem by expanding the total 
wave function in terms of appropriate internal states, as usually done in the 
quantum mechanical numerical solutions of Schrodinger equation. The sec­
ond, which is more approximate but may be practically more useful, is to use 
classical trajectories which define curvi-linear one-dimensional space, and try 
to incorporate quantum mechainical effects as much as possible. The ordi­
nary multi-dimensional semiclassical mechanics belong to this category [115-
119]. The one-dimensional semiclassical theories of nonadiabatic transitions 
discussed so far can be incorporated in both methods, in principle. 

Nonadiabatic transitions in multi-dimensional space are typically exempli­
fied in terms of crossings or avoided crossings among multi-dimensional po­
tential energy surfaces in real molecular systems [35, 38, 40, 120, 121]. As 
in the one-dimensional case, dynamic processes occur most effectively when 
these crossings or avoided crossings exist. When the system of our interest 
is described by iV-independent variables, i.e. an iV-dimensional problem, the 
corresponding potential energy surfaces can have real crossings of (N — 2)-
dimension. This is called Neuman-Wigner non-crossing rule and can be easily 
understood from Eq. (2.1). Suppose R is an iV-dimensional vector. In order 

199 



200 Chapter 10. Mvlti-Dimensional Problems 

to have a real crossing, both Vi(R) — V2(R) and V(R) should be zero at the 
same time, unless the electronic symmetry of the two states are different and 
V(R) = 0. Since the two conditions should be satisfied at the same time, the 
potential surface crossing, if it exists, should be of (N — 2)- or lower-dimension. 
In the case of one-dimension N = 1, no crossing is possible, and in the case of 
N = 2, real crossing only at a point (conical intersection) is possible. In the 
following Sec. 10.1, various schemes of crossing in multi-dimensional space are 
classified and explained. In Sees. 10.2 and 10.3, the above mentioned two ways 
of semiclassical treatments are discussed. 

10.1. Classification of Surface Crossing 

10.1.1. Crossing seam 

This is the direct extension of one-dimensional avoided crossing. A typical 
example of two-dimensional potential energy surfaces is shown in Fig. 10.1. 
The diabatic surfaces cross with each other along a line called "seam", and the 
adiabatic surfaces never cross and have the shape of hyperbolic cylinder ori­
ented along the seam. In the direction perpendicular to the seam, we have the 
same situation as the one-dimensional avoided crossing case and the nonadia-
batic coupling has a sharp peak at the avoided crossing. In the direction along 

Fig. 10.1. Schematic view of an avoided crossing of the two-dimensional potential energy 
surfaces. (Taken from Ref. [8] with permission.) 



10.1. Classification of Surface Crossing 201 

the seam, the Rosen-Zener type transition occurs, but it is much less effective. 
Practical examples can be found, for instance, in Ref. [120]. The simplest basic 
model in the two-dimensional (a;, y) space is given by the following electronic 
Hamiltonial matrix in the diabatic representation as a direct extension of the 
Landau-Zener model: 

H°\x,y) (10.1) 
'Aix + Biy V0 

VQ A2x + B2yj 

where A\ ~ B2 and Vo are certain constants. The seam line between the two 
diabatic surfaces is defined by the equation, 

A2-Ai 
y 

S i 
x. (10.2) 

10.1.2. Conical intersection 

The conical intersection is schematically shown in Fig. 10.2. The adiabatic 
surfaces are discontinuous at the crossing point (appex). The Jahn-Teller in­
tersection is one of the typical examples [122-124]. Many practical examples 

Fig. 10.2. Schematic view of a conical intersection of the two-dimensional potential energy 
surfaces. (Taken from Ref. [8] with permission.) 
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can be found, for instance in Refs. [120, 121, 125]. In all directions passing 
through the appex, real curve crossing occurs and the nonadiabatic coupling 
has a delta function peak there. Along lines passing nearby the appex, the 
ordinary one-dimensional avoided crossing scheme holds. Because of the de­
generacy at the appex, the electronic wave functions of adiabatic states is not 
single-valued, when the appex is encircled. Namely, the wave function does 
not come back to the original value, taking the different sign after one loop of 
the appex. In order to satisfy the sigle-valuedness of the total wave function, 
an additional phase should be introduced. This problem was first analyzed 
by Longuet-Higgins [126, 127], and has been investigated by many other au­
thors [125, 128-133]. The additional phase due to conical intersection is called 
geometrical phase or Berry phase [125, 131, 136, 137]. Because of this addi­
tional effect, the nuclear wave functions in the adiabatic representation should 
change sign across some cut containing the locus of conical interesction, and 
accordingly satisfy an additional boundary condition [131]. The simplest basic 
model in the two-dimensional (x, y) space is given by 

H*\x,y)=[ „ ) , (10.3) 

where A ~ C are certain constants. The nonadiabatic coupling along the 
direction x with coordinate y fixed at a constant yc is given by (see Eq. (3.6)) 

d_ 
dx 

where ipi 2 &re the adiabatic electronic wave functions and A' — A — B. 

T{? = (rh fc)= {A',ACyc) (10 4) 
WlJ l + {A'x/2Cycy> {WA) 

10.1.3. Renner-Teller effect 

In the case of doubly degenerate II electronic states of a linear triatomic 
molecule belonging to the Dooh symmetry, the two adiabatic potentials be­
have like in Fig. 10.3. They are continuous everywhere and tangentially touch 
at a reference nuclear geometry corresponding to the linear conformation. This 
is sometimes called "glancing intersection." The two-dimensional basic model 
in the diabatic representation is given by [120, 126] 

Hel(x,y)=[ „ „ , \ J , (io.5) 
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Fig. 10.3. Schematic view of a glancing intersection of the two-dimensional potential energy 
surfaces. (Taken from Ref. [8] with permission.) 

where A ~ C are certain constants. The corresponding adiabatic surfaces 
Ei(x, y) and Ei{x, y) are given by 

E1{x,y)=B(x* + 1?) 
(10.6) 

E2(x,y)=A(x*+y2). 

In contrast to the Jahn-Teller case, there appears no discontinuity and no 
sign change of the adiabatic wave functions takes place. The nonadiabatic 
coupling is zero along any straight line going through the origin. Unfortunately, 
there is no basic analytical theory of nonadiabatic transition for this model, 
although there have been carried out some numerical calculations with use of 
the wave packet propagation method [134] based on the general analysis of the 
nonrelativistic spinless rovibronic Hamiltonian [135]. 

10.2. Reduction to One-Dimensional Multi-Channel Problem 

10.2.1. Linear John—Teller problem 

The two-dimensional linear Jahn-Teller problem originally discussed by 
Longuet-Higgins [126] can be reduced to the following coupled equations af­
ter separating the angular motion which introduces the half-integer angular 
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momentum quantum number m (= 1/2,3/2,.. .): 

m2 \ , m 
2 dp* +{€-2p-i-p)i,1 = ^ > 
1 (Pfo ( m2 \ m 

2-aW^K-^+pr = ^ x 

(10.7) 

with 

e = E " 
F2h2' 

= -z-vx +y 
(10.8) 

where p, is the mass of the representative particle in the system, E is its 
energy, and the adiabatic potentials felt by that particle is ±.F\Jx2 + y2. The 
half-integer of the angular momentum quantum number m is the reflection of 
the geometrical phase of conical intersection. In the Renner-Teller problem 
the corresponding quantum number appears as an integer [126]. This simple 
model can represent a realistic triatomic system composed of three identical 
atoms in the 2S state [126]. It should be noted that all parameters in the 
above equations are dimensionless. 

As can be seen from Eq. (10.7), the nonadiabatic coupling is proportional 
to p~2 in the similar way to Coriolis coupling. Thus, as was explained in 
Sec. 3.4, it is better to introduce the dynamical state (or generalized adiabatic) 
representation, in which the dynamical states are given by 

m2 

W^ = 2T2 + V + ^ 
(10.9) 

m2 

lr-<"> = 2?-V"2 +V' 
In this representation the new nonadiabatic coupling is localized in coordinate 
space, and thus the semiclassical theory can be applied. The potentials W+ 

and W- for m = 9/2 and m = 1/2 are shown Figs. 10.4(a) and 10.4(b). 
As is clearly seen from these figures, resonance states are supported by the 
upper potential W+(p) and the decay process presents an interesting subject. 
Actually, this problem has attracted much attention so far [138-145]. 
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Fig. 10.4. (a) The generalized adiabatic potentials W+(R) and W-(R) for m = 9/2. The 
potential energy and coordinate are dimensionless as defined by Eq. (10.8). (b) The same 
as Fig. 10.4(a) except that m = 1/2. (Taken from Ref. [145] with permission.) 
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Since the originally two-dimensional problem is reduced to the one-
dimensional two-channel problem thanks to the symmetry of the problem, we 
can apply the semiclassical theory of nonadiabatic transitions to this problem 
[145]. The resonance positions en and widths Tn for n = 0 ,1 ,2 , . . . are given 
by the following expressions: 

0{e„) = <f>L+ I n l ­

and 

with 

and 

r „ = 2 
d(9 - 4>t) 

de 
, 1 - V I - f t 1 den 

1 + y/l-Pi, -K dn 

9(e) L.K+ (p)dp 

(10.10) 

(10.11) 

(10.12) 

K±(p) = y/2(e-W±(p)). (10.13) 

The overall nonadiabatic transition probability i \ and the phase (/>L are defined 
by the following nonadiabatic transition matrix N: 

A-
N 

B- VKeia 

(10.14) 

where A_ and B- (A+ and B+) represent the coefficients of the adiabatic 
wave functions on the potential W_ (p) for the outgoing and incoming portions, 
respectively (outgoing and incoming portions on W+(p)). The nonadiabatic 
transitions are induced at p < pm\n, where pmin is the minimum point of the 
upper potential W+. The complex crossing points of the potentials W± are 

P^ 

P i ± } 

= ± i (y ) 
V3 

m \ i / 3 

i 

2 ±2 
'my/3 

(10.15) 

^ = 
\ /3 i_ 
2 2 

' m x 1 / 3 
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The complex roots p\ are neglected, since the real part is negative. The 
overall nonadiabatic transition matrix JV defined by Eq. (10.14) is now given by 

N = OiAiVoDiJ i , (10.16) 

where 

h = , (10.17) 

Oi = if (transposed), (10.18) 

No=( rJ_ (10.19) 

a n d 

D1 = 

' exp ( -i / K_(p)dp + i-
\ JRepi 4 

y JRef 

.7T 
exp[ - t / K+(p)dp + i-

(10.20) 

Here No represents the overall nonadiabatic transition at p0 , i i (Oi) describes 
the transition at p\ in the incoming (outgoing) segment, and D\ corresponds 
to the adiabatic wave propagation between p\ and tl

+ (or i_) . The overall 
nonadaiabtic transition probability Pi and the phases 4>i in Eq. (10.14) are 
given by 

PL=PO + (1- Po)[4pi(l - Pi) ain2(ffi - </>i - </>„)] (10.21) 

and 

t / « . N _ Pi sin(2gi - 0p) + (1 - pi) sin(2^i + fa) (mo^ 
t n W L ) _ pi cos(2<71 - 0o) + (1 - pr) C O S ( 2 ^ + <&,)' l j 

where 
/ • R e p i /»Re/9i 

ai = aw+ K-{p)dp- K+(p)dp. (10.23) 
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Interestingly, the nonadiabatic transitions at po and pi cannot be described 
as the pure Landau-Zener or Rosen-Zener type of transitions, but in terms of 
mixture. The probabilities po and p\ are treated by the Rosen-Zener type of 
theory, and the phases <j>o and <f>i should be treated by the Landau-Zener type 
of theory (see Chaps. 3 and 5) [145]. Namely, 

^ • = i ^ W v=°>i)> (io-24) 

^ = ^ In ( A - 5-± - a r g r (i*A - \ (j = 0,1) (10.25) 

and 

6j = /m | /""' [^- (P) - K+ (p)}dp 1 0 = 0 , 1 ) . (10.26) 

The numerical comparison between the exact solutions of the coupled 
Schrodinger equations and the present semiclassical theory is presented in Ta­
ble 10.1 for m = 9/2. It can be easily seen that the agreement between the 
two is very good, especially for energy levels, and that it becomes better as 
the angular momentum m increases, although it is not shown here. The level 
width shows an interesting behaviour as a function of energy, that is, it in­
creases slowly up to a certain maximum and then decreases very slowly. The 

Table 10.1. The resonance energy and width for m = | . "Exact" means the results of exact 
numerical calculation. "Adiabatic" and "generalized adiabatic" represent the results in the 
semiclassical approximation. 

n 

0 

1 

2 

3 

4 

21 

174 

258 

Exact 

(4.64, 0.0062) 

(5.60, 0.0131) 

(6.49, 0.0192) 

(7.33, 0.0242) 

(8.12, 0.0287) 

(18.51, 0.0577) 

(70.30, 0.0728) 

(91.08, 0.0707) 

Adiabatic 

(4.62, 0.0088) 

(5.60, 0.0154) 

(6.50, 0.021) 

(7.34, 0.0257) 

(8.14, 0.0298) 

(18.53, 0.0556) 

(70.23, 0.0570) 

(91.00, 0.0540) 

Generalized adiabatic 

(4.65, 0.005) 

(5.61, 0.0128) 

(6.50, 0.0202) 

(7.33, 0.0267) 

(8.12, 0.0323) 

(18.47, 0.061) 

(70.36, 0.0543) 

(91.12, 0.0503) 
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semiclassical results reproduce this behaviour. The exact numerical solution 
was obtained by solving the coupled equations by the i?-matrix propagation 
method [146]. The details are given in Ref. [145]. 

The case of m = 1/2 requires a special treatment, because the lower po­
tential W- diverges to negative infinity at p —> 0 (see Eq. (10.9)). Potential 
curves in this case are shown Fig. 10.4(b) and exibit the NT (nonadiabatic tun­
neling) type. Thus we need the NT-type reduced scattering matrix (S$T)u 
(see Chap. 5 and Apendix A) given by 

( S N T ) I I = r, P, o< A ^ (10-27) 

with 

p = e~2S , (10.28) 

where (j>s(6) is the same as Eq. (10.25), a — 6 given in Eq. (10.12), and 6 in 
Eq. (10.26), respectively. The phase $ in Eq. (10.27) can be, of course, given 
explicitly, but it is not necessary here. By the same analysis as before we can 
obtain the following formulas for the resonance energy and width: 

*(e») = <t>s + (n + ^ J 7T, n = 0 ,1 ,2 , . . . (10.29) 

and 

1
= 2 ^ I ^ . (10.30) 

2 - p ir dn K ' 

Table 10.2 shows a comparison between the numerical solution of the coupled 
equations and the present semiclassical theory. The agreement is satisfactorily 
good. 

Before concluding this subsection, the following two things are better noted: 
(1) Considering the the fact that the combination of Landau-Zener and Rosen-
Zener type of theories are required, it would be interesting to investigate the 
applicability of the theory of exponential potential model. (2) The basic 
Eqs. (10.7) in the case of m = 1/2 should probably be checked again, be­
cause the potential W_(p) is negatively divergent at p —>• 0. Although this is 
the critical case and does not lead to unphysical "fall of a particle to center" 
[45], a certain small term positively proportional to p~2 might be missing in 
the potential. 

r „ = 2 
2 - p 

d(a - (t>s) 
de 
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Table 10.2. The same as Table 10.1, but for m = §. 

n 

0 

1 

2 

3 

4 

8 

301 

Exact" 

(2.10, 0.238) 

(3.44, 0.241) 

(4.55, 0.236) 

(5.54, 0.228) 

(6.45, 0.226) 

(9.60, 0.215) 

Adiabatic 

(1.88, 0.228) 

(3.27, 0.260) 

(4.40, 0.240) 

(5.40, 0.227) 

(6.32, 0.216) 

(9.48, 0.189) 

(100.23, 0.068) 

Generalized adiabatic 

(2.20, 0.231) 

(3.54, 0.213) 

(4.64, 0.200) 

(5.62, 0.189) 

(6.52, 0.181) 

(9.65, 0160) 

(100.4, 0.063) 

a T h e exact result for n = 301 could not be obtained by the 
present method because of a strong overlapping of resonances. 

O H O 

<r "- ^ 

Fig. 10.5. Collinear conformation of the triatomic system OHO. 

10.2.2. Collinear chemical reaction 

Next example we consider is an electronically adiabatic chemical reaction, 
namely a reaction process on a single electronic potential energy surface. For 
simplicity, first we consider the hypothetical collinear chemical reaction of the 
symmetric triatomic system OHO. Three atoms are confined onto a physically 
one-dimensional space (see Fig. 10.5) and the Hydrogen atom H in the middle 
transfers between the two Oxygen atoms in this space. There are two indepen­
dent Jacobi coordinates and this presents a mathematically two-dimensional 
problem. For convenience, we introduce the hyperspherical coordinates (p, <fi) 
defined as, 

(m 0 + m H ) 2 

( 2 r n 0 + T n H ) T O H 

1/4 

psincf) (10.31) 
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and 

R = (2mo +TnH)mHl 
( m 0 + mH ) 2 p c o s <j>, (10.32) 

where moirny) is the mass of Oxygen (Hydrogen). The hyperangle </> ranges 
from 0 to </>o = arctan([(2mo + mH)'"H]1 ' '2 /mo)' I n terms of these coordinates 
the Hamiltonian takes the form 

H = K(p) + Had{<l>;p), (10.33) 

where K(p) is the radial part of the total kinetic energy operator. As usual, the 
angular eigenvalue problem is first solved at fixed values of the hyperradius p, 

Hri&Sifrp) = Er(p)$9nu(<t>;p), (10.34) 

where g and u indicate the gerade and ungerade symmetry of the state $„ . 
The solution of Eq. (10.34) gives adiabatic radial potentials E^'u(p), two lowest 
of which are shown in Fig. 10.6. 

R[au] 

Fig. 10.6. Four lowest adiabatic potential curves as a function of hyperradius for the O+HO 
reaction system. E% are the gerade states, EJj_ are the ungerade states. (Taken from 
Ref. [147] with permission.) 
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Fig. 10.7. The exchange reaction probability versus energy. Sharp spikes represent Feshbach 
resonances. Eight sharp and short spikes correspond to those due to the excited ungerade 
state. The other nine spikes are due to the gerade state. See Tables 10.3 and 10.4. (Taken 
from Ref. [14] with permission.) 

Numerical calculations are carried out with use of the i2-matrix propagation 
method to evaluate the scattering phases 6g and Su, from which the reaction 
probability below the threshold of vibrational excitation is given by 

P(E) = sm2(Sg - Su). (10.35) 

The numerical results of P(E) are plotted in Fig. 10.7 as a function of energy 
[147]. There are nine Feshbach type resonances with the widths 10~7 ~ 1 0 - 8 

a.u. due to the excited E9
+ (p) state and eight more much sharper resonances 

due to the excited i?"(p) state. The resonance energies and widths (Eies and 
T) are evaluated with use of the Wigner formula for an isolated resonance [148], 
which in terms of the phase shift reads 

5a(E) = <$n0nres + arctan 
2(E — Eies) (10.36) 
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Table 10.3. The resonance energy and width (both in hartree) for the gerade symmetry 
(see Fig. 10.6). 

n Exact Semiclassical P L 

0 

1 

2 

3 

4 

5 

6 

7 

8 

-0.1496736,0.64 x 10"8] 

-0.1490782,0.33 x 10- 7] 

-0.1485321,0.76 x lO"7] 

-0.1480178,0.11 x 10-6] 

-0.1475367,0.12 x 10"6] 

-0.1470988,0.11 x 10 - 6 ] 

-0.1467117,0.89 x lO"7] 

-0.1463796,0.76 x lO"7] 

-0.1461056,0.54 x lO"7] 

-0.1497188,0.52 x lO"8] 

-0.1491480,0.31 x 10~7] 

-0.1485997,0.40 x 10" r ] 

-0.1480788,0.56 x 10"7] 

-0.1475935,0.66 x lO"7] 

-0.1471504,0.71 x 10~7] 

-0.1467616,0.70 x lO"7] 

-0.1464258, 0.66 x lO"7] 

-0.1461463, 0.58 x lO"7] 

0.52 x 1 0 - 4 

0.36 x 1 0 - 3 

0.48 X 1 0 - 3 

0.69 x 10~ 3 

0.89 x 1 0 - 3 

0.11 x 1 0 - 2 

0.12 x 1 0 - 2 

0.13 x 10~2 

0.14 x 1 0 - 2 

"Exact" means the results from Eq. (10.36). "Semiclassical" represents the 
results from Eqs. (10.10) and (10.11). P L is the overall nonadiabatic transition 
probability (Eq. (10.37)). Note that Ex = -0.1486376 [au] and the effective 
coupling constant o2 = 0.0357 from Eq. (5.89). 

Table 10.4. The same as Table 10.3 but for the ungerade symmetry (see Fig. 10.6). 

n 

0 [ 
1 

2 

3 

4 

5 

6 

7 

Exact 

-0.1496364,0.30 x 10~10] [ 

-0.1489781,0.84 x lO"9] 

-0.1483712,0.18 x lO"9] 

-0.1478200, 0.30 x 10~9] 

-0.1473276,0.36 x 10~9] 

-0.1468961, 0.66 x 10~9] 

-0.1465266, 0.76 x 10~9] 

-0.1462189,0.60 x 10 - 9 ] 

Semiclassical 

-0.1496874,0.15 x lO"1 0] 

-0.1490305, 0.71 x lO - 9 ] 

-0.1484242,0.18 x 10~9] 

-0.1478727, 0.34 x l O - 9 ] 

-0.1473792,0.51 x lO"9] 

-0.1469456,0.65 x lO"9] 

-0.1465733, 0.74 x 10~9] 

-0.1462618, 0.76 X lO"9] 

PL 

0.14 x 10 

0.71 x 10 

0.20 x 10 

0.40 x 10 

0.69 x 10 

0.10 x 10 

0.14 x 10 

0.17 x 10 

Note that E% = -0.1524674 (au) and the effective couling constant a2 = 0.0068 
from Eq. (10.42) with a = 0.55. 

with a = j or «. The width T can be detemined with ~ 1% accuracy. The 
results are shown in Tables 10.3 and 10.4. 

The resonance states supported by the excited potential curves E+U(p) 
decay to the ground states by the nonadiabatic coupling between the two 
curves. Although it is not evident from a glance at Fig. 10.6, both gerade and 



214 Chapter 10. Multi-Dimensional Problems 

ungerade potential curves have minima in the energy difference and depict 
the Landau-Zener type of avoided crossing. Thus the Zhu-Nakamura theory 
of nonadiabatic transition should be applicable. The resonance energy and 
width, EreJ and r n , are given by Eqs. (10.10) and (10.11), where PL,<I>L, and 
(7L are explicitly expressed as (see Sec. 5.2.1) 

PL = 4PZN(1 - PZN) sin2(</>zN), (10.37) 

A 1 + ( (l-PZN)sin(2V>zN) "\ nnta\ 
K = o a r c t a n m \ 7T7—\ ~ a w (10.38) 

2 VPZN + (1 - PZN) cos(2^ZN) J 
and 

^ = ~ 2 " (10-39) 

The basic parameters a2 and b2 are evaluated from Eqs. (5.89)-(5.91). In the 
ungerade case, this cannot be done straightforwardly, unfortunately, because 
the crossing energy E\ = (J9+(po) + £"(po))/2 = -0.1524674 a.u. is lower 
than the bottom of EH — —0.150031. Here we used the following modification: 
First, the reference points a;+ and xH\ are defined by 

E+(x0
+) = E-(x0_) = E0^x°+,x0_ (10.40) 

with 

E+(po) + E-(po) , _E+{po) - E.jpo) 
Eo = h a , (10.41) 

where a is a certain constant in the range (—1,1). If we use the same technique 
as before, we obatin 

a ^ 1 + a 2 1 + a 2 (x(x°+- x°_)2(E+(p0) - E_(po)) [ ' 

and 

with 

d2-lE-(E+(po) + £L(po))/2 
1 + a2 (E+(p0)-E.(Po))/2 

2 [E+{x°_(-E-{x0_)][E+{x°+) - E-{x\) 

[E+(p0) - E„(poW 

(10.43) 

(10.44) 
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It should be noted that in the case of two-state linear model the above quanti­
ties do not depend on a. In the general case, the parameter a should be chosen 
to be as close to zero as possible; and in the present ungerade case it should 
be in the range 1 > a > 0.4, where 0.4 corresponds to EQ = Egottom. Here 
we have used a = 0.55 which corresponds to EQ = —0.148655 which is just 
above the second resonance position as in the gerade case. Fortunately, the 
resonance positions are almost unchanged and the widths change only within 
the factor two or so in this range. The results are shown in Tables 10.3 for the 
gerade and 10.4 for the ungerade symmetry. 

As can be seen from the tables, overall agreement between the semiclassical 
results and the quantum mechanical numerical results is very good, indicating 
the accuracy of the present semiclassical theory. Especially, it is remarkable 
that such small widths as 10~10 ~ 10 - 1 1 a.u. are well reproduced. As can 
be understood from the analysis here, ordinary chemical reaction on a single 
potential energy surface can be considered as vibrationally nonadaiabatic pro­
cesses and can be analyzed by the semiclassical theory. In the next subsection, 
we will analyze realistic three-dimensional electronically adiabatic chemical 
reactions. 

10.2.3. Three-dimensional chemical reaction 

In view of the reduction to one-dimensional multi-channel problem and the 
uniform treatment of various arrangement channels, the hyperspherical co­
ordinate system presents the most convenient method, as was demonstrated 
already in the collinear reaction in the previous subsection. The hyperspher­
ical coordinate approach implemented for tri- and tetra-atomic reaction sys­
tems has shown remarkable progress recently [149-153]. Especially, in the 
three-dimensional (3D) heavy-light-heavy (HLH) reactions on a single potential 
energy surface, a newly introduced coordinate system called "hyperspherical 
elliptic coordinates" has made it possible to define the vibrationally adiabatic 
ridge lines and clarified the reaction mechanisms nicely in terms of the con­
cept of vibrationally nonadiabatic transitions [152, 153]. Zhu, Nakamura and 
Nobusada [154] have treated, for the first time, such 3D HLH reactions analyt­
ically with use of the Zhu-Nakamura semiclassical theory. Needless to say, the 
conventional understanding of nonadiabatic transition is a transition between 
two electronically adiabatic states. This traditional adiabatic separation is, of 
course, guaranteed by the big mass disparity between electron and nucleus. 
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This idea may be extended to reactive scattering on a single electronically adi-
abatic potential energy surface. Especially in the case of 3D HLH systems, 
the light atom has some analogy to an electron, and the adiabatic separation 
becomes the separation between hyperradius and hyperangles. 

The Schrodinger equation for a triatomic system in hyperspherical coordi­
nates can be written as (in atomic units) 

1 1 8 B d A2(w) „ , . _ 
#(p) = 0, (10.45) 

where A2(w) is the so called grand angular momentum operator, p is the hy­
perradius and u> represents the five hyperangles which are divided into three 
Euler angles WE (not appearing in the interaction potential V(p, WH)) and two 
geometric angles u>n of a triatomic system. The reduced mass p is defined by 

/ m^mcZ^ ( 1 0 4 6 ) 

where TOA, »™B, and mc are the mass of atoms A, B and C, respectively. The 
explicit expression of the grand angular momentum operator, A2(w), is not 
given here, since that is not necessary in the present discussion. Furthermore, 
hereafter we consider only the case of J = 0 for simplicity, where J is the 
total angular momentum quantum number. Thus the Euler angles O»E do not 
show up. 

The following expansion is used for solving Eq. (10.45): 

*(p) - P-^2J2MP)M^: p), (10.47) 

where the adiabatic channel functions $^(w. p) satisfy the hyperspherical adi­
abatic eigenvalue problem, 

[tfad(wH, p) - pp2U„(p)]$„(uJn: p) = 0 (10.48) 

with 

#ad(wH, p) = \A2(wH) + W2V(p, uH), (10.49) 

in which Uv{p) is the eigenvalue to be determined at each fixed p, since 
Had(uj,p) depends on p parametrically. The scattering wave function Fv{p) 
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in Eq. (10.47) turns out to satisfy 

j ^ r + 2n[E - UV(P)]}FV{P) + "£w^(p)F^p) = 0 (10.50) 

with 

Ul/(p) = Ul/(p) + - ^ , (10.51) 

where W"„M(p) is the nonadiabatic coupling (not given here explicitly (see 
Ref. [152]). Now, the problem becomes an ordinary multi-channel scatter­
ing problem in the same way as in Sec. 9.2. We need only Uu(p) in Eq. (10.51) 
to formulate the analytical solution of the reduced scattering matrix within 
the framework of the present semiclasiccal theory. Namely, we do not need 
any information about the nonadiabatic coupling Wvfi{p). 

Figure 10.8 shows an example of adiabatic potential curve diagram of the 
0(3P)HC1 system [153] based on the model LEPS potential energy surface 
(PES) [155]. Each curve corresponds to a certain ro-vibrational state of a 
reactant or product molecule at p = oo. The dash line is the lowest (v = 0) 
vibrationally adiabatic ridge line, which effectively represents the reaction zone. 
The concept of ridge line is clear in the case of collinear reaction [156]. Namely, 
that is nothing but the mountain ridge deviding reactant and product valleys, 
and generalizes the concept of transition state or saddle point as its limiting 
point (see Fig. 10.9). Reactions can be regarded as vibrationally adiabatic 
nonadiabatic transitions in the vicinity of the ridge line. 

In the three-dimensional case the ridge becomes a surface and cannot be 
projected out as a line onto the potential curve diagram, unless we take the 
highest point, for instance. In the treatment based on the hyperspherical 
elliptic coordinates, however, we can nicely extract the vibrationally adiabatic 
ridge lines, assuming the vibrational adiabaticity which holds well in HLH 
reactions. This is because the two angle variables \ a n d V in the hyperspherical 
elliptic coordinate system well represent vibrational and rotational motions, 
respectively [152]. By solving the vibrational motion at fixed hyperradius p 
first, we can easily find potential barriers in the 77-space, which defines the 
ridge line. The significance of the ridge line can be demonstrated by the 
following examples [153]. Figure 10.10 shows the reaction probabilities for 
0+RCl(vi = 0,ji) -» OR(vf = 0,J2jf) + Cl. These are the results obtained by 
solving coupled Schrodinger equations numerically. The reaction probabilities 
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P / a n 

Fig. 10.8. Adiabatic potential curves as a function of hyperradius p in the case of LEPS of 
OHCl. The energy is measured from the ground state (vi = ji = 0) of the reactant HCl. The 
dash line represents the v = 0 ridge line. The numbers in brackets at the right edge indicate 
the vibrational and rotational quantum numbers of HCl and OH. (Taken from Ref. [157] 
with permission.) 
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R/A 

Fig. 10.9. Contour map of a model collinear potential energy surface. The cross and the 
dotted line represent the saddle point (or transition state) and the ridge line. (Taken from 
Ref. [153] with permission.) 

for small ji < 6 rapidly increase at E ~ 0.22 eV almost irrespective of ji. On 
the other hand, onsets of the reaction probabilities for higher ji shift toward 
higher energies with increasing ji. Although the height of the saddle point 
of this surface is 0.168 eV, these reactions seldom occur effectively at E < 
0.2 eV. These features can be explained by Fig. 10.8. The ridge line ends at 
E ~ 0.25 eV. Since the reactions occur effectively only when the potential ridge 
becomes energetically accessible, the onset is almost the same for small ji. The 
shift of the onset energies for high ji can be explained in the following way. 
For instance, in the case of j j = 10 the reaction probability rapidly increases at 
E ~ 0.3 eV. If we follow the adiabatic potential curve of j j = 10 in Fig. 10.8, a 
sharp avoided crossing appears at p ~ 12.5ao between this level and the level 
asymptotically corresponding to jf = 6. This avoided crossing is located far 
right away from the ridge line and do not contribute to any transition. These 
states are localized in physically distant regions, i.e. in product and reactant 
regions, and do not interact strongly in spite of the energetical degeneracy. 
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E/eV 

Fig. 10.10. Reaction probabilities summed over the final rotational states for LEPS PES 
as a function of energy. (Taken from Ref. [153] with permission.) 

This is actually the reason why the states have a very sharp avoided crossing. 
The system develops diabatically without any transition there. Thus potential 
curve which asymptotically correlates to ji = 10 reaches the potential ridge 
at p ~ 9.5ao at E ~ 0.3 eV. This energy corresponds to the onset of the 
reaction probability. Another example is shown in Fig. 10.11. This shows the 
final rotational state distribution in the reaction 0+HC\(vi = 0,jt = 12) —)• 
OR(vf = 0,jf) + Cl. The final state jf = 7 gives the highest peak. This can 
be again understood in terms of the ridge line and vibrational nonadiabatic 
transition. The potential curve corresponding to ji = 12 encounters the ridge 
line at p ~ 9.7an, where it has an avoided crossing with the lower state which 
diabatically correlates to the asymptotic state jf = 7. 
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Fig. 10.11. State-to-State reaction probabilities (vi = 0, ji = 12 —> Vf = 0,jf) for 
OHCl LEPS PES as a function of energy. (Taken from Ref. [153] with permission.) 

the 
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The above examples have qualitatively demonstrated the usefulness of the 
concepts of ridge line and of the vibrationally nonadiabatic transitions in the 
vicinity of the ridge line. In order to confirm this further, Zhu et al. analyzed 
the HLH reactions analytically by using the semiclassical Zhu-Nakamura the­
ory [154]. The scattering wave function Fv(p) in Eq. (10.50) can be written in 
the WKB form as 

K(P) ^==eiffvK»lP)dP-ii + 
Bv i$PKv(p)dp+i (10.52) 

for p —> oo, where Tv is the rightmost turning point on the adiabatic potential 
Uu{p) and 

Ku{P) = ^2p,{E-Up(p)). (10.53) 

The reduced scattering matrix SR is defined as 

\AnJ 

Bo 
(10.54) 

\BnJ 
where n represents the number of open channels at a given total collision 
energy E. 

The /-matrix propagation method is directly implemented to obtain the 
reduced scattering matrix, 

SR^(I1l2---IN)t(hl2---lN), (10.55) 

where N is the number of avoided crossings that can be as many as thousand 
among the sea of massive number of adiabatic potential curves Uv(p). Those 
avoided crossings represent rovibrationally nonadiabatic transitions which rep­
resent reactive as well as non-reactive transitions. For 3D HLH systems vibra­
tionally adiabatic ridge lines can be extracted, and the most important avoided 
crossings which represent reactive transitions are found to be located along or 
near these ridge lines. The lowest (ground vibrational, v — 0) ridge line de­
fines the boundary of reaction zone. The avoided crossings outside this ridge 
line represent only nonreactive inelastic transitions. Those avoided crossings 
which are distributed far inside the ridge line represent a mixture of reactive 
and nonreactive transitions. 
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Fig. 10.12. Magnification of the reaction zone of the adiabatic potential curves of OHC1. 
The dashed line represents the v = 0 ridge line. Circles represent important avoided crossings 
among the adjacent adiabatic potentials and some of the circles assigned with the values of 
a2 are the most important ones. The circle designated by letter A (B) indicates the avoided 
crossing responsible for the peak of certain vibrationally specified cumulative reaction prob­
abilities (see Ref. [154]). The symbols D, A . V i ^ i and 0 represent the avoided crossings 
among the nonadjacent adiabatic potentials. The symbols O, A, and v are from the diabatic 
potential manifolds with v = 0,1,2, respectively, for HCl+O arrangement (see Ref. [154]). 
The symbols txi and o are from the diabatic potential manifolds, respectively, for OH+Cl 
arrangement (see Ref. [154]). (Taken from Ref. [181] with permission.) 
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The effective coupling parameter a2 defined in Eq. (5.89) for LZ-type and 
Eq. (5.123) for NT-type provides a very nice quantitative index of nonadia-
batic coupling strength at each avoided crossing. Most of hundreds of avoided 
crossings correspond to a2 > 1000 which represent very sharp avoided cross­
ings, and do not play meaningful roles in dynamics. Only about one hundred 
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Fig. 10.13. Total cumulative reaction probability N(E) as a function of the total energy E 
measured from the ground state of the reactant in the case of OHC1 system: solid line (exact 
numerical result); dash line (semiclassical calculation with the avoided crossings among ad­
jacent adiabatic potentials); dotted line (semiclassical calculation with the avoided crossings 
among both adjacent and nonadjacent adiabatic potentials included). Taken from Ref. [181] 
with permission.) 
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avoided crossings with 0.001 < a2 < 1000 among one ~ two hundreds adiabatic 
potential curves contribute significantly to the reaction. 

In the hyperspherical coordinate approach, all arrangement channels are 
treated equally and represented as adiabatic potential curves as a function 

(a) 

Fig. 10.14. Adiabatic potential energy curves as a function of hyperradius for BrHCl system, 
where the dashed line is the ridge line of vibrational quantum number v = 0 and the 
circles represent important avoided crossings with 0.01 < a2 < 1000 among the adjacent 
adiabatic potentials, (a) for the whole energy range considered here, (b) magnification of 
the reaction zone. Three avoided crossings marked with • indicate the accidental avoided 
crossing without any coupling. Two avoided crossings marked with A are those among 
nonadjacent adiabatic potentials (one is nonreactive between v = 0 and v = 1 of HCl 
arrangement and the other designated by A is reactive between v = 1 of HCl and v = 0 of 
HBr). For details see Ref. [154]. (Taken from Ref. [154] with permission.) 
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p/bohr 

(b) 

Fig. 10.14. {Continued) 

of the hyperradius p. Therefore, important avoided crossings exist not nec­
essarily only between adjacent adiabatic potentials, but can appear among 
non-adjacent adiabatic potentials. Besides, adiabatic potential curves belong­
ing to physically separated arrangement channels avoid crossings very sharply 
outside the reaction zone and are better connected diabatically without any 
transitions. In order to extract these avoided crossings among non-adjacent 
adiabatic potentials, we have developed a certain diabatic decoupling method 
[154, 157]. We follow Uv{p) inward from the asymptotic p, where each channel 
can be well assigned. If avoided crossings between adjacent adiabatic poten­
tials on the way in have a2 > eft, then we switch Uv(p) to Uv-i(p), or Uv+i(p). 
By repeating this diabatic switching procedure even inside the reaction zone, 
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we can finally obtain a diabatic potential manifold and pick up important 
avoided crossings among originally non-adjacent potential curves. The depen­
dence of this decoupling procedure on the critical value OQ is not so strong and 
OQ = 100 was chosen. All the important avoided crossings are treated analyti­
cally to evaluate the scattering matrix. In Ref. [154] we have studied the two 
examples of the 3D HLH reactions: 0(3P)+HC1 —>• OH+C1 and Br+HCl —> 
HBr+Cl. Figure 10.12 shows a magnification of the reaction zone of adiabatic 
potential curve diagram of OHCl. A comparison between the exact quantum 
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Fig. 10.15. Total cumulative reaction probability N(E) as a function of the total energy E 
measured from the ground state of the reactant in the case of BrHCl system: solid line (exact 
numerical result); dash-dot-dash line (semiclassical calculation with the avoided crossings 
among adjacent adiabatic potentials); dotted (dashed) line (semiclassical calculation with 
the avoided crossings for the criterion ag = 10 (ag = 100) among both adjacent and non-
adjacent adiabatic potentials included). (Taken from Ref. [154] with permission.) 
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calculation and the present semiclassical result is shown in Fig. 10.13 for cumu­
lative reaction probability. Figures 10.14 and 10.15 show the similar results for 
BrHCl system [154, 158] based on the LEPS surface [159]. We can see that the 
agreement is quite good, considering that the semiclassical treatment here is 
a completely analytical one. The state-to-state reaction probabilities are not 
quantitatively very well reproduced, however. This is because non-reactive 
inelastic transitions are not necessarily well represented by avoided crossings. 

10.3. Semiclassical Propagation Method 

Although the reduction of a multi-dimensional problem to a one-dimensional 
multi-channel system is accurate as it is and the latter system can be accu­
rately treated by the one-dimenional semiclassical theories to some extent, as 
demonstrated in the previous section, this cannot be very practical especially 
for high dimensional systems. It is more appropriate to directly deal with the 
multi-dimensional dynamics. Intrinsically multi-dimensional semiclassical me­
chanics is, however, a very difficult subject and has not yet been established. 
The theory developed by Maslov would be the best one [118, 160], but it is 
still in a very primitive stage. However, there have been developed, not com­
pleted yet though, some practically usable methodologies which utilize classical 
trajectories and enable us to incorporate the semiclassical theories of nonadia-
batic transitions into the formalism. In view of the importance of electronically 
nonadiabatic transitions in chemical physics, let us consider here molecular pro­
cesses accompanying electronic transitions. Electronically nonadiabatic chem­
ical reaction is one of the best examples. Since classical trajectory defines a 
curvi-linear one-dimensional space, we can utilize the one-dimensional theories 
of nonadiabatic transitions on the trajectory to deal with the electronically 
nonadiabatic transitions. Important issues are how to use the classical trajec­
tories to describe the multi-dimensional dynamics and how much of quantum 
mechanical effects can be incorporated. Examples of such semiclassical propa­
gation schemes are TSH (trajectory surface hopping) method [15,161,162], the 
semiclassical IVR (initial value representation) method [163, 164], and CFGA 
(cellular frozen Gaussian approximation) method [165-167]. 

The TSH is actually nothing but an ordinary QCT (quasi-classical trajec­
tory) method without any incorporation of effects of phases, and the reac­
tion probabilities are simply evaluated from the relative number of reactive 
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trajectories with respect to the total. The electronically nonadiabatic tran­
sition probabilities, i.e. surface hopping probabilities, are furnished by the 
semiclassical theory. In the past, the simple Landau-Zener formula at the 
surface crossing has been used [15, 161, 162]. Nowadays, the time-dependent 
coupled Schrodinger equations are numerically solved [119,169,168]. This por­
tion can be very much improved by using the new theory developed in Chap. 5. 
The Zhu-Nakamura theory can provide accurate yet simple expressions for the 
probability. The theory can accurately deal with even the cases that the energy 
is lower than the crossing point and the nonadiabatic tunneling type of tran­
sitions are involved, which cannot be treated by the simle Landau-Zener for­
mula. On the other hand, numerical solutions of time-dependent Schrodinger 
equations which are required in the case of TFSH (fewest switches trajectory 
surface hopping) method [119, 168] are not necessary at all. Furthermore, the 
common trajectory on a certain averaged potential determined from the two 
electronic potentials, which is inevitable in the case of time-dependent treat­
ment of electronically nonadiabatic transitions, is not necessary to be invoked. 
It should also be noted that knowledge of the nonadiabatic coupling is not at all 
required in the Zhu-Nakamura theory, and everything can be evaluated by the 
simple analytical formulas based on the adiabatic potentials on the real axis. 
One problem in the trajectory surface hopping type of treatment is how to 
cut the potential energy surfaces, in other words how to start the classical tra­
jectory after hopping. The conventional choice is considered to be reasonable 
and acceptable [162]. That is, only the momentum component perpendicular 
to the crossing seam is changed by the amount corresponding to the adiabatic 
potential energy difference. It should also be noted that as is clear from the 
discussions in this book, the adiabatic representation is much better than the 
diabatic representation. Recently, the new implementation of the TSH method 
with use of the Zhu-Nakamura theory has been made with applications to the 
collinear H j and 3D DHj reaction systems and demonstrated good accuracy 
[170]. Even the threshold region can be nicely reproduced. 

A more sophisticated method is the semiclassical surface hopping theory, 
which is an extension of the classical 5-matrix theory for single surface dy­
namics developed by Miller and George [115, 116, 171]. The basic idea of the 
classical 5-matrix theory is that those classical trajectories are searched that 
satisfy not only initial but also final quantization conditions of the internal 
states (double-ended trajectories) and that the phases along these trajectories 
are evaluated and incorporated into the transition amplitude by summing up 
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the amplitudes along all these trajectories. In the case of electronic transition, 
the double-ended trajectories are analytically continued into the complex co­
ordinate space in the region of surface crossing and go around the branch cut 
between the two adiabatic electronic potential energy surfaces. This detour 
into the complex plane gives a complex action to the 5-matrix. The imaginary 
part of this action provides the corresponding nonadiabatic transition proba­
bility. In spite of the conceptual beauty, however, this theory turned out to be 
very cumbersome and time-consuming because of the necessity of handling the 
full complex trajectories, their complicated branching patterns, and searching 
for the double-ended trajectories. In order to remedy a part of the drawbacks, 
Kormonicki et al. proposed a decoupling scheme in which the evaluation of 
electronic transition is decoupled from the trajectory calculations [172]. The 
electronic transition is evaluated by the local complex integral, Eq. (3.22), with 
the nonadiabatic transition probability given by Eq. (3.21). This method saves 
a lot of troublesome matters, but still suffers from some problems. As is well 
recognized now, Eq. (3.21) cannot be used at energies lower than the crossing 
point. They have also neglected the dynamical phases, cro and <j>s- These de­
fects can be easily remedied by using the Zhu-Nakamura theory. Furthermore, 
in order to avoid the cumbersome double-ended trajectories and the divergence 
of the Van Vleck determinant at caustics, the initial value representation (IVR) 
has been figured out [163, 164, 166, 173]. Instead of specifying the initial and 
final quantized momenta, only the initial conditions are provided for trajcto-
ries. In this formalism the overall transition amplitude can be expressed as 
follows: 

Wfle-Wttyi) = J dp„ J dq, dq t 
1/2 

(2TViH)F 

dpo 

x e i S ' (P 0 -^) / f t -^ /VKqt)T2iVi(qo) , (10.56) 

where q t = qt(Po, qo) is the coordinate at time t for the trajectory with the ini­
tial condition (p0 , qo), St = S(qt(p0, q0), qo) is the action integral along that 
trajectory, F is the number of nuclear degrees of freedom, and v is the number 
of zeros (Maslov index) experienced by the Jacobian determinant (Van Vleck 
determinant) in the interval (0,t). The amplitude Tji represents the electronic 
transition from the electronic state i to j . In the case of electronically adia­
batic processes on a single potential surface, this T-matrix is simply replaced 
by a unit matrix. As is clear now, the theory developed in Chap. 5 can be 
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usefully utilized to deal with the electronically nonadiabatic transition. Espe­
cially, the matrix Ix can be directly incorporated into the above formalism. 
When the energy is lower than the crossing region in the LZ-type of crossing, 
the reduced scattering matrix SR can be directly utilized. When the nonadi­
abatic tunneling (NT) type of crossing is encountered, the transfer matrix N 
(see Eq. (5.128)) can be used. By using these formulas, not only the transi­
tion probabilities can be easily evaluated accurately, but also all the necessary 
phases including the dynamical phases can be correctly incorporated. Sun and 
Miller [164] says that the semiclassical analytical theory such as those devel­
oped in Chap. 5 is not necessary as an actual computational tool. This is not 
correct at all. In addition to the obvious strong advantages of the analytical 
theories to provide physical insights about the mechanisms, they can furnish 
even numerically effective tools, since everything, probabilties and phases, can 
be evaluated from simple analytical expressions. 

The idea of the initial value representation has also been combined with the 
idea of frozen Gaussian approximation [174-176] and the cellularized frozen 
Gaussian approximation (CFGA) has been figured out [165, 166]. In this 
method, the initial wave function is represented as a superposition of large 
number of small frozen Gaussian wave packets and all of them are propagated 
along the classical trajectories of the center of each cell with the Gaussian shape 
frozen. This method was successfully applied to fifteen-dimensional eigenvalue 
problem on a single potential energy surface [167] and proven to be useful 
for bigger systems. The method seems immune even to chaotic trajectories. 
Again, the semiclassical theory developed in Chap. 5 can be incorporated into 
this formalism to deal with electronically nonadiabatic processes. With use of 
the idea of the dynamical state representation described in Sec. 3.4, dynamics 
induced by the Coriolis coupling can be treated in the same way as in the 
ordinary case induced by radial nonadiabatic couplings. 

As discussed above, the combination of the theory developed in Chap. 5 and 
the various semiclassical propagation methods are expected to be very useful to 
deal with realistic multi-dimensional dynamics involving electronically nona­
diabatic transitions and their actual applications to various practical systems 
are looked for. 
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Chapter 11 

Complete Reflection and Bound 
States in the Continuum 

11.1. One NT-Type Crossing Case 

The nonadiabatic tunneling (NT) type transition presents quite a unique and 
intriguing mechanism, since this creates a potential barrier which cannot be 
treated in the same way as the ordinary potential barrier even at energies lower 
than the barrier top and the phenomenon of complete reflection occurs at ener­
gies higher than the bottom of the upper adiabatic potential (cf. Sec. 5.2.2.4). 
The nonadiabatic tunneling probability is always smaller than the transmis­
sion probability of the corresponding single potential barrier with the upper 
adiabatic potential neglected. This means that the upper adiabatic potential 
cannot be neglected even at energies lower than the top of the lower adiabatic 
potential. Furthermore, as is seen in Fig. 5.10, the nonadiabatic tunneling 
probability oscillates as a function of energy and at certain discrete energies 
the transmission probability becomes exactly zero. This is called complete 
reflection. As is given in Eq. (5.156), the transmission probability \T\2 at en­
ergies higher than the bottom of the upper adiabatic potential, i.e. E > Eb, is 
given by 

i n 2 = 4 c o s 2 f e j ( i i i) 
1 ' 4 C O S 2 ^ N + P 1 N / ( 1 - P Z N ) ' k ' ^ 

where PZN is the nonadiabatic transition probability given by Eq. (5.147) for 
one passage of the crossing point and tpzN is the phase given by Eq. (5.148). 
This equation clearly tells that the complete reflection (|T| = 0) occurs when 

233 
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the following condition is satisfied (see also Eq. (5.159)): 

TpZN=[l + ^)* fori = 0,1,2, . . (11.2) 

The transmission amplitude T is nothing but the reduced scattering matrix 
(5jJT)i2 (see Sec. 5.2.2), which is explicitly expressed as 

2^1 - PzNeiffzN 

(11.3) 

which can be easily reduced to Eq. (11.1). The above equation (11.3) can be 
easily rewritten as 

T=^T PZNe i<t>s PZN 

PZN -2i<t>z 

= (Ix)n + 
(Ix)i2L?(Oxh2Lf(Ixhi 
1 - (Oxh2Lf(Ixh2L* 

(11.4) 

where (Ix)nm is the n x m-element of the matrix Ix given in Eq. (5.158) and 
represents the nonadiabatic transition amplitude from the adiabatic state m to 
the state n at the avoided crossing point when the wave propagation proceeds 
inward, namely from the right to the left. The matrix O is the transpose of I, 
and represents the transition in the outgoing (left to right) segment. L\ and 
Lr are denned by (see Fig. 11.1) 

and 

L\ = exp 

Lv = exp 

i / k2(x )dx + i — 
4 

fT2 1 M J • * 
/ k2(x)ax + i-

J Xh 

(11.5) 

(11.6) 

The second equation of Eq. (11.4) can be obtained with the help of diagram­
matic technique described in Sec. 7.1. This equation and the first equation in 
Eq. (11.4) enable us to clarify the physical meaning of this complete reflection 
phenomenon. The first term In represents the wave which simply crosses the 
barrier without any transition to the upper adiabatic state E^{x), and the 
second term corresponds to the transmitting wave which is trapped by the up­
per adiabatic potential. At the energies of complete reflection, these waves 
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Fig. 11.1. One unit of NT-type potentials defined by Eqs. (11.17)-(11.19). 

interfere destructively at the exit whatever the nonadiabatic transition prob­
ability PZN is and the incident wave is completely reflected back. When the 
condition in Eq. (11.2) is satisfied, the second term in the bracket of the first 
equation of Eq. (11.4) becomes exactly unity and cancels the first term what­
ever the probability pzN is- This condition is similar to the Bohr-Sommerfeld 
quantization condition; in the present case, however, the effect of nonadiabatic 
coupling naturally appears as the additional phase (fis, which tends to -rr/4 (0) 
in the weak diabatic coupling limit <5ZN ->• 0 (the strong diabatic coupling limit 

<*ZN - > o o ) . 

This unique phenomenon of complete reflection suggests some intriguing 
possibilities such as bound states in the continuum, molecular switching in a 
periodic potential system and control of molecular dynamic processes by laser. 
The latter two will be discussed in the subsequent Chaps. 12 and 13. Here we 
discuss the possibility of creating bound states in the continuum in between 
two units of NT-type potential curve crossings (see Fig. 11.2). If the two NT-
type potential units are the same, a wave can be trapped between them forever; 
that is to say, a bound state in the continuum is created. This is realized when 
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I I 

Fig. 11.2. Two units of the same NT-type potentials. One unit is the same as that in 
Fig. 11.1. 

the following two conditions are fulfilled: 

and 

V > Z N = ( s + 2 ) 7 r for ( s - 0 , 1 , 2 , . . . ) 

6T + kL=(s' + ^\ir for(S ' = 0 , l , 2 , . . . ) , 

(11-7) 

(11.8) 

where Sf is the phase of the transmission amplitude (T = |T|e l5T) and is 
explicitly given by 

#T = I ki(x)dx 
J Xo 

+ CZN — arctan 
(1 -pzNr)sin(2i/>zN) 

1 + ( 1 - P Z N ) C O S ( 2 ^ Z N ) 

-0[-sgn(cosr/>zN)], (11.9) 
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k and L are the wave number at zero potential and the distance between 
the two units (see Fig. 11.2). The condition, Eq. (11.7), is the condition of 
complete reflection, exactly the same as Eq. (11.2), and the second condition, 
Eq. (11.8), represents the condition of quantization. Interestingly, this condi­
tion coincides with the condition of complete transmission (see Eq. (12.25) in 
the next chapter). Thus, the bound states are created when the conditions of 
complete reflection (E = ET) and complete transmission (E = Et) coincide. 
The transmission probability |T^2)|2 for the two-unit system is expressed as 

|J>(2)|2 _ \T\4 

|T|4 + 4|i?|2cos2(<5T + A:L) ' 
(11.10) 

where R is the reflection amplitude for the one-unit system. Expanding ipzN 
and ST + kL at E ~ Er and E ~ Et, respectively, as 

V>ZN 
1 

7T + <9V"ZN 
dE 

{E - Er) at E ~ Er 

Br 

(11.11) 

ST + kL ~ ( s' + - ] -K + 
85T 

~8E 
(E-Et) s,t E~Et, (11.12) 

then the overall transmission probability |T(2)|2 behaves as 

|T(2)|2 ~ — ^VZN 

dE 
(E - ET)2 a&E~Et = Et 

with 

T = 2 
v/1 - PZN 

PZN 

dipzn 

dE E, 

It should be noted that if Er ^ Et, then 

| r ( 2 ) | 2 ~ o ( | j B - E r | 4 ) a t E ~ E r . 

(11.13) 

(11.14) 

(11.15) 

From a pole of T^, we can obtain the decay width T of the resonance state 
created in between the two units as 

- l 

{Er - Et)
2 , (11.16) r - S ' dipzN 

dE 

which goes to zero when Et —> Et. 
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If one of the potential units, say the left one, is replaced by a simple re­
pulsive wall, the system becomes the same as that in a dissociating diatomic 
molecule. Bound states in the continuum can also be created in this system. In 
the case of IBr, the above conditions seem to be satisfied and the corresponding 
predissociation dip was analyzed [177]. 

Another example is resonances in the transition 2 £+ —>2 £+ of H^ due to 
the laser-induced avoided crossing [178]. The condition stated in these analyses 
is the coincidence of vibrational energy levels supported by the attractive dia-
batic potential and by the upper adiabatic potential with the correction <f>s due 
to nonadiabatic coupling. But the complete reflection in the one-unit system, 
as in Fig. 11.1, was not explicitly recognized. The latter example mentioned 
above is an intriguing one, because we can manipulate molecules by lasers so 
as to satisfy the necessary conditions. 

The existence of complete reflection and the bound states in the contin­
uum are numerically demonstrated below. The following one-unit diabatic 
potentials are employed [58]: 

2vb fx_b-a\ ior{b-a)/2<x<b + l 
Vi{x)= { (a + b) V 2 7 ~ (n.17) 

0 for - I < x < (b - a)/2 , 

V2(x) 

2vb ( b + a 
x for - I < x < (a + b)/2 

(a + b) V 2 7 - - v (n.18) 

0 for (a + b)/2 <x <b + l, 

( [1 - (2x - 6 ) 2 / c > P for (b - c)/2 <x<(b + c)/2 
Vi2(a0 = < (11.19) 

[ 0 otherwise, 

where the parameters a,b,c,l,vb, and vp are 1.0, 2.0, 0.5, 0.0, 0.5, and 0.02 
atomic units. The adiabatic potentials are shown in Fig. 11.1. The particle 
mass is taken to be 1800 atomic units. There are six complete reflection dips 
in the energy region 0.10 < E < 0.35 in atomic units. To illustrate a complete 
reflection wave function, we have chosen the first zero of |T|2 , that is E ~ 
0.21809. The corresponding reflection coefficient, R = \R\ exp(i^R) is equal 
to R ~ (1 - 2 x 10 - 1 3) and SR ~ 0.42223. The calculated wave functions 
^i(a;) and ip2(%) corresponding to the diabatic states, chosen real, are shown 
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Fig. 11.3. Two component wave functions at the energy of complete reflection at E ~ 
0.21809. The potential unit used is the one given in Fig. 11.1. The function 4>j(x) (j = 1,2) 
corresponds to the diabatic state Vj (x) • V>2 (x) decays at x < 0.5 despite the fact that channel 
2 is open there. (Taken from Ref. [58] with permission.) 

in Fig. 11.3, the normalization being such that 

V>i (x) =cos(kx + 9) ioxx>—^ , (11.20) 
Li 

where 6 = 187T — &6+O"R/2 ~ 0.71980 in this particular case. The wave function 
ip2(x) dies out at x < 0.5 despite the fact that this channel is energetically open 
in this region. For the demonstration of a bound state in the continuum, we 
take the two potential units symmetrical with respect to the crossing point, as 
is shown in Fig. 11.2. Because of the symmetry of the system, R = ±1 at the 
center of the whole array, and accordingly either an even [R = 1] or an odd 
[R = — 1] function of (a; — b — I) is obtained. In this model L = 21 + b — a and 
we can adjust I to satisfy the conditions, Eqs. (11.7) and (11.8). One bound 
state corresponding to s' = 0 of Eq. (11.8) is shown in Fig. 11.4. The adiabatic 
potentials are shown in Fig. 11.2. 

The wave function ^2(2:) dies out in the regions x < 0.5 and x > 3.5 
despite the fact that this channel is open in these regions. The wave function 
tjji(x), on the other hand, decays naturally there, and has several nodes in the 
central region. In spite of these nodes, this bound state in the continuum is 
energetically the lowest in the corresponding system. The number of nodes is 
determined essentially by / and the energy E. 
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vww 

Fig. 11.4. Two component wave functions when the two conditions of complete reflection 
and quantization are satisfied at the same time for the potential system shown in Fig. 11.2. 
i/»2(a:) is trapped inside despite the fact that the diabatic channel 2 is open outside. (Taken 
from Ref. [58] with permission.) 

11.2. Diabatically Avoided Crossing (DAC) Case 

In Sec. 5.3.2 analytical solutions of the diabatically avoided crossing model 
depicted in Fig. 5.14 are briefly discussed, the potentials of which are defined by 
Eq. (5.164). It is interesting to note that the complete reflection and complete 
transmission phenomena can occur in this potential system [66]. First, let 
us try to analyze the behavior of the transmission coefficient \a\2 given by 
Eq. (5.176) at high energies, 

qi » 1, ?2 > 1 and \qi — q2\ ~> 1. (11.21) 

where qj are defined by Eq. (5.167). We keep only the leading order term with 
respect to energy E, use the expansion formula of the G-function given below 
in Eqs. (11.26)-(11.28), and define the new phase, 

•0 = — ln|z| a r g r ( i g i ) + a r g r ( - +i^~^ Qi 

r , ' l .91+92 + a r g r ( - - l - ^ — (11.22) 
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together with ip' = ijj{q\ -O- 92)- Then we have 

<f>i ~ arctan 

and 

4>2 — arctan 

where 

sin(V> + il>') + V sin(V> — VO 
2 cos ̂  cos V>' 

sin(V> + tjj') —r) sin(V' — VO 

2 sin V* sin V'' 

77 = t a n h I 7r 
qi-Q2 

The expansion of the G-function used [65] is 

4 / &h 

Go4WW) = E I I r^-fthjz6 

with 

and 

0F3[di,d2,rf3,z] = E 
^ n!(<i 1 ) n (d2)„(<i3)n 

(d)n = d(d + 1) • • • (d + n - 1). 

(11.23) 

(11.24) 

(11.25) 

x0F3[l + bh-bi,---*---,l + bh-bA,z] (11.26) 

(11.27) 

(11.28) 

Setting Xi = tan^i , the result for the transmission and reflection coefficients 
reads 

2 ( Z i + X 2 ) 2 

\a\ ~ and |7| = 1 — \a\ (11.29) 

Hence the complete reflection, a = 0, is given by the condition 

tan(V' + V,') = J7 t a n (V'-V' ' ) - (11.30) 

If we use the simple relations in the high energy approximation, 

\qi - q2\ ~ E'1/2 ~ i> - TJ>'~ r], (11-31) 
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in the zeroth order we have 

</>2 = 
-K 

•i>, a' = l. (11.32) 

Namely, the transmission coefficient tends to unity at energies asymptotically 
high. The necessary correction to this oversimplified estimate is to re-express 
the transmission coefficient near the complete reflection point. Expanding 

tl>(E) = -+u + t{E-Eo), 

I(/(E) = 1-LJ + {(E-E0), 

and substituting these expressions into Eq. (11.29), we obtain 

(11.33) 

(11.34) 

Ial2 = 

Here 

£2 + K ( c _ £ + ) ( £ _ £ _ ) ] 2 ' e = E — EQ , ( , ± 1 ) . (11.35) 

( = ~ » ^ ) E=E0 and w = - ( V ' - V , / ) (11.36) 
E=EQ 

The resonance profile in Eq. (11.35) smoothly connects the zero dip in \a\2 to 
the unity background within the accuracy of the high energy expansion. The 
resonance position, EQ, follows from Eqs. (11.30) and (11.31), and is given by 

1>(Eo) ' EQ l n | 2 0 | + 2 - l n ( E ) ( 2 " - l ) | . (11.37) 

This condition coincides with the Bohr-Sommerfeld quantization condition in 
the upper well, 

/ \/E -Vu(x)dx= I n - - ) n, n = l , . . . (11.38) 

In order to make the physical interpretation of the above equations clear we 
carry out the semiclassical analysis of the diabatically avoided crossing model. 
Suppose that the diabatic and adiabatic potentials at x —> 0 almost coincide, 
i.e. V <C \Ui — U2\, or in other words the region x ~ 0 is far enough from 
the nonadiabatic transition regions which can be represented by the real parts 
of the complex crossing points. Then the scattering can be decomposed into 
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adiabatic wave propagation and two nonadiabatic transitions (left and right). 
Each of them is described by a nonadiabatic transition matrix 

I{xs)=
 v , s = L 01 R. (11.39) 

V -y/plexp(-itps) V 1 ~ Ps exp(i<£a) / 

These matrices connect from left to right the WKB wave functions centered 
at the transition points, ps is the nonadiabatic transition probability and 4>s 

and ijjs are the dynamical phases. It should be noted that the upper (lower) 
adiabatic channel is indexed by 1 (2) (see Fig. 5.14(a)). There are three co­
ordinate regions, {x^xi), {X-^^X-R), and (xR,a;R), where x\(xs) represents the 
turning point (transition point). The transition points x^ and XR are the real 
parts of the corresponding complex crossing points. We denote these regions 
as i (i = I,II,III, Xi < x < Xi+\ with x\—x\j,...,Xi — xR) and introduce the 
following phase factors, 

ct = eidi = exp (m I \jE- u[a)(x) dxj, c~ cic2c3 , (11.40) 

and 

d = eiS = — exp fm f 3 ̂ E-u^\x)dx\ = —eid* . (11.41) 

The semiclassical diagram corresponding to this problem is shown in 
Fig. 5.14(b). The circle, rectangular and arrow indicate turning point, nona­
diabatic transition and adiabatic wave propagation, respectively. In order to 
simplify the expressions derived below, we introduce a term which represents 
the interference of a wave propagating from the adiabatic state j (left) to the 
adiabatic state i (right), 

Zij = RnLij + Ri2L2jd, (11.42) 

where L (R) stands for the left (right) nonadiabatic transition matrix. The 
matching of corresponding wave functions between the three regions follows. 
According to Fig. 5.14(b), the waves in region I are determined by the boundary 
conditions, 

Aci 1 - iAc\ 1 + 5 2 . (11.43) 
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Then we propagate the total wave function to region II, 

LnAcic2 1 + ^{L^cK-iA) + L*12B) 1 + L2lClc2dA 2 

+ c*2d*(L*21c*1(-iA) + L*22B)2, (11.44) 

and region III, 

X~l + Y*i + z21cic2A~2 + [z^cXd^-iA) + z^B]2 . (11.45) 

The notations c;, d and z^ are introduced in Eqs. (11.40)-(11.42); arrows 
denote the direction of adiabatic wave, 

X = zxlcA, (11.46) 

Y = zX1c*(-iA) + c*2c*3zX2B. (11.47) 

In Eq. (11.43), the so far arbitrary constant A (B) denotes the amplitude of a 
wave in the upper (lower) channel which satisfies the boundary conditions for 
scattering from right to left. The right turning point imposes a condition on 
these constants (see Eq. (11.43)), 

X(A) = -iY(A,B). (11.48) 

The reflection coefficient, |i?|2, is easily obtained as 

\R\* = Nl2£2lf ( n 4 Q ) 

\z12z21c - (znc + ZnC*);^!2 

There are two special cases that solve Eq. (11.48). Taking B = 0, we obtain 
the complete reflection condition, 

rxla)tR i / i \ 
/ t \/E-u(i\x)dx= f n - - j 7 r + A(£) (11.50) 

with an additional shift A(i?) to the Born-Sommerfeld quantization condition 
in the upper well, 

A(E) — arctan 
Csin(0L + 4>R) + s in^L -ipR + S) , 

(11.51) C COS(0L + <t>R) ~ COs(V>L - tfa. + S) J ' 

file:///z12z21c
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where 

C = J ( 1 - P L ) ( 1 - P R ) (11.52) 
V PhPR 

and 5 is given in Eq. (11.41). Now, it is clear that Eqs. (11.38) is just the high 
energy limit of Eq. (11.50). If both PL a n d PR are small, the quantization in 
Eq. (11.50) occurs naturally in the adiabatic well with the imposed shift from 
diagonal dynamical phases, 0L and 0 R (see the above equation). If both PL and 
P R tend to unity, on the other hand, the quantization occurs in the diabatic 
well and the imposed phase shift is due to the off-diagonal dynamical phases, 
V>L and ^ R . Applying the complete transmission condition to Eq. (11.48), 
which turns out to be equivalent to A = 0, we obtain 

PL=PR = P and 5 + 4>h + <fe + iph -ifa. = n. (11.53) 

If p tends to zero or unity, the second condition in Eq. (11.53) can be omitted. 
The above equation has a very simple and interesting physical meaning: the 
incident wave interferes between the two transition points in such a way that 
no part of it reaches the turning points in the upper adiabatic channel. This 
is because in region I (left turning point), A = 0, and consequently in region 
III (right turning point), X(A) = 0 and Y(A,B) = 0 [see Eqs. (11.46) and 
(11.48)]. The parameters of nonadiabatic transition matrices in Eq. (11.39) in 
the case of above model are given in Eqs. (3.37)-(3.41). Equation (11.49) with 
Eqs. (3.37)-(3.41) give the semiclassical transmission and reflection coefficients. 
Let us finally note that Eq. (11.51) is invariant with respect to the following 
transformation 

L <-• R and ip «-» IT - ip, (11.54) 

as it should be due to the symmetry. 
Finally, we give some numerical examples [66]. In order to avoid unneces­

sary parameters let us use the units 

[E] = (ha)2(2M)'\ [x] = a " 1 . (11.55) 

Then, as it follows from Eq. (5.164), there are only two substantial parameters, 
V and C. These parameters affect the general behavior of the transmission 
coefficient (see Fig. 11.5), which is: (1) the exponential decrease at energies 
far below the top of the lower potential, then (2) overall monotonous increase 
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Fig. 11.5. Transmission probability as a function of energy in the DAC model of Eq. (5.164) 
with (U = 0). The bottom E^ (top — Eb) of the upper (lower) adiabatic potential is given by 
y/V2 + C 2 . The dimensionless parameters are as follows: (a) C = 0.2 and V = 1, (b) C = 6 
and V = 1, (c) C = 2 and V = 0.1, (d) C = 2 and V = 3. (Taken from Ref. [66] with 
permission.) 

up to the first complete reflection point, and (3) complete reflection dips with 
an envelope that converges to unity. 

In the limit of small coupling, C (see Fig. 11.5(a)), the transmission co­
efficient corresponds to that of a single barrier penetration, except that the 
complete reflection dips survive with very narrow widths. For large values of 
C (see Fig. 11.5(b) in comparison with Fig. 11.5(a)) the first step broadens and 
the first resonance moves to higher energies because the bottom of the upper 
adiabatic potential shifts up with growing C. Also the complete reflection dips 
become wider. 

In the limit of small pre-exponential constant, V (see Fig. 11.5(c) in com­
parison with Fig. 11.5(d)), the potential curves become flat, the step is sharper 
and the resonances become more dense, because the semiclassical phase in the 
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Fig. 11.6. Double-crossing NT-type model, (a) The potential curves. The roman numbers 
denote the three important coordinate regions; arabic numbers index the adiabatic poten­
tials, (b) The semiclassical diagram (energy below the top of the barrier). The matrix M 
stands for the tunneling through the central potential barrier. (Taken from Ref. [66] with 
permission.) 

upper well accumulates easily. The semiclassical theory based on a sequence 
of two RZ-type transitions works well (see Fig. 11.6). For large values of V 
(see Fig. 11.5(d)), on the other hand, the dips get narrower again and more 
separated, and the transmission coefficient decreases slowly at low energies. 
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In addition to this, there is a nontrivial envelope of the transmission coef­
ficient as clearly seen in Fig. 11.5(c). Such envelope may even have a deep dip 
before getting converged to unity at large energies. 

In the ordinary single unit of NT-type of transition, the qualitative behav­
ior of the transmission coefficient is quite different. Since the nonadiabatic 
transition probability tends to unity as energy increases, the incoming wave 
is effectively switched to the upper well at the crossing point, then reflected 
back at the turning point and returns to the initial channel. Thus the envelope 
of the transmission coefficient monotonically decreases to zero with increasing 
energy. In the above DAC model, on the other hand, the envelope behaves in 
the non-monotonous way before getting converged to unity. This is basically 
due to a sequence of two symmetric RZ-type nonadiabatic transitions, and 
is in accordance with the semiclassical analysis made above. Another differ­
ence between DAC and NT-cases is the coupling strength dependence of the 
transmission coefficient. While in the DAC model the zero coupling limit cor­
responds to a single barrier penetration problem with nonzero transmission, in 
a single NT-case the transmission is not possible, since each diabatic potential 
diverges at one side. 

11.3. Two NT-Type Crossings Case 

Here we discuss the conditions for the complete reflection and transmission in 
potential systems shown in Fig. 11.6. We derive the semiclassical conditions for 
the complete transmission and complete reflection to occur and also compare 
these NT-models with the DAC model. 

11.3.1. At energies above the top of the barrier: (Eu,oo) 

Since the sequence of turning and transition points is the same in both 
Fig. 5.14(a) and 11.6(a), Eq. (11.50) with the phase shift given in Eq. (11.51) 
holds. The same applies to Eq. (11.53). However, the nonadiabatic transition 
matrices are, of course, different. The expressions for the nonadiabatic tran­
sition probability and the dynamical phases are given by the Zhu-Nakamura 
theory given in Sec. 5.2. Referring to the results of the previous section we 
conclude that the complete reflection and complete transmission are possible, 
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when the following conditions are satisfied: 

( „ ) t 

J *\]E~ U^\X) dx=(n-^\ir + A(E), (11.56) 

(A given in Eq. (11.51)) for the complete reflection, and 

PL = PR = P and 6 + <£L + <£R + iph - V"R = ^ , (11.57) 

for the complete transmission. 

11.3.2. At energies between the barrier top and the higher 
crossing: (E+ , Eu) 

Here, we consider energy above the bottom of upper adiabatic potential (which 
is denoted here as E+, see Fig. 11.6(a)), because the Zhu-Nakamura theory 
presents different formulas for E > E+ and E < E+. Since the energy is below 
the barrier top of the higher adiabatic potential (case (b) in Fig. 11.6(a)), we 
use the tunneling matrix M which connects the in/out-going WKB waves from 
left to right, 

/v/IT^5'e-i* iK,ei@ 

<-y = v - i«e- i e v T + ^ c * * ^ - '' (11'58) 

where 1/K = e_7re represents the Gamov factor with e equal to the tunneling 
action integral when the energy is lower than the barrier top (for further details 
see e.g. Ref. [5]). This situation is schematically shown in the semiclassical di­
agram, Fig. 11.6(b). Using similar arguments as before, the complete reflection 
is possible and the condition in Eq. (11.50) still holds with some modifications. 
In particular, we have 

1(E) = Re J r * \lE~u{i\x)dx 1 = (n - ^\ vr + A{E), (11.59) 

where A(E) reads one of the following forms: 

AL(E) = - a r g f d e ^ 1 - - ^ - CVl + K2
e- i (*R+*L+* ) 

- ^Ke-^+^-*») (c*3cf*)2} , (11.60) 
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or 

A R (£ ) = -arg{de*(*L-*R) - C\A + K
2e-i^+*L+^ 

- C^@+^-^\cl4*f}. (11.61) 

That is to say, the complete reflection occurs when 1(E) — A^(E) = (n — 
1/2)TT or / (E) - A R (£ ) = (n - l/2)ir is satisfied. The factor AL(E)(AR(E)) 
represents the effects of both nonadiabatic coupling and tunneling [and obeys 
the symmetry relation in Eq. (11.54)]. If the tunneling probability is small, 
A L ( - E ) ( A R ( - E ) ) corresponds to the Bohr-Sommerfeld quantization condition 
in the left (right) upper adiabatic potential well. If K = 0 = <&, namely the 
matrix in Eq. (11.58) turns to be a unit matrix, then the parameters A(E) 
in Eqs. (11.60), (11.61), and (11.51) are the same (the complete reflection 
condition naturally agrees with that in the case 1 above). Taking the diabatic 
limit in Eqs. (11.60) and (11.61), i.e. PL,PR —»• 1 and thus £ —s- 0, yields the 
Bohr-Sommerfeld quantization condition in the diabatic potential well. 

The complete transmission is also possible but its mechanism is quite dif­
ferent from the above-the-barrier case. It occurs when 

R21L*12M12(u + u*) + i[icfc*3(R*nL*12M22 + R*12L*22d*) + RnL*12M12cfc3) 

x [ic1c^(R21L11M11 + R22L2ld) + R2iL*nM2*1cl$*} = 0 (11.62) 

with 

u = i?ii(LiiMnCic2 - iL*nM12clcl*cf)c3 + R12L21cd (11.63) 

is satisfied. If the tunneling matrix M is replaced by a unity matrix, we obtain 
Eq. (11.57). The constants from Eq. (11.43), A (amplitude of the wave reflected 
from the left turning point) and B (amplitude of the transmitted wave), must 
be both nonzero. Physically it means that the complete transmission occurs 
only when the half-standing waves both left and right from the central barrier 
interfere destructively with the reflected part of the incident wave. Because 
of this, Eq. (11.62) is, unfortunately, quite complicated and difficult to solve 
analytically. Let us also note that depending on the potential parameters, the 
complete reflection and transmission can occur at energies close to each other, 
in which case we have the Fano type resonance [179]. 

When the maximum of the upper adiabatic potential is so high that the 
tunneling can be neglected (K —> oo), the formalism simplifies considerably. As 
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also follows from Eqs. (11.60) and (11.61) in this limit, the complete reflection 
occurs, if 

cos(di + d\ - <f>h) = 0 or cos(d3 + df - 4>R) = 0 (11.64) 

is satisfied, i.e. its energy is given by the Bohr-Sommerfeld quantization rule 
with the additional phase correction, <j>i, or ^>R. This is simply equivalent to the 
case discussed before [9, 57-59]. The complete transmission condition follows 

P R ( 1 - PL) cos(di + d\ - </>L) exp(-i(<f>L + tpL - tpR + dz + d\ - d\)) 

+ PL(1 - PR) cos(d3 +dR- <j>R) exp(i(</>R + V>L - V'R + d\ + dl ~ <$)) 

+ PLPR cos(dx + d\ + d% + d3 + S + V>L - ^ R ) = 0 . (11.65) 

(confer with Eq. (11.54)). The three cosine functions in Eq. (11.65) turn to 
zero when the scattering energy coincides with a shifted bound state in the 
left, right or the global diabatic well (see Fig. 11.6). Let us also note that 
Eq. (11.65) is a limiting case of Eq. (11.62). When we set 6 = 0 = $ and 
expand Eq. (11.62) in powers of K, the leading term K2 vanishes identically, 
while the term proportional to K yields Eq. (11.65). 

11.3.3. At energies in between the two crossing regions: 

We can use the above formalism also when the energy is in between E+ and 
£L, where E- is the bottom of the upper adiabatic potential in the lower 
crossing region (see Fig. 11.6(a))). In this case, the lower crossing can still be 
treated by the /-matrix (see Eq. (11.39)) as previously, but the upper crossing 
should be described by the nonadiabatic tunneling matrix (transfer matrix) N 
[9, 180, 181, 183] which connects the waves on both sides of the crossing in 
the lower adiabatic channel (see also Eq. (11.58)). Furthermore, we have to 
assume that the barrier on the upper adiabatic channel (see Fig. 11.6(a)) is 
high enough so that the tunneling through it can be neglected. Then, the above 
formalism can still be used with the replacements of the tunneling matrix M 
and the /-matrix for the higher crossing by the iV-matrix and a unit matrix, 
respectively. Finally we derive the following results: 

The complete reflection occurs, if the Bohr-Sommerfeld condition in the 
open adiabatic well is satisfied, i.e. it is also given by Eq. (11.64). The condition 
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for the complete transmission reads 

2R22N12dc2 cos(df + d3) = R2icf(Ri2N12dc2c3 + iR*12N£2d* c*2c*3) (11.66) 

(here we suppose for simplicity that the crossing point energy is higher on the 
left than on the right). 

11.3.4. At energies below the crossing points: (—oo,E-) 

Using similar assumptions as in the case 3 above, the semiclassical wave prop­
agation for E < E- should be described by the two nonadiabatic tunneling 
matrices (transfer matrices), N (left crossing) and N' (right crossing). These 
are parametrized with K, $ and 0 , similarily as in Eq. (11.58). Then we find 
that the semiclassical complete reflection is not possible. Yet the complete 
transmission can still occur, provided (1) that energy is above the bottom of 
the lower adiabatic potential, Ed < E < E-, and (2) the following equation is 
satisfied, 

K = K' (dc2)
2 = _ c * + * ' + e - e ' . (n . 6 7) 

Since it is possible to control K and K', for instance by changing the intensity 
of the laser field, the complete transmission condition above could be useful 
for enhancing chemical reactions, especially those which are otherwise unlikely 
due to the tunneling [182]. At energies below the bottom of the lower adiabatic 
potential, E,i, the whole scattering can be described by semiclassical analysis 
only as a single barrier penetration. The complete reflection and the complete 
transmission are not possible. 

11.3.5. Numerical examples 

Atomic units are used throughout this section. The reduced mass is chosen to 
be M = 1000 a.u., if not stated otherwise. First, we illustrate the theoretical 
results for energies below the top of the barrier. The accuracy of the semiclas­
sical theory (cf. Eq. (11.49)) and the Zhu-Nakamura theory for energies above 
the barrier top is also demonstrated. Finally, we briefly discuss the Fano type 
of resonance [179, 182] using our semiclassical analysis. 

In Fig. 11.7, numerical examples of the transmission probability are de­
picted for an asymmetric double NT-type crossing model. These figures 
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o.i 
Energy [a.u.] 

(a) 

0.254 0.2S8 

Energy [a.u.] 

(b) 

0.262 

1.0H-

0.250 0.254 0.258 

Energy [a.u.] 

(c) 

0.250 0.254 0.258 

Energy [a.u.] 

(d) 

0.262 

Fig. 11.7. Transmission in double-crossing NT-case. The asymmetric model potential is 
denned by Eq. (11.68). (a) Transmission coefficient as a function of energy (overall feature), 
(b) Magnification of (a) (V12 = 5 x 1 0 - 3 ) . Solid circles represent the semiclassical results 
from Eq. (11.49) and the Zhu-Nakamura theory presented in Chap. 5. (c) The same as (b) 
except for V12 = 1 X 1 0 - 3 . (d) The same as (b) except for V12 = 8 x 10~ 2 . (Taken from 
Ref. [66] with permission.) 

demonstrate the occurence of complete reflection and transmission in the en­
ergy regions discussed in the previous section. Figure 11.7(a) shows the overall 
behavior of the transmission coefficient in the case of asymmetric potential 
model defined as 

V11 = 0.2 - 0.01a;2, V22 = 0.01(x - l)2 0.3, '12 5.10" (11.68) 

There appear as expected complete reflection dips at E > E- and complete 
transmission peaks at £ > Ed- The five energy intervals are divided by 
Eu = 0.2, E+ = 5 x 10-3 , E- = -0.095, and Ed = - 0 . 3 . In the energy 
region below the barrier top, both the complete reflection and transmission 
occur close to each other (see also Fig. 11.8). At energies above the barrier 
top, the very flat transmission peaks are separated by the complete reflection 



254 Chapter 11. Complete Reflection and Bound States in the Continuum 

0.0452 0.0454 0.0456 0.0458 
Energy [a.u.] 

Fig. 11.8. Fano type resonance in the Vardi-Shapiro case Ref. [182]. The model potentials 
are given by Eqs. (11.69)-(11.72). Complete reflection and transmission appear below the 
top of the central barrier (maximum of V\\ ~ 4.71 x 1 0 - 2 ) . The thin line corresponds to the 
potential given in the text, while the bold line is the transmission coefficient for an artificially 
magnified central barrier to such an extent that the tunneling can be neglected. (Taken from 
Ref. [66] with permission.) 

dips. This follows from Eq. (11.53), since pi, ~ |»R -> 1 and the phase condition 
therein is also satisfied at large energies. We note that the dependance of the 
resonance width on the diabatic coupling strength is not monotonous. This 
is because both for the weak coupling, p —> 1, and for the strong coupling, 
p —> 0, the two subsequent transitions do not allow the wave to reach the 
turning points and get reflected back. Figure 11.7(b) shows a magnification of 
some portion of Fig. 11.7(a), demonstrating the accuracy of the Zhu-Nakamura 
semiclassical theory (solid circles). Figures 11.7(c) and 11.7(d) show the trans­
mission coefficient for different coupling strengths, i.e. Vi2 = 1 x 1 0 - 3 (c) and 
Vi2 = 8 x 10~2 (d). Since also here the semiclassical and exact results prac­
tically coincide, only one curve is plotted. The Zhu-Nakamura semiclassical 
theory works very well (also in the tunneling range which is not shown here). 
Figures 11.7(b)-11.7(d) demonstrate the non-monotonous character of the dip 
widths on the coupling strength, too. 

Finally, it is interesting to note that the Fano type resonance [179] discussed 
by Vardi and Shapiro under the name of laser catalysis [182] can be reproduced 
by the present analysis. We take the following two diabatic potentials [182]: 

Vn = tfi -
(1 -0 2 ' v22 = u2 + Bt 

( i - 0 2 (11.69) 

with 

£ = — _ p W 2 (11.70) 
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where 

B = 6.247 x HT 2 , Ux = 3.15 x 1(T2, U2 = 5.917 x 1 0 - 2 . (11.71) 

The coupling is given by the dipole moment and the laser field intensity, 

V12 = 6.8 x 10"5, M = 1060.83. (11.72) 

Although in the above mentioned reference the authors used a laser pulse 
and propagate wave packets, the constant coupling in Eq. (11.72) is adequate, 
since the field changes slowly. Figure 11.8 shows the transmission coefficient 
as a function of energy. This figure is very similar to Fig. 8 in the reference 
[182]. This is because an infinitesimal shift of a Floquet state by duj is roughly 
equivalent to a shift in scattering energy, dE = —dui. As a result of a very 
small coupling, the wave passes through the crossing points almost diabati-
cally (PL> PR ~ !)• Thus the background in Fig. 11.8 is just a single barrier 
penetration. Since the phases d\ and cfa are very small, Eq. (11.64) can never 
be satisfied in this particular energy range. Consequently, the complete re­
flection is not the same as that in the single NT-case. It can also be seen 
from Eqs. (11.60) and (11.61) that the limit of infintely high barrier {C,K 3> 1) 
is not justified. Hence, the tunneling through the central potential barrier is 
responsible for the complete reflection. Taking £ ~ 0, A ~ <5 + VL — V'R ( s e e 

Eqs. (11.61) and (11.60)), the complete reflection condition (11.59) reduces to 
a quantization in the global diabatic well, di+d^+d^+d^ + S+iffi, — ̂  = it/2. 
This explains the complete reflection in Fig. 11.8, since the energy is close to 
the first bound state supported by the diabatic potential V22. For the complete 
transmission, on the other hand, the tunneling does not play so important role. 
This can be checked both analytically and numerically. When we increase ar­
tificially the height of the barrier, the complete reflection disappears while the 
complete transmission remains stable (bold line in Fig. 11.8). Thus we can 
use Eq. (11.65) instead of Eq. (11.62). The first two terms in this equation, 
proportional to 1 — p, are very small and the last term turns to zero when 
di + d\ + d^ + d% + 6 + ipi, — I/IR = 7r/2. Thus just a small change in energy 
suffices to switch between the complete reflection and complete transmission 
and the Fano type of resonance can be nicely explained by the semiclassical 
picture and theory. 
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Chapter 12 

New Mechanism of Molecular 
Switching 

12.1 . Basic Idea 

Transmission properties and switching in one-dimensional periodic potential 
systems have been continuously attracting much attention since the original 
works done by Kronig and Penney [184], and by others [185-187]. Not only 
the transmission problems in periodic delta-function potentials and square well 
potentials have been analyzed [188-191], but also molecular switches have been 
discussed on the basis of a tight-binding model from the viewpoint of molecular 
electronics [192]. With use of an array of periodic potential barriers, Carter 
proposed also an idea of molecular switching [193]. In the array of potential 
barriers, by somehow modifying some of the potential barriers one may switch 
off the complete transmission which exists always in the periodic system. He 
proposed to use, for instance, a certain kind of transition metal intercalated 
coordination compound as a control unit to modify the shape of a potential 
barrier in the array, since the compound induces intramolecular charge transfer 
by absorbing light and thus creates an electric field. Here we discuss the 
possibility of new molecular switching with use of the phenomenon of complete 
reflection described in detail in the previous chapter. Since potential barriers 
in molecular systems are highly probable to be the NT-type of curve crossing 
and thus the latter is expected to appear commonly in the nature, the peculiar 
phenomenon of complete reflection must be taking a certain crucial role in 
various physical, chemical and biological phenomena. On the other hand, it 
should be possible to utilize this phenomenon effectively as a sort of molecular 
device in future high technology. As is clear now, the NT-type transition is far 
more versatile than the ordinary barrier transmission phenomenon, and the 
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variety of molecules could provide us with a much broader possibility. Namely, 
we could effectively use the properties of a single molecule. In this chapter such 
a new speculative possibility of molecular switching is discussed and analyzed 
theoretically for not only a one-dimensional model [57, 58] but also for a two-
dimensional constriction system [59]. 

12.2. One-Dimensional Model 

12.2.1. Transmission in a pure system 

First, we consider a one-dimensional array of the same M units as that of 
Fig. 12.1. 

The total transfer matrix JV(M) is simply given by 

jy-(M) _ jyM (12.1) 

E>(x) 

AX-B 

J^gikfx-Xo) /Jpilcfx-x,) 

-De~ik(x~*') 

A-XB 

Fig. 12.1. One unit of the nonadiabatic tunneling type potential. Potentials for x < xo and 
x > xi are assumed to be flat. The top (bottom) of the lower (upper) adiabatic potential 
Ei(x)(E2(x)) is denoted by xt and Et (xb and Eb). The transmission from the left (AX — B) 
to the right (A — XB) corresponds to an effective transfer of X. X = H is a hydrogen atom 
transfer and X = e is an effective electron transfer (A~ —> B~). (Taken from Ref. [58] with 
permission.) 
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where N is the transfer matrix for one-unit and is given explicitly by (see 
Eq. (5.128)) 

^ 1 1 = ^ = ^ 1 ^ (12-2) 

Nn = Nt2 = Z = ^eiV*-s*K (12.3) 

If necessary, we can add an interval L between the units. In this case, the 
transfer matrix N for one-unit is replaced by 

/eikL 0 \ 

As in the Kronig-Penney model in solid state pysics [184-187], the following 
parameter // plays an important role: 

/i = R e Q A = c o s ^ . (12.5) 

The eigenvalues of the iV-matrix are given by 

. f e^U) = cos-1 n) Id < 1 , 
\lt2 = H±y/^T=\ " (12.6) 

\ ± e ± * ( ^ . = cosh-1/x) H > 1 -

The region of \fi\ < l(|/x| > 1) corresponds to a conduction (forbidden band) 
band in the M —> oo limit. The way of forming these bands shows an interest­
ing chaotic behavior described by the so called logistic equation [57, 194]. 

For an M unit periodic array, we employ the Lagrange-Sylvester formula 
for a matrix function, 

j i^j •> 

where A/s are the eigenvalues of a matrix A, and / is a unit matrix. In the 
case of a 2 x 2 matrix, we have 

m = A 1 / ( A 2 ) - A 2 / ( A 1 ) J + f(X1)-f(X2)A ( 1 2 g ) 

Ai — A2 Ai — A2 
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In our present problem, A = N and 

/ 1 

f(N) = NM = 

R(M)* v 

J"(M)* J'(M)* 

\ J>(M) y(M) / 

Then, from Eq. (12.7) we can obtain the following expressions: 

sin((/>) 

r(M) = \ l / T s i n ( M ^ ) - s i n [ ( M - l ) 0 ] 

sinh(^) 
(±l ) M -VTsinh(M^.) - (±l)Ms inh[(M - \)<j>] 

(12.9) 

for \n\ < 1 

for \n\ > 1, 

and 

# sin(M^) 
for |/i| < 1 

#(M) = I T sin(0) 

( ± 1 ) ( M - i ) * T M « $ j M for|M|>l. 

The corresponding probabilities and phases for |/i| < 1 are given by 

|T(M>|2 = l - | f l ( M > | 2 = -
sm2{<f>) 

s i n 2 ( ^ ) + s i n 2 ( M ^ ) ( l / | r | 2 - l ) 

1 

cos2(M<£) + (tan2(c5T)/tan2(4>))sin2(M4>) 

_! |~tan(M</>) 
Srp(M) = t an 

tan(</>) tan(Jx) 

and 

SR(M) = Srp(M) + <5R + <5x — 7T© 
sin(M<?!>) 

sin(<£) 

The parameter /^M) corresponding to Eq. (12.5) is given by 

S (5 T ( M,) _ fcos(M^) | / i ( M ) | < l 

±cosh(M</>) for |/i<M)| > 1 . 
/x(M) = Re(AT1

(f))=
 C ° S 

(12.10) 

(12.11) 

T(M) 

(12.12) 

(12.13) 

(12.14) 

(12.15) 
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The semiclassical wave function at x ~ Xj is expressed as 

Vy(ar) ^ A ^ * ' ^ - Bje-
ik<-x-x^ , (12.16) 

where the j t h unit (j = 1 ~ M) is located at XJ < x < Xj. The waves at the 
exit (AM,BM) and those at the entrance (Ao,Bo) are connected by 

( t )=<'(*:) (i2i7) 

and 

with 

iz)-^(zy <i2i8» 
M 

i\4M) = J ] TV,- = NM • NM-i • • • Ak, (12.19) 

where S(M) is the scattering matrix and Nj is the transfer matrix of the jth. 

unit. If all the units are the same, we naturally have N^M) = J V ^ = NM. 

The physical boundary condition leads to 

Ao = C(constant), BM = 0, (12.20) 

and thus 

Bo = S^C, AM = S^C. (12.21) 

The wave function in Eq. (12.16) is thus given by 

with 

J = « 

Equation (12.12) shows that complete transmission |T(M) | = 1 occurs when 
\T\ = 1 or sin(M<£) = 0 is satisfied. If one unit potential is like the one shown 
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in Fig. 12.1, then \T\ = 1 is never satisfied. The second condition leads to 

COSCJT cosdT fmn\ . n,r i\ 

M = - j ^ p = cos y—J ( m = l , 2 , . . . , M - l ) . 

When M = 2, this condition reads 

< J T = r s ' + i ^7 r ( s ' = 0 , l , 2 , . . . ) . 

(12.24) 

(12.25) 

This coincides with the quantization condition, since here we are considering 
the case of L = 0. Each level of Eq. (12.25) splits into (M - 1) levels, and 
eventually the regions of |/x| < 1 become conduction bands in the limit M -> oo 
(see Figs. 12.2 and 12.3). 

[i 0.0 

-1.0 

Fig. 12.2. The quantity p of Eq. (12.5) as a function of energy E. The crosses (circles) 
correspond to the complete transmission peaks for M = 2 (M = 3). At E = Er , Er , and 
Er complete refraction occurs. The shaded regions correspond to conduction bands in the 
limit M —y oo. (Taken form Ref. [58] with permission.) 
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0.16 0.18 0.20 0.22 0.24 

E 

(b) 

Fig. 12.3. Transmission probabilities as a function of energy E for M = 2(a) and 10(6). The 
model potentials used are the same as in Eqs. (12.26) and (12.27). Creation of conduction 
bands and complete reflection dips are seen clearly. (Taken form Ref. [58] with permission.) 
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Here we have used the following diabatic potentials: 

2 

Vi(x) = a I x — 

V2(x) = a [x + 
* ) ' 

for - 1 . 0 < z < 1 . 0 , 

for - 1.0 < x < 1.0 

(12.26) 

and 

V12(x) = V0e- (12.27) 

with a = 0.125,6 = 2.0, c = 10.0, and V0 = 0.025 in atomic units. At E ~ 
Et, where the complete transmission occurs, the transmission peak is roughly 
expressed as 

-.(M) l 2 
|jt(M)|2 l x t J 

-[T[M)}* + (E-Et)*' 

with 

where 

(M) = |sin(m7r/M)ir t 

M\cj>[\Rt 
for m • 

M 

^ = 
d<l> 

and 

dE 

\T\ =Tt + 

\R\ = Rt + 

Et 

d\T\ 

dE 

d\R\ 

dE 

du~\ I . /mn\ 

(E - Et) + • • • , 

t 

(E-Et) + --- . 
Et 

(12.28) 

(12.29) 

(12.30) 

(12.31) 

(12.32) 

The complete reflection is a property of one potential unit of the NT-type and 
its position is determined by Eq. (11.2). This dip width, however, depends 
on the number, M, of units. Since the complete reflection occurs at |/z| —> 
oo, we must use the expression for |/i| > 1. From Eqs. (12.10) and (12.11), 
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we have 

\R(M)\2 = 1 + 
BiDh(M) 

sinh2(M|<£|) 

with 

|/x| = cosh|0| . 

At E ~ Et, where the complete reflection occurs, we can obtain 

rp(M)i2M 
| f l(M)|2 

[r(M)pM + ^,_ E^2M 

with 

where 

\T\2 ~ 4 

and 

r W = l [2 |oo B ^|] 1 - 1 / J " l 

(12.33) 

(12.34) 

(12.35) 

(12.36) 

1 - P 
n2 

E r L 

3^ 

as Er 

( £ - £ r )
2 = T 2 ( £ - Er)

2 &tE~Er (12.37) 

^ = Sr(Er). (12.38) 

The smaller Tr is, the larger Tr is. With increasing M, the shape of the 
complete reflection dip becomes closer to a square, the size of which is well 
represented by I^ . This M-dependence of the shape comes from the fact 
that the reflection probability at off-resonance (E ^ Er) depends on M. 

Finally, let us look into the time delay or gain in the propagation through 
a pure potential system. It is an interesting matter whether the propagation 
can be accelerated or not when the complete transmission occurs. There are a 
lot of discussions about the tunneling time, i.e., the time necessary to tunnel 
through a potential barrier [196]. Unfortunately, or rather naturally, there is 
no definite answer to this. One of the reasonable measures for that is, however, 
given by the phase time delay, which is defined by the derivative of the total 
phase 6T(M) with respect to k (wave number). This is calculated directly from 
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Eq. (12.13) as [57] 

dSj'(M) 1 
dk 

fd6T 

1 + {[tan(M^)/tan(^)]tan<5T}2 V, dk 

tan((5x) sin(5x) 
I T I c o s ^ M ^ s i n 3 ^ ) 

[cos2(c 
tan(M<j!>) 

+ 

(*r) t a n ( $ 

[M cos(</>) sin(^) - cos(M^) sin(M^)] 

+ 
d\T\ sin(£T) Mcos(<£) sin(</>) - cos(M<£) sin(M^) \ 

dk ITI2 cos2 (M^) sin3 (</>) I' 
(12.39) 

If we are interested in the time delay at the complete transmission, then the 
above equation can be simplified as follows: In the case of \T\ = 1, we easily 
obtain 

dS, T{M) 

dk -«(£ (12.40) 
Et ^ ' Et 

since in this case (d\T\/dk)Et = 0. In the case of Eq. (12.24), we have 

'd5T(M)\ Msin(^x) 
dk Et \T\2 - cos2(ST) 

' . , . ,dST 1 , . ,d\T\ 
(12.41) 

J £ t 

Then the relative dimensionless measure of deceleration/acceleration at the 
resonant transmission is given by 

Q 
1 d5rp(M) 
v dk 

•Ml 
Et 

Ml 
v 

7 ( ~H7 I — 1 ( m t n e c a s e °f Eq. (12. 
\ / Et 

H 
39)) 

Et 

sin(Jx) ' . Ix ,dST 1 d\T\ sm(jT)^ + m c o s ( x ) ^ \T\2 - cos2(<ST) 

(with \T\ > \cosST\ in the case of Eq. (12.40)), 

(12.42) 

where I and v represent the length of one unit of potential and the velocity 
corresponding to k. Interestingly, this relative measure Q does not depend 
on M. If we could design a potential in such a way that Q becomes negaive, 
then we could have an accelerated complete resonant transmission. This means 
that the resonant transmission could proceed faster than the translation of a 
free particle at the same asymptotic velocity v. In general, Q is expected to 
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be positive for the system composed only of potential barriers, although it is 
difficult to prove this analytically for a general case. Deceleration at resonant 
transmission was shown explicitly in the case of a rectangular potential barrier 
system [195]. It is, however, interesting to note that Q defined above can be 
negative, if a potential system involves a strong enough attractive potential. 
This is simply because the attractive potential accelerates the particle and can 
compensate the delay due to barrier penetration. Here let us try to estimate the 
time delay directly by propagating a wave packet. This is done by evaluating 
the probability flux as a function of time. The actual potential system used is 
a 15-unit pure array, the potential parameters of which are the same as those 
given by Eqs. (12.26) and (12.27). The initial wave packet is given by 

(x-x0)
2' 

iP(x; t = 0)= 7 r - 1 / 4 ur 1 / 2 exp 

where UJ measures the packet width, 

-ik(x - x0) ^jf (12.43) 

The computation procedure of wave packet propagation will be explained later. 
The packet with the parameters u = 7.1 and EQ = 0.19546 is sent in from 
x — 50, and the completed transmitted flux is evaluated at x = —41 as a 
function of time. The result is shown in Fig. 12.4 by the dashed line. The 
solid line is the result of free propagation of the same wave packet without any 
potentials. The time delay, i.e., the difference between the two peaks, is equal 
to At ~ 264. The phase time delay Arp h , on the other hand, is defined by 

^-K^-*)- (i2-45) 
where v is the group velocity, Zx is the total length of the potential array. Under 
the same conditions used in the wave packet propagation, we obtain Arph ^ 
251, which is in good agreement with the above estimate. This coincidence 
does not hold always, but the above result indicates that the phase time delay 
may provide a rough reasonable estimate. 

12.2.2. Transmission in a system with impurities 

In the previuos subsection, we have shown how the complete transmission peaks 
and complete reflection dips are formed when the number M of potential units 
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}(t) 

t = 6170 

Y" 

JI 

6434 

2000 4000 6000 

t 
8000 10000 

Fig. 12.4. Probability flux as a function of time to demonstrate the transmission time delay 
due to potentials. The potential system used is the 15-unit pure array, the parameters of 
which are the same as those of Eqs. (12.26) and (12.27). The solid line represents the free 
propagation without potentials. The dashed line corresponds to the complete transmission 
through the potential system, and the difference between the two peaks indicates the delay. 
(Taken from Ref. [58] with permission.) 

is increased in the pure system. Here we demonstrate how this feature changes 
with an introduction of impurities into the system. Impurities, here, mean 
such potential units that have diabatic potentials and/or diabatic couplings 
different from those of other units. 

First of all, it can be shown easily that the complete transmission is de­
stroyed by an impurity. Suppose we have an impurity at the right end of a 
periodic system. Denoting the transfer matrix of the periodic system as NA 
and that of the impurity as Ni, we obtain the (1,1) element of the transfer 
matrix of the whole (A +1) system as 

Ntf 
\TATi\ 

exp[i(5TA + STl)][l + |flAfl / |e-*<MlVi+ '*/-'*A)]. (12.46) 

By a simple manipulation, we obtain 

AI J v n 
\RARI\ \RA\ , \Ri 

\TATT\ L|i?/| \RA 

+ f ^ + 2cos(2*rA + SRl - SRA) +1. (12.47) 
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1.0 

ITI2 

0.8 

0.6 

0.4 

0.2 

0.0 

0.16 0.18 0.20 0.22 0.24 

E 

Fig. 12.5. An example showing the coincidence of a complete transmission peak in a pure 
system and a complete reflection dip in a system with an impurity. The model potentials 
used are as in Eqs. (12.26) and (12.27). (Taken form Ref. [58] with permission.) 

This equation tells that unless \RA\ = \Ri\ and 2STA+SRJ-6RA = (2s+l)n(s — 
0, ± 1 , ±2, •) are satisfied simultaniously, the overall tunneling probability can­
not be unity (always smaller than unity); i.e., no complete transmission is 
possible. 

It is interesting to note that if we can somehow change the shape and/or 
coupling of one potential unit in the array so that a new complete reflection 
position coincides with one of the complete transmission peaks in the original 
pure system, then we can switch off the complete transmission completely. Fig­
ure 12.5 shows an example of the coincidence of a complete transmission peak 
in the pure system and a complete reflection in the system with an impurity. 
The model ptentials used are the same as Eqs. (12.26) and (12.27), except that 
the parameters a and Vo are changed to 0.1136 and 0.0175, respectively, for the 
impurity. If the creation of such an impurity and the restoration to the original 
pure system could be made reversible, we could switch complete transmission 
off and on completely. This is the fundamental idea of the molecular switch­
ing. The positions of complete reflections are more sensitive to the shape of 

T 1 r 
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E 

Fig. 12.6. The phase i/> against energy E for various potential shapes and coupling strengths. 
A curve of \T\2 versus E for the pure system with M = 2 is superimposed. The model 
potentials used are as in Eqs. (12.26) and (12.27). (Taken form Ref. [58] with permission.) 

the potential than to the diabatic coupling. The widths, on the other hand, 
are more sensitive to the coupling. In order to find a system which satisfies 
the position matching condition, it is convenient to draw a figure of VZN [of 
Eq. (5.148)] versus E for various potential shapes and coupling strengths. If 
the curve of \T\2 versus E for the pure system is superimposed, as is shown 
in Fig. 12.6, we can find proper conditions for the impurity which meet the 
complete switching condition. 

So far we have considered only one impurity in the system. We can ac­
tually think of a group of impurities, the potential parameters of which are 
slightly different from each other and distributed in a certain range. In that 
case a complete reflection dip band with a desired width I ^ p may be cre­
ated. Since the dip width of one unit is given by Tr ~ ' of Eq. (12.36), the 
number of impurity units is roughly equal to Tdip/A^r — 1, where AET is an 
interval between the complete reflection dips of two adjacent impurities and 
is adjusted to be equal to ~ Tr , so that the two adjacent dips sufficiently 
overlap. When M > 10 ~ 20, the complete transmission peaks are closer to­
gether in each region of |/x| < 1, and almost constitute conduction bands. In 

¥(—) 

'(/•• i JLJA! ; i J 
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such a case, switching may be made more effectively, if the above mentioned 
complete reflection band is matched to the transmission band. Actually, such 
a complete reflection band may be used as an energy filter. We may make the 
system completely translucent in a certain energy range by using the energy 
filter, which may be designed as desired with respect to the energy position 
and width. First, we investigate effects of distributions of impurities in the 
array. And then, after that we will discuss the energy filter. 

Figure 12.7 shows the transmission probability as a function of energy for 
ten-unit arrays which contain one [Fig. 12.7(a)] and five [Fig. 12.7(b)] impu­
rities. The model potentials used are the same as Eqs. (12.26) and (12.27) 
with a = 0.125, b = 2.0, c = 10.0, V0 = 0.025. The parameters a and V0 are 
changed to a = 0.11627 and VQ — 0.01875 in the case of impurity. This impu­
rity is designed so that a new complete reflection dip appears inside the region 
of the complete transmission band of the original pure sustem [dashed line in 
Fig. 12.7(a)]. In the case of Fig. 12.7(a) [12.7(b)], the last one unit (five units) 
in the ten-unit array is (are) replaced by the one impurity (five impurities). 
As is seen from these figures, complete transmission is not possible anymore, if 
the system contains an impurity. (There are some peaks reaching close to 1.0, 
but they are actually lower than 1.0). There appear new complete reflection 
dips due to the impurity, two in the present energy range at E ~ 0.15897 and 
0.18736. Original complete reflection dips of the pure system, only one denoted 
as P in the present energy range, survive and stay at the same positions irre­
spective of the number of impurities M i m p , as is expected. On the other hand, 
the peak positions and their shapes are slightly changed from the original ones 
depending on Mlmp. The effect of M\mv on the complete reflection dips due 
to impurities can be seen from the two figures. The dips become wider and 
square with increasing MlTap. This is in accordance with the general discussion 
given before. 

Let us next look into the effects of distribution of impurities by arranging 
the same five impurities in the 15-unit array (see Fig. 12.8). Figure 12.8(a) is a 
pure system and depicts 14 complete transmission peaks in each region of |/J| < 
1. Figures 12.8(b)-12.8(d) correspond to the cases in which the five impurities 
are put in the front (6), in the middle (c), and randomly (d), respectively. The 
complete reflection dip at E ~ 0.1625 is created even in the case (d). Since 
case (c) is more regular than the others, higher transmission peaks appear 
more than in cases (6) and (d). In the random case (d), the transmissivity is 
the worst. This is in accordance with the Anderson's localization [197]. 
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(a) 
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(b) 

Pig. 12.7. Transmission probability as a function of energy in the case of ten-unit arrays 
which contain impurities. The model potentials used are given by Eqs. (12.26) and (12.27). 
The dashed line corresponds to the pure system, (a) One impurity case. Two complete 
reflection dips at E = 0.15897 and 0.18736 are due to this impurity, (b) Five same impurities 
case. (Taken from Ref. [58] with permission.) 
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Fig. 12.8. Effects of the distribution of five same impurities in the 15-unit array. The 
potentials used are the same as those given by Eqs. (12.26) and (12.27). (a) Pure system, 
(b) Five impurities in the front, (c) Five impurities in the middle, (d) Five impurities are 
distributed randomly. (Taken from Ref. [58] with permission.) 
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Fig. 12.8. {Continued) 
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Complete reflection bands of a desirable width at any desirable energy 
can be created, in principle, by introducing impurities in a multi-unit system. 
This is quite important in order to switch the transmission efficiently. Here 
we discuss two methods to realize this, and prepare an appropriate system 
for the wave packet propagation discussed in the next subsection. First, we 
create a complete reflection dip at a desired energy E<np by changing potential 
parameters of an impurity. This can be done effectively by plotting the phase 
^ZN °f Eq. (5.148) as a function of energy for various potential parameters. 
Next, we want to make the complete band has a desired width Tdip, so that 
the portion of the incoming wave packet corresponding to E^\p — Tdip/2 < E < 
•Edip + Tdip/2 will be reflected. The band width can be controlled by either 
one of the following two methods: (i) by introducing a group of the same 
impurities, or (ii) by introducing a group of impurities which have potential 
parameters slightly different from each other. In the first case, the maximum 
possible width TdiP is determined by the range of |/Zimp| > 1, where /iimp is 
the n parameter of the impurity defined by Eq. (12.5). Thus it is necessary 
to find a proper impurity which can give rise to a dip band of the desired 
width Tdip. Once this is found, it is easy to create the band. On the other 
hand, the second method is quite flexible, because we can introduce various 
kinds of impurities. If the dip width of one impurity is equal to Ti of 

Eq. (12.36), the number of impurities necessary to cover the desired width 
TdiP is roughly given by r d i P /Ai? r — 1, where AET is an interval between the 
complete reflection dips of two adjacent impurities and should be adjusted 
to be equal to ~ 

r ( M = l ) 

Two examples corresponding to the above two 
cases, (i) and (ii), are shown in Figs. 12.9(a) and 12.9(b), where the system 
is composed of 20-units, including 9 units of impurities at the rear end. The 
model potentials used are again the same as in Eqs. (12.26) and (12.27), with 
a = 0.10989, b = 2.0, c = 10.0, and V0 = 0.0425. Figure 12.9(a) corresponds to 
case (i), for which the impurity parameters are a = 0.10363, b = 2.0, c = 10.0, 
and VQ = 0.03. The complete reflection band obtained is at E<np = 0.1949, 
with the width rdiP(Mimp = 9) ~ 0.001714. There appear a wavy structure 
just outside the band, as is seen in Fig. 12.9(a). Figure 12.9(b) depicts the 
result of nine slightly different impurities. The parameters a ~ c are taken 
to be the same for the nine impurities (a = 0.11765, b = 2.0, c = 10.0), 
but the coupling strength Vo is varied as follows: Vo = 0.0415, 0.041075, 
0.04065, 0.040225, 0.0398, 0.039375, 0.03895, and 0.0381. The dip width of 
one impurity Tr , m p _ is roughly equal to 0.00017, and thus the total band 
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Fig. 12.9. Complete reflection band (energy filter) in the 20-unit array with nine impurities. 
The potential functions are the same as in Eqs. (12.26) and (12.27). (a) The same impurities 
are put in the end. (b) Nine impurities at the end with slightly different potential parameters 
(see the text). (Taken from Ref. [58] with permission.) 
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width is expected to be ~ 0.0017. Actually, a dip band of the width ~ 0.00167 
is obtained, as is seen in Fig. 12.9(b). There is no wavy structure outside the 
band. Switching in the wave packet propagation will be discussed in the next 
subsection with use of these reflection bands. 

12.2.3. Molecular switching 

The switching of transmission is directly demonstrated by utilizing the 
wave packet propagation in time. In the diabatic representation, our one-
dimensional two-state problem is described by the following time-dependent 
Schrodinger equation: 

with 

H = 

Hip 

1 d2 

2jldx2+Vl 

.d 

V* 12 

V 

I 

V, 12 

2fidx2 

0 

0 

1 d2 ,r 

\ 

'llidx11 

= T + V 

(12.48) 

(12.49) 

and 

i> =0 (12.50) 

where V\ and V2 are the diabatic potentials and V12 is the coupling between 
the diabatic states ^1 a n < l V -̂ The diabatic model potentials defined by 
Eqs. (12.26) and (12.27) are used here. The diabatic potential matrix V is 
diagonalized by the unitary matrix, 

WVU = A: (12.51) 
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then the wave function in the adiabatic state representation 4> is given by 

(j> = U^. (12.52) 

The time propagation of the wave function is carried out by repeating the 
following procedure: 

ip(x:t = St) = e-iHStip(x :t = 0) 

= e-iT5te-iVSt^{x : t = 0) 

= e-iTStUe-iU'VU5tUH(x : t = 0) 

= e-iT5tUe-iX5tU^{x : t = 0) , (12.53) 

where 5t is a time step which should be small enough to keep the unitarity. 
When the kinetic energy term operates on the wave function, we utilize the 
fast Fourier transform (FFT) between the spatial and frequency domains. If 
we restrict ourselves to a finite spatial domain, the wave packet eventually 
reaches the boundary and appears from the other side of the boundaries in 
the FFT treament. In order to avoid this, the following imaginary absorbing 
potential is introduced: 

Vdamp = ~iCxA , (12.54) 

where the coefficient C is determined according to the procedure of Vibok and 

Balint-Kurti [198]. The transmission and reflection probabilities are estimated 

by integrating the flux of the corresponding wave packet with respect to time. 

The flux is given by 

where d(f>/dx is numerically evaluated by the fifth order finite difference 
method. 

In order to demonstrate the switching explicitly, we employ the 20-unit 
system introduced in the previous section and propagate a wave packet which 
has the width u = 26.7. The initail wave packet is sent in from the right, 
as is shown in Fig. 12.10(a). The peak energy of the packet corresponds to 
E = 0.19494. Figure 12.10(b) shows the propagation in the case of a pure 
system. An inerference structure appears when the wave packet is moving 

t *d<t> d<l> 
dx dx 

(12.55) 
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Fig. 12.10. Wave packet propagation in the case of 20-unit array. Potentials are the same 
as those given in Eqs. (12.26) and (12.27). The peak energy and the width of the packet are 
E ^0.19494 and o> = 26.7. (a) Overall scheme. The initial packet starts from x = 75 to the 
left. The 20-unit potential array is distributed in —40 < x < 0. (b) Complete transmission 
through the pure system, (c) Complete reflection by the same system, with impurities as 
those of Fig. 12.9(a). (d) Transmission probability as a function of switching time ts, at 
which the nine impurities are created, (e) Switching of the potential system when the wave 
packet stays inside the system. (Taken from Ref. [58] with permission.) 
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Fig. 12.10. (Continued) 

through the potential system, but after that the packet transmits the sys­
tem completely, since the packet is narrower than the corresponding range 
of complete transmission band (0.19375 < E < 0.19539). The transmission 
probability calculated from the flux at x = -45.0 is 0.99999. Figure 12.10(c) 
demonstrates the (almost) complete reflection of the wave packet in the system 
with impurities corresponding to Fig. 12.9(a). A violent interference struc­
ture appears inside the potential system, but the reflected packet retains the 
original Gaussian shape. The reflection probability evaluated at x = 149 at 
t < 41177 is 0.96085; the residual portion is trapped by the impurities for 
quite a long time. Figure 12.10(d) depicts the transmission probability as a 
function of the switching time ts, at which the potential system is abruptly 
switched from the pure system to the impurity system. Figure 12.10(e) shows 
the feature when the potential switching is made at ts = 6500, at which time 
the packet just stays inside the potential system. After the violent interference, 
half of the packet is transmitted and the residual half is reflected. Both waves 
are quite deformed from the Gaussian within the present scales of space and 
time. 
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Fig. 12.11. (a) An effective electron transfer A~ —> B~ -» C~ —y A~. (b) Corresponding 
schematic potential unit. This type of potential unit may be one unit in the array. (Taken 
from Ref. [58] with permission.) 

The creation of impurities and restoration to the original pure system by 
changing the shape and coupling of potential units might be realized by using 
laser or by introducing control units of molecules into the system, as sug­
gested by Carter [193]. One possible candidate for such control units would 
be metal coordination compounds which induce intramolecular charge transfer 
reversibly by absorbing light. The phenomenon of complete reflection is due 
to the quantum mechanical interference effect and is complete only in one-
dimensional space. In the present treatment we have considered the single 
crossing potential system as a unit in the array. One unit may be a more com­
plex one, however. For instance, we can employ the one shown in Fig. 12.11, 
which describes an effective electron transfer A" —t B~ —¥ C~~ —¥ A". In this 
case \T\ = 1 is possible, and many more complete reflections also appear. 

12.3. Two-Dimensional Model 

It is a big question whether the complete reflection phenomenon can survive in 
multi-dimensional systems or not, since this is based on a sensitive phenomenon 
of phase interference. Some traces of this intriguing phenomenon are, however, 
expected to survive, if it is not complete [199]. In this subsection, a two-
dimensional constriction model shown in Fig. 12.12 [59] is considered. This 
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Fig. 12.12. Two-dimensional constriction model. (Taken from Ref. [58] with permission.) 

model is chosen, since it is simple enough and analytical treatment is possible 
to a good extent and yet some basic features of a multidimensional case can be 
comprehended. A similar type of 2D constriction model has been employed in 
the study of electron conduction [200, 201], although there are some incorrect 
procedureds in the treatments [59]. 

12.3.1. Two-dimensional constriction model 

In regions I and III in the model shown in Fig. 12.12, potentials are taken to be 
zero, and the periodic nonadiabatic tunneling type potential which is the same 
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as that used in the previous subsection (Eqs. (12.26) and (12.27)) is assumed 
inside the constriction (region III). In the z-direction in region II the potential 
is assumed to be constant which is ^-dependent. Thus, the one-unit potential 
in the direction of transmission is given by 

Vi (y) = d(y -b/2)2 for -b/2<y< b/2 , 

«2(y) = d(y + b/2)2 for -b/2<y< b/2 , 

V12(y) = V0exp(-cy2), 

(12.56) 

where the actual values of the parameters used are given later. It should be 
noted that what is important is to show whether the switching is actually pos­
sible or not in a two-dimensional space. Particular forms of potential functions 
such as those given above are not very important, since the complete reflection 
phenomenon occurs whenever we have a NT-type potential unit. 

Although regions I and III are separable even in the simple Cartesian co­
ordinates (tx,y), we should employ the following elliptic coordinates (£,»?) in 
order to correctly satisfy matching conditions at the boundaries between I and 
II and between II and III: 

and 

x = - cosh £ cos i) 

V — — sinh £ sin r\ 

(12.57) 

(12.58) 

with 0 < £ < oo and 0 < r\ < 27r. This is because the quantum mechanical 
diffracrion due to the potential edges at (a; = ±a /2 , y = 0, L) cannot be treated 
correctly by the Cartesian coordinates. In this sense the methods used in 
[200, 201] are not correct and should be modified by following the procedure 
described here. 

The Schrodinger equation for a free particle can be separated into the 
following two equations: 

dr)2 

dr/-

+ (A - h2 cos2 rj) 

2 + ( - A + ^2cosh20 

Z(JI)=0, 

n0 = o, 

(12.59) 

(12.60) 
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where h = ak/2 (k is the wave number) and A is the separation constant. 
What is needed in physical applications of the angle function Z(rj) is a periodic 
function and two such solutions are possible; one is even with respect to 77 = 0 
and 7r, and the other is odd. In the notations of Morse-Feshbach [202] these are 
the Mathieu functions Se^h, cos 77) and So^h, cos rj), respectively, where \i = 
0,1,2, In the limit of h —> 0 they tend to cos(/i77) and sin(/z?7), respectively. 
The separation constant A}f'e' go to y? in this limit. Since in our present 
problem we need only the odd solutions {SoM(/i,COST7)}M, hereafter formulas 
are given only for them. These solutions satisfy the following expansion and 
normalization conditions: 

Sos(h,cosr]) = ^5 t°(/i ,s)sin(<7?), (12.61) 
t 

I-2-K 

I Sot(h,cosr))Sot>(h,cosr))dr) = M?5W , (12.62) 
Jo 

where 

and 

f 2v (for s = 2/J) 
t = \ (12.63) 

l 2 i / + l (fors = 2/i + l) 

Y,tB°t(h,t) = l. (12.64) 
t 

These make a complete set on (0,27r) separately for p = even and odd. In 
the present treatment, however, we need only the half region (0, n) in which 
{Sop}p=it2t... constitute a complete set. For later convenience we introduce 
the following normalized complete set of functions: 

uAv) = Jj^So^(h,cosr}) (12.65) 

with 

/ ull(rj)ulll(TJ)dr) = 5^. (12.66) 
./o 

The above definition of angle functions follows that of Morse-Feshbach [202], 
and its relation to the definition used by Abramowitz-Stegun [203] may be 
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simply given by (AS is attached to the latter) 

with 

and thus 

B?AS\h,s) = ^LB?(h,s) (12.67) 

J- [ BO(AS ) ] 2 = 1 ( 1 2 6 g ) 

Sof (a,q) = f^-So^cosr,), (12.69) 

where a = A — h?/2 and q — h2/4 are the parameters used by Abramowitz and 
Stegun. 

Corresponding to So^ and Se^, the following two sets of radial solu­
tions are denned. They are denoted as {JoM(h, cosh £),iVoM(/i, cosh£)}M and 
{Je^h,cosh£), JVeM(/i,cosh£)}M. What we need later is 

Ho^) = Ho^h, cosh £) 

= J Op (h, cosh £) + iNo^ (h, cosh £) 

rr / 1 M 
(12.70) C-s-oo -̂ //i cosh £ exp 

., , „ ,7T / 1 
i/icosh£ — i— I fJ,+ -

In the limit of /i —• 0, (JoM and Je^), (iVop and Ne^) and (#oM and i/e^) 
correspond to the ordinary Bessel functions J^,iV^, and H^, respectively. 

12.3.2. Wave functions, matching, and transmission 
coefficient 

We assume that a plane wave comes in from y = — oo along the y-axis (see 
Fig. 12.12). Then the 2D wave function in region I is given by 

rk = eiky - e~ik* + J2 < W ? ) # ° M ( 0 , (12.71) 

where the first (second) plane wave is the incident wave (wave reflected by 
the wall at y = 0), and the third term represents the wave scattered by the 
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slit at £ = 0. Only the So^h, cos rj) functions survive, because the boundary 
condition 

Vi(^ > 0,77 = 7T, 2TT) = 0 (12.72) 

should be satisfied. In V2j+i 5= V < Vij (j = 0,1, 2 , . . . , N) in region II we put 
the potential unit defined by Eq. (12.56), namely, y2j{y2j+i) corresponds to 
—6/2(6/2). The total wave function between the units is expressed as 

^" = E [ - 6 U e ~ i 9 " ° ( ™ ) +&2ei9"°(™)]</>"c>) 
n0 

+ £ 6 «t ) e ~ k " c l ( ™ ) ^c(z)> (12.73) 

where <f>n(x) is the nth normalized eigenfunction in the rr-direction given by 

2 

with 

<f>n(x) = -sm\—(x + ?;)] n = 0 , l , 2 , . . . (12.74) 
a L a v 2 / J 

/•a/2 

/ 4>n(x)<j>n>(x)dx = 5nni. (12.75) 
J-a/2 

The corresponding eigenvalue En is equal to 

*-£(v) 2 . <™» 
and gn represents the wave number of the motion in the y-direction and is 
given by 

/2m 
qn = ^-j-VE-En, (12.77) 

where E is the total energy and m is the mass of the transmitting particle. In 
Eq. (12.73) n0(nc) represents an open (closed) channel for which qno(qnc) is 
positive (pure imaginary). The coefficients 6„ ]•, etc. are the quantities to be 
determined. The connection of wave functions at y = V2j+i a n d at y = yij+i is 
made with use of the transfer matrix which represents nonadiabatic tunneling 
transition by the (j + l)th unit of potential. As is shown in Fig. 12.12, there 
are N potential units in region II and the total length of the constriction is 
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L — N(b+l)+l. Repeating the above procedure, we can obtain the coefficients 
6„ 'N as follows: 

W-NiPW + NlPtirK (12.78) 

htf = Ntf0^ + tiPW , (12-79) 

where 

(b^k^S^' (12-80) 

(b^)no=6S- (12-81) 
The overall transfer matrix for the total JV-unit system N^ ' is defined as 

(N^))noK^N^N)e-i"^l6noK for (ij) = (22) and (21), (12.82) 

(12.83) 

(12.84) 

(N^)noK 

(N[P)noK 

with 

— \ i v 2 2 )n0n'0 > 

- (N{N)Y 

Nfr* -

J V 21 

1 
J n 0 

(12.85) 

where Tn„ and i?n0 represent the overall transmission and reflection ampli­
tudes corresponding to the n0 th open channel. When all N potential units are 
the same (pure system), these quantities can be easily obtained from TnJ and 
RnJ of one-unit. In region III the total wave function can be expanded as 

V>m = YJC»U^)HO^) , (12.86) 

because of the boudary condition 

^ m ( e > 0,77 = 0,7r) = 0. (12.87) 

In this case the x-axis is shifted to the outlet of the constriction. 
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The matching of ipi and V'jLo at y = 0 leads to 

a^Ho^O) = £ ( & £ > - b$,)Cnoll + £ b(n+
cl

C^ (12-88) 

and 

2i. 
2k-E^- -Ho'^Q) 

£ ««o (6K + b{-J0)Dn^ + i £ K 1 ^ A*,, , (12.89) 

where Cnti,Dn>1,, and £JM are the expansion coefficients of <j>n{x), (j)n(x) sin77, 
and sinr/ in terms of u^rj) over the region (TT, 2TT), namely, 

/•27T 

Jir 

Dnp = / Up (77) 0„ (a;) sin rjdrj, 

(12.90) 

and 

/•27T 

E»= ull(rj)smr)dr)= < 
•/7T 

(for /i = even) 

{yfiMS 
Bx(h,p) (for /x = 2v + 1). (1 2 - 9 1) 

With use of the orthogonality relation between the coefficients Cnfi and Dnll, 
we can finally obtain 

.(-) h{+] = (1 - A00)-\l + A00)h}>-> + (1 - yl00)-1[A0CBc + Bo], (12.92) 

where 

Aoo = (rQ)00 + (rQ)oc[i - (rQ)cc]-1(r0)c (12.93) 

^oc = (r Q )oc[ i - (r Q ) c c ] - 1 , (12.94) 

(B a ) n „ = \ a \ £ *^p-Dna,E„ (a = o, c ) , (12.95) 
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and 

Ho^O) 
[(rQU}nam,=--4a

2J2H^yjDn^Cm^\qm,\ (a,/? = o,c) . (12.96) 

The matching of ^JLAT
 a n ( i Vln a t t n e f ig n t enc* y = L leads to 

(12.97) 

and 

c„Ho>„ = '-a Y$2N + G ) 9 « o ^ n . M - £ £ VNI^ \Dn^ . (12.98) 

From these expressions we have 

b<-> = [ ( n ^ - N^yi + nNlP - N^]-\N^ - < 

x ( l - A 0 0 ) - 1 ( A o c B c + B 0 ) , 

b<+) = fib$-) + (1 - ^ 0 0 ) - 1 ( ,4 0 C B c + Bo), 

bj+> = (Jvjf >ft + N^bP + Ng\l - A 0 0 ) - 1 (^ocB c + Bo), 

b^v_) = (JV#°fi + JV^ r ) )b^ ) + N$\l - AoorHAocBc + Bo), 

where 

n = ( l - A 0 0 ) _ 1 ( l + ^oo). 

The flux at y = Y is defined as usual by 

n r'2 

3Y 
™ J-a/2 

dx% 
ay y=Y 

With use of the wave functions ipi, ip$, tp1^, and V'm given by Eqs. 
(12.73), and (12.86) we can obtain 

(12.99) 

(12.100) 

(12.101) 

(12.102) 

(12.103) 

(12.104) 

(12.71), 

(12.105) 

(12.106) 
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^- = ^ £ W I ^ J 2 - & I 2 ] , (1 2-1 0 7) 

^ + = ^ E c^lHo^Ho'^O)}. (12.108) 

The conservation of flux is quaranteed because of the symmetry of the transfer 
matrix and the completeness of the functions {<f>n(x)}. Since the total initial 
flux jin coming to the slit is equal to Hak/m, the transmission coefficient is 
defined by 

Jin " t 

In order to comprehend the above formulation qualitatively, the following sim­
plified analysis may be useful. The matrix TQ represents the basis transforma­
tions between regions I and II and also between II and III. The above vector B 
gives a sort of initial condition. If we assume that there is only one open chan­
nel n0 (no closed channel) and A00 = —1, then Q = 0 and from Eqs. (12.99) 
to (12.102) and (12.81) to (12.85) we have 

2JV 2 2 

b(
0
+) = f , (12.111) 

b^=N^b^+N^¥0^=0, (12.112) 

£(+) _ #» (N(N) _ NJP_N(N)\ _ B0 {N) 
N ~ 2 [Nn JVW^21 J"2JVW - ' ( ] 

Thus, if we assume B0 = 2a and qno = k, then we can obtain 

t = \TW\2. (12.114) 

12.4. Numerical Examples 

For the periodic potential in the y-direction the same functions given by 
Eqs. (12.56) as those used before in the case of one-dimensional model are 
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employed. The parameters used here are d = 0.007, b — 2.0, c = 10.0, and 
Vo = 0.0014 (in atomic units), which give the lowest complete reflection at 
E ~ 0.015. The transmitting particle mass m and the distance I between the 
potential units (see Fig. 12.12) are taken to be 1000 and 0 in atomic units, 
respectively. The slit width a in the x-direction is assumed to be 3.0 a.u. Thus 
the eigenvalues En given by Eq. (12.76) are En (rc = 1,2,...) = 5.483 x 10 - 4 , 
2.193 x 10-3 , 4.935 x lO"3, 8.773 x 10~3,1.37 x 10~2,1.974 x 1 0 " 2 , . . . , in which 
because of the symmetry only the odd order states (n = 1,3,5,...) are effec­
tive. Accordingly, only the odd order Mathieu functions {5O2M+I(/I,cosr])}^ 
survive. Although the mass m was taken to be 1000, the transmitting particle 
is not necessary a proton, but can be an electron. Transfers of these particles 
take place effectively through the molecular motion, i.e., AH+ +B —> A+H+B 
in the case of proton transfer and A~ + B —> A + B~ in the case of electron 
transfer, where A and B represent certain atoms or molecules. It should be 
noted that the spatial coordinates (a;, y) correspond to the relative nuclear (not 
the elctron) coordinates. The potential parameters given above are changed 
quite a bit from the values in the previous subsection and the potential crossing 
energy is made much lower. This was made, primarily because the numerical 
calculations can be simplified without losing the generality. This is not unre­
alistic at all, however, since excitation energies of big molecules like biological 
molecules are quite small. The Mathieu functions are calculated with use of 
the code written by Shirts [204]. Numerical check was made by comparing to 
references [202, 203] as much as possible. Other checks such as the orthog­
onalities of the coefficients Cnll and DniJ. are also made. The maixum /x in 
the summation was taken to be 10, which was confirmed to be good enough 
within the range of the total energy considered here, which is 8 — 20 x 1 0 - 3 a.u. 
The number of open channels with respect to n is up to 3, i.e., n = 1,3,5, in 
this energy range, and two closed channels were confirmed to be good enough 
for the convergence. The transfer matrix N^N^ was evaluated with use of the 
semiclassical theory of Zhu-Nakamura. 

Figures 12.13-12.15 show the results of the transmission coefficient t against 
the total energy E for one, three, and seven unit-systems. The potential pa­
rameters are the same as those given above. The lowest transmission peak, 
which will be utilized later for switching, appears at E ~ 1.0 x 10 - 2 a.u. 
In the three- and seven-unit cases, this peak naturally splits into two and 
six transmission peaks, which cannot be complete like in the one-dimensional 
case. 
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Fig. 12.13. Transmission coefficient in the case of one-unit as a function of energy (a.u.). 
The potential parameters are given in the text. (Taken from Ref. [59] with permission.) 

Figures 12.16 and 12.17 show the results of one- and two-unit systems com­
posed only of impurity potentials, the parameters of which are chosen to be 
d = 0.0044, b = 2.0, c = 10.0, and V0 = 0.001. The lowest reflection dip, which 
again cannot be complete, appears at E ~ 1.05 x 1 0 - 3 a.u. the two-unit system 
has s rather broad reflection band around E ~ 1.0 x 10~2 and may be appro­
priate to switch off the lowest transmission band in Fig. 12.15. Figure 12.18 
shows the results of the seven-unit system out of which the right end two units 
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Pig. 12.14. The same as Fig. 12.13 for the seven-unit system. (Taken from Ref. [59] with 
permission.) 

are impurities. The transmission band appearing around E ~ 1.0 x 1 0 - 2 in 
Fig. 12.15 is almost switched off. The impurity parameters were chosen just 
by a simple trial and error, but can, of course, be found more systematically 
to achieve much better switching. We can use the same prescription as that 
given previously, but this kind of fine tuning is not important here at this 
stage. What is important here is to demonstrate the possibility of molecular 
switching in a two-dimensional system. 
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Fig. 12.15. The same as Fig. 12.13 for the seven-unit system. (Taken from Ref. [59] with 
permission.) 

As was demonstrated in the above examples, both reflection and trans­
mission cannot be complete in two-dimensional space, but the switching was 
shown to be made quite effective. The constriction model used here is rather 
special, but this enables us to formulate the problem analytically and is be­
lieved to present some essentail features of the multi-dimensional systems. Ac­
tually, the "completeness" is destroyed in multi-dimensional systems because 
of the nonseparabihty and the contribution from different transmission energy 



12.4- Numerical Examples 295 

0.25 -

020 

1 0.15 -
8 

0.10 

0.05 -

—i r 
10 11 

Eneigy(au.) 
12 
xlO"1 

- T " 
13 

—r-
14 15 

Fig. 12.16. Transmission coefficient in the case of one unit of impurity, the parameters of 
which are given in the text. (Taken from Ref. [59] with permission.) 

components corresponding to the eigenstates in the direction perpendicular to 
the transmission. It is obvious to better keep the separability of the system 
as much as possible. It is also better to reduce the number of contributing 
eigen states in the perpendicular direction. In this sense it is recommended to 
use the lowest complete reflection, since the transmission of the other energy 
components is generally small there. Furthermore, in order to use the complete 
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Fig. 12.17. The same as Fig. 12.16 for the two-unit system. (Taken from Ref. [59] with 
permission.) 

reflection phenomenon effectively, it is desirable to design the system so that 
the level separation of the eigenstates in the perpendicular direction becomes 
equal to or close to the difference of the complete reflection positions. 

As was mentioned before, the potential functions and the various param­
eters used here are just a mere example, and the theory presented here is 
generally applicable to other various cases, whenever the complete reflection 



12.4- Numerical Examples 297 

0 . 4 -

0 . 3 -

!0.2 -

0.1 -

J 
i——i 1 1 I '—r 
9 10 11 12 13 14 

Energy(a.u.) x10-3 
15 

Fig. 12.18. Seven-unit system with two impurities. The two impurities are at the right-end 
of the system. This corresponds to the seven-unit system in Fig. 12.15, two out of which are 
replaced by the impurities here. The broad peak around E ~ 1 x 1 0 - 2 is almost switched 
off. (Taken from Ref. [59] with permission.) 

phenomenon of the NT-typepotential can be effectively utilized. Unfortunately, 
it is not straightforward to scale all these parameters to be dimensionless; but 
the following arguments may be useful for designing such an effective switch­
ing in a different range of various parameters as that considered here. Since 
it is better to use the lowest complete reflection position £/*, i.e., Etr/U* > 1. 
Qualitatively speaking, the electronic excitation energy of molecule provides 
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a rough measure of U„. The representative translational energy En may be 
given by E — En^\, where E is the initial total energy and En=\ represents 
the lowest excitation energy in the ^-direction. On the other hand, since it 
is not appropriate to have many eigenstates in the a>direction contributing 
to the process, Enm^x/Ut, ~ 1 may be required, where EUra^ is again given 
by Eq. (12.76) and n m a x is the maximum quantum number of open channels 
("max ~ 5 o r SO). 



Chapter 13 

Control of Nonadiabatic 
Processes by an External Field 

Control of molecular processes or chemical dynamics, in general, is one of the 
most active fields in chemical physics recently, and attracts much attention 
theoretically as well as experimentally [25, 26], This is basically because the 
recent remarkable progress in laser technology has opened new possibilities of 
realizing it. Several approaches have been proposed so far. One of these is 
the coherent control method originated by Brumer and Shapiro [205]. The 
essence of this method is to utilize the quantum mechanical interference effect 
to control the branching of a prepared state into possible decay channels with 
use of the phase and intensity of two laser pulses. Second example is the pump-
dump scheme proposed by Tannor and Rice [206]. Their original idea was to use 
a laser pulse to create a localized wavepacket on a bound excited state. When 
the wavepacket comes to an appropriate position of the excited state, then the 
second laser pulse is used to make a transition to a final desirable state. The use 
of chirped (or frequency swept) laser pulse, originally proposed by Chelkowski 
and Bandrauk [207] is also one of the effective methods and has been studied by 
many authors [208-211]. Most of them, however, utilize the so called adiabatic 
rapid passage (ARP) [208, 212]. That is to say, by sweeping the field slowly, 
the system is kept to stay on the same adiabatic state. Methods to find the 
best pulse shape of lasers to control wave packet dynamics (optimal control 
theory) have been formulated and discussed by Kosloff et al. [213], Rabitz and 
coworkers [214], Kohler et al. [215], and Fujimura and coworkers [216]. The 
pulse shapes are optimized under various conditions. It is usually the case, 
however, that the optimized pulses have complicated structures in frequency 
as well as time domains. The so-called 7r-pulse method has also been proposed 
to utilize the phase effectively [217, 218]. In the above mentioned approaches, 

299 
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nonadiabatic transitions, in general, play important roles, because molecular 
processes induced by an external field, not only transitions among electronic 
states but also rovibrational transitions, may be considered as nonadiabatic 
transitions with the external field regarded as the adiabatic parameter. For 
instance, a rovibrational transition induced by a chirped laser field can be 
regarded as a nonadiabatic transition among adiabatic Floquet states [219, 220] 
by taking the laser frequency as the adiabatic parameter. 

In this chapter, two new methods of controlling molecular processes are dis­
cussed. Both are based on the idea of controlling nonadiabatic transitions with 
use of the Floquet (or dressed) state picture. The first is to sweep an external 
field periodically at avoided crossings and to control nonadiabatic transitions 
as we desire [221-223]. The second is to use the intriguing phenomenon of com­
plete reflection in the NT-type of potential curve crossing [224]. The first one 
are discussed in the following Sees. 13.1-13.3, and the second one is explained 
in Sec. 13.4. 

13.1. Control of Nonadiabatic Transitions by Periodically 
Sweeping External Field 

Here, the new idea of controlling nonadiabatic transition which was first in­
troduced by Teranishi and Nakamura [221] is explained and generalized with 
minimal mathematical description. In order to explain the essence of the idea, 
we take a simple two-state problem in which the Hamiltonian matrix depends 
on the fieldparameter F which may be intensity of an external field or the laser 
frequency. 

For convenience, let us consider the simple Landau-Zener-Stueckelberg 
(LZS) type nonadiabatic transition for the moment. In the diabatic state 
representation, the diagonal terms, i.e. the diabatic states, cross with each 
other as a function of the time-dependent parameter F and the off-diagonal 
elements represent the diabatic coupling between them. The adiabatic states, 
which are obtained by diagonalizing this diabatic Hamiltonian matrix, avoid 
crossing at the original diabatic crossing point (solid lines in Fig. 13.1). The 
nonadiabatic transition, i.e. a transition between these adiabatic curves, is 
induced by the time-dependence of the matrix elements, and is well known 
to occur locally in a small region of F near the avoided crossing point. If 
the diabatic states are linear functions of time t and the diabatic coupling is 
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Pig. 13.1. Schematic two diabatic (dotted lines) and two adiabatic (solid lines) potentials. 
The external field oscillates between FA and FB , striding the avoided crossing point Fx • <TI 
and <72 represent the phases accumulated in the designated regions, and can be controlled 
by changing FA and Fg. (Taken from Ref. [222] with permission.) 

constant, then the nonadiabatic transition probability is given simply by the 
famous Landau-Zener formula, PLZ = exp[—2irV"i/ha], where V is the diabatic 
coupling strength proportional to the square root of the field intensity 7", and 
a is the slope difference of the diabatic states proportional to the speed of field 
sweeping at Fx, i.e. a oc Fx = (dF/dt)Fx-

As mentioned above, the adiabatic parameter F is either the field intensity 
/ or the laser frequency u). The probability J?LZ takes a value in between 0 
and 1, and becomes lager (smaller) with increasing (decreasing) Fx or with 
decreasing (increasing) intensity I. Thus, the simplest idea of controlling the 
nonadiabatic transition would be to change PLZ as we wish by changing the 
field intensity and/or the field sweeping speed. The adiabatic rapid passage 
(ARP) is such an example. It is not easy at all, however, to directly control 
PLZ hi a wide range. Unrealistically strong field, or unreasonably rapid or slow 
sweeping is required. 

Instead, if we change the field parameter F periodically over a certain range 
(FA, FB), we can control transitions between any pair of two states of A and 
D in Fig. 13.1 as we like. This can be realized by controlling phases associated 
with the field oscillation. Take, for instance, the transition from A to D in 
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Fig. 13.1 by sweeping the field F for one period, i.e. FA to FB and back to 
FA- Then the overall transition probability is given by 

P A D = 4 K l - p ) s i n 2 V , (13.1) 

where p is the nonadiabatic transition probability to which p^z gives a rough 
approximation, and ip is the phase difference between the two possible paths 
A —> C —> D and A -*• B —¥ D. The phase ip can be controlled by changing 
the sweep range and thus the overall probability PAD c a n be controlled to a 
desirable value between 0 and 4p(l — p). If p is equal to 0.5, we can control the 
transition as we wish. Even when p is not equal to 0.5, we can control PAD 
to any desirable value as we wish by sweeping the field more than one period. 
That is to say, n-time periodical sweeping of the field creates 2" multiple 
paths between the initial and final states and their phase interference can be 
controlled by changing the amplitude and the number n of the oscillation. If 
we want to control a transition from a state on the left side (A or D) to a state 
on the right (B or C) in Fig. 13.1, then we have to sweep the field (n + 1/2) 
periods. The necessary conditions for the control parameters, i.e. Fx, (FA, 
FB), and n, can be formulated analytically and evaluated accurately with use 
of the new theory of time-dependent curve crossing problems developed in 
Ref. [71] based on the Zhu-Nakamura theory for the time-independent LZS 
problems described in Chap. 5. This theory enables us to treat even the case 
Fx > FB in Fig. 13.1. 

If p is very close to unity and we still want to realize an overall adiabatic 
passage, i.e. a transition from A to A (or D to D) or from A to B (or D to 
C) in Fig. 13.1 with unit probability, a large number of oscillations (n) are 
required as may be easily conjectured. The large number of oscillation is also 
required when p is very small and we want to realize an overall transition from 
A to C (or D to B) in Fig. 13.1 with unit probability. In this case, however, 
it would probably he possible to increase p substantially by simply reducing 
the field intensity to diminish the diabatic coupling strength. When F is the 
laser frequency w, it is convenient to use the Floquet state representation in 
which the dressed states are drawn as a function of w [24, 220]. The frequency 
sweeping in this case is similar to the idea of chirped laser [207]. In the present 
case, however, we sweep the field periodically and can find appropriate values 
of the control parameters explicitly with the help of analytical theory. Thus 
the present method is quite effective and actually can make the control perfect 
in principle. 
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The appropriate sweeping velocity as one of the control parameters varies 
in a wide range from problem to problem. In the case of the spin tunneling in 
a magnetic field discussed in Ref. [221] the time variation of the magnetic field 
may be carried out in a macroscopic time-scale. In the case of laser control of 
molecular processes, on the other hand, the control is realized in the time-scale 
of laser pulse, i.e. in nano- to femto-second time-scale. 

The above mentioned basic idea can, of course, be applied to a general 
multi-level system. Transitions at each avoided crossing can be controlled per­
fectly, in principle, and we can even specify a path from an initial state to 
any desired final state. One difficulty of the present method, however, arises 
when the density of avoided crossings is high and the oscillation amplitudes at 
each crossing overlap to each other. In this case it is better to treat the bunch 
of avoided crossings as a whole, although its analytical treatment naturally 
becomes less straightforward. As mentioned above, the number of field oscilla­
tion becomes large, when the nonadiabatic transition probability p, for which 
we can use our new theory [71] which is much better than the Landau-Zener 
formula, is very close to unity and yet we want an overall adiabatic passage. 
A large number of oscillation could easily cause an experimental error and 
is better to be avoided. In this case we can think of using the non-crossing 
Rosen-Zener-Demkov (RZD) type nonadiabatic transition by employing the 
laser intensity as the adiabatic parameter F. The adiabatic potential curves 
become like Fig. 13.2. The nonadiabatic transition probability p^z in the orig­
inal RZD model is given by PRZ = [1 + exp^AE/hf))]-1, where AE is the 
constant energy separation of two diabatic states and /3 is the exponent of the 
square root of intensity, i.e. y/F oc e'3*. The analytical expressions of nonadi­
abatic transition probability and phases are naturally different from those of 
the LZS case, but the basic qualitative idea of sweeping field and the analytical 
treatment of the whole process are the same as before. It should be noted that 
Fx in Fig. 13.2 is the real part of the complex crossing point of the adiabatic 
potentials. The frequency u> is fixed at the value of Fx in Fig. 13.1, namely 
u) = ux- P - l means that AE in Fig. 13.2 that is equal to the level separation 
at OJ = u>x is small and thus PRZ — 0-5- This is a big advantage of the RZD 
case, and what we have to do is to earn the necessary phase by sweeping the 
intensity. In the limit of AE = 0, we recover the so called 7r-pulse [218]. It 
should be noted that the overall transition probability after one period of os­
cillation is again given by Eq. (13.1) with p replaced by p&z- As can be easily 
thought of from the above discussions, in the case of laser we may utilize both 



304 Chapter 13. Control of Nonadiabatic Processes by an External Field 
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Fig. 13.2. Schematic two diabatic (dotted lines) and two adiabatic (solid lines) potentials 
of the Rosen-Zener-Demkov model. Point Fx corresponds to the real part of the complex 
crossing point of two adiabatic potentials. (Taken from Ref. [222] with permission.) 

intensity and frequency as the adiabatic parameters at the same time, and find 
an appropriate path of the adiabatic parameter F in the two-dimensional (J, 
u) space. Nonadiabatic transitions are also not necessarily restricted only to 
the LZS and the RZD cases, but can be any other general type such as the 
exponential models [4, 67, 69], although the availability of analytical theory is 
limited. 

13.2. Basic Theory 

In this section, we present the mathematical formulation of the idea presented 
in the previous section. The most basic quantity is the following transition 
matrix I which describes a transition from FA to FB in Fig. 13.1 (this J 
should not be confused with the intensity I) [221]: 

r v / fT r^ e *(0s+<Tl /2+a 2 / 2 ) _/pei(To-<Ti/2+cr2/2) • 

/^e-i(ffo-<Ti/2+a2 /2) H _ pe-i(<t>s+o-i/2+<r2/2) 
(13.2) 

The (i,j) element of this matrix provides the transition amplitude for the 
transition j —> i (i,j = 1,2) when the field changes from FA to FB, where 
i = 1 (2) represents the lower (upper) adiabatic state. The backward transition 
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from FB to FA can be described by the transpose of this matrix, 7*. Here p is 
the same as before, representing the nonadiabatic transition probability by one 
passage through the transition region, (f>s (Stokes phase) (see Eq. (5.97)) and 
do are the phase factors due to the nonadiabatic transition and their explicit 
expressions are given before. The phases a\ and a2 are the phase factors 
which describe, respectively, the adiabatic propagation in the region (FA,FX) 

and (FX,FB) in Fig. 13.1. They are given by 

fFx ,f ftx 

( 7 ! = / AE(F)—dF = AE(t)dt, (13.3) 
JFA

 dit JtA 

and 

fFB dt ftB 

a2= I AE(F)—dF = AE(t)dt, (13.4) 
JFX dt Jtx 

where AE(F) is the adiabatic energy difference as a function of the adiabatic 
parameter F. The time ta (a = A, B, X) is the time at which F(ta) = Fa 

is satisfied. The final overall transition matrix after n periods of oscillation 
between FA and FB is expressed as 

Tn=Tn, (13.5) 

where T is the transition matrix for one period of oscillation and is given by 

" {p + (1 - p)e2i^}e-itr -2iy/p(l-p)smip 
T = ri -2iy/p(l-p)smip {p + (1 - p)e-2i^}ei' 

(13.6) 

with tp = <f>s + cr0 + (72 and a = 2cr0 + a2 — <7i-a From Eqs. (13.5) and (13.6), 
the final transition probability after n periods of oscillation can be written as 

P^ = \(Tn)12\
2 = \(Tn)12\\ (13.7) 

Using the Lagrange-Sylvester formula, we obtain 

A + A _ ( A n - 1 - A " - 1 ) r , A" -A™ , 
Tn= \~_x

 + JE+X
+_X~T, (13.8) 

aWe would like to take this opportunity to point out that Eqs. (1), (3), and (4), and the def­
initions of ip and a in Ref. [221] are not correct and should be replaced by the corresponding 
expressions given here. 
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where E is the unit matrix and X± are the eigenvalues of T, which are given by 

A± = e±ii , (13.9) 

where 

cos£ = (l-p)cos(2V>-<T)+pcos(<7). (13.10) 

The unitarity of the matrix T requires £ to be real. Equation (13.10) implies 
that the nonadiabatic transition probability p should satisfy 

i l l^<p<i±J^. (13.H) 

From Eqs. (13.7) and (13.8), we can write P$ as 

( ) = 4 s i n ^ K ) p ( 1 _ p ) s . n 2 V ; 

sin £ 

Thus the conditions for P^2 = 0 are p = 0, p = 1, or sinV' = 0, and the 

condition for P^ = ®(n > 1) is sin(n£) = 0. 

The conditions for P22
 = ^ rna-^ ^ e derived as follows. When P^ — 1 

is satisfied, the diagonal terms of the transition matrix T^ are zero and the 
transition matrix T<2n) = T^T^ becomes diagonal (Pgn) = 0). Thus the 
condition for P^ = 1 m a v be divided into the following two equations: 

sin2(n£) = 1 (13.13) 

and 

4p(l - p) sin2 ij) = sin2 £. (13.14) 

From Eqs. (13.11) and (13.12), we can estimate the number of oscillation n for 
a given p as the minimum integer which satisfies the following condition (see 
Fig. 13.3): 

sin2 ^- < 4p(l - p). (13.15) 

For a given n, Eq. (13.13) gives £, and ij) can be determined according to 
Eq. (13.14) for given £ and p. Now, from the definitions of ip and <r, we can 
find the proper values of the two phase factors o\ and a-i to achieve P^ = 1, 
which can be adjusted by changing FA and Fg. 
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Similar analysis can be done for n and half periods of oscillation. In this 
case, the final transition probability P^+ is given by 

p(n+l/2) ^ | J ( / t 7 ) n | 2 _ ( 1 3 1 6 ) 

For both P1
(J+ 1 / a ) = 0 and P^+1/2) = 1, the transition matrix after 2n + 1 

period T(2 n + 1) = (/(/*/)")*/(/*/)" becomes diagonal. Thus we have 

sin((2n + 1)£) = 0. (13.17) 

Substituting Eq. (13.17) into the condition P^+1/2) = 0 with help of 
Eq. (13.16), we obtain 

.2 / . , .,_ sm2£ 
sin2(n£) 

4 ( l - p ) s i n 2 ( V > - a ) = , 2 \ \ (13.18) 

4psin2(V- - o-) = _. 2 ^ . (13.19) 

On the other hand, for P1 2 — 1 we have 

sin2£ 

sin2(n£) 

In the case of both P12* = 0 and P^+ = 1, n may be estimated as the 
minimum integer which satisfies the following condition (see Fig. 13.3): 

s i n 22^TT- 4 p ( 1"p ) - (13-20) 

The phases o\ and o?, are found just in the same way as in the case P12 = 1. 
Now we can achieve the unit (or zero) overall transition probability for any 

p, <j>s and do by adjusting the number of oscillation n (or n and half) and the 
width of the oscillation FA and Pjg. In a real experiment, however, it may be 
difficult to adjust the parameters exactly. Thus, it is necessary to pay some 
attention to the stability of the final transition probability against fluctuations 
in laser intensity and frequency. Let us first look into the sensitivity of the final 
transition probability against variations in p and tp. In the case of one period 
of oscillation, the overall transition probability is given by (see Eq. (13.1)) 

P$=4p(l-p)Sm
2iP, (13.21) 

and P1 2 = 1 is achieved when p = 0.5 and if) = ir/2 + mir. If we assume the 
required accuracy of P1 2 is 97%, p should be in the range 0.4134 < p < 5.866 
for the accurate i/>, while ip may contain about 11% relative error against n/2 
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Fig. 13.3. The solid and dotted curves represent (1 + |cos(7r/(X))|)/2 and (1 — 
\cos(ir/(X))\)/2, respectively. The range between these two curves represents the range 
of p to fulfill Eq. (13.11), namely the range in which the complete control is achievable by 
n-times of field oscillation. In the case of n-period X = 2n; while X = 2n + 1 for the n and 
half periods of oscillation of the field. (Taken from Ref. [222] with permission.) 

for the accurate p. When we increase the number of oscillation, the error in 
both ip and p may be magnified mainly due to the term sin2(ra£) in Eq. (13.12). 
Sensitivities of p and ip against the errors in the intensity and the frequency 
depend on the type of nonadiabatic transition. This will be discussed in the 
following subsections, in each of which we use a particular type of nonadiabatic 
transition. 

If, for some reasons, one of the boundary, say FB, cannot be varied in 
a range wide enough to satisfy the control conditions like Eqs. (13.13) and 
(13.14), we can utilize such a double-period of oscillation that F oscillates 
between FAI and FB for the first period and between FAI and FB for the 
second period as is depicted in Fig. 13.4. Even in this case, exactly the same 
analysis as that given above holds with the definitions of the matrix I and 
several parameters changed as described below. The mathematical expression 
of the /-matrix itself can be kept the same as that given by Eq. (13.2), because 
it is a general expression of unitary matrix. In the present double periodic 
case, however, this /-matrix describes the sequence of transitions FAI —> Fx —> 
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Fig. 13.4. Schematic diagram of double-period oscillation of external field. Two diabatic 
(dotted lines) and two adiabaic (solid lines) potentials are shown. The external field oscillates 
as: FA1 - • Fx -* FB -* Fx —• FAI —• Fx —> FB —• Fx -> FAI striding the avoided 
crossing point Fx twice. Phase a\(pi) can be controlled by changing FAI{FA2)- (Taken 
from Ref. [222] with permission.) 

FB —• Fx -> FA2, and its transpose 7* describes the inverse process, FAi —> 
Fx -> Fg -> Fx —• F A I • Thus the transition matrix for one double-period of 
oscillation is expressed by Eq. (13.6), where o\ and o-i are redefined by 

fFx dt ftx 

ox= I AE(F)—dF = AE{t)dt (13.22) 
JFA1 dF JtAl 

and 

fFx dt ftx 

<r2= / AE(F)—dF = AE(t)dt, (13.23) 

while p, 0s and <7o should be redefined in such a way that the following matrix 
J describes the process Fx —• FB —> Fx with the two times of nonadiabatic 
transitions at Fx included: 

J. 
vT^pe^ s 

y/T^pe'^5 
(13.24) 
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This matrix J corresponds to the reduced transition matrix TR in the quadratic 
potential model in Ref. [71]. As mentioned above, the parameters p, (f>s, and a0 

which originally represent the quantities arising from one passage of Fx, now 
correspond to the two passages of the transition point. We can now achieve 
unit (or zero) final transition probability by adjusting FAI, FAI and the number 
of oscillation for given values of all the other parameters including FB-

So far, we have presented only the general framework of our idea of control­
ling molecular nonadiabatic processes. As mentioned before, however, in some 
cases the necessary number n of oscillation becomes very large, which could 
cause an experimental error and is not very convenient. If the nonadiabatic 
transition probability p is close to 0.5, then a small number of oscillation is 
enough to achieve our desire. This suggests that it would be very useful to try 
to control p by changing the functionality of the adiabatic parameter F(t). In 
the case of laser, the Hamiltonian matrix is given by 

H = 
nfvjj(t) + E1 eE(t)/2 

eE(t)/2 mhw{t) + E2 

(13.25) 

where w(t) and E(t)(= y/l(t)) are the laser frequency and the intensity of the 
electric field, respectively, as a function of time, and e is the dipole transition 
matrix element. This tells that we can use both intensity / and frequency 
u> as adiabatic parameters at the same time and utilize various schemes of 
nonadiabatic transitions, not just sticking to the LZS type. In the subsequent 
subsections we will discuss various possibilities. 

13.2.1. Usage of the Landau-Zener-Stueckelberg type 
transition 

If the system has a clear avoided crossing as a function of the adiabatic pa­
rameter, the Landau-Zener-Stueckelberg type transition can be utilized. The 
Hamiltonian of the simplest linear potential model of Landau-Zener is given by 

# L Z = 
axt V 

V a2t 
(13.26) 

where V is the constant diabatic coupling and t is the time. In the case of 
laser, this model corresponds to constant intensity and linear sweeping of the 
frequency. This model is good enough to explain qualitative features of the 
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control scheme. The nonadiabatic transition occurs at t = 0 with the transition 
probability p given by 

P L Z = exp ( _ f c r £ ) = exp ( ^ ^ ^ r ) , (13.27) 

where a = \at — 0:21, I and ui are the laser intensity and the sweep velocity of 
the frequency at the avoided crossing, respectively, I and m (can be negative) 
are the photon numbers, and e is the dipole matrix element. The conventional 
adiabatic passage requires large laser intensity and small sweep velocity to 
make PLZ v e ry small. For instance, the adiabatic passage with PLZ < 0.001 
requires 

1.0994fio;/e</. (13.28) 

For the values e = 1.0 (Ae) and cj = 0.5 (cm - 1 /ps) , I must be larger than 1.0 
(TW/cm2). 

In order to accomplish the passage in a reasonably short time scale with 
relatively large u), a large intensity J or a large number of oscillation is required. 
If PLZ = 0 . 5 can be attained without difficulty, then one period of oscillation 
enables us to achieve exactly zero or unit final transition probability. The 
required intensity in this case is given by 

I = 0.1103hw/e. (13.29) 

Namely, one period of oscillation requires the intensity by one order smaller 
compared to the case of one passage for the same e and Co. Furthermore, ten 
periods of oscillation require the following condition (see Eq. (13.12)): 

0.982 x IQ^huj/e < I < 0.8107iu;/e. (13.30) 

This requires only one-thousandth of the intensity required in the case of one 
passage. Many periods of oscillation, however, requires high accuracy of p and 
phases as discussed in the previous section. When p is large, it is sensitive to 
the error in the exponent which is proportional to the intensity. In the case of 
adiabatic passage, on the other hand, p is relatively stable against the error in 
the exponent, since the exponent is large. When p ~ 0.5, about 15% of error 
in the exponent yields the fluctuation in the range 0.45 < PLZ < 0-65. 

So far, our discussion is based on the simple model Eq. (13.26). For find­
ing the actual parameters, however, it is much better to use the sophisticated 
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theory developed in Ref. [71], because the theory is applicable to general func-
tonality of w, even if the two diabatic potentials touch each other or avoid 
crossing. 

13.2.2. Usage of the Rosen-Zener-Demkov type transition 

The Hamiltonian of the Rosen-Zener-Demkov model in the diabatic represen­
tation is given by 

HRZ = 
- A / 2 AeP* 

AeP* A/2 
(13.31) 

This model describes the process with constant frequency and exponentially 
rising intensity in the case of laser. The nonadiabatic transition occurs at 
t = log(A/A)/8, and the transition probability p is given by 

PRZ = r ^ , (13-32) 

where 

Ssw- (13-33) 
The analytical expression of/-matrix is given by Eq. (3.36). As is clearly seen 
from Eqs. (13.32) and (13.33), the range of p is 0 < p < 0.5, and p ->• 0 
when A//3 —> oo; while p —¥ 0.5 when A/3 —> 0. It should be noted that PRZ 
does depend only on A//3 and not on the laser intensity A, and that p ~ 0.5 
can be achieved even with very small intensity (small A) in short time with 
large 0. Thus, by adjusting the phases, we can achieve unit final transition 
probability with use of one laser pulse of the shape E(t) = 2A sech(0t)/e, 
namely by one period of oscillation. This process of one pulse with A = 0 
corresponds to the 7r-pulse. The condition A = 0 leads to £>RZ = 0.5 and thus 
Pj2 given by Eq. (13.12) with n = 1 reduces to sin ip = 1, which coincides 
with the condition of the area of 7r-pulse. It should be noted that our theory is 
quite general, and that the condition for unit final transition probability can 
be attained for any frequency, if we use more than one pulses. 

The sensitivity of PRZ against an error in S is largest when PRZ = 0.5, and 
decreases as PRZ decreases. In the case of 7r-pulse (A = 0), a constant shift of 
the frequency A from zero yields relatively large effect on ^RZ when 0 or pulse 
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width is small. If the pulse width is, say, several pico seconds, about several 
c m - 1 of shift in A yields PRZ ~ 0.45. It should be noted, however, that a 
small fluctuation of A in time (not a constant shift) causes a large error in the 
nonadiabatic transition probability p. Numerical examples are shown in the 
next section. 

We can choose either the LZS type (oscillation of the frequency in the 
case of laser) or the RZD type (oscillation of the intensity) depending on the 
experimental conditions. One thing we should keep in mind is that the LZS 
type requires large intensity to achieve p = 0.5, while the RZD (including the 
7r-pulse) requires large intensity to satisfy the phase condition. In other words, 
the LZS does not require large intensity to satisfy the phase condition and the 
RZD does not require that to satisfy p = 0.5. Thus we may think of a hybrid 
of LZS and RZD which enables us to achieve p = 0.5 by changing the intensity 
and to accumulate enough phase by changing the frequency. We will discuss 
this in the next subsection. 

13.2.3. General case 

The well known model which contains time-variations in both diabatic energy 
and diabatic coupling is the exponential model [4, 67, 69]. The Hamiltonian 
of this model is given by 

-Wexp — 
Ui + Vie""' Ve-P* 

(13.34) 

In the case of laser, this model describes the process of exponentially changing 
intensity and frequency with the same exponent. The nonadiabatic transition 
probability in this model is given by [69] (see Sec. 5.4 also) 

exp(-7r<52)sinh(7rJ1) , . , , , > 
P e x p ~ sinhMfc + fc)] ' {ld-d5) 

where 

* 1 = g y f r { i + , <y>-v>y*v ) (13.36) 
2^/3 1 y/\ + [(Vi - V2)/2V}* | V 
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and 

5>=-2W- J1 - TTTw^wm]- (13-37) 

In the same way as in the RZD case, we can achieve p = 0.5 within a rela­
tively short time by small intensity. The necessary phase, on the other hand, 
may be accumulated by changing not only the intensity but also the frequency. 
This means that large intensity is not necessary to accumulate the necessary 
phase, and we can achieve unit transition probability with small intensity by 
one period of oscillation (one pulse). The control scheme with use of this ex­
ponential model may provide one of the most effective ones (rapid transition 
with small intensity). A model with different exponents for the diabatic en­
ergy and the diabatic coupling would be more versatile and useful, although 
there is no analytical theory available yet. It should, however, be noted that 
the transition probability p e x p is rather sensitive to the functionalities of both 
intensity and frequency as a function of time, and a small experimental er­
ror might affect the final overall transition probability. Comparative studies 
on the effectiveness and the stability of the various control schemes described 
here are made in the next section together with the presentation of numerical 
examples. 

13.3. Numerical Examples 

13.3.1. Spin tunneling by a magnetic field 

The idea mentioned above is not restricted only to laser field but can be ap­
plied to any time dependent external field. Here, as an example of multilevel 
crossing, the quantum tunneling of the magnetization of Mn^Ac in a magnetic 
field [225-227] is considered. Figure 13.5 shows the corresponding three-level 
system, the Hamiltonian of which is taken from Eq. (1) of Ref. [227]. 

In this figure, the energy is scaled by the anisotropy energy D. Figure 13.6 
shows the time evolution of the state probability from the point "a" on state 1 
to "b" on state 3 via the two avoided crossings A and B. At the avoided cross­
ing A(B) four-(five-) period oscillation of the filed are applied. This is shown 
in Fig. 13.6(a). The probability of the state 1 (Pi) becomes zero after the 
four periods, as is seen in Fig. 13.6(b). The probability P2 reaches unity when 
Pi becomes zero, and after five periods at B it becomes zero (Fig. 13.6(c)) at 
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Fig. 13.5. Adiabatic spin states as a function of an external magnetic field, gfipH: Three 
lowest levels (scaled by the anisotropy energy D) are shown, where g is the Lande g-factor, 
fi/3 is the Bohr magneton, and H is the magnetic field. The nonadiabatic probabilities p at 
avoided crossings A - C are 0.039, 0.977, and 0.977, respectively. (Taken from Ref. [221] 
with permission.) 

which time Pj, reaches unity (Fig. 13.6(d)). Figure 13.7 demonstrates another 
path from "a" on state 1 to "c" on state 3 via two avoided crossings A and 
C. In this case we have applied 4 + 1/2 (five) periods of oscillation of the 
field at the avoided crossing A(C). This example clearly demonstrates that we 
can choose any path to reach any specified final state with unity probability. 
Figures 13.6 and 13.7 are the results of the numerical calculations of the cou­
pled Schrodinger equations, but it is confirmed that the semiclassical theory 
descrived in Chap. 6 [71] gives results almost indistinguishable from Figs. 13.6 
and 13.7 except for humps and dips which appear when the probability jumps 
abruptly. This guarantees that we do not have to solve multichannel coupled 
equations numerically, and that we can formulate all necessary conditions of 
control analytically. 

' ' I i i i ' I ' i • ' | i i ' V / i • i | i i i i | i i i i | i i 

. . i . . . . i ' 
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Fig. 13.6. Controlled nonadiabatic processes, starting from "a" on state 1 and ending at 
"6" on state 3 via avoided crossings A and B (see Fig. 13.5). (a) Variation of the exter­
nal magnetic field as a function on time, W/h. The first four-period oscillation around 
gfipH/D = 0 corresponds to the control at the avoided crossing A. The second five-period 
oscillation around giipH/D — 1.0 corresponds to the control at B. (b) Time evolution of 
the probability Pi for the system to be staying on the state 1. (c) Time evolution of Pi. 
(d) Time evolution of P%. (Taken from Ref. [221] with permission.) 

13.3.2. Vibrational and tunneling transitions by laser 

Let us take, as an example, a laser-induced ring-puckering isomerization of 
trimethylenimine which was discussed by Sugawara and Fujimura in Ref. [216]. 
This problem may be reduced to a double well problem in which the left (right) 
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Fig. 13.7. The same as Pig. 13.6 for a process from a to c. (Taken from Ref. [221] with 
permission.) 

well corresponds to the isomer A (B), and the isomerization from A to B 
occurs through tunneling from the left well to the right well (see Fig. 13.8(a)). 
We try to control this isomerization with use of the various types of laser 
pulses. All the parameters to determine the potential system are taken from 
Ref. [216]. 

The Floquet state diagram as a function of laser frequency w [cm-1] with 
constant intensity (/ = 0.1 [TW/cm2]) is shown in Fig. 13.8(b). There ap­
pear a lot of avoided crossings, where the energy gap is proportional to the 
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Fig. 13.8. (a) A double well potential model of ring-puckering isomerization of trimethylen-
imine (see Ref. [216]). The origin of potential energy is taken at the barrier top. The 
horizontal solid line represents the main portion of the eigenfunction. (b) Floquet state 
diagam, i.e., vibrational levels of (a) as a function of laser frequent w ( c m - 1 ) with fixed 
intensity ( / = 0.1 [TW/cm2]). The gap at each avoided crossing is proportional to the tran­
sition dipole moment between the corresponding two states. (Taken from Ref. [222] with 
permission.) 

laser intensity I and the square of the transition dipole moment between the 
corresponding two states. We can treat each avoided crossing separately unless 
the laser intensity is extremely strong and avoided crossings overlap with each 
other. 

Nonadiabatic transitions among the Floquet states induced by the vari­
ation of intensity and/or frequency can be described by the nonadiabatic 
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Floquet theory [219, 220] and we can employ the various analytical theories 
of nonadiabatic transition to analyze them. In the following subsections we 
demonstrate control of vibrational transitions and isomerization numerically 
with use of the various theoretical schemes presented in the previous section. 
The present section is designed so that the reader does not necessarily have to 
refer to the mathematics. In the following numerical calculation, the optimum 
values of the control parameters are found by analytical theories as much as 
possible, and the actual time variations of transition probabilities are solved 
numerically. 

13.3.2.1. Landau-Zener-Stueckelberg type transition 

Let us first consider the vibrational transition |0) —> |2) via the avoided cross­
ing A in Fig. 13.8(b) with use of the LZS type curve crossing model. In this 
case the complete control can be achieved by one period of oscillation with 
reasonable values of the laser intensity and the sweep velocity. Figure 13.9(b) 
and 13.9(c) show the frequency and intensity as a function of time. The fre­
quency is taken to be a quadratic function of time, i.e. cj(t) = at2 + b, and 
the analytical theory developed in Sec. 6.2 (Ref. [71]) has been used. The 
resonance frequency wx corresponding to the avoided crossing is u>x = 202.6 
[cm -1]. Two functional forms, constant (solid line) and AA2 sech2(/3t)/e2 (dash 
line), are assumed for the laser intensity (Fig. 13.9(c)). The frequencies shown 
in Fig. 13.9(b) are the solutions of our control theory corresponding to the 
intensities given in Fig. 13.9(c). Figure 13.9(a) shows the time-variation of the 
transition probability for the process |0) —> |2) with use of the avoided cross­
ing A in Fig. 13.8(b). Nonadiabatic transitions occur twice, at each of which 
p = 0.5 is achieved. Unit transition probability is realized finally in the two 
cases. In the case of the intensity of pulse shape (dash line in Fig. 13.9(c)), 
not only the frequency but also the area of the intensity pulse contribute to 
the phase. Thus the corresponding frequency in Fig. 13.9(b) is slightly smaller 
than the solid line. In this LZS type of nonadiabatic transition, functionality 
of the intensity is not important, but the intensity at the avoided crossing is 
critical. This is the reason why the difference in frequency is so small in the 
two cases. The dotted line is to show the effects of intensity variation on the 
final result. Although the nonadiabatic transition probability p is reduced to 
0.45 by small shift in intensity, the final transition probability is not so bad, 
since the phase is accurate. 
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Fig. 13.9. Controlled nonadiabatic process from |0) to |2) with use of the LZS type nona­
diabatic transition at the avoided crossing "A" at 202.6 c m - 1 in Fig. 13.8(b). (a) Time-
evolution of the transition probability, (b) Variation of laser frequency as a function of time, 
(c) Variation of laser intensity as a function of time. The solid line is the case of constant 
intensity and quadraric variation of frequency, and the dash line corresponds to the pulse 
shape intensity and quadratic variation of frequency. In both cases complete control is at­
tained. The dotted line shows the sensitivity to the constant shift of frequency. The final 
probability is about 0.975 in this case. (Taken from Ref. [222] with permission.) 

If we sweep the frequency more than once at the avoided crossing, we can 
naturally achieve the final unit transition probability with smaller intensity I, 
but it may take longer time. It should be noted that the required intensity for 
the case of constant intensity is much smaller (less than one tenth) than that 
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Fig. 13.10. Controlled isomerization process induced by the sequence of the LZS type tran­
sitions, |0) —y 12) —>• 14) —• 13) —>• |1). The corresponding avoided crossings are designated 
as A-D in Fig. 13.8(b). The corresponding resonance frequencies are 202.6, 153.6, 82.6, and 
185.2 c m - 1 , respectively, (a) Time-evolution of the probability. At each stage complete 
transition is attained. Twelve Floquet states are taken into account for the calculation. The 
time variations of frequency and intensity are shown in (b) and (c), respectively. (Taken 
from Ref. [222] with permission.) 

required by 7r-pulse (discussion will be made later in relation to Fig. 13.11). 
It should also be noted that the constant intensity can of course be cut off 
outside the transition region. 

For a transition between two states with a small transition moment e, a 
larger intensity or a smaller sweep velocity is required to satisfy p = 0.5. This 
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Fig. 13.11. The same as Fig. 13.9 for the case of 7r-pulse. (a) Time-evolution of the tran­
sition probability. Time variations of frequency and intensity ar shown in (b) and (c), 
respectively. Ao; represents the shift from the resonance frequency u>x = 202.6 c m - 1 . The 
dash line shows the case of constant shift in frequency. The solid line shows the case of 
exact one. The dotted line shows the large effect of small time variation of the frequency 
around resonance. It should be noted that the small fluctuation of frequency in (b) gives 
a large effect on the transition probability [dotted line in (a)]. (Taken from Ref. [222] with 
permission.) 

means that the direct isomerization from |0) to |1) requires very large intensity 
or a very long transition time (very slow sweeping). For the isomerization, it is 
thus better to use an indirect process which is composed of the transitions of 
relatively large transition moments [216]. It should be noted that the square of 
the transition moment for the direct process |0) —>• |1) is about four orders of 
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magnitude smaller than that for |0) —>• |2). Figure 13.10 shows an example of 
such indirect isomerization: |0) -> |2) -> |4) -> |3) -> |1), where four pulses are 
applied corresponding to these four transitions. That is to say, the first pulse 
achieves the complete transition |0) —• |2), and the second one does |2) —• |4), 
and so on. The corresponding avoided crossings are designated as A-D in 
Fig. 13.8(b). To obtain Fig. 13.8(a), 12 Floquet states are taken into account. 
Here, we have used exactly the same shape of ui{t) at four avoided crossings. 
This can be done by simply multiplying a certain constant to the intensity I. 
Since the essential qualitative features such as the characteristics of various 
types of nonadiabatic transitions we want to address here do not depend on 
the transitions, we consider the transition |0) -4- |2) for a while. 

13.3.2.2. Rosen-Zener-Demkov type transition 

Let us next consider the control of the transition |0) -¥ |2) by the RZD type 
of transition. Figure 13.11 is an example of the so called 7r-pulse (solid lines) 
with parameters chosen so that the overall transition time between the corre­
sponding Floquet states becomes the same order as that in Fig. 13.9. Again, 
nonadiabatic transitions occur twice with the transition probability p = 0.5, 
and the final overall transition probability is controlled to be unity with use 
of the phase accumulated between the two transitions. In the case of 7r-pulse, 
the condition of p = 0.5 is attained by fixing the frequency at the resonance 
frequency u>x, or the frequency at the avoided crossing. The phase condition 
is satisfied by adjusting the area of the intensity pulse. These conditions are 
relatively simple and seem to be easily realized compared to the LZS case. The 
control by 7r-pulse, however, is less effective compared to the case of quadratic 
chirp mentioned previously. As is seen from Figs. 13.9 and 13.11, the con­
trol by 7r-pulse requires stronger intensity. The necessary constant intensity 
in the LZS case (see Fig. 13.9(c)) is ten times lower than the peak height in 
Fig. 13.11(c). It should be noted that a small variation of the frequency could 
cause unexpected transitions and errors, if the frequency is close to the reso­
nance. Dash and dotted lines in Fig. 13.11 demonstrate the sensitivity of the 
7r-pulse method to frequency variations. The dash line shows the effects of con­
stant shift of the frequency from the resonance. As discussed in the previous 
section, frequency can contain a constant shift error up to several cm - 1 , if the 
phase due to the intensity variation is accurate, and the intensity can have 10% 
of error, if the frequency is exact at the resonance. Much more shocking one 
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is the large effects of very small time-dependent fluctuation in frequency, as is 
demonstrated by the dotted line. This small fluctuation induces curve crossing 
type nonadiabatic transitions between the closely lying states effectively, and 
causes a big effect in the final result, as seen in Fig. 13.11(a). In order to avoid 
this instability, it might be worthwhile to use the off-resonant case explicitly. 
In the case of off-resonance, the nonadiabatic transition probability p is smaller 
than 0.5, and more than one pulses, i.e. more than one periods of oscillation, 
are required. Figure 13.12 shows an example of two pulses. The frequency is 
kept constant at 5 c m - 1 (solid line) and the various parameters are chosen so 
as for the transition time to be the same order as that in Figs. 13.9 and 13.11. 
As is seen from this figure in comparison with Fig. 13.11, this scheme is very 
effective. The nonadiabatic transition probability for one passage is about 0.2, 
and after four nonadiabatic transitions the final transition probability reaches 
unity. This can be achieved with much smaller intensity compared to 7r-pulse. 
This is because the necessary phase can be accumulated not only by the in­
tensity but also by the frequency because of the off-resonance. In the case of 
off-resonance, however, we should adjust not only the height and shape of the 
pulse I(t) but also the interval of two pulses, because the nonadiabatic transi­
tion probability PRZ depends on the exponent of I(t), i.e. /3 in Eq. (13.31) and 
the interval of two pulses determine the phase Oi (see Fig. 13.1). It might be 
difficult to adjust the shape of I(t) accurately, but the control by off-resonant 
pulses is very attractive. It requires very small intensity. Stability against 
frequency fluctuation is also satisfactory, as is demonstrated by the dash and 
dotted lines in Fig. 13.12. 

13.3.2.3. General case 

Finally, let us consider the control with use of the variation of both intensity 
and frequency by taking the exponential model of Eq. (13.34) as an example. 
Figure 13.13 (solid line) shows the control of the transition |0) -> |2) by one 
pulse (period) with two nonadiabatic transitions of p = 0.5. It should be noted 
that the required intensity for the same order of transition time as before is 
quite small and the frequency is not necessary to be kept at resonance; while, 
as demonstrated before, the LZS type requires the larger intensity and RZD 
requires the frequency to be close to resonance to achieve p = 0.5. Due to the 
off-resonance, small fluctuation of u does not cause any appreciable errors as 
in the case of 7r-pulse. The necessary phase can be accumulated by means of 
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Fig. 13.12. The same as Fig. 13.9 for the case of off-resonant two pulses, (a) Time-evolution 
of the probability. Time variations of frequency and intensity are shown in (b) and (c), 
respectively. Aw represents the shift from the resonance frequency u j = 202.6 c m " 1 . 
The solid line is the case of complete control. The dash and dotted lines demonstrate the 
stability of the method against time variation of frequency (dash line) and the constant shift 
in frequency (dotted line). (Taken from Ref. [222] with permission.) 

both frequency and intensity, which is the reason why the required intensity 
can be so small. Dash and dotted lines in Fig. 13.13 show the stability of the 
method against the variations of intensity and frequency. Thus, the exponential 
model may provide quite an efficient control method compared to LZS and 
RZD. By taking the vibrational transition |0) —> |2), we have explained the 
characteristics of various types of nonadiabatic transitions and proved that 
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Fig. 13.13. The same as Fig. 13.12 for the case of exponential model. The solid line is 
the case of complete control. Frequency is swept around the avoided crossing "A" at wx = 
202.6 cm !. The dash and dotted lines demonstrate the stability of the method against the 
error in the exponent of intensity (dash line) and the constant shift in frequency from the 
solid line (dotted line). (Taken from Ref. [222] with permission.) 

the exponential model presents the most effective way of control. As was 
mentioned before, this does not depend on the transitions, and thus is also 
true for the tunneling transition |0) -> |1). Figure 13.14 demonstrates this. As 
is well known, it is far better to use the detour |0) -> (2) -» |4) -> |3) ->• |1) -> 
in the same way as in Fig. 13.10 than to take the direct path |0) ->• |1), since 
the dipole moment for the latter is about two orders of magnitude smaller than 
that of |0) -» |2). As seen in Fig. 13.14, the required intensity is much smaller 
than that in Fig. 13.10. If the laser intensity could be kept constant, however, 
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Fig. 13.14. The same as Fig. 13.10, i.e., control of the isomerization process |0) —> |2) —> 
|4) —> |3) —> |1). The exponential model is employed. Twelve Floquet states are taken into 
account to obtain (a). It should be noted that the intensity is reduced by about a factor of 3 
compared to Fig. 13.10. In (b), the frequency shift Aui from the resonance is shown instead 
of w itself in order to clearly show its exponential form. The shape is taken to be the same 
for the four transitions. (Taken from Ref. [222] with permission.) 

we could further reduce the necessary maximum intensity, as was demonstrated 
in Fig. 13.9. Figure 13.15 shows this type of control of the isomerization. 

A more general model, like an exponential model with different exponents 
for frequency and intensity, for which no analytical theory is unfortunately 
available yet, is expected to provide a more efficient scheme. It should be 
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Fig. 13.15. The same as Fig. 13.10, i.e., control of the isomerization process |0) —> |2) —• 
|4) -> |3) -» |1). The constant intensity and the quadratic variation of frequency are utilized. 
(Taken from Ref. [222] with permission.) 

noted, however, that the exponential model in general requires accurate shap­
ing of both intensity and frequency pulses, since the nonadiabatic transition 
probability p e x p depends explicitly on the exponents of both intensity and fre­
quency. 

So far we have discussed several control schemes with the help of analytical 
theories. We can choose one of them depending on the molecular process and 
availability of lasers. If accurate pulse shaping of both intensity and frequency 
is possible, the scheme with the exponential type of nonadiabatic transition 
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is the best. If pulse shaping of intensity is available, but not for frequency, 
the RZD type works relatively well. In this case, the off-resonant RZD type is 
recommended. If accurate shaping of intensity is not attainable, the resonant 
RZD (7r-pulse) or the LZS methods are recommended. 

Generally speaking, molecular processes in a laser field can be considered as 
a sequence of nonadiabatic transitions and adiabatic propagations, and we can 
treat the whole control problem analytically, if the nonadiabatic transitions 
are separated from each other in time. This indicates that we may construct 
a control scheme for a general shape of pulse, even if no analytical theory for 
each nonadiabatic transition is available. Once we know the phase change 
and the probability change by one pulse (one period of oscillation), we can 
design an efficient way of control based on the analytical scheme developed in 
Sec. 13.2. The optimum conditions for one pulse, namely the conditions to sat­
isfy sin2!/' = 1 and p = 0.5, may be found numerically or even experimentally. 

13.4. Laser Control of Photodissociation with Use of the 
Complete Reflection Phenomenon 

With use of the complete reflection phenomenon, one and two-dimensional 
models of photodissociation are discussed here for a triatomic molecule ABC 
consisting of a bound ground electronic state and a dissociative excited elec­
tronic state with two dissociation channels, A+BC and AB+C [224]. In the 
one-dimensional model, complete and selective dissociation into any desired 
channel can be realized by adjusting the initial vibrational excited state and 
the laser frequency. In the two-dimensional case, the control cannot be com­
plete, but quite selective dissociation into any channel is possible. Even such 
a dissociation can be realized that a potential barrier hinders the ordinary 
photodissociation along the electronically excited state potential surface. This 
control scheme cannot be very robust, because the method is based on the 
phase interference; but this can present a new intriguing selective control 
of molecular photodissociation when the conditions with respect to poten­
tial energy surface topography and initial vibrational state are appropriately 
satisifed. 

In order to demonstrate the present idea clearly, numerical calculations of 
wave packet propagation are carried out for a one-dimensional potential system 
shown in Fig. 13.16. 
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Coordinate r [a.u.] 
Fig. 13.16. One-dimensional model of the control scheme. Solid line: ground electronic 
state Vi(r), dotted line: the excited electronic state V2(r). Two circles represent the NT-
type crossings created between the excited electronic state and the dressed ground electronic 
state (dashed line). The 14th vibrational eigenstate (thin line) and its dressed state (thin 
dashed line) of Vi(r) are also depicted. (Taken from Ref. [224] with permission.) 

The potential functions employed are 

V1(r)= 0.2(1 - e - L 5 r 2 ) 

and 

V2(r) = 
' 0 .15e - 2 0 ( r - ° - 2 5 ) 2 + 0.25 (r > 0.25) 

0 .18e- 2 ° ( r - ° - 2 5 ) + 0 . 2 2 ( r < 0 . 2 5 ) 

in atomic units. The molecule-laser interaction is taken to be 

Vint(t) = -nE{t) = fiVlcos(ujt + 6), 

(13.38) 

(13.39) 

(13.40) 
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where fi is the transition dipole moment between the two electronic states and 
E(t) is the stationary laser field with the frequency w and the intensity J. The 
one-dimensional time-dependent Schrodinger equation to be solved is 

ih— 
dt 

*i(r,*) 

*2(r,t) 

h2 <P v , , 

-nE{t) 

-fiE(t) 

*2(r ,*) 
(13.41) 

where ^i(r,t)(^f
2('~,*)) is the nuclear wavefunction on the ground (excited) 

electronic state. Equation (13.41) is solved by using the split operator method 
[228] with the fast Fourier transform: 

* i ( r , i + Ai) 

V2(r,t + At) 
= exp - - - A t exp i*") 

x exp I —- — At 
H 2 

* i M ) 

*2(r,t) 

where V and K are the 2 x 2 matrices, 

V 
Vx(r) 

-HEQ) 

-nE(t) 
V2(r) 

o(At3), (13.42) 

(13.43) 

K = 
0 

0 

(13.44) 2m dr2 

2m dr2 

The dissociation flux is integrated over time at a certain asymptotic posi­
tion to obtain the corresponding dissociation probability. In order to prevent 
the unphysical reflection of the wave packet at the edges, the negative imag­
inary potential (absorption potential) is put at both ends [229]. We have 
prepared the 14th vibrational eigenstate of the ground electronic state (the 
quantum number v — 13) as an initial state and used the following parameters 
for the wave packet calculation: m (reduced mass) = 1.0 a.m.u., fj, = 1.0 a.u., 
J = 1.0 TW/cra2 , At (time step) = 1.0 a.u., and Ar (spatial grid size) = 0.016 
a.u. The total number of the spatial grid points is 512. The complete reflection 
positions can be analytically predicted as is shown in Fig. 13.17(a). Once the 
laser intensity / is selected, the shapes of the adiabatic potential curves, i.e. 
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Fig. 13.17. (a) Analytical prediction of the complete reflection positions. Solid (dashed) 
lines: complete reflection positions at the left-side (right-side) channel. Dotted line: the 
dressed 14th vibrational eigen state of Vi(r). Solid (dashed) circles represent the complete 
reflection of the vibrational state at the left-side (right-side) crossing, (b) Dissociation prob­
ability as a function of laser frequency. Solid line: dissociation into the right-side (AB+C) 
channel, dotted line: dissociation into the reft-side (AB+C) channel, dashed line: sum of 
the two dissociation probabilities to guarantee the unitarity. (Taken from Ref. [224] with 
permission.) 
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the ground electronic state shifted up by one photon energy V\(r) + fko and 
the excited electronic state V^r), are determined for a fixed laser frequency u> 
and then the positions of complete reflection can be easily estimated by solv­
ing Eq. (5.159) (see also Eq. (11.7)). The solid (dashed) line in Fig. 13.17(a) 
represents the complete reflection position at the left-side (right-side) channel. 
The dotted line represents the relevant vibrational level, which is shifted up by 
one photon energy tuv, namely a linear function of the frequency ui. Thus the 
crossing points marked by solid (dotted) circles give the positions of the com­
plete reflection for this vibrational state on the left (right) side. The calculated 
dissociation probabilities against laser frequency are depicted in Fig. 13.17(b). 
In order to concentrate on the important dissociation dynamics, here, we have 
assumed that the initial vibrational state was prepared. The solid (dotted) line 
represents the dissociation into the right (left) channel; the zero probability 
positions of the solid (dotted) line coincide with the solid (dotted) circles in 
Fig. 13.17(a). The highest dip at u> ~ 48000 c m - 1 is not complete because of 
tunneling. As is demonstrated above, within the one-dimensional model our 
control scheme can be perfect and a molecule can be made to dissociate into 
any channel as we desire by adjusting the laser frequency for a given vibra­
tional state. The initial vibrational state should, however, be appropriately an 
excited one, since the phase tjj should satisfy Eq. (5.159). 

Let us next consider a two-dimensional model. As an example, we take 
the HOD molecule with two dissociation channels: H+OD and HO+D. We 
consider the ground electronic state X and the excited electronic state A. The 
bending and rotational motions are neglected for simplicity with the bending 
angle fixed at the equilibrium structure of the ground electronic state, i.e. at 
104.52°. The ground electronic state potential Vi(rH,n}) (shown by dotted 
lines in Fig. 13.18(a)) is taken to be two coupled Morse oscillators [230], 

Vi(rH , rD) = D(l - e-^TK-ro?) + D{1 - e-^rD~raf) 

B (^H-ro) ( r D - r 0 ) 
1 _|- eA((rH-r0) + (ru-r0)) ' v ' 

where rn (rp) represents the H - 0 (D-O) bond length, and D = 0.2092 hartree, 
7 = 1.1327 a.u. - 1 , r0 = 1.81 a.u., A = 3.0 a.u. - 1 and B = 0.25 hartree/a.u.2. 
The last term represents the mode coupling, and the parameters A and B are 
assumed to be larger than the values used in Ref. [230] (A = 1.0 a.u. - 1 and 
B = 0.00676 hartree/a.u.2) in order to demonstrate the present control scheme 
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Fig. 13.18. (a) Control plots of the ground electronic state of HOD (dotted line). The con­
tour spacing is 8500 c m - 1 . The density of the 145th vibrational eigenstate is superimposed 
(solid line), (b) Contour plots of the excited electronic state of HOD. The contour spacing 
is 5000 c m - 1 . (Taken from Ref. [224] with permission.) 
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more clearly. The excited electronic state ^ ( r ^ r o ) shown in Fig. 13.18(b) is 
taken to be the analytical function of Engel et al. [231], which was fitted to 
the ab initio calculations by Staemmler et al. [232]. The mass-scaled Jacobi 
coordinates r for O-H distance and R for OH-D distance are introduced, 

"lD,OH 

1/4 

R = 
/ r a D | O I A 

V "^OH / 

1/4 

rD 

r H 

m H 

mH +m0 
i"H 

(13.46) 

(13.47) 

where I"H (ro) is the vector from O atom to H (D) atom, T«OH = momn/(mo + 
mn), mo,OH = ™D("*O + mn)/(mD + mo + WH) , and TOR, rno and TOD are 
the mass of H, O and D, respectively. With use of these coordinates (r, R) the 
two-dimensional time-dependent Schrodinger equation is written as 

ih d_ 
dt 

'*i(r,R,t) 

*2(r,R,t) 

2m Qr1 + QR2 

-HE(t) 

+ V1(r,R) 

~l!i(r,R,ty 

_V2(r,R,t) 

Here m is the reduced mass of the system, 

h2 ( d2 d2 

-^\l»2 + dR^+V^R) 

(13.48) 

roHmomD 

TiH + rno + T7iD 

(13.49) 

^ i ( r , R, t)(^,2(^) R, t)) represents the wavefunction of the ground (excited) 
electronic state. Equation (13.48) is solved by using the split operator method 
with the two-dimensional fast Fourier transform in the same way as before. The 
dissociation flux is integrated over time in a certain asymptotic region before 
the negative imaginary potentials which are put at both ends. The transition 
dipole moment \i is assumed to be 1.0 a.u. and the stationary laser field E(t) is 
taken to be v7cos(wi + 5). An initial state is prepared at the 145th vibrational 
eigenstate of V\ (r, R) by solving the two-dimensional eigenvalue problem by 
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Fig. 13.19. (a) Dissociation probability against laser frequency in the case of the 145th 
vibrational state of HOD. Solid (dotted) line: dissociation into the H+OD (HO+D) channel. 
Dashed line: sum of the two dissociation probabilities, (b) Analytical prediction of the 
complete reflection positions. Solid (dashed) lines: the complete reflection positions in the 
H+OD (HO+D) channel. Dotted (dash-dotted) line: the vibrational state v = 17 of the O-H 
bond (v = 23 of the O-D bond). The solid (dotted) circles represent the complete reflection 
positions when the 145th vibrational eigenstate is prepared as an initial state on the H+OD 
(HO+D) side. (Taken from Ref. [224] with permission.) 
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the DVR (discrete variable representation) method [233]. This initial state is 
mainly composed of the 17th vibrational state of the O-H bond and the 23rd 
vibrational state of the O-D bond and spreads into both bonds due to the 
coupling, as is depicted by solid lines in Fig. 13.18(a). The laser intensity J and 
the various grid sizes are taken to be 1.0 TW/cm2 , At = 1.0 a.u., Ar = 0.029 
a.u. and AR = 0.034 a.u., respectively. The total number of the spatial 
grid points is 256 x 256. Figure 13.19(a) depicts the calculated dissociation 
probabilities against laser frequency. The solid (dotted) line represents the 
dissociation probability into the H+OD (HO+D) channel. The dissociation 
probabilities change alternatively as a function of the laser frequency u>, and 
the dissociation into the H+OD (HO+D) channel is preferential when the 
laser frequency w is ~ 7000 cm - 1 , 8000 cm - 1 , 10000 cm"1 , and 11500 c m - 1 

(9000 cm - 1 , 11000 c m - 1 and 14000 cm - 1 ) . 

The control is not perfect this time because of multidimensionality, but is 
still quite selective. The molecule can be made to dissociate preferentially into 
any channel as we desire by choosing the laser frequency and the vibrational 
state appropriately. The complete reflection positions in the H+OD (HO+D) 
channel can be roughly estimated analytically by taking a one-dimensional cut 
of the potential energy surface along the minimum energy path of the O-H 
(O-D) bond into account and using the one-dimensional formula Eq. (5.159). 
The vibrational state is taken to be v = 17(23) for the O-H (O-D) channel. 
Figure 13.19(b) depicts these estimates. The solid (dashed) lines represent 
the complete reflection positions in the H+OD (HO+D) channel. The dotted 
(dash-dotted) line shows the vibrational state v = 17 of the O-H bond (v = 23 
of the O-D bond) shifted up by one photon energy. Thus the solid (dotted) cir­
cles indicate the positions of complete reflection in the H+OD (HO+D) chan­
nel. As is seen in Fig. 13.19(a), the dips of calculated dissociation probabilities 
correspond well to the complete reflection positions predicted analytically. Ex­
ceptions are the dip a t w ~ 7200 c m - 1 and the peak at u> ~ 13500 c m - 1 in the 
H+OD dissociation channel. The former is shallow and shifted to higher fre­
quency (~ 7500 cm - 1 ) in Fig. 13.19(a), and the latter has almost disappeared. 
This is due to the topography of the potential energy surface, representing the 
difficulty of multi-dimensionality. 

The wave packet dynamics on the excited state are shown in Figs. 13.20. 
The wave packet is depicted by solid lines at various times. The dashed lines 
in these figures represent the crossing seam lines between the dressed ground 
state and the excited state. Figure 13.20(a) corresponds to the laser frequency 
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Fig. 13.20. Time-dependent behavior of the excited state wave packet for the laser frequency 
(a) 9000 c m - 1 and (b) 11500 c m - 1 (the contours of the density by solid line). The contours 
of the excited electronic state are superimposed (dotted line). The dashed lines represent 
the crossing seams induced by the laser field. (Taken from Ref. [224] with permission.) 
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9000 cm - 1 , and thus the wave packet moves out into the HO+D channel. 
Figure 13.20(b) corresponds to the laser frequency 11500 cm - 1 , and the wave 
packet almost dissociates into the H+OD channel (see Fig. 13.19(a)). 

As the above results demonstrate, the selective dissociation based on the 
complete reflection phenomenon can be realized even in two-dimensional sys­
tems. The control naturally cannot be perfect like in the one-dimensional 
case, but can still be quite effective. The dissociation into a certain channel is 
stopped by the complete reflection phenomenon and the reflected wave packet 
is transfered into the other channel due to the mode-coupling via the ground 
electronic state and is finally dissociated into the latter channel. No analyti­
cal theory exists for two-dimensional problems, but the one-dimensional theory 
can be used to some extent in the above-mentioned way to roughly estimate the 
appropriate conditions. The favorable conditions of the selective control in the 
two-dimensional system may be summarized as follows: The mode-coupling 
in the ground electronic state should be localized around the equilibrium po­
sition and should be negligible in the region of crossing seam created by the 
laser field. Otherwise the mode-coupling potential destroys the complete re­
flection condition. In other words, the initial vibrational state should have 
the one mode character around the region of crossing seam, and the L-shape 
wavefunction like that in Fig. 13.18(a) is favorable. 

Our control scheme can also be applied to such a two-dimensional system 
that the excited electronic state has a potential barrier which is shifted very 
much to one of the channels and prohibits the dissociation into that channel. 
As such a model system, we have employed the same potentials as those used 
in the previous subsection and slightly modified the excited state potential so 
that the saddle point is located in the HO+D channel (see Fig. 13.21). The 
only one term of the excited electronic state, 0.2443589 x 102 x (SiSf + 5253) 
in Ref. [231], is changed to 0.1443589 x 102 x (SiSf + 0.85|S3). With this 
modification the dissociation into the HO+D channel is not possible anymore 
along the excited state potential surface, if the initial vibrational state is local­
ized in the H+OD channel. The same initial state and method of wave packet 
propagation are used as those in the previous subsection. The calculated dis­
sociation probabilities against the laser frequency are shown in Fig. 13.22(a). 
The solid (dotted) line stands for the dissociation probability into the H+OD 
(HO+D) channel. When the laser frequency is either one of ~ 10000 cm - 1 , 
~ 12500 cm - 1 , ~ 17000 c m - 1 and ~ 19000 cm - 1 , the dissociation into the 
H+OD channel is preferential, while the dissociation into the HO+D channel 
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Fig. 13.21. Contour plots of the modified excited electronic state of HOD. The saddle point 
is located in the HO+D channel. The contour spacing is 5000 c m " 1 . (Taken from Ref. [224] 
with permission.) 

is preferential when the laser frequency is set at ~ 9000 cm - 1 , ~ 11000 c m - 1 

or ~ 13500 cm - 1 . As is clearly seen, the control is quite selective and the dis­
sociation even into the non-dissociative HO+D channel is possible by adjusting 
the laser frequency appropriately. The analytical prediction of the complete re­
flection positions is shown in Fig. 13.22(b) in the same way as in Fig. 13.19(b). 
The solid (dashed) lines depict the complete reflection positions in the H+OD 
(HO+D) channel, and the dotted (dash-dotted) line represents the vibrational 
state v = 17 of the O-H bond (v — 23 of the O-D bond) shifted up by one 
photon energy. The solid (dotted) circles show the position of the complete 
reflection in the H+OD (HO+D) channel. The dissociation probability dips 
in Fig. 13.22(a) coincide quite well with these analytical predictions. Some 
of the dips (u ~ 16000 cm"1 and 18000 cm - 1 ) and the peak at ui ~ 15000 
c m - 1 are, however, not complete because of the multi-dimensional topography 
of potential energy surface. 
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Fig. 13.22. (a) Dissociation probability against laser frequency in the case of the 145th 
vibrational state of HOD. Solid (dotted) line: dissociation into the H+OD (HO+D) chan­
nel. Dashed line: sum of the two dissociation probabilities, (b) Analytical prediction of 
the complete reflection positions. Solid (dashed) lines: the complete reflection positions in 
the H+OD (HO+D) channel. Dotted (dashed-doted) line: the vibrational state v = 17 of 
the O-H bond (v = 23 of the O-D bond). The solid (dotted) circles represent the com­
plete reflection positions for the 145th vibrational eigenstate. (Taken from Ref. [224] with 
permission.) 
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Chapter 14 

Conclusions: Future Perspectives 

As was pointed out frequently, nonadiabatic transitions play very important 
roles in various fields of natural sciences and, in a sense, they are controlling this 
world. Thus, it is very significant that the LZS (Landau-Zener-Stueckelberg) 
type problems, which constitute the most fundamental parts of nonadiabatic 
transitions, have been solved completely. 

Naturally, it is highly desirable that practically important big physical, 
chemical, and biological systems can be treated nicely. Since it is obvious that 
fully quantum mechanically accurate treatments of such systems are impossi­
ble, it is strongly required that some sort of useful semiclassical methodologies 
are to be developed. In order to do that we have to rely on classical trajectories 
somehow and to figure out some clever ways of using them to incorporate var­
ious quantum mechanical effects properly. Such semiclassical theories should 
be tested in small systems in which accurate quantum mechanical studies are 
possible. In order to take into account the effects of nonadiabatic transitions 
within such type of semiclassical frameworks, the basic theory such as the 
Zhu-Nakamura theory for the LZS problems would be very useful. Not only 
the classically forbidden transitions but also all the effects of phases can be 
incorporated into the properly chosen classical trajectories. The simplest ver­
sion of that is to use the original framework of the TSH (trajectory surface 
hopping) method. In this case, only nonadiabatic transition probabilities are 
considered. By properly treating the classically forbidden transitions, namely 
nonadiabatic transitions at energies lower than the crossing points, it is ex­
pected that averaged physical quantities such as the cumulative reaction prob­
abilities can be quite accurately estimated [170]. More sophisticated way of 
treatment would be semiclassical propagation method based on IVR (initial 
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value representation) [163, 164] and the cellular Gaussian wave packet propa­
gation method [165, 166]. The nonadiabatic transition matrix which contains 
the dynamical phases due to nonadiabatic transition can be incorporated into 
these frameworks without difficulty. The various phases can be taken into ac­
count by this treatment. Furthermore, the effects of phases, which have never 
been clarified in multidimensional dynamics, can be analyzed in detail and the 
validity of TSH can also be fully investigated. The recently developed ab initio 
type treatment of dynamics such as the spawning method [234] could also be 
made more efficient by using the analytical theories of nonadiabatic transitions. 
Conical intersections, which are well known to play important roles in various 
chemical dynamics, can also be dealt with by the semiclassical propagation 
methods with nonadaiabtic transtions along trajectories treated by the ana­
lytical theories and with the geometrical phases added into the propagation. 

Another very important application of the theories of nonadiabatic transi­
tions is control of molecular processes by external fields. Curve crossings or 
nonadiabatic transitions can be induced by applying an external field;thus by 
manipulating the field, the nonadiabatic transitions and the associated molec­
ular dynamic processes could be controlled. In this field of science, the theories 
of nonadiabatic transitions, both time-independent and time-dependent, and 
the concept of nonadiabatic transition would play significant roles. Control 
of chemical dynamics by lasers would be supposed to be a very active and 
splendid field, but various new viewpoints and dimensions could be open up 
with use of the other type of fields also. For instance, by manipulating mag­
netic as well as radio frequency fields, new effective ways of controlling spin 
polarization in NMR [235, 236] could be established. 

Finally, future possible developments of the basic theories of nonadiabatic 
transitions should also be discussed. In comparison with the LZS problems, 
the theory for the non-crossing RZD problems is not complete yet and should 
be further developed. For instance, the case that the two parallel potentials 
are slanted and the energetical threshold exists cannot be treated accurately. 
A more challenging subject is to develop a unified theory which can cover both 
LZS and RZD types of transitions uniformly. This would be very useful for 
applications, since we would not have to pay any attention to classify the type 
of transitions. Although much efforts have been paid in this direction with use 
of the exponential potential models [4, 67-70], it is still a long way to go. 

The most difficult thing is to develop an intrinsically multidimensional the­
ory without relying on trajectories. Real multidimensionality effects could be 
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clarified only by such kind of theory. Since no useful mathemaics is available 
yet as far as the author knows, however, this would probably be almost hope­
less at this moment unfortunately. Another important and interesting subject 
is to develop a basic theory in the two-dimensional (t, x) space, where t is time 
and a; is a spatial coordinate. It is pitty that there is no basic analytical theory 
at all in spite of the fact that interactions between a time-dependent strong 
external field and molecular quantum dynamics in coordinate space x are at­
tracting much interest recently, as explained in Chap. 13. The only possible 
way to treat these problems at this moment is to solve the time-dependent 
Schrodinger equation numerically with use of wave packets. 
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Appendix A 

Final Recommended Formulas 
for General Time-Independent 
Two-Channel Problem 

The final recommended formulas of the two-channel Zhu-Nakamura theory 
are summarized below. As can be understood from the summary below, the 
theory has the following nice features and can be easily utilized for various 
applications: 

(1) All the probabilities are expressed in simple analytical forms. 
(2) All the necessary phases are provided in compact analytical forms. 
(3) All the basic parameters can be directly estimated only from adiabatic 

potentials on the real axis. 

This means that 

(1) no non-unique diabatization is needed, 
(2) no complex calculus is necessary, 
(3) no nonadiabatic coupling information is required, and furthermore, 
(4) the theory works for whole range of energy and coupling strength. 

A . l . Landau— Zener Type 

The transition matrix Ix at the avoided crossing point Ro is defined by 

C\ r (A 

DJ-IX{B)> (A'1} 

where A and B (C and D) are the coefficients of the wave functions at 
R = RQ + 0 (R = Ro — 0). The nonadiabatic transition matrix Ix is 
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given by 

T 2N 

^x = . ZN , .,, . , (A.2) 

where pzN represents the nonadiabatic transition probability for one passage 
of avoided crossing, and tpzNtaZN, and (JQ^ are certain phases. The explicit 
expressions of these quantities are given below. In the final formulas given 
below some empirical corrections are introduced in order to make them cover 
better the whole range of coupling strength. Thus these formulas can be readily 
utilized. 

The basic parameters a2 and b2 are originally defined in terms of the dia-
batic potentials as 

" ^ - ^ W ' <A'4) 

where fi is the mass, Fj (j = 1, 2)) is the slope of the j t h diabatic potential with 
F = y/\FiF2\, Vx is the diabatic coupling and Ex is the energy at the crossing 
point. Without loss of generality F\ — F2 is assumed to be positive. When 
adiabatic potentials, Ej(R)(j = 1,2), are directly available, these parameters 
a2 and b2 can be estimated directly from them as (Fig. A.l) 

h2 

a2 = Vd2-l m m (A.5) 
Ui(T^-T^)2(E2(Ro)-E1(R0)) 

b ~Vd 1 (E2(R0)-E1(R0))/2 ' ( A ' 6 ) 

where 

,2 = [̂ (ri(0)) - i ^ r f t ec r f ) - ^(jf)] 
[E2(R0) - E^Ro)}2 ' { ' 

Even when the diabatic potentials are available, it is better to use above ex­
pressions defined in terms of adiabatic potentials, since it is confirmed that 
they are more accurate. It should be noted that the Landau-Zener formula is 
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Fig. A.l . (The same as Fig. 2.1(a).) Landau-Zener type curve crossing. (Taken from 
Ref. [183] with permission.) 

given by 

PLZ = exp 4a|b| 
(A.8) 

A.1 .1 . E > Ex {crossing energy) (b2 > 0) 

The various quantities in Eq. (A.2) are given by 

PZN = exp 

1/2" 

4o|6| yi + y/l + b-iiO.Aat + OX) 
(A.9) 

„ZN V27T F? 
(A.10) 
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V»ZN = ^ZN + <fa , ( A - H ) 

aw= Kx{R)dR- K2{R)dR + arf(, (A.12) 

Kj(R) = ^(E-Ej(R)): 

IT IT \ n J 

<5ZN = 
y/2n_ F% _ Z N 

= On 
AVd^Fl+Fl 

F± = \/VW+ 7i)2 + 72 ± (&2 + 71) 

+ \A/^=-71)2+72±(&2^70, 

i f = F+ (b2 - ,2 0.166x 

FE = F. 72 

v/&T+T 

0.45\/rf2 

1 + 1.5e2-2bx|6x|0'57 I ' 

(A.13) 

(A.14) 

(A.15) 

(A.16) 

(A.17) 

(A.18) 

bx = b2 - 0.9553, 7i = 0.9 Vd2 - 1, 72 = 7VcP/16. (A.19) 

A.1.2. E <EX (b2 < 0) 

The nonadiabatic transition probability for one passage is given by 

PZN = [1 + B{aZN/n) exp(2JZN) - g sin2(aZN)]_ 1 , (A.20) 

where 

2nx2xe~2x 

B(x) = xT2(x) ' 
(A.21) 
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<5ZN = / ° IK^R^dR - [ ° \K2(R)\dR + S%N , (A.22) 
JTx JTI 

IKtWldR- / 
iTi JT2 

<7ZN = <7oN (A-23) 

and 

5 = ^ N m ( l . 2 + a2) * • (A.24) 

The local wave number Kj(R) is defined by Eq. (A. 13). The quantities <TQ^ 
and SQN are given by Eqs. (A. 10) and (A. 15). The phase ipzN in Eq. (A.2) is 
given by 

V-ZN = arg(C/) (A.25) 

where 

Re U = cos(<7ZN) \ ^B(<rZN/ir)es™ - hsin2{aw)^f ™ \ , (A.26) 
I y/B{aZN/TT) J 

Im U = sin(crzN) I 5(<TZN/7r)e2<5zN - h2 sin2((7ZN) COS2(CTZN] 
g —25ZN 

S(crZN/7r) 

-. 1/2 
-f 2 / j cos 2 (<7 Z N ) -^ (A.27) 

with 

h = 1.8(a2)023e-5zN (A.28) 

A.1.3. Total scattering matrix 

The scattering matrix in the adiabatic representation is given by 

Snm = S*m exp[i?7„ + ir]m], (A.29) 

even if the energy E is lower than Ex • Here r}n is the elastic scattering phase 
by the nth adiabatic potential and 5 R is the reduced scattering matrix. The 
total S'-matrix is given by 

S = POOXIXPXTXIXPXOC = QI'IQ = QSRQ, (A.30) 
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where Ixi^) ls the transpose of Ix(I), 

nm 

Onm GXp 

/ • C O 

; / {Kl>2(R) - K1}2{oo))dR - iKlt2{oo)X 
Jx 

(A.31) 

and 

(PXTX) =6nmexp 2i I K1}2(R)dR + i-

exp[i7?„ 

771 2 = l im 
/ ; 

Kli2(R)dR-Kh2{R)R+-

1 = 
V l - P Z N e i ( v , Z N _ C T Z N ) 

/PZNe" 

fp^e'™™ 1 / l - P Z N e - i ^ Z N - C T Z N ) / ' 

SR = ItI. 

(A.32) 

(A.33) 

(A.34) 

(A.35) 

(A.36) 

A.2. Nonadiabatic Tunneling Type (see Fig. A.2) 

The /^-matrix for E > Eb (b2 > 1) is given by 

Ix = 
,-Jpwe ™° V l - p z N e - ^ s . 

where 

PZN = exp 

i/2-

4a6 V 1 + ^ / l - 6-4(0.72 - 0.62a1-43) 

(A.37) 

(A.38) 

„ZN _ 
<70 = 

_ Rb - Rt 2 y T ^ [2fc2 + vp~T] 
\Rb - Rt\ 3a ^/PTT + VW^l 

(A.39) 
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I 
c 

Fig. A.2. (The same as Fig. 2.1(b).) Nonadiabatic tunneling type curve crossing. (Taken 
from Ref. [183] with permission.) 

and 4>s is the same as Eq. (A.14). At E > E2(oo), this Ix can be used in the 
same way as Ix in the LZ-case. 

The total (S-) and the reduced (SR—) scattering matrices are defined as 
follows: 

Smn = S^n exp[i(r)m +r]n)}: (A.40) 

where 

771 = l im 
R—>oo 

Ki(R)R-

7?2 = l im 

fR 

/ K^R)dR-
JT{ 

pR 

/ K1(R)dR + K1(R)R + -
JT! 4 

(A.41) 

(A.42) 
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and 

1 / e i A l 1 C/2eiAl2 

l + UiU2 \ JJ2e
iAl2 e iA22 

U2 = 2iha(U1)/(\U1\
2-l). 

(A.43) 

(A.44) 

Note that T[ and T{ should be replaced by Rt for E > Eb and the state 1(2), 
i.e. the indices of the S'-matrix, corresponds to the right (left) side of the 
barrier. The parameters b2 and a2 originally defined by Eqs. (A.3) and (A.4) 
can also be estimated directly from adiabatic potentials by 

and 

where 

h2 

a2-

E-(Eb + Et)/2 
(Eb - Et)/2 

(1 - 7
2) / i 2 

li{Rb-Rt)2{Eb-Et 

Eb — E* 
7 = E2(Rb + Rt/2) - Ei(Rb + Rt/2) 

When Rb = Rt, 7 = 1 and 

h2 d2E2(R) 
OR? 

d2E1(R) 

ix=rt ( , 4n(Eb - Ek) 

The transfer matrix N for E < £2(00) is defined by 

'A 

dR2 
R—Rt 

N 
B 

(A.45) 

(A.46) 

(A.47) 

(A.48) 

(A.49) 

where A(B) is the coefficient of the wave running to the right (left) along 
Ei (R) on the right side of the barrier, and C (D) is the coefficient of the wave 
running to the right (left) along E\{R) on the left side of the barrier. The 
Af-matrix is related to the SrR-matrix as 

Nn = 1/S&, N12 = S*/SK, N, 21 A72 , W22 = A7i • (A.50) 
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A . 2 . 1 . E > Eb 

The various quantities in Eq. (A.43) are given as follows: 

A12 = aw , (A.51) 

^11 ! / K2{R)dR - 2CT0 , (A.52) 
JTi 

PT2 

A 2 2 = 2 / K2{R)dR + 2CT0 , (A.53) 
JRb 

°°={-r-){K^+K2iRb) + 3 Kl{Rt)+K2(Rb) } ' (A-54) 

^1 = i \ / i - p z N e x p [ i ( o - Z N - </>s)], (A.55) 

CTZN= / 2 K2(R)dR, (A.56) 
•M 

and 

* l v / 6 + ioyr^i7F 

The nonadiabat ic transition probability PZN is given by Eq. (A.38). The overall 

transmission probability is given by 

p = 4 c o s 2 ( q Z N - < f e ) g 

4C0S2((7ZN - <h) + (PZN)V(l - PZN) ' 

It should be noted tha t when T/>ZN = "ZN — <f>s = (n + l/2)n(n = 0 , 1 , 2 , . . . ) , 

Pi2 becomes zero. Namely, the intriguing phenomenon of complete reflection 

occurs. 

A.2.2. Eb>E>Et 

The necessary quantities to define S in Eq. (A.43) are given as follows: 

A I 2 = C T Z N , A u = <TZN - 2CT0 and A 2 2 = erZN + 2a0 , (A.59) 
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<to = --(Rt-Rb)K1(Rt)(l + b2) (A.60) 

Ux = i [ \A + W V 0 - 1]/W, (A.61) 

= 0"ZN + argT - + i in + g4 , (A.62) 
\2 7T J IT \ TT J TV 

g4 = °-34 a " + 0.73 J ( ° - 4 2 + ^ ) ( 2 
10062 

100 + a2 (A.63) 

CZN 0.057(1 + 6^)u^ + 
1 

( 1 -62 ) ^5 + 362, (A.64) 

<^ZN = 0.057(1 - b2f2b + - (1 + 62) A / 5 - 3 6 2 , (A.65) 

W 
g3 r 

a2/3 7o 
COS 

t3 62 
5i 

3 a2/3 2a2/3
 ff2 + aVH 

dt, (A.66) 

5 3 = 1 + 2 ^ ( 1 + 62)1.2-0.46* 
a2 

g2 =0.61x72 + 62, 

/ ^2 -36 2 

Si VL23 + 62. 
\/a2 + 3 

The overall transmission probability is given by 

12 l + W2 

(A.67) 

(A.68) 

(A.69) 

(A.70) 
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A.2.3. E <Et 

The required quantities in Eq. (A.43) are given by 

A12 = A n = A22 = — 2(7ZN : 

lmlli = sin(2crc) 
0 .5VQ2 

1 + Va? 
B (v) e - * Z N + 

P<5ZN 

\/B(<TCM 

_ r r ,„ , /(Ref/j)2 

Imt/i = cos(2ac)W
 v, „,_ , + sin2(2crc) ' COS2(2CTC) 2sin(<rc) 

ac = crZN(l - 0.32 x l { n 2 / a V 5 z N ) , 

<*ZN = f ' |# l ( i i ) |dR, 

Ret/i 
cos (crc) 

and 

0"ZN 
7T 1 \ /6 + lOy/1 - 1/fe4 

8o|6| 2 l + ^ 1 - 1/64 

(A.71) 

(A.72) 

(A.73) 

(A.74) 

(A.75) 

(A.76) 

where the function B(x) is given by Eq. (A.21). The overall transmission 
probability is equal to 

Pl2 = 
B{crc/ir)e-

25™ 

[1 + (0.5Va2/Va2 + l)B(ac/n)e-25^}2 + B{ac/Tr)e-2S™ 

It should be noted that when a2 —¥ 0, we have 

p — 2c5zN 

Pl2 = 

(A.77) 

(A.78) 
1 + e-25ZN ' 

which agrees with the ordinary single potential barrier penetration probability. 
The /-, Ix-, and 5R-matrices in this Appendix can be directly applied 

to various practical problems. To know how to use them in each practical 
problem, it would be helpful to refer to various chapters in the text. 
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A p p e n d i x B 

Time-Dependent Version of the 
Zhu-Nakamura Theory 

The above solutions derived in the time-independent framework can be easily 
transferred to the solutions in the corresponding time-dependent scheme. The 
exact solutions in the time-independent linear potential model, for instance, 
provide the exact solutions for the time-dependent quadratic potential model, 
covering not only the two-crossing case, but also tangentially touching and dia-
batically avoided crossing cases. The following replacements of the parameters 
are good enough for this transfer. 

a <=> a 
Vd^ih2 

2V2(t2 
*2) 

(B.l) 

and 

with 

a + id = 

b2^(3 = -s/#~l-± 
tl + t2 

t2 -t2 ' 
H lb 

f ' E_(t)dt - / " E+(t)dt + * / £ + Ai 
Jo Jo V a 

A, = 
Tx-(tb + tt)/2 r&~ , 1 [Wi + t2^2 

(B.2) 

(B.3) 

Tx~(tb+tt)/2 i d2 i r(i+#Y'' m4) 
1 " MP + *)(*>-u)VJ^I + V^•/, l*TJ) dt> (R4) 

V0 = -(E+(tx)-E-(tx))} (B.5) 
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and 

2_{E+(tb)-E_(tb)}[E+(tt)-E-(tt)} m f i . 
[E+(tx) - E-(tx)? ' [ti-b} 

where Tx is the position at which E+(t)—E-(t) becomes minimum, and tb(tt) is 
the bottom (top) of the adiabatic potential E+(t)(E^(t)) with E+(t) > E-{t). 
It should be noted that the NT-case in the time-independent scheme does not 
show up in the time-dependent framework. This is simply because the time 
is unidirectional. Thus the above replacement should be applied only to the 
LZ-case. 
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