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Chapter 1

Introduction
Himal A. Suraweera1, Jing Yang2,

Alessio Zappone3 and John S. Thompson4

Inventions made in the last century laid the ground-work for the development of wire-
less communications; one of the largest sectors of the telecommunications industry.
At present, there are more mobile connections than there are people on Earth, while
wireless systems and devices such as smartphones have penetrated all sectors of the
society at an unprecedented scale. As such, energy consumption has become a signifi-
cant concern for green wireless systems operation [1]. Traditionally, wireless system’s
design has focused on performance optimization such as maximizing the spectral effi-
ciency, throughput and minimizing the end-to-end communication latency. On the
other hand, energy efficiency (EE) of wireless communications, which was mostly
overlooked in the operation of previous generations of wireless systems, is now a key
figure of merit [2]. Over the past few years, telecommunication operators across the
world have seen their revenues eroding, while infrastructure, operation and mainte-
nance costs have increased. At the same time, research projects have found that the
information and communications technology (ICT) industry is responsible for a major
percentage of greenhouse gas emissions such as carbon dioxide. As more wireless
networks and devices get connected every day, pollution levels will further rise, and
it is essential to reduce harmful emissions to acceptable levels in order to act on the
threat of global warming and climate change.

Over the years, all segments of the ICT industry, academia and other stake-
holders have collaborated to find breakthrough solutions for increasing the network
EE through several research initiatives such as the GreenTouch Consortium, Energy
Aware Radio and neTwork tecHnologies (EARTH), Cognitive radio and Coopera-
tive strategies for POWER saving in multi-standard wireless devices (C2POWER),
sustainable cellular networks harvesting ambient energy (SCAVENGE) and

1Department of Electrical and Electronic Engineering, University of Peradeniya, Peradeniya, Sri Lanka
2School of Electrical Engineering and Computer Science, The Pennsylvania State University, State College,
PA, USA
3Department of Electrical and Information Engineering, University of Cassino and Southern Lazio,
Cassino, Italy
4Institute for Digital Communications, School of Engineering, The University of Edinburgh,
Edinburgh, UK



2 Green communications for energy-efficient wireless systems

energy-autonomous portable access points for infrastructure-less networks
(PAINLESS). The mission of GreenTouch founded in 2010 was to deliver the archi-
tecture, specifications and road map to increase the EE by a factor of 1,000 compared
to the 2010 reference network [3]. The consortium announced its final results in
2015. The European-funded EARTH project from 2010 to June 2012 looked at the
EE in base stations and focused on 3GPP mobile broadband technologies in particular
Long Term Evolution (LTE) [4]. The aim of the C2POWER project was to investigate
on cognitive and cooperative strategies that can be extended to decrease the over-
all power consumption of mobile devices [5]. The SCAVENGE project∗ focuses on
sustainable design of architectures, protocols and algorithms for 5G cellular systems
and their components such as base stations, mobile devices and sensors by taking
advantage of renewable sources. The goal of the PAINLESS project† is to demon-
strate energy-neutral and infrastructure-less operation by adopting solutions such as
holistic optimization of energy harvesting, optimized access and backhauling tech-
niques and unmanned aerial vehicle (UAV) access points for the future generations
of wireless networks.

Energy consumption is responsible for 20%–40% of the network operational
expenditure, of which the majority is due to electricity consumption [6]. The primary
power source of legacy networks is grid-supplied energy with backup power supplied
from diesel generators. Current commercial grids operate with electricity produced
using coal and other types of fossil fuels. In order to address the capacity, maintenance
and upgrade issues of existing grids, modern smart grids are being rolled out. Fur-
ther, in order to reduce the reliance on mains power, operators are increasingly moving
toward green renewable technologies such as photovoltaic (PV) panels and fuel-cell
generators. Other factors such as carbon market volatility, emission regulation, cost
reduction in renewables and environmental change continue to accelerate this con-
version. Green base station development is a major step toward implementing future
sustainable wireless networks [7]. Equipped with local PV or wind generation capa-
bilities, green base stations use battery storage systems, smart DC controllers, etc. to
enable flexible and energy-efficient operation of radio equipment. Air cooled, outdoor
and light-weight base stations can remove the need for air conditioning and, coupled
with renewable sources, are an energy solution, in particular to provide connectivity
in rural areas.

Power models help one to estimate the realistic energy consumption of indi-
vidual components within different types of base stations (e.g., macro, micro, pico
and femto). Power amplifier (PA), signal processing circuits, analog-to-digital (A/D)
converter (ADC), antenna, feeders, power sources and cooling are responsible for
different power consumption figures [8]. Furthermore, power consumption depends
on the base station mode (operational or idle) and, if operational, also on conditions
such as high/low traffic. Figure 1.1 shows the power consumption breakdown of
macro and micro base stations at maximum load [9]. At variable load, base station
power consumption mainly depends on the PA consumption. The scaling overload is

∗http://www.scavenge.eu/
†http://painless-itn.com/
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Figure 1.1 Base station power consumption breakdown at maximum load

significant especially for macro base stations as the PA is responsible for 57% of the
overall consumed power at full load.

As connectivity demands continue to increase at an exponential rate, new services
pose more constraints on the performance that end users expect. Between 2020 and
2030, mobile traffic will rise by 55% annually, reaching 607 exabytes in 2025 and
5,016 exabytes in 2030 [10]. LTE is currently the fastest mobile technology available,
which can only support peak data rates of up to 300 Mbit/s. On the other hand, 5G
wireless networks featuring innovative technologies such as infrastructure densifica-
tion, antenna densification and the use of frequency bands in the millimeter wave
(mmWave) range, which promise to achieve 1,000× higher data-rates. Lower end-
to-end latency of 5G will also make it ideal for supporting a wide range of real-time
use cases such as critical Internet of Things (IoT). Such a huge data-rate increase
and low latency must be achieved in an energy-sustainable way [11]. EE was already
identified as a main target of 5G wireless networks, and indeed the goal was for 5G
to provide 2,000× higher energy efficiencies.

In the literature, several approaches have been listed as useful for increasing the
EE [3]. These approaches can be organized into four categories as follows:

Energy-efficient resource allocation: This technique refers to optimally allo-
cating radio resources such as power and bandwidth to strike a balance between
performance metrics and the required energy consumption. In many cases, by
optimally allocating power, high EE can be achieved at the expense of moderate
performance degradation.

Network design and deployment: According to this technique, network infras-
tructure is deployed to jointly optimize the covered area and energy usage. Since base
station is a key point of network design, in order to promote EE, base station on–off
techniques, antenna muting and antenna down tilting can be used.

Energy harvesting communications: While today’s networks largely offer ser-
vices to mobile users, 5G and beyond systems will also feature device-to-device
(D2D) communications that will connect millions of sensor-like devices operating
in diverse and harsh environments. A sustainable solution for powering up low cost,
low energy sensors is to adopt energy harvesting [12]. Moreover, renewable energy
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sources such as solar can be used in parts of the world where off-grid or poor-grid
(in poor grids frequent system outages occur) base stations are predicted to grow in
number.

Efficient hardware design: Hardware components should be designed to min-
imize the power consumption. A major source of power inefficiency in wireless
transceivers is the PA. Some solutions to increase the PA efficiency aim at the device
level, while other techniques such as Doherty amplifiers, envelope tracking, digi-
tal pre-distortion and peak power reduction schemes are also possible. Additionally,
transceiver design with system-on-chip architectures is a low power consumption
approach.

The first four sections of this chapter will deal with these four themes in turn.
Finally, Section 1.5 concludes the chapter with an overview of the remaining chapters
of this book.

1.1 Energy-efficient resource allocation

1.1.1 Energy-efficient performance metrics

Several performance metrics have been proposed to define the EE of a complex
multiuser network where multiple nodes interact and interfere with one another. Nev-
ertheless, two general approaches have been identified as far as defining the EE of a
communication network is concerned.

● Network benefit–cost ratio. This approach defines the network EE as an energy-
efficient benefit–cost ratio, wherein the cost is represented by the total power
consumed in the network, whereas the benefit is represented by any measure that
quantifies the reliable transfer of information in the network, e.g., the network
capacity/achievable rate, bit error rate and outage capacity. The resulting metric is
called global EE (GEE) and is the EE metric with the strongest physical meaning
from a network-wide perspective.

● Multi-objective approach. One drawback of the GEE is that it does not allow tun-
ing the individual energy efficiencies of the different network nodes. To address
this issue, an alternative approach is to regard the EE of each individual node
in the network as a different objective to maximize, thus performing a multi-
objective resource allocation and maximizing a combination of all the EE values
for the network. Several combining functions have been proposed, among which
the most widely used are the weighted sum EE, defined as a weighted sum of
the different EEs in the network, the weighted product EE, defined as an expo-
nentially weighted product of the different EEs in the network, and the weighted
minimum energy efficiency (WMEE), defined as a weighted minimum of the
different EEs in the network. All three combining functions are able to describe
(at least parts of) the energy-efficient Pareto boundary of the system, by varying
the choice of the weights, with the WMEE being able to describe the complete
Pareto boundary, by sweeping the weights of the combination [13].
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1.1.2 Energy-efficient resource allocation methods

Compared to traditional resource allocation schemes, energy-efficient radio resource
allocation involves the maximization of a fractional performance function, which, in
turn, requires the use of a specific branch of optimization theory, named fractional
programming [13]. Fractional programming provides a framework to maximize a
fractional function with a concave numerator and a convex denominator, subject to
convex constraints, by means of standard convex optimization methods. Direct use
of fractional programming for EE maximization has been used in several instances
of wireless communication networks. However, this method typically requires a pro-
hibitive complexity to operate in interference-limited networks, because the presence
of multiuser interference typically means that the numerators of the EE functions are
not concave in terms of the resources to allocate. Since multiuser interference is a
peculiar trait of present and future wireless networks, energy-efficient resource allo-
cation must cope with the presence of multiuser interference. One simple approach is
to employ orthogonal transmission schemes and/or interference neutralization tech-
niques to fall back to the noise-limited regime. However, these approaches are not
practical in large networks where many users must be served. Instead, a more use-
ful approach is the development of energy-efficient optimization frameworks that
extend fractional programming by coupling it with specific methods to handle the
presence of multiuser interference. In this context, the most widely used framework
is that of sequential fractional programming, which merges fractional program-
ming with the tool of sequential optimization, also known as successive convex
approximation, or majorization–minimization. Sequential fractional programming
provides a systematic approach to extend fractional programming to interference-
limited networks with affordable complexity while enjoying optimality properties.
Sequential fractional programming has been successfully used to optimize the EE
of many wireless networks employing 5G and beyond 5G technologies, e.g., cloud
radio access network (C-RAN) and coordinated multipoint (also with multi-carrier
transmissions) [14], multicell massive multiple-input–multiple-output (MIMO) sys-
tems [15], full-duplex systems [16], D2D communications [17], cell-free systems [18]
and systems employing physical-layer security [19].

Other practical optimization methods for energy-efficient resource allocation in
interference-limited systems consider similar successive approximation approaches,
such as the successive pseudo-convex method from [20], which can reformulate a
wide class of EE problems as a sequence of pseudo-convex programs. Similarly,
in [21], fractional programming is merged with the weighted minimum mean square
error algorithm to develop a practical energy-efficient resource allocation method.

As already mentioned, all previous approaches trade off optimality with complex-
ity. Instead, recently, a novel global optimization framework has also been proposed
that can converge to the globally best solution of a wide class of EE maximization
problems, with a complexity that is significantly lower than general-purpose global
optimization methods [22,23]. While this approach is not fast enough for online
resource allocation, it provides an effective and efficient way of computing offline the
maximum EE of a complex network where many users reuse the same resource block.
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On the other hand, optimal energy-efficient resource allocation can be performed in
dense networks exploiting stochastic geometry arguments [24].

Recently, the issue of energy-efficient resource allocation has become a major
point also in the context of wireless networks empowered by reconfigurable intelligent
surfaces (RISs) [25]. The use of RISs is a recent technological breakthrough that holds
the potential to revolutionize the traditional approach to wireless network design and
operation. RISs are planar structures made of special materials, known as meta-
materials, which are not bound by conventional reflection and diffraction laws, but
that instead can modify the phase and direction of the radio wave impinging on
them in a fully customizable way. This enables an RIS to control the phase of the
reflected/refracted signal. Moreover, the electromagnetic properties of the surface
can be dynamically reconfigured, so that the effect of the RIS on the incoming radio
waves can be adapted in real time in response to the sudden changes in the network
and/or in the traffic demands. RISs can be deployed on the walls of buildings or can
be used to coat objects in the environment between the communicating devices, which
effectively makes the wireless channel a new variable to be optimized, besides the
design of the transmitters and receivers. Compared to traditional antenna arrays, RISs
have the advantage of granting a large amount of degrees of freedom to exploit, in
a more energy-efficient and cost-efficient way, being composed of cheap and nearly
passive reflecting elements. In [26], it is shown that an RIS is much more energy-
efficient than traditional relaying schemes. Similar results are obtained in [27] with
reference to the power consumption of RIS-based wireless networks.

On the other hand, the design of an RIS-based wireless network is more involved
because it requires the design of the RIS. In other words, the use of RISs provides new
free parameters that can be optimized to improve the performance, but this comes at
the expense of a more difficult resource allocation problem to be solved, especially
if a large number of RIS are employed. A promising approach that might ease the
computational burden of the design of RIS-based wireless networks is the use of
artificial intelligence-based resource allocation. Indeed, artificial neural networks
have been shown to be able to learn the map between the parameters of a neural
network and the corresponding optimal resource allocation to employ. The joint use
of artificial neural networks and RISs forms the concept of smart radio environment,
a paradigm that has recently emerged for future wireless networks [28,29].

1.2 Network design and deployment

Innovative solutions at network design and deployment stages can improve the EE of
wireless systems.

1.2.1 Dense networks

In order to address the issue of explosively increasing number of 5G connections,
wireless operators are moving toward densely deployed infrastructure [30]. For a
long time, cellular system design has been based on the principles of hexagonal cell
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structure, and capacity improvements were realized by uniformly splitting a macro-
cell into a number of small areas covered with small base stations. On the other hand,
in cell densification architectures, a large number of infrastructure nodes per unit area
which are connected to a centralized processing unit with optical fiber-based backhaul
will be deployed. Moreover, heterogeneous nodes such as macro base stations, small
cell base stations and relays will be activated to meet the traffic demands in different
geographical areas of the network.

In principle, densely deployed infrastructure reduces the distance between the
transmitters and mobile users considerably, and high data rates can be achieved with
low transmit power, since the effect of path loss on signal attenuation can be min-
imized. Also, node cooperation and infrastructure sharing among different network
operators may lead to substantial energy savings. However, there are several chal-
lenges related to the EE of dense networks [31]. Any uncoordinated dense deployment
of transmitters at different sites can create interference and introduce a ceiling for the
achievable EE with increased densification. Also, modeling the positions of densely
deployed base stations and mobiles to capture real deployments is complicated in
general. A powerful tool used in the literature to model dense networks is based on
stochastic geometry, and mathematical models of point processes such as the Poisson
point process, Matérn hard-core point process and cluster processes have been found
useful. Such analytical models allow accurate understanding of the impact of inter-
ference, and thus network optimization in terms of energy consumption to deliver a
certain performance becomes possible. Dense deployment of infrastructure demands
the installation of a large number of nodes at different points in the network. Con-
sequently, overall power consumption could increase. In addition, nodes should be
connected with many miles of cables, and losses in them will increase the overall
energy budget. Interconnections among users, remote radio heads (RRHs) and core
network functions made possible through fronthaul and backhaul connections will
also require additional signaling and processing power and will increase the energy
consumption. To this end, mobile edge computing is a recently considered approach to
reduce the core network traffic as the technology allows storing of frequently accessed
information at selected local nodes. Moreover, integrated access and backhaul is a
complement for dense deployment of street-level radio nodes or in sites where fiber
access is not available or is cost inefficient.

1.2.2 Base station on/off switching

The base station is a major source energy usage in a cellular network. Many base sta-
tions are powered by off-grid diesel generators, while grid connections are expensive
and unreliable. To this end, in order to reduce the energy usage, a cell can be put into
sleep by switching off of lightly loaded base stations or by discontinuous transmission
(DTX). In such situations, traffic can be divided to other base stations as required.
Even if there is no user data in the cell, cellular standards require the base stations
to transmit signaling information. For example, Wideband Code Division Multiple
Access (WCDMA) systems continuously transmit a common pilot channel and a com-
mon control channel even in the idle mode and PA utilization remains high [32]. With
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5G, there are new tools to reduce energy such as devices that are allowed to spend most
of their time in idle or deep sleep states and provide different levels of monitoring
granularity (short and long DTX configurations). In addition, wake-up schemes can
reduce the power consumption of DTX even further [33]. In wake-up schemes, the
receiver periodically monitors a wake-up signal to activate itself. The wake-up signal
can be optimized to achieve a desired delay-energy consumption trade-off.

Turning off underutilized base stations can preserve energy while guaranteeing
quality-of-service requirements of the mobile users [34]. Antenna muting can also
be used to reduce the power consumption of networks. In particular, depending on
the user requirements and channel conditions, some antennas can be switched off
at the cost of marginal performance degradation. Electrical or mechanical antenna
down tilting can reduce the interference on neighboring cells for improved EE. Cell
zooming or cell breathing is a technique that can be applied to fill the coverage gaps
when some base stations are switched off [35]. It adjusts the cell size according to the
prevalent traffic conditions in the network. To find the ideal cell size, cell zooming
increases the transmit power of the active base stations or adjusts the antenna height
and tilt angle. Accordingly, consumed energy of the active base stations in the network
increases; however, additional energy savings can be achieved when cell zooming and
sleeping strategies are used in combination.

1.2.3 Massive MIMO

MIMO technology has been integrated into modern wireless systems such as it can
provide multiplexing and diversity gains. In particular, installing multiple antennas
at the base station due to available space is possible, and beamforming techniques
can be used to improve the performance. A fairly new development in MIMO is
the introduction of massive MIMO technology for 5G [36]. Massive MIMO exploits
the large number of degrees of freedom available to the system due to the use of a
massive antenna array to serve multiple users under favorable propagation conditions.
Moreover, it has been shown that even with linear signal processing significant capac-
ity gains can be achieved. A characteristic of massive MIMO is its ability to form
“pencil-sharp” beams, and thus energy can be beamformed into user locations with
minimal inter-user inference. Therefore, massive MIMO is widely regarded as a green
solution to realize modern wireless systems. With imperfect channel knowledge at
the transmitter and for a fixed rate, a single-cell massive MIMO system can reduce
the radiated power by a factor proportional to the square root of the number of anten-
nas [37]. Figure 1.2 shows the massive MIMO testbed at Lund University, Sweden,
which was the first real-time experimental platform demonstrating the technology.

However, massive MIMO system implementation comes with several challenges.
The large number of required antennas and transceiver chains could increase the
hardware-consumed power. Moreover, pilot contamination is an issue to be concerned
with at the design phase. EE of massive MIMO systems under various system/channel
parameters and with different uplink and downlink processing schemes has been stud-
ied in many papers. One needs to construct an accurate power consumption model
when optimizing the energy consumption in massive MIMO systems. For example,
several optimization variables, namely number of base station antennas, active users,
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Figure 1.2 The massive MIMO testbed at Lund University, Sweden has been used
to validate reciprocity-based beamforming using 100 antennas and up
to 12 users, in both static and mobile scenarios (Image credit: Emil
Björnson)

transmit power, base station density and pilot reuse factor, influence the EE of massive
MIMO deployment. Optimal design of energy-efficient multiuser MIMO is investi-
gated in [38] and contrary to the belief that the transmit power should decrease, it has
been shown that the transmit power should increase when the number of antennas is
increased, since the increase in circuit power can be compensated for.

1.2.4 mmWave cellular systems

There are opportunities to harness abundant spectrum at mmWave frequencies for
increasing 5G data rates and capacity. For example, 26 and 28 GHz bands suit dense
5G small cell networks, while the multi-gigabit Wi-Fi technology, 802.11, can uti-
lize the 60 GHz band and the lightly licensed E-band (70/80 GHz) is suitable for
HetNet backhaul/fronthaul deployment. At such high frequencies, higher path loss,
rain absorption and blockage effects from hand, body, walls, etc. adversely influence
the propagation conditions. Factors such as amplifier efficiency, antenna complexity,
A/D and digital-to-analog converters pose challenges in achieving the required link
budget at mmWave frequencies, while beamforming and directional architectures
allow increased gain. Techniques such as device-assisted power saving, reducing
blind decoding of control channels using carrier aggregation and wake-up signals
based on beamforming can also be employed for improving the power efficiency in
5G mmWave devices. As an example, mobile devices can provide additional informa-
tion on battery level, antenna, orientation of the mobile, etc. to select optimal power
and enable efficient beamforming/switching. In the literature, the suitability of the
mmWave and massive MIMO combination has been studied [39]. However, imple-
menting mmWave massive MIMO based on a fully digital architecture is an energy
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inefficient and costly affair. In the near term, the hybrid analog/digital beamforming
approach is a potential solution as energy-efficient fully digital architectures will take
time to develop.

1.2.5 Cloudification and virtualization

The concept behind network cloudification in the form of the C-RAN architecture
was first proposed by the China Mobile Research Institute as C-RAN in 2010.
C-RAN is a centralized cloud computing architecture with an integrated baseband
unit (BBU) pool and distributed RRH equipment connected by high-speed optical
fiber. The BBU pool capable of processing baseband signals functions as a cloud
data center solution, while RRHs perform signal modulation and amplification and
are located at the cell sites. Since early 2019, solutions such as the Nokia AirScale
C-RAN has been deployed. Cloudification ushers in new opportunities to improve
the network EE [40]. For example, the mix of traditional and cloud base stations
can be optimized for cost-effective, energy-aware high-performance deployments in
the context of 5G. Furthermore, network function virtualization allows clouds to
be virtualized to create end-to-end network slices consolidated in common physical
infrastructure. Each network slice can be customized from an energy-efficient point
of view to deliver heterogeneous services in parallel for new deployment cases such
as industrial IoT, intelligent transportation systems, public safety and positioning.

In addition to the network, computing and storage servers, cloud management
system and appliances (operating systems, platforms, applications used by end users)
that make up a cloud computing architecture can benefit from energy-efficient fea-
tures, including dynamic voltage and frequency scaling, server enclosure design,
scheduling and load balancing of physical and virtual machines and the development
of energy-efficient software [41]. When migrating to cloud computing systems, open
access models such as The Cloud Energy and Emissions Research Model‡ developed
by Lawrence Berkeley National Laboratory and Northwestern University are useful
for assessing the energy savings.

1.2.6 Offloading techniques

In the context of 5G, offloading will allow operate to free up network capacity and
increase the EE. Mobile devices continue to become more capable and already they can
connect to multiple cellular, Wi-Fi, Bluetooth networks as required. Hence, macro
cellular traffic can be offloaded when users are in areas of small cells or indoor
coverage. In addition to popularly used Wi-Fi, D2D communication and visible light
communication (VLC) are also helpful to implement offloading techniques in wireless
networks. D2D communication enables the possibility of direct transmission between
two devices with low transmit power instead of using a cellular connection. VLC uses
high-speed light-emitting diodes and photodiodes at the transmitter and receiver,
respectively, for direct modulation of light [42]. LiFi, a form of VLC, can transmit at
multiple gigabits offering latency values several times lower than Wi-Fi. Base stations

‡http://cleermodel.lbl.gov/
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or access points in terrestrial networks are fixed entities, and there are many situations
where they cannot be optimally used for offloading tasks. In this light, a promising
solution that has received significant attention is the use of UAVs for communication
and computing [43]. The mobility and high maneuverability of drones make them
ideal candidates to be deployed in crowded areas such as stadiums, concerts or in
disaster recovery applications to off-load cellular traffic. Moreover, encouraged by
the availability of strong line-of-sight air-to-ground links, a new aerial edge computing
paradigm where computational tasks of terrestrial users can be off-loaded to overhead
drones has emerged. However, drones have limited on-board energy, and all offloading
tasks should be completed within a limited period through solutions such as optimum
trajectory planning and resource allocation.

Off-loading of computation, communication and storage operations from the
main processor of a mobile device is also a way of improving its battery life. Off-
loading at the processor level can be performed using approaches such as running
of lightweight applications in secondary processors on behalf of the main processor,
offloading storage to a less resource constrained neighboring device and opportunistic
offload into a cloud server.

1.3 Energy harvesting communications

Sensor networks equipped with energy harvesting devices have attracted great atten-
tion recently. Compared with conventional sensor networks powered by batteries,
energy harvesting capabilities of nodes make sustainable and environment-friendly
sensor networks possible. However, the random, scarce and nonuniform energy supply
features also necessitate a completely different approach to energy management.

According to the source types, energy harvesting communications can be divided
into the following two groups:

Ambient energy harvesting: This technique refers to harvesting energy from
natural sources such as solar, wind and ocean waves. The intermittent and seasonal
nature of such natural energy sources pose challenges for energy-efficient system
design due to uncertainty of key parameters.

RF energy harvesting: In these techniques, radio waves in the environment
or dedicated transmitters such as power beacons are used to transfer energy. In this
context, interference normally considered as an unwanted signal can also provide
benefits for energy harvesting. Further, information-carrying signals can be designed
for energy harvesting, resulting in the paradigm of simultaneous wireless information
and power transfer (SWIPT) [44].

The main element of an RF energy harvesting node is the rectifying antennas
(rectennas), while the end-to-end efficiency of a wireless-powered system depends
on several individual components such as the antenna, the RF-to-DC rectifier and
the power management circuit [45]. Two main architectures for designing RF-power
and information receivers are the antenna-switching architecture and the colocated
architecture. In the antenna-switching architecture, separate antennas are used for
RF power harvesting and the information reception, while in the colocated receiver,
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both the tasks are accomplished using a single-shared antenna. The colocated receiver
architecture can be designed based on the time-switching or power-splitting model.
A time-switching receiver switches between the energy harvester and the information
receiver, while a power-splitting receiver separates the received RF signal into two
streams for the energy harvesting and the information receiver.

A single-node energy harvesting communication system is illustrated in
Figure 1.3. It is equipped with an energy harvesting module that converts ambient
energy to electrical energy, which is stored in a rechargeable battery, and will be used
to power the communication operations of the sensor. Therefore, energy harvesting
communications are subject to the so-called energy causality constraint imposed by
the energy harvesting process, i.e., energy cannot be used before it is harvested.

The performance analysis and optimization of systems harvesting energy from
natural sources or RF signals require an accurate model of the energy harvesting
process. In the literature, recorded data has been fitted to Gamma, Weibull and
log-normal distribution functions to provide statistical models for wind and solar
energy [46]. In the case of wireless power transfer, deterministic models in the form of
simple linear models and piecewise-linear models were proposed in the early literature
on the topic, while advanced nonlinear models based on the parametric functions such
as logistic (sigmoidal) have been proposed recently. The nonlinear models are better
suited to model sensitivity and saturation issues of real hardware.

In the following, we briefly summarize several research directions on the
energy management of energy harvesting communication networks, as well as the
information theoretic limits of energy harvesting communications.

1.3.1 Information-theoretic characterization of energy
harvesting channels

In energy harvesting communication channels, the cumulative energy expended can-
not exceed the total energy harvested at each channel use. This is in contrast to
the classical information theory setting, where a single average power constraint is
imposed for the entire code word. Instead, the energy causality constraint imposes
n power constraints on the code word, which dramatically increases the difficulty of
characterizing the corresponding channel capacity. Here, n refers to the code word
length measured in channel uses.

The channel capacity of the additive white Gaussian noise (AWGN) energy har-
vesting channel is characterized in [47]. It has shown that the capacity of the AWGN
channel with an infinite-sized battery subject to energy harvesting constraints is equal
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Figure 1.3 A single-node energy harvesting communication system
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to the capacity of the same channel with an average power constraint equal to the aver-
age recharge rate of the battery. In particular, save-and-transmit and best-effort are
proposed as capacity-achieving transmission strategies.

For a fixed tolerable error probability, [48] has performed a finite blocklength
analysis of save-and-transmit proposed in [47] and obtained a non-asymptotic achiev-
able rate for the AWGN energy harvesting channel. The first-, second- and third-order
terms of the non-asymptotic achievable rate are also presented. Reference [49] has
further improved the second-order term. For the block energy arrival model where
the length of each energy block L grows sublinearly in n [49,50], [49] has proved that
save-and-transmit achieves the optimal second-order scaling.

In [51], the first finite blocklength analysis of the best-effort scheme is provided
for the AWGN energy harvesting channel. In addition, this work obtains a new non-
asymptotic achievable rate for save-and-transmit, which outperforms the state-of-the-
art result for save-and-transmit [49] in the high signal-to-noise ratio regime.

1.3.2 Offline energy management for throughput
maximization

In the offline optimization framework, it is assumed that the energy harvesting profile
is predictable and known in advance for the whole duration of operation. With such
assumptions, energy has been managed to optimize the throughput of various com-
munication systems. Noncausal knowledge of the energy harvesting process allows
the optimal policy to be obtained through a one-shot optimization problem. The struc-
tural properties of the optimal policies have also been explicitly characterized in the
literature.

For single-user energy harvesting communication channels, the optimal solution
can be obtained through a directional water-filling [52] algorithm. It requires walls at
the points of energy arrival with the right permeable water taps. The water taps allow
water to flow only to the right, which implements the energy causality constraint. In
addition, if a finite battery constraint (Emax) is imposed, these taps allow at most Emax

amount of water to flow to the right. The directional water-filling algorithm is based on
the Karush–Kuhn–Tucker (KKT) optimality conditions for the corresponding convex
optimization problem.

For broadcast channels with an energy harvesting transmitter, [53] shows that
the optimal total transmit power is the same as the optimal single-user counterpart.
Moreover, the distribution of the optimum total transmit power among users exhibits
a cutoff structure, i.e., only the amount that is above this cutoff level is allocated to
the weaker user. In [54], a generalized iterative backward water-filling algorithm is
proposed to obtain the maximum throughput region for a multiple access channel with
multiple energy harvesting transmitters. The algorithm combines directional water-
filling together with generalized iterative water-filling in [55] to solve the optimization
problem.

Similar approaches have been applied to obtain the optimal energy manage-
ment schemes in interference channels in [56], systems with battery imperfections or
processing costs [57].
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1.3.3 Online energy management for performance
optimization

In contrast to the offline setting, in the online optimization framework, it is assumed
that the system knows the past realizations of the energy harvesting process but
has only statistical knowledge of their future evolution. The major approach is to
formulate the optimal energy management problem as a stochastic control problem,
with the objective to determine the optimal decision rules so that the expected reward
of the decisions is maximized. The reward could be data throughput, channel capacity,
sensing utility, etc. With this approach, the energy harvesting process and/or the data
arrival process are usually modeled as Markov processes, while the online problem
can be cast under the powerful framework of Markov decision processes and solved
numerically with standard dynamic programming tools, see, e.g., [52,58,59].

Modeling the energy replenishing process as a Markov process, [60] aims to
maximize the time average reward by making decisions regarding whether to transmit
or discard a packet based on the current energy level. The optimal policy is shown to
have a threshold structure. Reference [61] studies the utility maximization problem of
an energy harvesting sensor with finite battery capacity and data buffer. It proposes
an adaptive energy management policy that decides the energy spent in each time slot
based on the instantaneous battery level and data queue length and shows that it is
asymptotically optimal.

In [62], the online sensing scheduling problem for an energy harvesting sensor
is studied. The objective is to strategically select the sensing time such that the long-
term time-average sensing performance is optimized, where the sensing performance
depends on the time durations between two consecutive sensing epochs. It shows that
when the battery size is infinite, a best-effort uniform sensing policy is optimal. For
the finite battery case, an energy-aware adaptive sensing scheduling policy, which
dynamically chooses the next sensing epoch based on the battery level at the current
sensing epoch, is shown to be asymptotically optimal. When multiple energy harvest-
ing sensor nodes are considered, [63] studies the dynamic activation of sensors with
a unit battery in order to maximize the sensing utility. In [64], it is assumed that the
sensing utility is a concave function of the number of active sensing nodes in each
time slot. It shows that a randomized myopic policy, which aims to select a number
of sensors with the highest energy levels to perform the sensing task in each slot,
maximizes the long-term average utility and thus is an optimal approach.

A different online energy management approach is introduced in [65] and then
extended for various system models. The policy uses a fixed fraction of the available
energy for transmission in each time slot and is shown to perform within a constant
gap from the optimal online policy.

1.3.4 Routing and resource allocation in multi-hop energy
harvesting networks

While the aforementioned works focus on algorithms and protocols for point-to-
point links or small-scale systems powered by energy harvesting, it is of paramount
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importance to study the effects of energy harvesting on large-scale networks from
the perspective of network design and operation. One critical aspect is routing and
resource allocation methods that must cope with fluctuating energy harvesting pro-
cesses in multiple-hop networks. For such problems, one common approach is to
model the wireless network by a directed graph, where the set of vertices represents
the sensor nodes and the set of edges represents the communication links between
them. While the energy harvesting process at each node is modeled as a random
process, the objective is to design online scheduling, routing and resource allocation
schemes to manage the available energy and to optimize the network utility [66–69].
Commonly used tools include the standard dual decomposition and the subgradient
methods [70] and the Lyapunov optimization technique [71].

In [66], an online algorithm named E-WME (Energy-opportunistic Weighted
Minimum Energy) is proposed. The basic idea of the algorithm is to assign a cost
to each node, which is an exponential function in its residual energy, and then use
the shortest path routing with respect to this metric. It is shown that the E-WME
achieves the asymptotically optimal competitive ratio. In [67], an algorithm called
QuickFix is proposed to compute the data sampling rate and routes. The algorithm
is based on the dual decomposition and subgradient method [70]. In order to cope
with the fluctuations in the recharging process, a local algorithm called SnapIt is
designed to adapt the sampling rate and maintain the battery charge at a target level.
Reference [68] leverages the Lyapunov optimization technique [71] to design an
online algorithm called the energy-limited scheduling algorithm (ESA). ESA keeps
track of the amount of energy left at the network nodes and makes power allocation
decisions for packet transmissions. It shows that ESA achieves a utility that is within
O(ε) of the optimal, for any ε > 0, while ensuring that the network congestion and the
required capacity of the energy storage devices are deterministically upper bounded
by bounds of size O(1/ε). Similar approaches have been adopted in [69] to jointly
control the data queue and battery buffer to maximize the long-term average sensing
rate of an energy harvesting wireless sensor network.

1.4 Efficient hardware design

Wireless networks contain diverse hardware components, e.g., power sources, bat-
teries, electronics, antennas and RF chains. Moreover, recent trends such as network
densification and IoT have led to a major increase in the number of hardware com-
ponents deployed. Different EE levels of hardware components pose challenges for
the reduction of network wide total power [72].

A major part of the macro base station power budget is consumed by the RF
PA. Two practical parameters of PAs are the linearity and efficiency. Transmit sig-
nals of modern wireless systems are based on multicarrier modulation, and they
exhibit a high peak-to-average power ratio. Therefore, PAs should operate in the lin-
ear region by selecting a back-off to avoid out-of-band emissions. As a result of a
large back-off, average output power is reduced and the PA efficiency is adversely
affected. Consequently, power-added efficiency (PAE) that is a measure of how well
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Figure 1.4 Peak PAE versus saturated output power (Psat) for frequencies
up to 6 GHz. Adapted from [73]

a PA can convert DC power into RF/microwave power can be improved using a
technology such as complementary metal–oxide–semiconductor (CMOS), gallium
nitride, silicon-germanium bipolar plus CMOS. Figure 1.4 shows the peak PAE ver-
sus saturated output power for different PA technologies in the frequency range up to
6 GHz [73].

Attention has also given to design simplified transmitter and receiver architec-
tures, including ones that use coarse signal quantization. For example, in massive
MIMO systems and mmWave systems, the use of 1-bit ADCs is an effective approach
to increase the hardware EE. Coupling high-resolution ADCs with 1-bit ADCs, a
mixed-ADC architecture for massive MIMO systems is proposed in [74]. The paper
shows that the proposed energy-efficient solution can achieve a large fraction of the
channel capacity of conventional architecture even with relatively a small number of
high-resolution ADCs. There are also other cases where implementation of differ-
ent hardware solutions within a system becomes a prospective solution to achieve a
trade-off between the EE and the system performance. In mmWave systems, hybrid
analog/digital beamforming is a solution to achieve a low energy cost. Unlike a fully
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connected architecture that employs a large number of high-resolution phase shifters,
the sub-connected architecture with low bit resolution ADC is advantageous from the
power consumption point of view [75].

Most wireless protocols to date are implemented on custom hardware. How-
ever, programmable options offer potential advantages, and both professional and
open source software are increasingly used to design and deploy wireless systems to
multiple hardware targets. Moreover, software-defined radio (SDR) architectures
realize multiple radio standards using reduced hardware at the RF front-end and
baseband software. Therefore, hardware/software codesign continues to play a major
role in the design of many energy-efficient wireless applications in cellular systems,
sensor networks, etc. In low-power SDR platforms, hardware support for operations
such as floating-point arithmetic is crucial to achieve a higher EE. Further, pro-
grammable features of SDR solutions combined with low power hardware are an
attractive prospect to implement power management function in energy harvesting
circuits.

There is also scope to optimize hardware usage for low power consumption in
cloud-based network deployments. Since C-RAN allows virtualized radio functions
to run in a distributed cloud, the technology offers flexibility to deploy hardware in
the most energy-efficient manner while meeting the application needs. Moreover,
energy harvesting at different nodes and locations is an sustainable approach for
C-RAN. Since energy demands and availability vary across different geographical
locations, energy storage using batteries will be the answer to balance intermittent
generation and transportation of energy from one place to another. Engineers continue
to pioneer ways of improving the battery technology. For a long time, lead–acid battery
has served as the standard, while valve-regulated lead–acid batteries, lithium-ion
batteries are used in telecom sites. However, high capacity, long-life batteries that can
power base stations and mobile devices are yet to be developed. Innovative solutions
with the potential to replace existing battery technologies, namely, lithium–sulfur,
sodium-ion and graphene, hold promise for better performance and low environmental
impact. Fuel cells have also received attention as a backup power source. A hydrogen
fuel cell converts chemical energy stored in the element to electricity with water
and heat being the only by-products. They are more effective than batteries, require
limited maintenance and cause less pollution. However, the distribution of hydrogen
is hazardous and prone to accidents. Hence, more stable fuels containing hydrogen,
such as methanol, are being closely examined as alternatives.

1.5 Overview of the textbook

The remainder of this book is organized thematically into three major sections to
capture major research advances in this field. To begin with, the focus is on new
mathematical tools that are being developed to analyze green communications sys-
tems. In future networks, it will become increasingly important to find good solutions
to very complex optimization problems that describe the behavior of communications
systems and networks. The second chapter by Matthiesen and Jorswieck describes
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the state of the art in this important area and presents a promising method entitled
Mixed Monotonic Programming that can yield significant improvements for find-
ing energy-efficient solutions. Recent advances in deep neural networks have shown
promise for solving complex and ill-posed problems in many fields. The third chapter
by Zappone et al. shows how machine learning can tackle the increasing complexity
of wireless networks and complement existing model-based techniques for operating
and controlling wireless networks. The fourth chapter by Rusu andThompson explores
efficient management techniques to try to minimize energy consumption in a wireless
network. The approach is based on the concept of sensor management, which is an
algorithmic technique for determining how to activate or switch off different base
stations in order to achieve different performance objectives.

The second theme of the book deals with the use of renewable energy or energy
harvesting techniques to make communications systems more sustainable. The chap-
ter by Meo and Renga considers in detail how renewable energy sources can be used to
power future wireless networks. They carry out extensive studies to show how issues
of intermittent energy availability can be overcome, and new approaches to match
energy supply and demand are described. SWIPT will also be a key technology for
future IoT networks, and this topic is studied by Kishk et al. They use mathemat-
ical tools from stochastic geometry to analyze the performance of two networks:
one is a single network using power and information transfer; the other involves
power/information transfer network sharing resources with a second secure wireless
networks. Next, the chapter by Ko et al. describes the related technology of backscat-
ter communications, where a transmitter generates a carrier signal that powers a low
energy tag and allows it to communicate back to the sender. A detailed description of
these systems is provided, highlighting the current state of the art and future research
directions. Finally, the age of information is currently a hot topic in the research
community, which helps system designers to understand how timely information can
be provided in a communication network. The chapter by Arafa et al. provides a
detailed discussion of communications systems that relies on energy harvesting and
how such systems may be designed to minimize the age property of data in a wireless
network.

The third and final part of this book deals with research advances in EE relat-
ing to specific communications technologies. Massive MIMO technologies are a key
enabler for 5G wireless networks, and assessing EE is crucial for developing sus-
tainable future communications systems. The first chapter in this part by Pizzo et al.
studies the EE of 5G in detail, developing increasingly realistic energy models that
give insight into key performance trade-offs. The use of large-scale or massive MIMO
antenna arrays is also a key technology for future wireless systems operating at high
frequency millimeter wave bands (above 6 GHz). The chapter by Buzzi and D’Andrea
studies the spectral efficiency and EE trade-offs and explores what is the best overall
transceiver architecture for such systems. The next chapter by Nguyen et al. studies
C-RAN where the baseband signal processing is separated from base station antennas,
using optical fiber connections. Optimal beamforming strategies across all the anten-
nas in a C-RAN system are typically too complex, so this chapter presents several
suboptimal but promising approaches that can be applied in practical radio networks.
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The chapter by da Silva et al. studies the performance of full-duplex interference
cancellation techniques that can be implemented in a single transceiver system. A
number of different network scenarios are evaluated, and the authors highlight under
what conditions full-duplex cancellation can provide improvements in energy and
spectrum efficiency. Another promising technology for 5G wireless networks is non-
orthogonal multiple access (NOMA), which enables two or more users to share the
same radio channel simultaneously, increasing the overall capacity. The chapter by
Wei et al. studies new mathematical approaches that enable NOMA systems to oper-
ate in a highly energy-efficient manner. The final technical chapter by Elgala et al.
discusses recent research on VLCs, which can offer a low-cost and energy-efficient
alternative to radio frequency wireless communications. This chapter describes recent
research advances on this technology to enable higher data rates and novel approaches
of machine learning technology to achieve advanced transmitter and receiver designs.
Chapter 15 concludes the book and also discusses future research directions.
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Chapter 2

Optimization techniques for energy efficiency
Bho Matthiesen1 and Eduard A. Jorswieck2

2.1 Introduction and motivation

Classical resource allocation, power, and flow control techniques for wireless commu-
nication networks comprise general network utility maximization (NUM) problems
with constraints [1]. Common assumptions regarding the utility and constraint func-
tions include that they are defined over the non-negative numbers, continuously
differentiable, non-decreasing, and concave. The typical representatives of this class
of utility functions are α-fair utility functions, including achievable rates, propor-
tional fair rates, the negative delay, and more [2]. This NUM framework exploits the
concavity of the utility and constraint functions in order to apply convex optimization
methods [3] to efficiently solve them.

Energy efficiency (EE) is a key performance indicator in communication net-
works introduced about a decade ago [4]. It is motivated by an exponential increase
of connected devices, significantly increased data rates, a rapid expansion of wireless
networks, and finally due to ecological and economical concerns. Several different
EE metrics have been proposed, each having its own merits and applications. For
example, the global energy efficiency (GEE) measures the networks EE as a whole,
while individual metrics like the weighted sum EE and weighted minimum EE focus
more on the performance of individual devices. The analytical properties of EE util-
ities differ from classical α-fair utilities and require the development of new NUM
frameworks: it is usually neither convex nor concave and increasing up to one point,
called the mode, after which it decreases. The resulting NUM is a non-convex problem
and the standard approaches cannot be applied.

Another reason for non-convex NUM problems are novel physical and medium
access control layer technologies that support transmission of different links on the
same time–frequency resources, e.g., non-orthogonal multiple access systems [5]. The
resulting achievable rate expressions are neither increasing nor concave in the transmit
power and, therefore, lead to even more involved non-convex resource allocation
problems.

1Department of Communications Engineering, University of Bremen, Bremen, Germany
2Department of Information Theory and Communication Systems, Technische Universität Braunschweig,
Braunschweig, Germany
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The wireless engineer is interested in both global optimum solutions for non-
convex NUM problems and suboptimal efficient algorithms. The first ones serve as
ultimate benchmarks and upper bounds on the achievable performance, while the latter
ones are compared with these bounds to justify their real-world implementations. This
chapter provides the methods, tools, and algorithms to serve this demand. Please note
that the monograph [6] covers the methodological background material of fractional
programming theory and provides the basis for the motivating example and the review
on fractional programming. However, the global solution to the non-convex NUM
problems in interference networks is based on more recent results.

2.1.1 Motivating single-link examples

Let us motivate the development of the novel NUM framework by a simple example
of a point-to-point link whose EE should be maximized. We introduce the EE of a
point-to-point link with the general α-fair utility function for α ∈ [0,∞) as

EE(R) =
{

R(1−α)

(1−α)·(μp+Pc) , α ≥ 0, α �= 1,
log(R)

μp(R)+Pc
, α = 1,

(2.1)

where R is the achievable rate, μ is the power amplifier inefficiency, p(R) is the
transmit power necessary to support a rate of R, e.g., p(R) = 2R − 1, and Pc > 0 is
the constant power consumption. As special cases, we obtain for α = 0 the EE as
defined in [7]. For α = 1, we obtain the proportional fair EE [8].

Please note the following properties of the EE utility function in (2.1) for a fixed
α ≥ 0: (1) the numerator of the EE in (2.1) is by assumption differentiable and concave
with respect to R. (2) The denominator (2.1) is positive, differentiable, and convex
with respect to R. The following statement follows from [6, Proposition 2.9].

Proposition 2.1. For fixedα ≥ 0, the EE defined in (2.1) is a pseudo-concave function
with respect to the achievable rate R.

Pseudo-concave functions have important properties that allow one to develop
algorithms for efficiently finding their global optimum [9,10]. Consider the following
fractional programming problem:

max
R≥0

R(1−α)

(1− α) · (μ(2R − 1)+ Pc)
. (2.2)

Since the utility function in (2.2) is pseudo-concave the Karush–Kuhn–Tucker (KKT)
optimality conditions are necessary and sufficient for the global optimum. Further,
there exist at least two simple ways to transform this fractional program. The first is
based on Dinkelbach’s Algorithm [9], where the problem in (2.2) is transformed into
the following parametric program for λ ≥ 0:

F(λ) = max
R≥0

(
R(1−α) − λ(1− α) · (μ(2R − 1)+ Pc)

)
. (2.3)
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Then, the global optimum solution R∗ of (2.2) corresponds to the argument of the
maximization in (2.3) where F(λ) = 0. The second approach is the non-parametric
approach outlined in [7].

In the simple case of only scalar fractional programming in (2.2), we can compute
the global optimum by the KKT conditions in closed form. However, this does not
generalize to multiple parallel point-to-point links to multi-carrier or to multiple
antenna links.

2.1.2 Interference networks with treating interference as noise

Let us motivate the contributions of the following chapter further by a slightly more
involved scenario in which two links operate on the same frequency and at the same
time. Denote their channel coefficients as d1 and d2 for the two direct channels and
as c1 and c2 for their cross-channels from transmitters 1 and 2, respectively. The
achievable rate by treating interference as noise for link i = {1, 2} is given by j �= i:

Ri(p1, p2) = log
(

1+ dipi

1+ cjpj

)
. (2.4)

Using matrix inversion, the linear system of two equations (2.4) can be solved for
[p1, p2], which gives:

p1(R̃1, R̃2) = R̃1(c2R̃2 + d2)

d1d2 − R̃1R̃2c1c2

and p2(R̃1, R̃2) = R̃2(c1R̃1 + d1)

d1d2 − R̃1R̃2c1c2

, (2.5)

with R̃i = 2Ri − 1. The following problem is to be solved for fixed α ≥ 0 to maximize
the GEE:

max
R1,R2≥0

R1−α
1

1−α + R1−α
2

1−α
Pc + μ (2R1−1)(2R2−1)(c1+c2)+(2R1−1)d2+(2R2−1)d1

d1d2−(2R1−1)(2R2−1)c1c2

. (2.6)

Even though the numerator is still jointly concave in R1 and R2, the denominator is a
complicated function in R1 and R2 that is neither concave nor convex. We can transform
problem (2.6) into the power domain using (2.4) and write it as the equivalent problem:

max
p1,p2≥0

∑2
i=1,j �=i log

(
1+ dipi

1+cjpj

)1−α

(1− α)(Pc + μp1 + μp2)
. (2.7)

In (2.7), the denominator is a linear function in the optimization variables p1, p2.
However, the numerator is neither concave nor convex in p1, p2.

If one looks at the problem from the information theoretic point of view, then the
corresponding rate region achievable under a sum power constraint is neither convex
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nor concave [11]. Hence, the combined rate R = [R1, R2] and power p = [p1, p2]
allocation problem

max
R≥0,p≥0

∑n
i=1

R1−α
i

1−α
Pc + μ∑n

i=1 pi
s.t. R ∈ R(p), (2.8)

where R(p) is the achievable rate region described by inequalities, is also a
complicated non-convex programming problem.

In conclusion, it is not possible to directly apply classical fractional programming
approaches that rely on convex optimization even to the considered simple two-user
interference network. This applies for the optimization both in the rate domain and
in the power domain. Therefore, we need new methods and tools in order to solve the
corresponding global and individual EE problems. For a methodical approach to the
system design, we are interested in the global optimal solution as well as suboptimal
efficient algorithms. This chapter will develop the required method and tools and
explain the corresponding optimization algorithms.

2.1.3 Overview and outline

After introducing the necessary notations, symbols, and terms, we will start by review-
ing classical fractional programming theory with a main application to resource and
power allocation problems in interference networks. We have already introduced terms
such as pseudo-concavity that needs proper definition. Dinkelbach’sAlgorithm and its
generalization are introduced. Standard convex programming approaches and feasi-
bility checks are explained. Finally, the global extension of Dinkelbach to monotonic
programming for non-convex utility functions is discussed. This will motivate the
section on general global optimization methods, including branch-and-bound (BB),
monotonic programming, the novel approach of mixed monotonic programming
(MMP), and the successive incumbent transcending (SIT) scheme. For the devel-
opment of suboptimal efficient algorithms, this chapter will conclude with first-order
optimal algorithms. As a result, the reader knows the classical approach to fractional
programming and its combination with global programming. The novel methods
MMP and SIT and their algorithmic implementation are learned as well. Thereby,
the reader will obtain a rich toolbox of modeling and programming algorithms for
solving a wide class of relevant optimization problems focused on, but not limited to,
EE maximization.

2.1.4 Notation

Boldface upper case and lower case letters denote matrices and vectors, respec-
tively. ‖x‖, xT , xH denote Euclidean norm, transpose, and conjugate transpose of the
n-dimensional column vector x = {xi}ni=1. 0n and 1n denote an all-0 and an all-1
n-dimensional vector, respectively. Component-wise vector ordering is used, i.e.,
x ≥ y means xi ≥ yi, for all i = 1, . . . , N . The sets R and R≥0 denote the sets of real
and real non-negative numbers, respectively.
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A function f : Rn
≥0 �→ R is increasing if f (x′) ≤ f (x) whenever x′ ≤ x, and

decreasing if −f is increasing. The gradient of f is denoted as ∇f .
Sets are typeset in calligraphic letters A , andR denotes the set of real numbers. A

set G ⊆ Rn
≥0 is said to be normal if for 0 ≤ x′ ≤ x, x ∈ G ⇒ x′ ∈ G . A set H ⊆ Rn

≥0
is called conormal if x+Rn

≥0 ⊆H whenever x ∈H [12, Section 11.1.1], where
x+Rn

≥0 = {x+ a | a ∈ Rn
≥0}. The diameter of A is denoted as diam(A ) and is the

maximum Euclidean distance of two points in A . The projection of A onto the x
coordinates is projx A = {x | (x, y) ∈ A for some y}.

2.2 Fractional programming theory

Let us start this section by formally introducing the terms pseudo-concavity and
pseudo-convexity. The interested reader is referred to [6, Chapter 2] for further
explanations and information.

2.2.1 Pseudo-concavity

Definition 2.1 (pseudo-concavity). Let C ⊆ R
n be a convex set. Then r : C → R is

pseudo-convex if and only if, for all x1, x2 ∈ C , it is differentiable and

r(x2) < r(x1) ⇒ ∇(r(x2))T (x1 − x2) > 0. (2.9)

Remark 2.1. In a similar way, it is possible to define pseudo-convexity. In particular,
if r is pseudo-concave, then −r is pseudo-convex. Moreover, if r is both pseudo-
concave and pseudo-convex, then it is called pseudo-linear.

The strict version of the earlier-mentioned definition for strict pseudo-concavity
replaces the first inequality in (2.9) with “≤” and has to hold for all x1 �= x2. The
following property is important for maximization of pseudo-concave functions.

Proposition 2.2. Let r : C → R be a pseudo-concave function.

1. If x∗ is a stationary point for r, then it is a global maximizer for r.
2. If r is strictly pseudo-concave, then a unique global maximizer exists.

For our application to fractional programming problems as motivated earlier, the
following statements are very helpful and characterize a rich class of pseudo-concave
functions.

Proposition 2.3. Let r(x) = f (x)

g(x)
, with f : C ⊆ R

n → R and g : C ⊆ R
n → R+.

Then:

1. If f is non-negative, differentiable, and concave, while g is differentiable and
convex, then r is pseudo-convex. If g is affine, the non-negativity of f can be
relaxed.

2. If f and g are affine, then r is pseudo-linear.
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2.2.2 Specific fractional programming problems

Definition 2.2 (concave–convex fractional program). A concave–convex fractional
program is stated as the optimization problem⎧⎪⎪⎪⎨

⎪⎪⎪⎩
max

x

f (x)

g(x)

s.t. ci(x) ≤ 0, i = 1, . . . , I

hj(x) = 0, j = 1, . . . , J ,

(2.10)

with f concave, differentiable, and non-negative, g convex, differentiable, and
positive, ci convex for all i = 1, . . . , I , and hj affine for all j = 1, . . . , J .

The objective of (2.10) is pseudo-concave, and, as a consequence, each stationary
point of the objective is a global maximizer. Moreover, the KKT conditions are
necessary and sufficient for optimality. In addition, the numerator f of the objective
is required to be non-negative.

Definition 2.3 (sum-of-ratios program). A sum-of-ratios program is stated as the
optimization problem⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

max
x

K∑
k=1

fk (x)

gk (x)

s.t. ci(x) ≤ 0, i = 1, . . . , I

hj(x) = 0, j = 1, . . . , J ,

(2.11)

with fk , concave and non-negative for all k = 1, . . . , K, {gk}Kk=1 convex, and positive
for all k = 1, . . . , K, ci convex for all i = 1, . . . , I , and hj affine for all j = 1, . . . , J .

The sum of pseudo-concave functions is not necessarily a pseudo-concave func-
tion. Thus, contrary to the single-ratio fractional program mentioned earlier, the
objective of (2.11) is, in general, not pseudo-concave and problem (2.11) might
have multiple local extrema. Indeed, sum-of-ratio programs are considered to be
among the most challenging continuous global optimization problems and known to
be essentially NP-complete [13, Theorem 2].

2.2.3 Dinkelbach’s Algorithm

Fortunately, there exists an elegant algorithm to approach single-ratio fractional
programs that work very efficiently for pseudo-concave functions. It is known as
Dinkelbach’s Algorithm [9] and will be discussed in the following.

Dinkelbach’s Algorithm has been introduced in [9,14]. It belongs to the class
of parametric algorithms, whose basic idea is to tackle a concave–convex fractional
program by solving a sequence of easier problems that converges to the global solution
of the original concave–convex fractional program. The fundamental result upon



Optimization techniques for energy efficiency 33

which Dinkelbach’s Algorithm is built is the relation between the concave–convex
fractional program and the function:

F(λ) = max
x∈S
{ f (x)− λg(x)}, (2.12)

with real variable λ.

Lemma 2.1. Assume f and g are continuous, g is positive, and S is compact. Then,
the function F enjoys the following properties:

1. F is convex for λ ∈ R.
2. F is strictly monotone decreasing for λ ∈ R.
3. F(λ) has a unique root λ0.
4. For any x̃ ∈ S , F(λx̃) ≥ 0, with λx̃ = f (x̃)

g(x̃) , with equality when x̃ = arg maxx∈S
{ f (x)− λx̃g(x)}.

As a consequence of this statement, solving a fractional problem is equivalent to
finding the unique zero of the auxiliary function F(λ). Dinkelbach’sAlgorithm allows
one to accomplish this. It is important to note that Algorithm 2.1 can be employed to
solve any single-ratio fractional program regardless of convexity properties as long as
the maximization step in line 3 can be implemented correctly, i.e., it must be solved
globally in order to guarantee convergence and performance. If the optimization
problem in line 3 can be solved efficiently, the iterative algorithm converges very
fast. Indeed, it has super-linear convergence. It always converges to an ε′-optimal
solution, i.e., the obtained x∗ has a function value ε′, close to the global optimum,
f (x∗)
g(x∗) + ε′ ≥ maxx∈S f (x)

g(x) , where ε′ is related to the stopping criterion ε.
It is also possible to generalize Dinkelbach’sAlgorithm in order to solve min-max

fractional programming problems [6, Section 3.3.1]. However, the sum-of-ratios frac-
tional program described earlier cannot be solved by any Dinkelbach-type algorithm.
In particular, the algorithm proposed in [15] does not converge to the global optimal
solution [16].

Algorithm 2.1: Dinkelbach’s Algorithm

1: ε > 0; n = 0; λn = 0;
2: while F(λn) > ε do
3: x∗n = arg maxx∈S { f (x)− λng(x)};
4: F(λn) = f (x∗n)− λng(x∗n);

5: λn+1 = f (x∗n)

g(x∗n)
;

6: n = n+ 1;
7: end while
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2.2.4 Variants of Dinkelbach’s Algorithm

Depending on the type of inner optimization problem in line 3 of Algorithm 2.1,
different variants are known. The easiest is when the numerator is concave and the
denominator is convex. Then, the inner programming problem

max
x∈S

f (x)− λg(x), (2.13)

is convex if the constraint set S is a convex set. It can be solved with polynomial com-
plexity under very mild assumptions using standard convex optimization tools [17].

Instead, if the same problem (2.13) does not fulfill the concavity and convex-
ity constraint, e.g., like the objective function in the two-user interference channel
example (2.7), it is still possible to apply Dinkelbach’s Algorithm in combination
with a global programming method like monotonic programming. This combination
was first proposed in [18] and subsequently developed into a framework in [19]. The
general approach is illustrated in Figure 2.1.

In Figure 2.1, the upper left side represents the classical fractional concave–
convex program that can be efficiently solved by applying the Dinkelbach’sAlgorithm
shown on the upper right hand side. If the function f is not concave, as is the case in
the interference channel with treating interference as noise, the resulting fractional
program can be still solved by Dinkelbach’s Algorithm.

Consider then the following inner programming problem,

max
x∈[a,b]

f1(x)− f2(x)− λg(x) s.t. x ∈ S , (2.14)

where f1, f2, g are monotonically increasing functions in x and a ≤ b andS = G ∩H
with G normal and H conormal. In typical communications scenarios, such as
the interference channel mentioned earlier, we can write the signal-to-interference-
and-noise ratio from the log-term as a difference of two log-terms. Therefore, a

Concave fractional program
Dinkelbach’s
Algorithm 

Fractional program

max
x

f (x )
g(x )

s.t. hk (x ) ≤ 0 ∀k = 1 , ...,K

max
x

f (x )
g(x )

s.t. hk (x ) ≤ 0 ∀k = 1 , ..., K

concave / convex

arbitrary / convex
Monotonic programming

max
p

K

k =1

log2(1 + γk)

− λj (μk pk + Ψk)

Figure 2.1 Illustration of Dinkelbach’s Algorithm with monotonic programming
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representation as in (2.14) is possible. In the EE expression, the function g is usually
linear in the transmit power with non-negative coefficients.

Starting from the representation in (2.14), it is possible to introduce an auxiliary
variable t and move the decreasing term f2 + λg to the constraint set [12, Section
11.1.3], i.e.,

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

max
t,x

f1(x)+ t

s.t. f2(x)+ λg(x)+ t ≤ 0

− f2(b)− λg(b) ≤ t ≤ −f2(a)− λg(a)

x ∈ S ∩ [a, b].

(2.15)

This is a monotonic optimization problem and usually solved with the Polyblock
algorithm [12,20,21]. Thus, the inner optimization problem in Dinkelbach’s Algo-
rithm can be solved with global optimality by monotonic programming as illustrated
in Figure 2.1 on the lower right hand side. This approach is known as Fractional
Monotonic Programming [19].

While this approach integrates nicely into existing algorithms and is coherent
with the overall development and trends in global optimal resource allocation, it has
the downside of having very high computational complexity. This is because for each
outer Dinkelbach iteration a complete inner monotonic programming problem has to
be solved. In addition, the complexity is even further increased due the additional
auxiliary variable introduced in (2.15). Finally, the inner monotonic programming
algorithm might not converge in finite time and, in that case, does not produce an
ε-optimal solution.

Another option for combining Dinkelbach’s Algorithm with another solution
approach for general fractional programs is to apply a suboptimal solution tech-
nique like sequential convex programming. This combination was proposed in [22] to
solve resource allocation problem for general interference networks and is discussed
in Section 2.5. For this combination, it is very important to note again that the con-
vergence of the Dinkelbach method is only guaranteed if the inner problem is solved
globally. Therefore, the sequential convex approximation has to be performed out-
side, while the Dinkelbach’s Algorithm runs as the inner optimization of the resulting
concave–convex fractional program.

In Figure 2.2, the combination of outer convex sequential programming and
inner Dinkelbach’s Algorithm is illustrated. The general fractional program on the
lower left-hand side is solved by iteratively computing convex lower bounds for the
numerator, illustrated on the lower right-hand side, and then each convex–concave
fractional program is solved by Dinkelbach’s Algorithm shown on the right upper
corner.

In this section, we have reviewed three ways to handle the inner optimization
problems applying Dinkelbach’s Algorithm for fractional problems. However, for the
global optimum solution, we could not present an efficient implementation. This
motivates the search for alternative global programming methods in the next section.
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Dinkelbach’s
Algorithm

Concave fractional program

Fractional program

Concave/convex

Arbitrary/convex

max
x

s.t. hk (x)

f (x) 

g(x) 

max
x

s.t. hk (x)

f (x) 

g(x) 

 0   k = 1,..., K

 0   k = 1,..., K

Figure 2.2 Illustration of combining Dinkelbach’s Algorithm with convex
sequential programming

2.3 Global optimization

Consider the optimization problem:

max
x∈D

f (x), (2.16)

where f : D → R is a continuous function and D is a compact, non-empty subset
of Rn. A point x∗ satisfying f (x∗) ≥ f (x) for all x ∈ D is called a global maximizer
of (2.16). The existence of such a point is guaranteed by the extreme value theorem
[23, Theorem 4.16] under the assumptions shown earlier. If a point x′ satisfies the
optimality condition only within an open ε-neighborhood for some ε > 0, i.e., f (x′) ≥
f (x) for all x ∈ {x ∈ D : ‖x− x′‖ < ε}, it is called a local optimizer.

Practical algorithms that solve (2.16) are, in general, unable to obtain the exact
solution x∗ within reasonable, or even finite, time. The standard approach is to
compute an η-optimal solution, i.e., a point x̄ that satisfies:

f (x̄) ≥ f (x)− η for all x ∈ D . (2.17)

The issue with global optimization is that all known solution algorithms for (2.16)
with polynomial computational complexity in the number of variables are, at most,
capable of finding a local optimizer. For convex optimization problems, i.e., with f
concave on D and D a convex set, and some generalized convex problems, this is not
a problem because every local optimizer also solves (2.16) globally.

Global optimization theory deals with problems where this local–global property
does not hold. This requires completely different algorithmic approaches than known
from convex optimization theory. These usually scale with exponential complexity
in the number of variables. Indeed, many non-convex optimization problems are
known to be NP-hard, including many resource allocation problems in interference
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networks [24]. Global optimization algorithms can be roughly categorized into two
different classes: outer approximation (OA) algorithms and BB methods. The former
approximates the feasible set by a sequence of simpler problems with a relaxed feasible
set. A prominent instance is the Polyblock algorithm [20] mentioned earlier, which
solves monotonic optimization problems. Instead, the general idea of BB algorithms
is to relax and then successively partition the feasible set such that upper bounds on
the objective value can be computed for each partition element.

Experience shows that BB procedures often outperform OA algorithms, espe-
cially for monotonic optimization in the context of energy-efficient resource allocation
in interference networks. The reasons are manifold. First, and foremost, is the fact that
the underlying data structures for BB can be implemented much more efficiently than
for the Polyblock algorithm. Another equally important reason is that BB methods are
much more flexible. The Polyblock algorithm and monotonic optimization in general
take a very specific problem formulations as a basis, i.e., the canonical monotonic
optimization problem:

max
x∈[a,b]

f (x) s.t. g(x) ≤ 0 ≤ h(x), (2.18)

with f , g, h increasing functions. Casting a general optimization problem with hidden
monotonicity into this form often requires cumbersome transformations, auxiliary
variables (cf. (2.15)), and additional algorithms (e.g., Dinkelbach’s Algorithm). Mod-
ifying such an OA algorithms is usually very hard or even impossible since it heavily
relies on problem-specific characteristics. Instead, BB procedures are modular and
one can often easily replace inefficient parts by approaches better suited to the problem
at hand.

2.3.1 Branch and bound

BB algorithms are one of the most versatile and widely used tools in global optimiza-
tion. The core idea is to relax the feasible set D and subsequently partition it. The
partitioning method is chosen such that upper bounds on the objective value can be
determined efficiently for each partition element. During the course of the algorithm,
available or easily computable feasible points are evaluated, and the partition of D is
successively refined. The algorithm terminates when each partition element is either
proven to be empty, i.e., it does not contain any feasible points, or it does not contain
any points with objective value greater than the current best known feasible solution.
Part of this process is illustrated in Figure 2.3.

There are three basic types of subdivision: simplicial, conical, and rectangular.
The choice of a subdivision procedure mostly depends on the bounding procedure and
the structure of the problem to be solved. Rectangular subdivision is especially well
suited if the primary bounding mechanism relies on exploiting monotonicity. This is
because the extrema of an increasing function over the hyperrectangle:

[r, s] = {x ∈ Rn : ri ≤ xi ≤ si, for all i = 1, . . . , n}, (2.19)
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β 3 β 3β 4 β 5 β 5 β 3β 2

β 1 β 1 β 1

(a)

β3

β1

(b)

β3

β1

(c)

Figure 2.3 Illustration of rectangular subdivision in a BB procedure: (a) after
2 iterations, (b) in iteration 3, and (c) after iteration 3. The feasible
set is denoted as D , the bounds are βi, and in (b) the upper left box is
selected for branching

are at the lower left and upper right cornerpoints, respectively, i.e.,

arg min
x∈[r,s]

f (x) = r arg max
x∈[r,s]

f (x) = s. (2.20)

Correctly exploiting this very simple property leads to bounds that can often be
computed with low computational effort. As already discussed in Section 2.2.4, many
utility functions encountered in energy-efficient resource allocation have exactly these
hidden monotonicity properties. Therefore, we focus our exposition on rectangular
BB methods and refer the interested reader to [12] for a treatment of the other two
subdivision approaches.

Rectangular subdivision procedures start with a hyperrectangle M0 that contains
the feasible set D . Then, this initial rectangle is subdivided successively to create
a partition of the feasible set. The subdivision of a rectangle M = [r, s] is defined
by a tuple (v, j) where v defines the point the division is made through and j is the
dimension of the cut, i.e., it results in the two rectangles:

M − = {x | rk
j ≤ xj ≤ vk

j , rk
i ≤ xi ≤ sk

i (i �= j)}
M + = {x | vk

j ≤ xj ≤ sk
j , rk

i ≤ xi ≤ sk
i (i �= j)}. (2.21)

In its simplest form where v = 1
2 (r+ s) and j is the index of the longest side of M , this

is known as the standard bisection. It results in an exhaustive subdivision procedure
that creates an infinite nested sequence of rectangles that converges to a singleton,
i.e., a set with diameter zero.

A prototype rectangular BB algorithm is stated in Algorithm 2.2. In iteration k ,
the set Rk holds the partition elements of the feasible set that are not yet proven to
be infeasible or suboptimal, x̄k and γk are the current best solution and value, respec-
tively, Pk is an intermediate set holding the new boxes after branching, and β(M )
computes an upper bound on the objective values in M , i.e., β(M ) ≥ maxx∈M f (x).
We say that this procedure is convergent if it can be infinite∗ only when η = 0 and

∗A procedure is said to be infinite if it does not terminate.
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then limk→∞ γk = maxx∈D f (x). An exhaustive subdivision procedure is said to be
consistent with branching if:

β(M )−max{f (x) | x ∈M ∩D} → 0 as diam(M )→ 0. (2.22)

We can formally establish convergence of Algorithm 2.2 under this condition.

Proposition 2.4. If the subdivision procedure is exhaustive and the bounding oper-
ation satisfies (2.22), then Algorithm 2.2 is convergent and the final x̄k is a global
η-optimal solution of (2.16).

Proof. Please refer to [12, Proposition 6.1], [25, Proposition 3.7], or [26, Theorem 1].

Exhaustive rectangular subdivision is straightforward to be implemented because
it is independent of the bounding operation. However, by coupling the subdivision
with the bounding procedure, the convergence speed can be improved. Suppose that
for each rectangle Mk , two points xk , yk ∈Mk are known such that:

xk ∈Mk ∩D and β(Mk )− f (yk )→ 0 as
∥∥xk − yk

∥∥→ 0. (2.23)

Then, we can subdivide Mk adaptively via (vk , jk ) where vk = 1
2 (xk + yk ) and

jk ∈ arg maxj|yk
j − xk

j |. For example, consider the bounding operation β(M k ) =
maxx∈Mk∩D f̄ (x; Mk ) where f̄ (x; Mk ) is an upper bound of f on Mk tight at some
point zk ∈M k , i.e., f̄ (x) ≥ f (x) for all x ∈Mk ∩D and f̄ (zk ) = f (zk ). Then, choos-
ing yk = zk and xk ∈ arg maxx∈Mk∩D f̄ (x; Mk ) satisfies (2.23). Instead of trying to
minimize the size of each box, this rule strives to bring the bounding point zk close to

Algorithm 2.2: Rectangular BB algorithm

Step 0 (Initialization) Choose M0 ⊇ D and η > 0. Let k = 1 and R0 = {M0}. If available
or easily computable, find x̄0 ∈ D and set γ0 = f (x̄0). Otherwise, set γ0 = −∞.

Step 1 (Branching) Select a box Mk ∈ arg max{β(M ) |M ∈ Rk−1} and subdivide it via
(vk , j) (cf. (2.21)). Let Pk = {M −

k , M +
k }.

Step 2 (Reduction) For each M ∈Pk , replace M by M ′ such that M ′ ⊆M and

(M \M ′) ∩ {x ∈ D | f (x) > γk } = ∅. (2.24)

Step 3 (Bounding) For each M ∈Pk , compute β(M ) ≥ supx∈M∩D f (x). Find x ∈
M ∩D and set α(M ) = f (x). If M ∩D = ∅, set α(M ) = −∞.

Step 4 (Incumbent) Let αk = max{α(M ) |M ∈Pk }. If αk > γk−1, set γk = αk and let
x̄k ∈ D such that αk = f (x̄k ). Otherwise, let γk = γk−1 and x̄k = x̄k−1.

Step 5 (Pruning) Delete every M ∈Pk with M ∩D = ∅ or β(M ) ≤ γk + η. Let P′
k

be the collection of remaining sets and set Rk =P′
k ∪ (Rk−1 \ {Mk }).

Step 6 (Termination) Terminate if Rk = ∅ or, optionally, if {M ∈ Rk |β(M ) > γk +
η} = ∅. Return x̄k as a global η-optimal solution. Otherwise, update k ← k + 1 and
return to Step 1.
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a feasible point and, hence, minimizes the distance between the bound and feasible
value. In other words, the goal of an adaptive bisection is to drive the upper bound as
fast as possible toward a feasible point. This often leads to much faster convergence
than exhaustive bisection.

The following proposition formally establishes convergence for Algorithm 2.2
with adaptive bisection.

Proposition 2.5. If the subdivision procedure is adaptive, xk is such that f (xk ) =
α(Mk ) and (2.23) is satisfied, then Algorithm 2.2 is convergent and the final x̄k is a
global η-optimal solution of (2.16).

Proof. Please refer to [12, Proposition 6.2] or [25, Proposition 3.11].

Another way to improve convergence is the reduction in Step 2 of Algorithm 2.2.
First of all, it is important to notice that this step is entirely optional since choosing
M ′ =M satisfies (2.24). The general idea is to shrink the box under consideration
such that no candidate solutions, i.e., feasible points that might have objective value
greater than γ , are lost. The smaller size of a box leads to tighter bounds and, thus,
to faster convergence. However, it should only be implemented if this can be done
efficiently and leads to an overall improvement in run time. Please refer to [12,26,27]
for some example procedures that rely on exploiting monotonicity.

Implementing Algorithm 2.2 for a specific problem requires a bounding proce-
dure β(M ) and a solution to the feasibility problem in Step 3. This will be discussed
in the next two sections.

2.3.2 Bounding methods

In this section, we discuss bounding methods that exploit (hidden) monotonicity in
the objective functions. The traditional approach is monotonic programming [20,27],
where the objective is written as the difference of two increasing (difference of
increasing (DI)) functions, i.e.,

f (x) = f1(x)− f2(x), (2.25)

where f1, f2 are increasing functions. Computing the bound β(M ) over a box M =
[r, s] is straightforward:

max
M∩D

f (x) ≤ max
M

f (x) ≤ max
M

( f1(x)− f2(r)) = f1(s)− f2(r) = β(M ). (2.26)

This bound does not provide any points suitable for an adaptive subdivision and,
thus, has to be combined with exhaustive subdivision. For convergence, the bound
has to satisfy the condition in (2.22). As diam(M )→ 0, the cornerpoints r, s
approach a common limit point y. Hence, at some point M ∩D =M and β(M )→
f1(y)− f2(y) = maxx∈M { f1(x)− f2(x)}. Thus, the bound in (2.26) is consistent with
branching and leads to a convergent exhaustive BB procedure.
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Applying this bound to GEE maximization in interference networks, i.e.,

max
p

∑
i log

(
1+ dipi

1+∑j �=i ci, jpj

)
Pc +∑

i μipi
s.t. p ∈P, (2.27)

with P ⊂ Rn
≥0, requires the application of Dinkelbach’s Algorithm. Assuming

di, ci,j ≥ 0 for all i, j, the numerator can be cast into a DI function as

log

(
1+ dipi

1+∑
j �=i ci, jpj

)
= log

(
1+∑

j �=i ci, jpj + dipi

1+∑
j �=i ci, jpj

)

= log

⎛
⎝1+

∑
j �=i

ci, jpj + dipi

⎞
⎠

︸ ︷︷ ︸
f1(p)

− log

⎛
⎝1+

∑
j �=i

ci, jpj

⎞
⎠

︸ ︷︷ ︸
f2(p)

.

(2.28)

The denominator of (2.27) is also an increasing function, but this does not help in
finding a DI representation of (2.27). The common approach is to employ Dinkelbach’s
Algorithm as discussed in Section 2.2.4. Recall that in each iteration of this algorithm,
the auxiliary problem:

max
p

∑
i

log

(
1+ dipi

1+∑
j �=i ci,jpj

)
− λ

(
Pc +

∑
i

μipi

)
s.t. p ∈P (2.29)

has to be solved. The objective of (2.29) has the DI representation:

∑
i

log

⎛
⎝1+

∑
j �=i

ci,jpj + dipi

⎞
⎠−

⎛
⎝∑

i

log

⎛
⎝1+

∑
j �=i

ci,jpj

⎞
⎠+ λ

(
Pc +

∑
i

μipi

)⎞⎠ ,

(2.30)

and a suitable bound for (2.29) can be computed as in (2.26). The downside of this
approach is that the non-convex inner problem (2.29) needs to be solved several times.
This increases the computational complexity tremendously.

This is where the flexibility of BB methods comes in handy. The bound can easily
be replaced by a different one without altering any other part of the algorithm as long
as it is consistent with branching. Consider the following function

f (x) = f1(x)− f2(x)

g(x)
, (2.31)

with f1, f2, g increasing and f1 − f2, g non-negative. A bound over the box M = [r, s]
can be computed as

max
x∈M∩D

f (x) ≤ maxx∈M f1(x)− f2(x)

minx∈M g(x)
≤ f1(s)− f2(r)

g(r)
. (2.32)

Again, since r, s→ y as diam(M )→ 0, maxx∈M∩D f (x)→ f (y) and β(M )→
f1(y)−f2(y)

g(y) = f (y). Thus, this bound is consistent with branching. This approach
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eliminates the need for Dinkelbach’s Algorithm and directly obtains an η-optimal
solution.

We can easily extend this bounding approach to multi-ratio optimization
problems. For example, a consistent bounding function for the sum-of-ratios objective

∑
i

fi,1(x)− fi,2(x)

gi(x)
, (2.33)

is directly obtained from (2.32) as

∑
i

fi,1(s)− fi,2(r)

g(r)
. (2.34)

Recall from Definition 2.3 and the discussion made later that this problem cannot be
solved with Dinkelbach’s Algorithm or its generalizations.

The bounding approach taken here can be further improved and generalized into
the MMP framework [26,28]. The core idea is to find a function F : Rn ×Rn → R

that satisfies:

x ≤ x′ ⇒ F(x, y) ≤ F(x′, y), (2.35)

y ≤ y′ ⇒ F(x, y) ≥ F(x, y′), (2.36)

for all x, x′, y, y′ ∈M0 ⊇ D . Such a function is called mixed monotonic (MM)
function. If it satisfies:

F(x, x) = f (x), (2.37)

it is called an MMP representation of f and (2.16) is said to be an MMP problem. A
bound on the objective f over M = [r, s] can be determined easily from F as

max
x∈M∩D

f (x) ≤ max
x∈M

F(x, x) ≤ max
x,y∈M

F(x, y) = F(s, r) = β(M ). (2.38)

It is shown in [26, Theorem 1] that this bound is consistent with branching and,
hence, leads to a convergent BB procedure if combined with an exhaustive rectangular
subdivision. For example, an MMP representation of the GEE in (2.27) is

(x, y) �→
∑

i log
(

1+ dixi
1+∑j �=i ci,j yj

)
Pc +∑

i μiyi
, (2.39)

and, thus, a bounding function to solve (2.27) with Algorithm 2.2 is, for M = [r, s],

β(M ) = F(s, r) =
∑

i log
(

1+ disi
1+∑j �=i ci,j rj

)
Pc +∑

i μiri
. (2.40)

It is shown analytically in [26, Section IV] that the bound for the numerator is tighter
than that obtained by the DI approach in (2.28). Figure 2.4 shows performance com-
parisons from [26, Section IV] for the different bounding approaches discussed in
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Figure 2.4 Average run time of Algorithm 2.2 with different bounding approaches.
Results are averaged over 100 independent and identically distributed
channel realizations. (a) Weighted sum rate maximization: MMP bound
vs. DI bound, i.e., (2.40) with μi= 0 and Pc= 1 and (2.28),
respectively; (b) GEE maximization: MMP vs. Dinkelbach’s Algorithm
as in (2.40) and (2.30), respectively.

this section. Figure 2.4(a) compares bounding of the numerator of the GEE, i.e.,
throughput maximization. It can be observed that MMP bounding is several orders of
magnitude faster than the classical DI bound. For example, MMP solves throughput
maximization problems with 18 variables in the same time than classical monotonic
programming requires for 8 variables. In Figure 2.4(b), run times for GEE maxi-
mization are shown. Solving this problem directly with Algorithm 2.2 and the MMP
bound in (2.40) is again several orders of magnitude faster than using Dinkelbach’s
Algorithm with Algorithm 2.2 and DI bounding as an inner solver, e.g., for six users,
MMP is five orders of magnitude faster than the state-of-the-art approach.

2.3.3 Feasibility test

The second component to implement in any BB procedure is a feasibility test. While
the bounding operation deals with the objective, the feasibility test is concerned
with the feasible set D . In this section, we first discuss some special cases often
encountered in EE maximization and then focus on more general methods.

2.3.3.1 Box constraints
The most simple feasible sets are simple box constraints on the optimization
variables, i.e.,

D = {x ∈ Rn | xi,min ≤ xi ≤ xi,max} = [xmin, xmax]. (2.41)

In this case, the initial box M0 should be chosen as [xmin, xmax]. Because Algo-
rithm 2.2 only generates points within M0, every encountered point is feasible. Hence,
M ∩D �= ∅ in every iteration and α(M ) in Step 3 is an arbitrary point in M .
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2.3.3.2 Minimum rate constraints
The most common form of Quality of Service (QoS) constraints in energy-efficient
resource allocation are minimum rate constraints. In interference networks, where
each user k achieves a rate:

rk = log

(
1+ dipi

1+∑
j �=i ci,jpj

)
, (2.42)

the resulting feasible set is

D =
{

p ∈ [0, P]

∣∣∣∣∣log

(
1+ dipi

1+∑
j �=i ci,jpj

)
≥ Ri,min, for all i

}
. (2.43)

Despite (2.42) being a non-convex function, this set can be easily transformed into a
linear set as follows:

log

(
1+ dipi

1+∑
j �=i ci,jpj

)
≥ Ri,min (2.44)

⇔ dipi

1+∑
j �=i ci,jpj

≥ 2Ri,min − 1 (2.45)

⇔ dipi −
(
2Ri,min − 1

)∑
j �=i

ci,jpj ≥ 2Ri,min − 1, (2.46)

where the last inequality is clearly affine in the powers pi. Hence, the feasible set

D =
⎧⎨
⎩p ∈ [0, P]

∣∣∣∣∣∣
(
2Ri,min − 1

)∑
j �=i

ci,jpj − dipi ≤ 1− 2Ri,min , for all i

⎫⎬
⎭ (2.47)

is linear. Thus, the check M ∩D
?= ∅ is a simple linear feasibility problem and can

be solved by any linear programming Phase I method.
The initial box M0 should be chosen as tight as possible to avoid slowing down

convergence unnecessarily. Thus, the obvious choice M0 = [0, P] should be improved
by choosing M0 = [xmin, xmax] with

xi,min = min
p∈D

pi xi,max = max
p∈D

pi. (2.48)

These are linear programs and can be solved at low computational cost.

2.3.3.3 General inequality constraints
Let the feasible set D be defined by MM functions Gi as

Gi(x, x) ≤ 0, for all i = 1, 2, . . . , m. (2.49)

The following proposition follows from the definition of MM functions.
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Proposition 2.6 ([26, Proposition 1]). Let M = [r, s] and D be defined by the
inequalities in (2.49). Then,

∀i ∈ {1, . . . , m} : Gi(r, s) ≤ 0⇒M ∩D =M �= ∅ (2.50)

∃i ∈ {1, . . . , m} : Gi(r, s) > 0⇒M ∩D = ∅. (2.51)

These are sufficient conditions for (in-)feasibility of a box M . However, there
exist boxes for which neither condition holds. In that case, it is impossible to answer the

feasibility test M ∩D
?= ∅ conclusively solely based on the monotonicity properties.

An exception is the important special cases where the feasible set is either normal
or conormal.

Proposition 2.7 ([26, Corollary 1]). Let M = [r, s] and D = {x | gi(x) ≤ 0,
for all i = 1, . . . , m} with gi being increasing functions. Then, D ∩M �= ∅ if and
only if gi(r) ≤ 0 for all i = 1, . . . , m.

Proposition 2.8 ([26, Corollary 2]). Let M = [r, s] and D = {x | hi(x) ≥ 0,
for all i = 1, . . . , m} with hi being increasing functions. Then, D ∩M �= ∅ if and
only if hi(r) ≥ 0 for all i = 1, . . . , m.

This can be generalized to MM functions that are either increasing or decreasing
in each dimension. Please refer to [26, Section III-A] for details.

If neither Proposition 2.7 nor 2.8 is applicable, we can modify Algorithm 2.2 to
work with general MM constraints and the result in Proposition 2.6. In particular,
we only require a feasible solution in Step 3 if one is available and prune boxes in
Step 5 if (2.51) is satisfied. The resulting procedure is stated in Algorithm 2.3. These

Algorithm 2.3: Rectangular BB algorithm for general DI constraints

Step 0 (Initialization) Choose M0 ⊇ D and η > 0. Let k = 1 and R0 = {M0}. If available
or easily computable, find x̄0 ∈ D and set γ0 = f (x̄0). Otherwise, set γ0 = −∞.

Step 1 (Branching) Select a box Mk ∈ arg max{β(M ) |M ∈ Rk−1} and subdivide it via
(vk , j) (cf. (2.21)). Let Pk = {M −

k , M +
k }.

Step 2 (Reduction) For each M ∈Pk , replace M by M ′ such that M ′ ⊆M and

(M \M ′) ∩ {x ∈ D | f (x) > γk } = ∅. (2.52)

Step 3 (Bounding) For each M ∈Pk , compute β(M ) ≥ supx∈M∩D f (x). Let x ∈M
(e.g., x = r). If x ∈ D , set α(M ) = f (x). Otherwise, set α(M ) = −∞.

Step 4 (Incumbent) Let αk = max{α(M ) |M ∈Pk }. If αk > γk−1, set γk = αk and let
x̄k ∈ D such that αk = f (x̄k ). Otherwise, let γk = γk−1 and x̄k = x̄k−1.

Step 5 (Pruning) Delete every M ∈Pk with β(M ) ≤ γk + η or Gi(r, s) > 0 for some i.
Let P′

k be the collection of remaining sets and set Rk =P′
k ∪ (Rk−1 \ {Mk }).

Step 6 (Termination) Terminate if Rk = ∅ or, optionally, if {M ∈ Rk |β(M ) > γk +
η} = ∅. Return x̄k as a global η-optimal solution. Otherwise, update k ← k + 1 and
return to Step 1.
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changes seem minor, but the consequence is that convergence in a finite number of
iterations cannot be guaranteed for Algorithm 2.3. This is established in the following
proposition.

Proposition 2.9. If Algorithm 2.3 terminates, then problem (2.16) with MM con-
straints as in (2.49) is either infeasible or x̄k is an η-optimal solution of (2.16). If it
is infinite, at least one accumulation point of the infinite sequence {rk} is a globally
optimal solution of (2.16).

Proof. Please refer to [25, Theorem 6.11] or [27].

While an infinite algorithm often converges in a finite number of iterations, this
cannot be guaranteed. Moreover, the convergence is often slow. In the next section,
we discuss solution approaches for this issue.

2.4 Successive incumbent transcending scheme

To ease the exposition in this section, consider the special case of DI constraints instead
of the general MM constraints from Section 2.3.3.3, i.e., let Gi(x, x) = g+i (x)− g−i (x)
in (2.49) with g+i , g−i being increasing functions for all i. A widely accepted method
to obtain a finite algorithm from Algorithm 2.3 is to accept any point x satisfying

g+i (x)− g−i (x) ≤ ε, for all i = 1, 2, . . . , m, (2.53)

for some small ε > 0 as feasible point in Step 3. Because only strictly infeasible boxes
are pruned in Step 5, a gap between the pruning rule and acceptable points exists.
Algorithmically, this is similar to the motivation behind the η-optimality concept and
results in finite convergence. The result of this algorithm is an η-optimal point that
is almost feasible, also known as an (ε, η)-approximate optimal solution. Since this
point x̄ is almost feasible for small ε, it should converge to a feasible solution as
ε→ 0. Moreover, it is expected that f (x̄) is also close to the optimal value for a
sufficiently small ε < ε0. While this is usually true, the problem is that ε0 is unknown
in general, and choosing ε too large can result in completely wrong “solutions.” This
is illustrated in the following example from [29].

Example 2.1. Consider the optimization problem:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

min
p∈R2

p1

s.t. log2(1+ α1p1 + α2p2) ≥ Q

log2(1+ β1p1)+ log2(1+ β2p2) ≤ L

p ∈ [0, P],

(2.54)

where the constants α1, α2, β1, β2, Q, L are all positive. This problem could be
motivated as transmit power minimization in a communication system where the first
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Figure 2.5 Feasible set of (2.54) with optimal solution p∗ and ε-approximate
solutions p̄(ε1) and p̄(ε2) for ε1 = 10−3 and ε2 = 10−4. The
ε1-approximate solution is quite far away from the true optimum.
© 2019 IEEE [29]

constraint is a minimum throughput constraint and the second, the total information
leakage to non-cooperative eavesdroppers.

The feasible set of (2.54) is illustrated in Figure 2.5 for parameters α1 = α2 =
10, β1 = 0.5, β2 = 1, Q = log2(61), L = log2(8.99). The optimum solution p∗ is
(4.00665, 1.99335) with an objective value 4.00665. Relaxing the constraints by ε1 =
10−3 results in an ε-approximate solution (0.995843, 5). Clearly, this solution is quite
far away from the true optimum value and should be considered as wrong. Instead,
choosing ε2 = 10−4 results in the correct solution.

Another numerical issue can be observed for L = log2(9) with all other param-
eters as before. In that case, there exists an isolated feasible point at (1, 5) that also
happens to be the optimal solution to (2.54). There are several issues with such an
isolated solution. First, it is numerically challenging to compute and some global opti-
mization algorithms fail to converge should the solution be such an isolated point.
Moreover, this solution is numerically instable in the sense that it reacts very sensitive
to small perturbations, e.g., due to an ε-relaxation. Lastly, it is usually not desired
as solution to engineering problems because parameters are usually subject to small
variations such as measurement errors, hence rendering such a solution most likely
wrong.

2.4.1 ε-Essential feasibility and the SIT scheme

We have identified two issues in the previous section. The first is that relaxing the
constraints by some small ε, the common remedy to obtain an finite algorithm from
an infinite, might actually lead to very wrong solutions. The other is that solutions in
isolated feasible points are numerically unstable and undesirable from an engineer’s
point of view. In this section, we discuss an alternative approach that improves the
traditional method in both regards.
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Instead of relaxing the feasible set D as defined in (2.49), we tighten it by a small
amount ε > 0, i.e.,

D ∗ = {x | g+i (x)− g−i (x) ≤ −ε, i = 1, 2, . . . , m}. (2.55)

A point x ∈ D ∗ is called ε-essential feasible and a point x̄ is said to be an essential
(ε, η)-optimal solution of (2.16) if it satisfies

f (x̄) ≥ f (x)− η for all x ∈ D ∗, (2.56)

for some η > 0. For ε, η→ 0, this is a non-isolated feasible point that solves (2.16).
Applying this approach directly to Algorithm 2.3 does not fix the convergence

issues. In fact, it will most likely have a negative impact on the convergence speed.
However, when combined with the SIT scheme discussed next, it results in a numer-
ically stable BB algorithm with finite convergence to the globally optimal solution.

Consider the optimization problems:

max
x

f (x) s.t. g+i (x)− g−i (x) ≤ 0, for all i = 1, 2, . . . , m, (2.57)

and

min
x

max
i=1,...,m

{g+i (x)− g−i (x)} s.t. f (x) ≥ γ , (2.58)

which are dual in the sense that if the optimal value of (2.58) is greater than zero, the
optimal value of (2.57) is less than γ . This is because every point x feasible in (2.58)
having a non-positive objective value is a feasible point in (2.57) with objective value
greater than γ . We can formalize this observation in the following proposition that is
adapted from [12, Proposition 7.13].

Proposition 2.10 ([29, Proposition 1]). For every ε > 0, the ε-essential optimal value
of (2.57) is less than γ if the optimal value of (2.58) is greater than −ε.

Proposition 2.10 gives rise to a simple sequential solution method for (2.57)
where γ is increased as long as (2.58) has a non-positive solution. This is known as
the SIT scheme that was developed by Tuy [12,27,30,31]. The approach is formalized
in Algorithm 2.4.

The core problem in Algorithm 2.4 is the feasibility check in Step 1. Leveraging
Proposition 2.10, this can be implemented by solving (2.58). At a first glance, this

Algorithm 2.4: SIT algorithm [12, Section 7.5.1]. © IEEE [29]

Step 0 Initialize x̄ with the best known non-isolated feasible solution and set γ = f (x̄)+ η;
otherwise do not set x̄ and choose γ ≤ f (x) for all x ∈ D .

Step 1 Check if (2.57) has a non-isolated feasible solution x satisfying f (x) ≥ γ ; otherwise,
establish that no such ε-essential feasible x exists and go to Step 3.

Step 2 Update x̄← x and γ ← f (x̄)+ η. Go to Step 1.

Step 3 Terminate: If x̄ is set, it is an essential (ε, η)-optimal solution; else Problem (2.57)
is ε-essential infeasible.
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approach seems to increase computational complexity significantly because in its
straightforward implementation the non-convex optimization problem (2.58) would
be solved very often. However, (2.58) has to be solved only partially until some fea-
sible point with non-positive objective value is found or it can be established that no
solution to (2.58) with objective value less than −ε exists. This can be achieved effi-
ciently by a BB procedure with termination criterion “maxi=1,...,m{g+i (x)− g−i (x)} ≤ 0
or β(M ) > −ε” [12, Proposition 7.14]. Moreover, this BB procedure can be directly
incorporated with Algorithm 2.4 where γ is updated every time a point x is encoun-
tered with maxi=1,...,m{g+i (x)− g−i (x)} ≤ 0 and f (x) ≥ γ . It is shown in the proof
of [29, Theorem 1] that updating γ during the BB procedure does not prevent
convergence.

The great benefit of this method is that (2.58) is often much easier to solve than
(2.57). We have seen in Section 2.3.3.3 that finding a feasible point for general DI
constraints is a challenging problem that leads to an infinite BB procedure. Instead,
the feasible set of (2.58) is often much easier to deal with. Indeed, if f is an increasing
(or decreasing) function, Proposition 2.8 establishes that a feasible point in a box M
is easily found. Similarly beneficial properties of f are linearity or concavity. Even
if f itself is a DI function, we can easily transform (2.57) such that it has a “nice”
objective by introducing an auxiliary variable and bringing it into the epigraph form.

In the next section, we apply Algorithm 2.4 to a very general resource allocation
problem. Other applications of this scheme can be found in [12, Section 7.5] for
difference of convex (DC) programming, and in [12, Section 11.3] for canonical
monotonic optimization.

2.4.2 SIT for fractional DI problems with some convex variables

Consider the optimization problem:⎧⎪⎨
⎪⎩

max
(x,ξ )∈D

f +(x, ξ )

f −(x, ξ )

s.t. g+i (x, ξ )− g−i (x) ≤ 0, i = 1, 2, . . . , m,

(2.59)

with global variables x and non-global variables ξ . We say that a variable is non-
global if there exists an algorithm to solve (2.59) in ξ with fixed global variables x
that has much lower computational complexity than in the case when (2.59) is solved
for all variables (x, ξ ). The goal of this section is to develop an algorithm that solves
(2.59) with global optimality and preserves the low computational complexity in the
non-global variables. This is done by means of an adaptive rectangular BB algorithm
in combination with the SIT scheme. For a more detailed exposition, the interested
reader is referred to [29] where this algorithm was first published. This optimization
framework is motivated by joint power and rate allocation problems as in (2.8), where
the rates are linear variables while the powers are non-convex.

Some technical assumptions on (2.59) are necessary. As in every rectangular BB
method, an initial box M0 is required. Because the BB procedure operates only on
the global variables x, it has to enclose the x dimensions of D , i.e., M 0 ⊃ projx D .
The functions {g−i (x)} are required to have a common maximizer over every box
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M ⊆M0. A sufficient condition for this is that the functions g−i (x) have the same
monotonicity properties per dimension. Further, we assume the functions f −(x, ξ ),
g+i (x, ξ ), i = 1, . . . , m, to be lower semicontinuous, the functions f +(x, ξ ), g−i (x), i =
1, . . . , m, to be upper semicontinuous, and, without loss of generality, f −(x, ξ ) > 0.
The remaining assumptions can be grouped into two different cases. Some of these
assumptions depend on the variable γ that was introduced in Algorithm 2.4 and stores
the current best primal objective value.

Case 2.1 (DC problems). If D is a closed convex set and γ f −(x, ξ )− f +(x, ξ ),
g+1 (x, ξ ), . . . , g+m (x, ξ ) are jointly convex in (x, ξ ) for all γ , problem (2.59) resem-
bles a DC optimization problem but with fractional objective and additional non-DC
variables.

Case 2.2 (separable problems). Let D =X ×	 such that x ∈X and ξ ∈ 	 with
	 being a closed convex set, and let each function of (x, ξ ) be separable in the sense
that h(x, ξ ) = hx(x)+ hξ (ξ ). Further, let the functions γ f −ξ (ξ )− f +ξ (ξ ), g+1,ξ (ξ ), . . . ,
g+m,ξ (ξ ) be convex in ξ for all γ , and let the functions γ f −x (x)− f +x (x), g+1,x(x), . . . ,
g+m,x(x) have a common minimizer over X ∩M for every box M ⊆M0 and all γ .
Finally, let the function γ f −x (x)− f +x (x) be either increasing for all γ with X being a
closed normal set in some box or decreasing for all γ with X being a closed conormal
set in some box.

Interchanging objective and constraints in (2.59) leads to the dual problem:⎧⎪⎪⎨
⎪⎪⎩

min
(x,ξ )∈D

max
i=1,2,...,m

(
g+i (x, ξ )− g−i (x)

)

s.t.
f +(x, ξ )

f −(x, ξ )
≥ γ ,

(2.60)

or, equivalently,⎧⎨
⎩

min
(x,ξ )∈D

max
i=1,2,...,m

(
g+i (x, ξ )− g−i (x)

)
s.t. γ f −(x, ξ )− f +(x, ξ ) ≤ 0,

(2.61)

since f −(x, ξ ) > 0 by assumption. The feasible set of (2.61) is convex if the assump-
tions in Case 2.1 are met. While this does not hold for Case 2.2, these assumptions still
lead to a sufficiently nice feasible set [29, Proposition 2] that facilitates an efficient
solution of (2.61) via BB. This requires a lower bound on the objective of (2.61).

Proposition 2.11 ([29, Proposition 3]). Let x̄∗M be a common maximizer of
{g−i (x)}i=1,...,m over the box M . Then, (2.61)’s objective is lower bounded over M by

max
i=1,2,...,m

{
g+i (x, ξ )− g−i (x̄∗M )

}
. (2.62)

This bound is tight at x̄∗M .
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Then, a lower bound β(M ) of (2.61) over a box M is determined as the optimal
value of

⎧⎪⎪⎨
⎪⎪⎩

min
x,ξ

max
i=1,2,...,m

{
g+i (x, ξ )− g−i (x̄∗M )

}
s.t. γ f −(x, ξ )− f +(x, ξ ) ≤ 0

(x, ξ ) ∈ D , x ∈M .

(2.63)

For Case 2.1, this is a convex optimization problem. For Case 2.2, rewrite it as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
x,ξ

max
i=1,2,...,m

{
g+i,ξ (ξ )+ g+i,x(x)− g−i (x̄∗M )

}
s.t. γ f −ξ (ξ )− f +ξ (ξ )+ γ f −x (x)− f +x (x) ≤ 0

ξ ∈ 	, x ∈X ∩M .

(2.64)

The functions γ f −x (x)− f +x (x), g+1,x(x), . . . , g+m,x(x) have a common minimizer x∗M
over X ∩M by assumption. This allows one to partially solve (2.64) and obtain the
convex problem:

⎧⎨
⎩

min
ξ∈	 max

i=1,2,...,m

{
g+i,ξ (ξ )+ g+i,x(x∗Mi

)− g−i (x̄∗Mi
)
}

s.t. γ f −ξ (ξ )− f +ξ (ξ )+ γ f −x (x∗Mi
)− f +x (x∗Mi

) ≤ 0.
(2.65)

Both bounding procedures, i.e., (2.63) for Case 2.1 and (2.65) for Case 2.2,
provide the necessary points for an adaptive subdivision procedure. Recall that for
the box Mk two points xk , yk satisfying (2.23) are required, where yk is often chosen
as the point where the bounding procedure is tight and xk is a feasible point in the
box Mk . Thus, xk is chosen as the optimal solution of (2.63) for Case 2.1. For
Case 2.2, the optimal solution in x of (2.64) is x∗M and, hence, xk = x∗M . By virtue
of Proposition 2.11, both bounds are tight at yk = x̄∗M .

The following proposition, which is adapted from [12, Proposition 7.14], formally
connects Step 1 in Algorithm 2.4 and Proposition 2.10 into a BB procedure.

Proposition 2.12 ([12, Proposition 4]). Let ε > 0 be given. Either g(xk , ξ ∗) < 0
for some k and ξ ∗ or β(M k ) > −ε for some k. In the former case, (xk , ξ ∗) is a

non-isolated feasible solution of (2.59) satisfying f +(xk ,ξ∗)
f −(xk ,ξ∗) ≥ γ . In the latter case, no

ε-essential feasible solution (x, ξ ) of (2.59) exists such that f +(x,ξ )
f −(x,ξ ) ≥ γ .

Algorithm 2.5 integrates the SIT scheme in Algorithm 2.4 into an adaptive BB
procedure modified according to the earlier-shown proposition, i.e., a BB procedure
with pruning criterion β(M ) > −ε and stopping criterion minξ∈Dxk g(xk , ξ ) < 0.
Of course, as already discussed, the final algorithm does not terminate upon
minξ∈Dxk g(xk , ξ ) < 0 but updates the incumbent γ and continues.
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Algorithm 2.5: SIT algorithm for (2.59) [29, Algorithm 2]. © IEEE [29]

Step 0 Initialize ε, η > 0 and M0 = [r0, s0] as in (2.68), P1 = {M0}, R = ∅, and k = 1.
Initialize x̄ with the best known non-isolated feasible solution and set γ as described
in Step 4; otherwise do not set x̄ and choose γ ≤ f +(x,ξ )

f −(x,ξ ) for all feasible (x, ξ ).

Step 1 For each box M ∈Pk :
● Compute β(M ). Set β(M ) = ∞ if (2.63) (or (2.65)) is infeasible.
● Add M to R if β(M ) ≤ −ε.

Step 2 Terminate if R = ∅: If x̄ is not set, then (2.59) is ε-essential infeasible; else x̄ is an
essential (ε, η)-optimal solution of (2.59).

Step 3 Let Mk = arg min{β(M ) |M ∈ R}. Let xk be the optimal solution of (2.63) for
the box Mk (or x∗Mk

if (2.65) is employed for bounding), and yk = x̄∗Mk
. Solve the

feasibility problem:{
find ξ ∈ Dxk

s.t. g+i (xk , ξ )− g−i (xk ) ≤ 0, i = 1, . . . , m.
(2.66)

If (2.66) is feasible, go to Step 4; otherwise go to Step 5.

Step 4 xk is a non-isolated feasible solution satisfying f +(xk ,ξ )
f −(xk ,ξ )

≥ γ for some ξ ∈ Dxk . Let

ξ ∗ be a solution to:⎧⎪⎨
⎪⎩

min
ξ∈Dxk

f +(xk , ξ )

f −(xk , ξ )

s.t. g+i (xk , ξ )− g−i (xk ) ≤ 0, i = 1, 2 . . . , m.

(2.67)

If x̄ is not set or f +(xk ,ξ∗)
f −(xk ,ξ∗) > γ − η, set x̄ = xk and γ = f +(xk ,ξ∗)

f −(xk ,ξ∗) + η.

Step 5 Bisect Mk via (vk , jk ) where jk ∈ arg maxj{|yk
j − xk

j |} and vk = 1
2 (xk + yk )

(cf. (2.21)). Remove Mk from R. Let Pk+1 = {M −
k , M +

k }. Increment k and go to
Step 1.

The algorithm is initialized in Step 0 with an initial box M0 = [r0, s0] satisfying:

r0
i ≤ min

(x,ξ )∈D
xi s0

i ≥ max
(x,ξ )∈D

xi. (2.68)

The set Pk contains new boxes to be evaluated in Step 1, γ is the current best value
adjusted by the tolerance η, and R holds the remaining partition of not yet eliminated
boxes. Step 1 computes the bounds for the new boxes in Pk . If the bound of a box is
less than −ε, it might contain a non-isolated feasible solution that improves γ and is
added to R for further evaluation. The next box for branching is selected from R in
Step 3 and the incumbent is updated in Step 4. Branching is done in Step 5 and the
termination criterion is evaluated in Step 2. Convergence of this algorithm is formally
established in the following.

Proposition 2.13 ([29, Theorem 1]). Algorithm 2.5 converges in finitely many steps
to the (ε, η)-optimal solution of (2.59) or establishes that no such solution exists.
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2.5 Sequential convex approximation

Although significant performance improvements have been made to global optimiza-
tion methods in the past years [26,29], they are still limited by their exponential
complexity. This prohibits their application to large-scale optimization problems and
online resource allocation in practical systems. Instead, they are motivated by appli-
cations that are not time critical, e.g., system design and evaluation of low complexity
heuristic resource allocation methods.

A powerful method to obtain computationally efficient resource allocation meth-
ods is sequential convex programming [32]. The general idea is to find KKT points of
the original problem by solving a sequence of easier programs. Recall that the KKT
conditions are necessary prerequisites for the solution of a continuous optimization
problem. For convex programs, they are also often sufficient conditions for optimality.
This, however, does not hold in general and a KKT point can at most be considered a
candidate solution for non-convex problems. Indeed, a KKT point is not necessarily a
local minimum and good algorithms also ensure that the objective value is monoton-
ically increasing. It appears reasonable to expect that a solution obtained by such an
ascension process is more likely to obtain a local maximum than any method solely
focusing on the KKT conditions [33].

Consider the general non-convex optimization problem:⎧⎨
⎩

max
x

f0(x)

s.t. fi(x) ≥ 0, for all i = 1, 2, . . . , m.
(2.69)

The following proposition is a direct consequence of [32] and provides the means to
devise a low complexity method to generate candidate solutions for (2.69) [19].

Proposition 2.14. Let the feasible set of (2.69) be compact and the functions f0, f1, . . .
be differentiable. Consider the family of optimization problems:

max
x

g0,j(x) s.t. gi,j(x) ≥ 0, for all i = 1, 2, . . . , m, (2.70)

with solution x∗j where, for all j and i = 0, 1, . . . , m, gi,j are differentiable func-
tions such that the feasible set is compact. Assume that, for all j and i = 0, . . . , m,
gi,j(x∗j−1) = fi(x∗j−1) and gi,j(x) ≤ fi(x) for all x. Then, the sequence {f0(x∗j )} is mono-
tonically increasing and converges to a finite limit f ∗. If, in addition, ∇gi,j(x∗j−1) =
∇fi(x∗j−1) for all j and i = 0, . . . , m, then every limit point of {x}j with objective value
f ∗ satisfies the KKT conditions of (2.69) under suitable constraint qualifications.

Proposition 2.14 establishes that a sequence of feasible points {x∗j }with increasing
objective value f0(x∗j ) can be generated by solving a sequence of approximate prob-
lems. For this tool to be of practical use, it is essential to obtain suitable approximate
problems that have much lower computational complexity than (2.69).

Next, we discuss the application of Proposition 2.14 to GEE maximization fol-
lowing the approach in [19]. Further applications are, e.g., weighted minimum EE
maximization [19], weighted sum EE maximization [34], and EE resource allocation
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over multiple resource blocks [22]. It was also applied to other related system models,
e.g., to full-duplex multiuser MIMO systems in [35], for BC IC in [36], or for MISO
BC in [37].

Consider the generic GEE maximization problem:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

max
p

∑K
k=1 f +k (p)− f −k (p)∑K

k=1 μkpk + Pc

s.t. g+i (p)− g−i (p) ≥ 0, for all i = 1, 2, . . . , m

p ∈ [0, P],

(2.71)

with f +k , f −k , g+i , g−i being concave functions on [0, P] for all i and k . Since concave
functions are upper bounded by their first-order Taylor expansion [3, Section 3.1.3],
each term in the objective’s numerator is lower bounded as

f +k (p)− f −k (p) ≥ f +k (p)− [
f −k (pj)+ (∇pf −k (p)|p=pj

)T (p− pj)
]
. (2.72)

Similarly, the constraints are bounded as

g+i (p)− g−i (p) ≥ g+i (p)− [
g−i (pj)+ (∇pg−i (p)|p=pj

)T (p− pj)
]
. (2.73)

These underestimators are tight at p = pj, i.e., at this point equality holds in (2.72) and
(2.73). Thus, these are suitable functions to construct the approximate problems as

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

max
p

∑K
k=1 f +k (p)− [

f −k (pj)+ (∇pf −k (p)|p=pj
)T (p− pj)

]
∑K

k=1 μkpk + Pc

s.t. g+i (p)− [
g−i (pj)+ (∇pg−i (p)|p=pj

)T (p− pj)
] ≥ 0,

for all i = 1, 2, . . . , m

p ∈ [0, P].

(2.74)

Let p∗j−1 be an optimal solution of (2.74) and denote by f (p) the objective of
(2.71). If the approximation point pj = p∗j−1 for all j ≥ 1 with p0 some feasible point
in (2.71), then the sequence { f (p∗j )} is monotonically increasing and converges to a
value f̄ [19, Proposition 6].

Further, the gradient of the constraint approximation is

∇p

(
g+i (p)− [

g−i (pj)+ (∇pg−i (p)|p=pj
)T (p− pj)

])
= ∇pg+i (p)− (∇pg−i (p)|p=pj

), (2.75)
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while that of the constraints in (2.71) is ∇g+i (p)− ∇g−i (p). With pj = p∗j−1, these are
equal at p∗j−1 and, thus, satisfy the third condition in Proposition 2.14. The gradients
of the objective and objective approximation functions are

∇p

(∑K
k=1 f +k (p)− f −k (p)∑K

k=1 μkpk + Pc

)

=
∇p

(∑K
k=1 f +k (p)− f −k (p)

)
∑K

k=1 μkpk + Pc

−
(∑K

k=1 f +k (p)− f −k (p)
)
μ(∑K

k=1 μkpk + Pc

)2 , (2.76)

and

∇p

(∑K
k=1 f +k (p)− [

f −k (pj)+ (∇pf −k (p)|p=pj
)T (p− pj)

]
∑K

k=1 μkpk + Pc

)

= ∇pf +i (p)− (∇pf −i (p)|p=pj
)∑K

k=1 μkpk + Pc

−
(∑K

k=1 f +k (p)− [
f −k (pj)+ (∇pf −k (p)|p=pj

)T (p− pj)
])
μ(∑K

k=1 μkpk + Pc

)2 , (2.77)

respectively. Again, with pj = p∗j−1, the first terms are obviously equal at p∗j−1 and
the second terms are equal at this point because the approximation is tight at pj.
Hence, the third condition in Proposition 2.14 is satisfied and, thus, any limit point
of the sequence {p∗j } with objective value f̄ is a KKT point under suitable constraint
qualifications [19, Proposition 6].

The resulting algorithm is straightforward and stated in Algorithm 2.6. Conver-
gence to a first-order optimal solution follows from the discussion made earlier and
Proposition 2.14.

Experience shows that in the case of GEE maximization the point obtained by
Algorithm 2.6 is usually a global maximizer of (2.71) [22]. However, we stress that
the obtained solution is in no way guaranteed to be even a locally optimal solution and
that this observation was only possible by extensive numerical experiments involving
global optimization methods for verification.

Algorithm 2.6: Sequential convex approximation

Initialize j = 0 and choose a feasible p0.
repeat

Solve (2.74) and denote its solution as p∗j
pj+1 = p∗j
j← j + 1

until convergence.
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The successive convex approximation method discussed here belongs to the larger
class of majorization–minimization algorithms reviewed in [38]. A completely dif-
ferent approach is to employ deep learning methods that are trained with globally
optimal solutions to predict the optimal power allocation [39]. While the training
phase is costly, the actual power allocation is tremendously fast and often much
closer to the globally optimal solution than first-order optimal approaches [40,41].

2.6 Conclusions

We have reviewed generalized concavity and fractional programming theory and
discussed their application to energy-efficient resource allocation for point-to-point
links. We have motivated the need for more advanced global optimization techniques
for resource allocation in interference networks and introduced the reader to BB meth-
ods. State-of-the-art monotonic optimization and monotonic fractional programming
were explained in the context of BB methods. The MMP framework was presented and
it was shown that this novel bounding approach outperforms monotonic fractional pro-
gramming by several orders of magnitude. Since the MMP bounding approach is much
more versatile than state-of-the-art monotonic optimization and often leads to much
faster convergence, this approach has the potential to replace classical monotonic
programming in the future.

We have also discussed potential issues with non-convex feasible sets and pre-
sented the SIT approach as remedy. In particular, most global optimization problems
where a conclusive feasibility check is not available or has high computational cost
can benefit from this method. In an application example, we have shown that the SIT
scheme can also be used to avoid complicated decomposition methods. It is shown
in [29] that the resulting optimization framework is well suited for resource allocation
in non-orthogonal interference networks.

Although considerable progress has been made toward efficient global optimiza-
tion, the exponential complexity in the number of variables prevents the solution of
large-scale problems. For this reason, we have also introduced the popular successive
convex approximation framework that is often employed to obtain stationary points
of non-convex optimization problems.

2.6.1 Further reading

A classic text on generalized concavity is [42]. Fractional programming for EE
maximization is treated in [6].

A broad and very general coverage of BB methods can be found in [43, Section
IV]. The treatment in [12] is more modern and better suited for a first exposition.
Reference [25] focuses modeling on resource allocation and the connection between
BB and the SIT scheme. Good references for the mentioned Polyblock algorithm
are [12] and [21].

The MMP framework is discussed in much more detail in [26] with several
application examples. The source code, including a fairly general implementation
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of Algorithm 2.2, is published alongside [26]. A specialized bounding method for
EE maximization with even faster convergence than MMP is developed in [41].
Other applications of BB methods for resource allocation are [44] where multiple-
input–single-output beamforming is considered and [45] where weighted sum rate
maximization is reviewed.

The SIT scheme is developed in a series of publications [27,30,31] and is included
in the text book [12]. Besides being applied to resource allocation, the fundamentals
of the SIT scheme are also reviewed in [25,29].

Successive convex approximation is developed in [32]. It is shown that it often
converges to the globally optimal solution for GEE maximization in [19]. A general-
ization to pseudo-convex approximation functions can be found in [46]. This work is
extended to QoS constraints in [47]. The larger class of majorization–minimization
algorithms is reviewed in [38]. An alternative approach to the efficient implementa-
tion of resource allocation algorithms is deep-learning based methods [39]. Although
this approach does not have any optimality guarantee, it is shown in [41] that it can
outperform successive convex approximation. While this is a promising approach to
implement almost globally optimal resource allocation in real-world systems, there
are still some open problems that need to be addressed first.
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Chapter 3

Deep learning for energy-efficient
beyond 5G networks

Alessio Zappone1, Marco Di Renzo2

and Merouane Debbah3

3.1 Introduction

Future wireless networks are expected to serve an exponentially increasing amount of
connected devices, which poses green and sustainable growth concerns. Already 5G
networks, to be rolled out in 2020, will have to provide 2,000× higher bit/J energy
efficiency compared to the previous wireless generation [1–3], and the numbers will
only escalate. It is estimated that the compound annual growth rate of connected
devices will rise by 55% annually, reaching 607 exabytes in 2025 and 5,016 exabytes
in 2030 [4]. Moreover, besides the huge volume of traffic to support, another critical
challenge to be faced by future wireless networks will be the extreme heterogeneity,
with many innovative vertical services to be provided, each with its own specific
requirements [5]:

● End-to-end latency of 1 ms and reliability higher than 99.999% for ultra reliable
low latency communications.

● Terminal densities of 1 million of terminals per square kilometer for massive
Internet of Things applications.

● Per-user data-rate larger than 50 Mb/s for mobile broadband applications.
● Terminal location accuracy of the order of 0.1 m for vehicular-to-X

communications.

All of these point toward wireless networks characterized by an unprecedented level
of complexity, which makes traditional design approaches not suitable anymore. The
design of past and present generations of wireless networks has always relied on the
use of mathematical models that are obtained from either theoretical considerations or

1Department of Electrical and Information Engineering, University of Cassino and Southern Lazio,
Cassino, Italy
2Laboratory of Signals and Systems (CNRS – CentraleSupelec – Univ. Paris-Sud), Université Paris-Saclay,
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field measurements. Unfortunately, this approach is rapidly becoming unfeasible due
to the huge complexity of future wireless networks, which makes any mathematical
model either too complex for practical designs, or not accurate enough.

In order to face this complexity crunch, it is not enough to simply devise more
performing transmission technologies, but instead the conventional approaches to
system design must be radically rethought. A promising approach to this end is the
use of deep learning and artificial neural networks (ANNs) [6], as it will be explained
in the rest of this chapter.

3.1.1 AI-based wireless networks

The complexity crunch challenge can be tackled by making wireless networks intel-
ligent, i.e., able to determine the best policy automatically, with very limited need
for human intervention. This motivates to endow wireless networks with artificial
intelligence (AI) capabilities, with the aim of making them able to determine the
best policy to employ based on the experience obtained by processing previous data.
Regarding this point, we should explicitly state that although data-driven approaches
reduce the need of mathematical models for network design and operation, it is a
major point of this chapter to show that mathematical models can still be used despite
their cumbersomeness or inaccuracy, to complement and improve purely data-driven
methods.

But how to embedAI into wireless networks? A framework that goes in this direc-
tion is that of deep learning [7–9], which is a specific machine learning technique
that implements the learning process by ANNs. Although being the most popular
machine learning tool, and being a consolidated reality in many fields of science,
deep learning has been proposed for wireless networks only very recently. This was
due to the fact that, unlike other fields of science, wireless networks have always
admitted a suitable mathematical modeling, which made data-driven approaches not
strictly necessary. However, as we have mentioned earlier, the increasing complex-
ity of wireless networks makes data-driven approaches more and more appealing.
In addition, there are other recent factors that facilitate the use of deep learning for
wireless networks:

● The exponential increase of wireless devices results in a corresponding growth
of traffic data [10–12], which can be exploited to train ANNs.

● Modern advancements in computing capacity, such as the use of graphics pro-
cessing units, make it possible to execute larger and more complex algorithms
much faster.

The use of deep learning in wireless communication is being supported also by
industry players [13,14], as well as by regulatory bodies, such as European Telecom-
munications Standards Institute, which activated an Industry Specification Group
named Experiential Network Intelligence, and International Telecommunication
Union (ITU), which recently approved the ITU-T Y.3172 architectural framework
for machine learning in future networks, including IMT-2020 [15].
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Despite all these interests and efforts, there are some critical issues to be
understood in order to realize the vision of AI-based wireless networks. Specifically:

● Data acquisition. Deep learning requires a large amount of training data to per-
form well. As mentioned earlier, this data is now available over the air, but the
specific mechanisms to acquire it, store it, and process it are not clear yet. The
next section puts forth the concept of smart radio environments that are based on
the use of innovative intelligent materials, known as meta-materials, which have
communication as well as data storage and processing abilities. Smart radio envi-
ronments appear as a promising solution for truly intelligent wireless networks.
In addition, another useful approach to reduce the amount of required data is the
cross-fertilization between data-driven and model-based techniques. This point
will be exemplified in the rest of this chapter by presenting a concrete case study.

● ANNs deployment into communication networks. While it appears clear that
future communication networks will have to rely on AI, it is not clear where
and how ANNs should be deployed into communication networks. Should the
acquired data be stored at a centralized location, where a single ANN manages a
large network domain, or should each network device store its own data and run
a local ANN? This point is also discussed in the next section.

3.2 Integration into wireless networks: smart radio
environments

As already anticipated earlier, future wireless networks will provide services beyond
communications among people and objects [16]. Future wireless networks will
become a distributed intelligent wireless communication, sensing, and computing
platform, which, besides communications, will be capable of sensing the environ-
ment, as well as storing and processing data. Future wireless networks will be required
to overcome the challenge of interconnecting the physical and digital worlds in a
seamless and sustainable manner [17,18].

As already mentioned, in order to turn the vision of future networks into reality, it
is not sufficient anymore to rely solely on wireless networks whose logical operation
is software controlled and optimized by traditional approaches [19]. Instead, the
wireless environment itself needs to be made intelligent [20], capable of optimizing
itself to ensure seamless connectivity. We refer to a wireless environment with these
characteristics as a smart radio environment [21].

Our vision is better described through Figure 3.1. Present wireless networks fol-
low the well-known Shannon paradigm [22], according to which the environment is
given and modeled in terms of transition probabilities (i.e., Pr {y|x}), or the Wiener

Shannon Wiener

Customized

Smart wireless

x xy yx
y

Pr(y/x) Pr(y/x)
Pr(y/x)

Figure 3.1 Current networks versus a smart radio environment (or smart wireless)
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paradigm [23], according to which the environment is still given, but its effect can be
controlled by means of feedback signals. Instead, a smart radio environment is char-
acterized by environmental objects whose electromagnetic response can be designed
in order to have a desired effect on the electromagnetic signals. Thus, the input signal
and the response of the environmental objects to the radio waves can be jointly opti-
mized for improved performance. For example, the input signal is steered toward a
given environmental object, which reflects it toward the receiver by suitably optimized
phase shifts. In turn, the receiver is also steered toward the incoming signal.

But how to implement such a futuristic concept? Several possible implementa-
tions of smart radio environments are currently emerging [24–35], with the use of
reconfigurable intelligent surfaces (RIS) appearing as the most promising approach
[36]. Intelligent surfaces, also called meta-surfaces, are thin bidimensional struc-
tures made of a special material, called meta-material, which can be reconfigured in
order to act on incoming radio waves in a programmable way [37]. Thus, RIS have the
potential of increasing the reliability of information transfer and processing [38] while
providing a suitable distributed platform-to-perform low-energy and low-complexity
sensing [34], storage [28], and analog computing [33].

3.2.1 The role of deep learning in smart radio environments

After introducing the paradigm of smart radio environments, let us discuss its con-
nection with deep learning. This section aims at putting forth the idea that smart radio
environment and deep learning are intertwined, enabling each other.

To begin with, let us discuss why smart radio environments enable the integra-
tion of AI into wireless networks. As discussed, besides the ability of improving the
communication performance, meta-surfaces are also able to sense the surrounding
environment and store the sensed data. This makes meta-surfaces the perfect plat-
form for data acquisition and processing, which is an essential requirement of deep
learning. In other words, meta-surfaces provide the fabric of future AI-based wireless
networks. Due to the pervasive use of meta-surfaces, smart radio environments will
be naturally able to acquire and harness large datasets from the signals that travel over
the communication networks. In this sense, smart radio environments represent an
enabler for the implementation of AI-based communication networks.

On the other hand, as already mentioned, smart radio environments offer the pos-
sibility of designing not only the transmit and receive strategies but also the transfer
function of the environment. This significantly increases the amount of variables that
can be optimized, which leads to an equally significant increase of the computational
complexity required to perform the design. In a smart radio environment, the opera-
tion of each environmental object is an optimization variable, besides the transmitter
and receiver strategies. Accurately modeling such an emerging network scenario and
optimizing it in real time appear a very challenging task, which cannot be tackled by
available optimization frameworks that in the best case require a polynomial com-
plexity in the number of variables every time the resource allocation problem needs
to be solved, i.e., when the propagation channel has changed. Moreover, the feed-
back requirements of smart radio environments are also much higher than in present
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wireless networks, which further increases the complexity of the resource allocation
process and leads to significant overheads. In this context, as it will be shown in detail
in the rest of this chapter, the use of deep learning can prove useful to significantly
simplify the resource management task. In this sense, deep learning enables smart
radio environments, making their optimization feasible in terms of computational
complexity. As it will be shown in Section 3.4 with reference to the specific case
study of energy efficiency maximization, merging model-based approaches and deep
learning tools, it is possible to obtain near-optimal designs of complex wireless net-
works, with a complexity that is affordable for online implementation. Considering
the specific energy-efficient aspect, this will have at least two major advantages that
will be exemplified in the rest of this chapter.

● Simplifying the resource management task enables to effectively maximize the
energy efficiency of complex networks, even in scenarios that are considered too
complex with present optimization techniques. This is anticipated to significantly
increase the energy efficiency of the operating points of future wireless networks.

● Even in scenarios where near-optimal energy efficiency optimization is already
possible by traditional optimization approaches, the use of deep learning is able to
reduce the computational complexity, thus yielding considerable energy savings
in the digital signal processor.

3.2.2 ANNs deployment into wireless networks

In order to successfully use deep learning for wireless communications, a key ques-
tion is how to integrate ANNs into existing and future wireless network topologies.
Otherwise stated, what is the most efficient way to store and process the data to be used
by ANNs? This is a question that is specific to wireless networks, in the sense that in
other application fields of deep learning, the usual approach is to have a centralized
“artificial brain” that carries out the task at hand. However, this ideal solution is not
practical in the wireless context, since wireless networks have specific requirements
to be met. In particular, a centralized “artificial brain” that oversees the management
of a whole network, dictating the actions to take to the edge-users, is problematic due
to at least the following major points:

1. Latency. One major goal of future 5G wireless networks is to reduce the end-to-
end communication latency, which, for some applications, is required to be lower
than a millisecond. Thus, if this constraint is to be fulfilled, it is not possible to wait
for the cloud to perform the computations and then feed back the results. Instead,
the computations should be performed locally by each user equipment (UE).

2. Privacy. The privacy and security of wireless communication will be critical
issues to turn the 5G vision of the “everything-connected world” into reality. This
implies that for some vertical applications, it is not desirable to share information
with the cloud, which makes cloud-based deep learning not possible.

3. Connectivity. One major goal of future 5G networks is to provide connectivity
everywhere and every time. This makes a cloud-based AI problematic, since it
makes an edge device too reliant on the cloud, even when no reliable connection
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to cloud services is available. Instead, mobile terminals should possess some
“local intelligence” to be able to operate in these scenarios, too.

As a result, like in human society, where there are both a collective intelligence that is
a common heritage and an individual intelligence, wireless networks should possess a
cloud intelligence that should be accessible to all nodes, as well as a device intelligence
that belongs to each individual device. Clearly, this poses several issues that will
have to be addressed in order to successfully implement AI-based wireless networks.
Endowing each network node with AI capabilities will significantly impact not only
the transmission technologies, but also the way the network should be controlled
through feedback signals to avoid instability and malfunctioning. In a scenario in
which each network node will have its own “brain,” i.e., its own ANN, the interactions
among the different devices should be carefully studied and mechanisms to avoid
performance impairments, data inconsistencies, and system failures will have to be
devised.

3.3 State-of-the-art review

The application of deep learning to the design of the physical layer of wireless commu-
nication networks has started attracting research attention only very recently, mostly
in the last couple of years. A comprehensive survey/tutorial on this topic is [6] that also
provides several concrete examples of wireless network design by means of ANNs.

Focusing specifically on the use of ANNs for resource allocation purposes, we
cite the following contributions [29,30,39–48].

In [39,43], the idea of usingANNs for network resource management is proposed,
providing an overview of potential applications of AI for network resource manage-
ment in future 5G wireless networks and discussing supervised, unsupervised, and
reinforcement learning. In [45], a fully connected ANN is used for sum-rate maxi-
mization in interference-limited networks. Specifically, the ANN is trained to mimic
the performance of the weighted MMSE resource allocation algorithm [32] but with
lower computational complexity. Instead, [6,26,47] consider the problem of energy
efficiency maximization and propose to train a fully connected neural network based
on the optimal power allocation rule, which is computed based on a novel branch-and-
bound procedure proposed in [26], and which is amenable to offline implementation.
The results indicate that the optimal performance can be approached with limited
online complexity, thus enabling an online implementation. The effectiveness of this
approach is demonstrated in [30,48] for power control and user-cell association in
massive MIMO multicell systems. Instead, a different approach is taken in [44],
where a fully connected ANN is trained to solve the sum-rate maximization problem
subject to the maximum power and minimum rate constraints. In order to reduce
the complexity of building the training set, the authors propose to train the ANN
using directly the system sum-rate as training cost function. The results show a gain
compared with previous low-complexity optimization methods.

In [40], a cloud-RAN system with caching capabilities is considered. Echo-
state neural networks are used to enable base stations (BSs) to predict the content
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request distribution and mobility pattern of each user, thus determining the best
content to cache. An improvement of the network sum effective capacity of around
30% compared with baseline approaches based on random caching is observed. In
[42], deep reinforcement learning is used to develop a power control algorithm for a
cognitive radio system, in which a primary and a secondary users share the spectrum.
The use of deep learning enables both the users to meet their QoS requirements despite
the fact that the secondary user has no information about the primary user’s transmit
power. The use of deep reinforcement learning is also considered in [29] to propose a
power control algorithm for weighted sum-rate maximization in interference channels
subject to the maximum power constraints. In [31], online power allocation policies
for a large and distributed system with energy-harvesting nodes are developed by
merging deep reinforcement learning and mean field games. It is shown that the
proposed method outperforms all other available online policies and suffers a limited
gap compared to the use of noncausal offline policies.

Parallel to the research on the use of deep learning in communication systems,
considerable work is also being made on smart radio environments. Current research
efforts toward making the vision of smart radio environments true are mostly focused
on implementing hardware testbeds or on realizing point-to-point experimental tests
[24–35]. Few technical results are available about the performance of RIS-based
wireless networks. A first contribution in this direction is [49] where alternating
optimization is used to allocate the RIS phase shifts and the BS beamforming in
a MISO downlink system, with the aim of maximizing the system sum-rate and
energy efficiency. A similar setup is considered in [50], with the difference that the
problem of minimizing the power consumption is addressed. In [51], again a MISO
downlink system is considered, with the addition that the OFDM transmission scheme
is considered, and the problem of sum-rate maximization is addressed. Similarly,
alternating optimization methods are used in [52] to tackle again the problem of sum-
rate maximization in a MISO downlink system. The BS beamformer and the RIS
phase shifts are optimized, with the additional difficulty that discrete phase shifts at
the RIS are assumed. In [53], an RIS is used to enhance the secrecy rate of a MISO
downlink channel with multiple eavesdropper. Alternating maximization is again
used to come up with a practical, yet suboptimal, method to optimize the transmit
beamformer and the RIS phase shifts. In [54], the asymptotic rate of an RIS-based
system is derived in the limit of the number of reflecting elements at the RIS growing
large. In [27], the minimum signal-to-interference plus noise ratio (SINR) achieved
by linear detection in downlink RIS-based systems is characterized considering line-
of-sight between the BS and the RIS. In [55,56], it is shown that RIS can be used to
implement phase-shift-keying and spatial modulation techniques.

3.4 Energy efficiency optimization by deep learning

This section presents two case studies that illustrate how deep learning can be used in
conjunction with traditional mathematical approaches to perform energy-efficient
wireless network design. Two types of applications will be discussed. The first
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considers the case in which the resource allocation problem at hand admits an accurate
mathematical formulation, which is, however, too complex to be solved with practical
complexity. Instead, the second approach considers the situation in which no accurate
mathematical model is available for the problem at hand, which calls for the use of
approximate models.

The approach to tackle the first scenario is based on the property that ANNs
are universal function approximators [57], i.e., their input–output map can be tuned
to emulate any continuous map. This property can be exploited observing that any
resource allocation problem can be regarded as a map from the ensemble of all network
parameters of interest, denoted by d ∈ R

N , to the corresponding optimal resource
allocation x∗ ∈ S , with S denoting the set of feasible resource allocations. Formally
speaking:

F : d ∈ R
N → x∗ ∈ S ⊆ S. (3.1)

Then, anANN can be trained to emulate the unknown map F . This enables to optimize
a desired performance function for given system parameters without explicitly having
to solve the resource allocation problem by numerical optimization methods, but
rather using the trained ANN to receive as input the current realization of system
parameters, and reading the corresponding optimal resource allocation as the output
of the ANN. This has the huge advantage that any time the system parameters change,
it is not needed to solve again an optimization problem, but it is sufficient to change
the input of the ANN, which will compute the output by means of a simple forward
propagation.

On the other hand, this approach does not directly apply to the second scenario,
since no reliable model is available. However, if only an approximate model is avail-
able, it is still possible to use it to pretrain an ANN by the same approach outlined
earlier. Next, the configuration of the ANN can be refined by means of a second
training phase that assumes the availability of a training set containing empirical
data samples and employs tools from transfer learning theory. The details of both the
approaches are explained in detail in the rest of this section.

3.4.1 Weighted sum energy efficiency maximization

One of the key requirements of future wireless networks is recognized to be a massive
increase of the global energy efficiency measured in bits reliably transmitted over
Joule of the energy consumed. Accordingly, let us consider the uplink of a multicell
network with M BSs and K mobile users. Each BS is equipped with N antennas,
whereas the mobile users have a single antenna. Let hk ,m be the N × 1 channel from
user k to BS m, pk be the kth user’s transmit power, ck the N × 1 receive vector for
user k , and σ 2

m the received noise power at BS m. Then, the SINR enjoyed by user k
at its intended receiver mk is

γk = pk |cH
k hk ,mk |2

σ 2 +∑j �=k pj|cH
k hj,mk |2

= pkdk ,k

σ 2 +∑j �=k pjdk ,j
, (3.2)

with dk ,j = |cH
k hj,mk |2, for all k , j.
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Based on (3.2), the network weighted sum energy efficiency (WSEE) is given by

WSEE =
K∑

k=1

wk
B log2 (1+ γk )

Pc,k + μkpk
(bit/J), (3.3)

wherein B is the communication bandwidth, Pc,k is the hardware static power con-
sumption of the kth communication link, μk is the inverse of the power amplifier
efficiency of transmitter k , and wk is a nonnegative weight modeling the importance
given to the energy efficiency of link k . It is to be stressed that Pc,k depends on
system parameters such as the number of antennas and the efficiency of the system
hardware components, but it is assumed not to depend on the transmit powers, and
therefore the specific model expressing Pc,k as a function of the system hardware
components is inessential as far as maximizing (3.3) as a function of the transmit
powers is concerned.

Maximizing the WSEE is considered the hardest type of energy-efficient maxi-
mization problems. Indeed, the sum of fractions are non-polynomial-hard (NP-hard)
in general [58] and thus cannot be tackled with polynomial complexity by any available
fractional programming technique. Moreover, each numerator of the summands of the
WSEE is not concave. This implies that even the simpler special case of weighted sum
rate maximization (obtained setting μi = 0 for all i = 1, . . . , L) is an NP-hard prob-
lem [25]. Thus, showing that ANNs can tackle the maximization of (3.3) represents a
strong motivation for its use to tackle simpler problems, too, such as the maximization
of the system sum-rate, or of other energy-efficient metrics, like the system global
energy efficiency. Moreover, unlike system-wide energy-efficient metrics like the
global energy efficiency, the WSEE provides the possibility of prioritizing the energy
efficiencies of the individual users, through the choice of the weights wi ≥ 0. This
might be useful in cases when some users require a higher energy efficiency, e.g.,
because they are powered by energy-harvesting techniques.

Thus, the power control problem is stated as the maximization of the WSEE
subject to power constraints, namely,

max
{pk }Kk=1

WSEE(p1, . . . , pK ) (3.4a)

s.t. Pmin,k ≤ pk ≤ Pmax,k ,∀ k = 1, . . . , K , (3.4b)

with Pmax,k and Pmin,k being the maximum feasible and minimum acceptable transmit
powers for user k . Problem (3.4) is a so-called sum-of-ratios problem, which is con-
sidered the hardest class of fractional problems. Moreover, the difficulty of (3.4) is
further increased by the fact that the numerators of (3.4a) are not concave functions
of p = {pk}Kk=1 due to the presence of multi-user interference. As a result, an ANN
is able to learn the optimal map between the system channels, and the power vector
that solves (3.4) makes a very strong case in favor of the use of deep learning for
energy-efficient resource allocation in wireless networks.

At present, in order to solve (3.4), only global optimization methods are available,
while more practical approaches guarantee only the first-order optimality. Moreover,
as already mentioned, if traditional resource allocation methods were used, Prob-
lem (3.4) would have to be solved anew whenever the channel realizations {h�,mk }k ,�
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change. This clearly is a critical drawback that prevents the use of optimization-
theoretic approach for online resource allocation, i.e., following the small-scale
variations of the channel coefficients. Indeed, the optimal transmit power must be
computed well before the end of the channel coherence time in order to be practically
useful.

Instead, adopting an ANN-based approach, we model the power control prob-
lem as the unknown map from the coefficients {dk ,�}k ,� and the maximum/minimum
transmit powers Pmax and Pmin, to the optimal power allocation vector p∗, namely,

F : d = {dk ,�, Pmin,k , Pmax,k}k ,� ∈ R
K(M+2) → p∗ ∈ R

K , (3.5)

and then training anANN so that its input–output relationship reproduces the unknown
map (3.5). This leads to considering an ANN N with K(M + 2) input nodes and K
output nodes, to be trained so that it outputs the optimal K × 1 power vector p∗

corresponding to a given K(M + 2)× 1 input of system parameters d. Specifically,
exploiting the mathematical model represented by Problem (3.4) it is possible to gen-
erate a training set by solving offline many instances of Problem (3.4), corresponding
to many different realizations of the system parameters d. At this point, the consid-
ered ANN N can be trained by any training algorithm to learn the optimal map in
(3.5). After the training phase, the trained ANN can be used online to infer the desired
resource allocation corresponding to any system configuration by simply performing
a forward propagation. Thus, the proposedANN-based resource allocation framework
can be divided into two phases, as described next:

1. Offline phase. During this phase, the ANN is trained and configured. It should
be stressed that both the generations of the training set and the implementation of
the training algorithm can take place offline and only sporadically, i.e., at a much
longer timescale than the rate of change of the network parameters. Thus, the
complexity of this phase becomes negligible in the long term. Moreover, a recent
optimization framework proposed in [26] significantly simplifies the generation
of the training set for energy-efficient resource allocation problems.

2. Online phase. After the ANN is trained, it is used online to infer the optimal
resource allocation corresponding to any realization of the system channels. This
phase is repeated many times for each offline phase, namely, for any coherence
block until the ANN must be trained again. In each coherence block, the current
channel realizations are the input of the ANN, and the corresponding powers are
computed by performing a forward propagation of the trainedANN.This requires∑L+1

�=1 N�−1N� real multiplications∗ and evaluating
∑L+1

�=1 N� activation functions,
with N� denoting the number of neurons in Layer � and L the number of hidden
layers of the ANN.

It should be stressed how this approach is not fully data driven but rather represents
one example of cross-fertilization between data-driven and model-based approaches.
Indeed, in the case at hand a model of the problem to solve is given by Problem (3.4) and

∗The complexity related to additions is negligible compared to that related to multiplications.
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allowed us to simply generate a training set without any need of field measurements.
The difficulty is that Problem (3.4) would be too hard to be solved with a complexity
that is compatible with an online implementation, and here is where deep learning
has proved useful.

Numerical performance analysis. This section provides numerical results to
show the performance of the described method. Consider the uplink of a wireless
interference network with K = 4 single-antenna UEs placed in a square area with
edge 2 km and communicating with four access points placed at coordinates (0.5, 0.5),
(0.5, 1.5), (1.5, 0.5), and (1.5, 1.5) km and equipped with nR = 2 antennas each. The
path-loss is modeled following [59], with carrier frequency 1.8 GHz and power decay
factor equal to 4.5, while fast fading terms are modeled as realizations of zero-mean,
unit-variance circularly symmetric complex Gaussian random variables. In addition,
Pc,k = 1 W and μk = 4 for all k = 1, . . . , K , respectively, while the noise power at
each receiver is σ 2 = FN0B, with F = 3 dB the receiver noise figure, B = 180 kHz
the communication bandwidth, and N0 = −174 dBm/Hz the noise spectral density.
The maximum transmit powers are the same for all users, i.e., Pmax,1 = · · · = Pmax,K =
Pmax, while Pmin,k = 0 for all k = 1, . . . , K .

The ANN-based solution of Problem (3.4) is implemented by employing a feed-
forward ANN with L+ 1 fully connected layers, in which the L = 5 hidden layers
have 128, 64, 32, 16, 8 neurons, respectively. After generating training set by solving
Problem (3.4) for different realizations of the vector d, the realizations of the parame-
ter vectors d and the optimal output powers in the training set have been converted to
logarithmic units, which has been observed to reduce numerical problems during the
execution of the training algorithm. Moreover, in order to avoid numerical problems
due to the computation of the logarithm of transmit power values that are very close
to zero, logarithmic values approaching −∞ have been clipped at −M for M > 0.
In our experiments, M = 20 worked well.† Thus, the considered normalized training
set is

ST = {( log10 dn, max{−20, log10 p̃∗n}) | n = 1, . . . , NT },
where all functions are applied element wise to the vectors in the training set.

The activation functions have been set to exponential linear unit (ELU) for the first
hidden layer, while the following hidden layers alternate ReLU and ELU activation
functions, and the output layer uses a linear activation function. The use of a linear
activation in the output layer is motivated by the consideration that it allows the ANN
to produce low training error as a result of a proper configuration of the hidden layers,
instead of artificially reducing the output error due to the use of cut-off levels in the
activation function. In other words, a linear output activation function allows theANN
to learn whether the present configuration of weights and biases is truly leading to a
small output error.

†Note that although using a logarithmic scale, the transmit powers are not expressed in dBW, since the
logarithmic values are not multiplied by 10. Thus −M = −20 corresponds to −200 dBW.



72 Green communications for energy-efficient wireless systems

The ANN is implemented in Keras 2.2.4 [60] with TensorFlow 1.12.0 [61] as
backend, using Glorot uniform initialization [62], the Adam training algorithm with
Nesterov momentum, and the mean-squared error as the loss function. The training is
obtained by solving Problem (3.4) for 102,000 independent and identically distributed
realizations of UEs’ positions and propagation channels, and different values of Pmax.
In each scenario, the UEs are associated with the access point toward which they
enjoy the strongest effective channel. A validation and a test set of 10,200 and 510,000
samples, respectively, were also generated following a similar procedure.

Considering training, validation, and test sets, 622,200 data samples were gen-
erated, which required solving the NP-hard Problem (3.4) 622,200 times. This has
taken 8.4 CPU hours on Intel Haswell nodes with Xeon E5-2680 v3 CPUs running at
2.50 GHz, by employing the improved branch-and-bound method proposed in [26].
Thus, the average time required to optimally solve one instance of the WSEE maxi-
mization problem is T̄ = 4.86× 10−2 s. On the other hand, a forward propagation of
the considered ANN requires 10,912 real multiplications and 252 activation function
evaluations. Thus, 11,164 elementary operations are required for a forward propaga-
tion, which, given the clock frequency of 2.50 GHz of the computer used to run our
simulations, yields an average time to solve one instance of the WSEE maximization
problem of T̄ = 4.47 μs, i.e., four orders of magnitude smaller than with the improved
branch-and-bound method.

This clearly shows how the offline generation of a suitable training set for ANN-
based power control is quite affordable. Finally, all performance results reported
in the sequel have been obtained by averaging over ten realizations of the network
obtained by training the ANN on the same training set with different initialization of
the underlying random number generator.‡ The average training and validation losses
for the final ANN are shown in Figure 3.2. It can be observed that both the errors
quickly decrease and approach a very small value; thus showing that the adopted
ANN configuration is able to properly fit the training data, without underfitting or
overfitting.
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Figure 3.2 Training and validation losses versus training epoch number. It is seen
that after the training phase, the ANN neither underfits nor overfits

‡Note that this is not equivalent to model ensembling [63, Sect. 7.3.3] or bagging [9, Sect. 7.1].
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Next, we present the performance of the proposed method over the test set,
comparing the proposed ANN-based method with the following benchmarks:

● SCAos: A first-order optimal method from [26] that leverages sequential convex
approximation (SCA) methods. For each value of Pmax, the algorithm initializes
the transmit power to pi = Pmax, for all k = 1, . . . , K .

● SCA: Again the first-order optimal method based on sequential convex approxi-
mation developed in [26], but with a double-initialization approach. Specifically,
at Pmax = −30 dBW maximum power initialization is used. However, for all the
values of Pmax > −30 dBW, the algorithm is run twice, first with the maximum
power initialization, and then initializing the transmit powers with the optimal
solution obtained for the previous Pmax value. Then, the power allocation achieving
the better WSEE value is retained.

● Max. power: All UEs transmit at maximum power, i.e., pk = Pmax, for all k =
1, . . . , K . This strategy is known to perform well in interference networks for low
Pmax values.

● Best only: Only one UE is allowed to transmit, specifically that with the best
effective channel. This approach is motivated for high Pmax values, as a naive way
of nulling out multi-user interference.

The results in Figure 3.3 show that the ANN-based approach outperforms all other
practical approaches. The only benchmark that performs comparably with the ANN-
based approach is the SCA algorithm that employs the complex initialization rule
requiring to solve the WSEE maximization problem twice and for the complete range
of Pmax values. Thus, this SCA approach is quite more complex than the ANN-based
method, but, despite this, it performs slightly worse. In conclusion, we can argue
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Figure 3.3 WSEE performance of the proposed ANN-based method compared to
the global optimum and to several state-of-the-art algorithms
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that the ANN approach strikes a much better complexity-performance trade-off than
state-of-the-art approaches, and thus it enables online power allocation in wireless
communication networks.

3.4.2 Energy efficiency in non-Poisson wireless networks:
a deep transfer learning approach

The previous example assumes that a mathematical model of the problem at hand was
available to allow us to formulate the optimization problem. The difficulty lied in the
cumbersomeness of the model. Instead, this section considers the different scenario
in which only approximate models are available, while sufficiently accurate models
are lacking. Specifically, consider the problem of energy efficiency optimization with
respect to the BS density [64], in non-Poisson cellular networks [65], which is known
to be an intractable optimization problem because of the analytical complexity of the
utility function to optimize. In this case, the approach used in the previous section
does not directly apply. However, it can be extended to this case by merging it with
the framework of deep transfer learning.

Transfer learning is a machine learning framework that provides tools to transfer
the knowledge acquired when solving a given task, and use it to solve a new, but related
task, without starting the learning process from scratch. This general concept can be
applied in several ways, but here we follow the approach known as network-based
transfer learning, which works by first optimizing the wireless network based on a
mismatched, but simpler for optimization, model, and then refining this inaccurate
optimization by a fully data-driven approach based on a few empirical samples. This
general idea can be applied to our specific problem as the following two-step approach.

First, we assume that the nodes in the wireless network are distributed following
a Poisson point process, while the true point process model is assumed to be the
square grid model [66]. This is a simple example that is chosen in order to shed light
on our proposed approach, and that is also easy to simulate and reproduce. Then,
leveraging the Poisson assumption, the EE of the network can be optimized in the
closed-form, as shown in [64]. This makes it quite simple to generate a large training
set of optimal values for the EE as a function of any system parameters, which is then
used to train an ANN, following a similar approach as in the previous section. Thus,
this first step yields a tentative ANN configuration, that is mismatched due to the fact
that the wireless network is not Poisson distributed.

Next, we assume that a second training set is available, which needs to contain
only a few data, but based on the actual measurements. In other words, a second,
smaller dataset of empirical data is needed to refine the ANN configuration. In par-
ticular, this dataset is used to perform a second training phase, in which, however,
the weights and biases of the ANN are initialized to the values obtained after the first
training phase, instead of using typical random initializations. In other words, the
idea behind this approach is to employ the first training phase to obtain an efficient
initialization point for the second training phase. Of course, in order for this to be
true, it is desirable that the mismatch between the approximate model and the true
network model is not too large.
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The rest of this section provides more details and numerical examples to show
the merits of the described approach.

Model-based optimization. From [64], the EE in Poisson cellular networks can
be formulated as follows:

EE(λBS) = SE(λBS)

Pgrid(λBS)
, (3.6)

where

SE(λBS) = BW log2(1+ γD)
λBSL(λMT

/
λBS)

1+ ϒL(λMT

/
λBS)

× Q

(
λBS, Ptx,

λMT

λBS

)
, (3.7)

Pgrid(λBS) = λBSPtxL

(
λMT

λBS

)
+ λMTPcirc + λBSPidle

(
1− L

(
λMT

λBS

))
, (3.8)

are the spectral efficiency and the power consumption of the cellular network,
respectively.

Equations (3.7) and (3.8) depend on many parameters, whose definitions can be
found in [64]. For the purpose of this discussion, it suffices to observe that λBS is
the deployment density of the BSs, Ptx is the transmit power of the BSs, Pcirc is the
circuit power consumption of the BSs, and Pidle is the idle power consumption of the
BSs. Throughout this section, Pcirc and Pidle are assumed to be fixed, and they are
further analyzed in the next section. The goal of the optimization is to determine the
optimal deployment density of the BSs, λBS, given the values of the transmit power
Ptx. In [64], it is proved that this optimization problem has a unique solution, which
corresponds to the unique root of a non-linear equation. This enables the efficient
computation of the optimal BSs density, for any given values of the transmit power,
which allows for the simple generation of a large training set containing the optimal
pairs (Ptx, λ(opt)

BS ), where λ(opt)
BS = arg maxλBS

{EE(λBS)}. Such a training set is then used

for the first training phase of an ANN whose input is Ptx and whose output is λ(opt)
BS .

Data-driven optimization. In the case in which we cannot rely on any analytical
models, the EE values need to be estimated by collecting empirical samples from the
cellular network, from which the optimal BS density needs to be inferred. In particular,
the spectral efficiency and the power consumption can be estimated, respectively, as
follows:

PSE(•) = 1

AreaNet

∑
Cell(1)∈Net

∑
NMT∈Cell(1)

BW

NMT
log2(1+ γD)1(SIR ≥ γD, SNR ≥ γA),

(3.9)

Pgrid(•) = 1

AreaNet

⎛
⎝ ∑

Cell(0)∈Net

Pidle +
∑

Cell(1)∈Net

⎛
⎝Ptx + Pcirc

∑
NMT∈Cell(1)

NMT

⎞
⎠
⎞
⎠ .

(3.10)
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The previous two formulas can be interpreted as follows. Considering the spectral
efficiency to fix ideas, each mobile terminal in the cellular network determines, based
on the received signal, whether it is in coverage. This is accomplished by measuring
the average signal-to-noise ratio during the cell association phase and the signal-to-
interference ratio during data transmission (if the first phase was successful). This
condition corresponds to the term 1(SIR ≥ γD, SNR ≥ γA), where 1(·) is the indicator
function. Each mobile terminal can transmit one bit of information to a network
controller to report whether it is in coverage or not. Based on the number of mobile
terminals that are in coverage on a given cell (say NMT), the BS of that cell equally
allocates the available spectrum (say BW) among them and transmits data with a
fixed rate (BW/NMT) log2(1+ γD). Moreover, exploiting the information from all the
mobile terminals, it is possible to identify the BSs that serve at least one mobile
terminal (say Cell (1)) and to compute the number of mobile terminals that lie in each
of them for each network realization. The spectral efficiency can then be estimated
by summing the rates of all active BSs and by normalizing by the area of the network
under analysis. If the optimization variable is the BS density, all possible values of
density need to be tested, and the value corresponding to the optimal EE needs to
be recorded and used to train an ANN. Based on this simple description, we can
readily understand that the amount of empirical data that is necessary to train an
ANN resorting only to data-driven optimization would not be negligible, thus causing
a significant overhead.

Numerical results. Figures 3.4 and 3.5 illustrate some numerical examples that
analyze the performance of the described transfer learning approach. A feed-forward
ANN architecture with fully connected layers and ReLU activation functions is con-
sidered. Specifically, after trying many different ANN configurations, an ANN with
three hidden layers equipped with 8, 8, and 2 neurons was selected, as it was found
to yield the best performance-complexity trade-off.

Figure 3.4 shows the training and validation-relative MSE versus the number of
training epochs for the following approaches:

● the proposed deep transfer learning technique that employs both model-based and
empirical data samples;

● the baseline approach, where only empirical data samples are used.

As for the first approach, the size of the training set is always equal to 30,000 samples,
out of which x samples follow the true BS distribution (square grid model), while the
remaining (30,000− x) follow the Poisson distribution. As for the second approach,
the adopted training set contains only the x empirical samples. Thus, this comparison
is fair in terms of number of empirical data samples employed and is aimed at showing
that augmenting a small dataset of empirical data with a larger dataset of model-based
data can provide substantial performance improvements. For both the approaches, the
values x= 300, 600, 1,500, 2,100, and 3,000 have been considered, and, for each value
of x, it is seen that the proposed deep transfer learning method performs much better
than the baseline approach.

A similar consideration emerges in the testing phase, too. Figure 3.5 shows the
density of BSs as a function of their transmit power, considering a test set of 8,000 new



Deep learning for energy-efficient networks 77

Epoch number. 300 empirical samples Epoch number. 600 empirical samples

Epoch number. 1,500 empirical samples

10–3

10–2

10–1

100

10 20 30 40 500

10 20 30 40 500

10 20 30 40 500

10 20 30 40 500

10 20 30 40 500

R
el

at
iv

e 
M

SE

10–3

10–4

10–2

10–1

100

R
el

at
iv

e 
M

SE

10–3

10–4

10–2

10–1

100

R
el

at
iv

e 
M

SE

10–3

10–4

10–2

10–1

100

R
el

at
iv

e 
M

SE

10–3

10–4

10–2

10–1

100

R
el

at
iv

e 
M

SE

Epoch number. 2,100 empirical samples

Epoch number. 3,000 empirical samples

Training with model and empirical data

Validation with model and empirical data

Training only with empirical data

Validation only with empirical data
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transmit powers, which were independently generated from the training and validation
sets. The results of the following four schemes are compared:

● the optimal density computed through exhaustive search;
● the density predicted by means of deep transfer learning, where 3,000 empirical

samples are used in the second training step;
● the density obtained without transfer learning and performing the training by

using only 3,000 empirical samples; and
● the density obtained without transfer learning and performing the training by

using only 30,000 model-based samples.

Remarkably, it is seen that using only the 3,000 empirical samples yields quite worse
performance compared to the deep transfer learning method that merges the same
3,000 empirical data samples with model-based data. This highlights how perform-
ing the model-based pretraining before employing actual measurements for system
optimization can overcome the lack of enough empirical samples. Moreover, it is
important to note that using only the 30,000 model-based samples does not lead to sat-
isfactory performance, thus showing that it is necessary to employ both model-based
and empirical data samples to obtain accurate performance.

3.5 Conclusions

This chapter has been concerned with the description of the use of AI based on
deep learning, transfer learning, and ANNs for the design of energy-efficient future
wireless networks. Two main conclusions can be drawn at the end of this chapter:

● Developing intelligent wireless networks is becoming more and more necessary as
the complexity of communication networks increases. More and more demanding
requirements are being enforced, which cannot be met by simply developing faster
transmission technologies, but rather rethinking the whole architecture of wireless
networks. In this sense, the paradigm of smart radio environments has been put
forth, and it has been shown how deep learning will be an essential enabler for
the optimization of smart radio environments.

● The complexity of wireless networks is exceeding our ability to derive suitable
mathematical models that lend themselves to being optimized with affordable
complexity. In this context, complementing the a priori knowledge given by
(possibly inaccurate) mathematical models, with deep learning techniques based
on ANNs, provides excellent complexity-performance trade-offs that are quite
superior to any other available optimization frameworks.

Thus, this chapter demonstrates that while deep learning will be an essential tool for
the design of future wireless networks, it should not replace the traditional model-
based design paradigm. On the contrary, there is much to be gained by the joint use
of data-driven and model-based techniques for wireless networks design.
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Chapter 4

Scheduling resources in 5G networks
for energy efficiency

Cristian Rusu1 and John Thompson2

The deployment of a large number of small cells is currently regarded as an important
approach in the pursuit of addressing the traffic demands and sensing capabilities of
the next-generation 5G networks. In this chapter, we propose an adaptive scheduling
algorithm that activates/deactivates network resources to establish a trade-off between
the estimation accuracy and the energy consumption of the network. The method
is based on the iterative reweighted convex optimization techniques. We provide
experimental results to show how the proposed method can establish, in polynomial
time, a trade-off between the quality of the network estimation accuracy and its
energy consumption. Furthermore, the proposed method can adapt to changes in the
network’s topology, say due to unexpected hardware and communication failure or
when network resources completely run out of energy and power down.

4.1 Introduction

As 4G networks are reaching their mature state, research has long moved toward
the design and deployment of the fifth-generation cellular network technology (5G
networks) [1] that comes with big promises: high speeds (large bandwidths that lead to
×1,000 capacity over current networks) and low latency of communications (targeting
1–4 ms to the base station).

Several factors have to lead to the development of 5G networks: (i) rapidly
increasing mobile data traffic, mostly due to the significantly increased demand of
high-quality video streaming; (ii) an explosion in the number of devices connected to
the networks, particularly due to the growth in Internet of Things (IoT) devices;
(iii) the demands of customers for better services while keeping flat-rate tariffs;
and (iv) new business opportunities stemming from innovative services that exploit
the high bandwidth and low-latency features of the networks. Currently, industrial
companies in many nations have taken several concrete steps toward the deployment

1LCSL, Istituto Italiano di Tecnologia, Genova, Italy
2Institute for Digital Communications, School of Engineering, The University of Edinburgh,
Edinburgh, UK
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of a full 5G network: spectrum auctioning∗ and allocation,† the development of 5G
devices and telecommunications infrastructures,‡,§ and carriers making available 5G
subscriptions.‖

Due to a large number of mobile devices and the increased data traffic, one
potential downside of 5G networks is the high energy consumption [2]. Scientists
have already raised serious concerns regarding the high levels of carbon dioxide
in the atmosphere¶ and have highlighted concerns about several information and
communications technologies, among them are modern (deep) machine learning [3]
and millimeter-wave (mmWave)/5G communications [4]. Researchers and companies
are making significant efforts to improve several aspects of 5G networks to tame the
energy consumption of the overall communication system. This effort bears the name
of green communications. While, for environmental reasons, energy consumption
reduction is a goal in itself, there are several other factors to consider, for example, high
electricity bills might turn customers off reducing the network utilization; extending
the life of battery-operated devices increases their usability and reducing the amount
of radiation absorbed by the human body, as measured by the specific absorption
ratio, will have significant benefits on the health of the users.

Research that breaks down the energy needs of next-generation mobile networks
has been underway for quite some time now [4]. While mobile device manufacturing
and operation of the data centers that collect and manage the data collected from
the network make up for approximately 50% of the energy consumption, the rest is
almost entirely taken by network operational costs: mobile device operation, radio
access network, or operator activities.

While it is beyond the scope of this chapter to provide a detailed, exhaustive review
of the current state of the art, we detail next some of the main green communications
research directions.

To achieve large data transfer bandwidths, massive multiple-input–multiple-
output (MIMO) and mmWave [5] systems are the wireless communication technology
at the heart of 5G. The large number of antennas deployed on each device in such

∗Archive for the “5GAuctions” category. The European 5G Observatory [accessed 2019Aug 16]. Available
from: https://5gobservatory.eu/category/5g-auctions/.
†Spectrum for 5G networks: licensing developments worldwide. Global mobile Suppliers Association
(GSA) [accessed 2019 Mar 26]. Available from: https://gsacom.com/paper/5g-spectrum-licensing-mar-
2029/.
‡Me F., San Marino primo Stato 5G d’Europa, accesa l’antenna. Corriere Comunicazioni (in Italian)
[accessed 2019 Jul 11]. Available from: https://www.corrierecomunicazioni.it/digital-economy/san-
marino-primo-stato-5g-accessa-la-prima-antenna.
§Thune J., Streamlining the rapid evolution and modernization of leading-edge infrastructure necessary to
enhance small cell deployment act (S. 3157) also known as the Streamline Small Cell Deployment Act. US
Congress; [accessed 2019 Jun 30]. Available from: https://www.congress.gov/bill/116th-congress/senate-
bill/1699.
‖Joon-ho H., From the first day of 5G, 40,000 subscribers ... The Asia Business Daily [accessed 2019 Apr
6]. Available from: http://view.asiae.co.kr/news/view.htm?idxno=2019040610062165080.
¶The Climate Group on behalf of the Global e-Sustainability Initiative (GeSI). SMART 2020: Enabling the
Low Carbon Economy in the Information Age. Global e-Sustainability Initiative (GeSI) [accessed 2019
Jun 15]. Available from: http://www.gesi.org.
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systems and the high carrier frequencies has spawned several ideas at the radio
frequency chain level to reduce the energy consumption, among these: perform
less baseband processing [6], use simple hardware such as switches [7] or use
low-resolution ADCs and DACs [8].

Regarding the spectrum itself, dynamic allocation is necessary to ensure con-
tinuous coverage at all times. To this end, spectrum sharing technologies [9] have
been developed, which allow secondary users to access underutilized (or unutilized)
parts of the spectrum that have been originally allocated to different users/tasks. This
technology is one of the few that simultaneously improves both energy and spectrum
efficiency—others show a trade-off between communication efficiency and energy
consumption.

The number of devices connected to networks is expected to increase drastically
especially because of the development of IoT [10]. The infrastructure that supports
this technology consists mainly of wireless sensor networks (WSNs) [11] where
optimal power control is essential to making the network competitive from an energy
consumption perspective. In this context, the management of sensors and sensor
networks is essential to the IoT, and its energy management can lead to significant
gains in energy efficiency (EE) [12].

One way to deal with a large number of devices connected to mobile 5G net-
works is to allow device-to-device communications [13], i.e., direct link formation is
allowed between two mobile users without the involvement of the base stations or any
other core network elements. When devices are in the range of each other, direct com-
munications are allowed leading to high data rates that also simultaneously improve
EE and latency [14]. Such situations do require the network to provide mandatory
power management and interference mitigation among the devices [15] .

To deal with the large concurrent number of connections in 5G networks, ultra-
dense networks (UDNs) [16] have also been developed. It has been shown that a large
number of picocells and femtocells (i.e., small and very small, respectively) lead to
improved spectral and EE. These cells have low-cost access points (APs) and exhibit
reduced transmission power: 20 dBm for femtocells as compared to 46 dBm for a
macrocell [17].

As the research community has identified the need for efficient 5G commu-
nications early, several excellent works provide an overall literature review of the
main ideas and research efforts on this topic, among these the reader is encouraged to
check [2,18,19]. Researchers have identified several general areas of research and pro-
posed optimization (reduction) of the power consumption: (i) make use of renewable
energy using energy harvesting techniques; (ii) optimized network planning that will
check for optimal base station distribution and activation; and (iii) optimized alloca-
tion of resources such as time and frequency which lead to natural trade-offs between
the EE and other metrics that relate to the communications or sensing performance
of the network.

A particular interesting energy reduction technique in 5G system is Wi-Fi offload-
ing [20], i.e., the ability to transfer some of the mobile traffic from a base station to
nearby Wi-Fi APs or other active base stations. When used in conjunction with base
station activation/deactivation, the energy benefits can be considerable, as entire
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radio resources can be moved offline [21]. In this case, management tools that decide
activation/deactivation policies need to be deployed.

Scheduling a set of mobile network resources, in time, has been addressed in
various scenarios. In the context of 5G networks, scheduling usually refers to the
allocation of users according to some quality or energy criterion: allocate user data
packets in the frequency domain for each time interval to increase the quality of
service (QoS) given partially unknown network conditions and highly dynamic traffic
scenarios. This makes resource allocation in the 5G networks extremely complex
(space, time, and frequency allocation have to be considered).

The work in [22] proposed a scheduling algorithm based on ideas from rein-
forcement learning to minimize the packet delay and drop rates for given QoS
requirements. Then, scheduling in [23] is performed by prioritizing public safety
data and users who are mandatory to intervene during special alerts in active dis-
aster areas. Several other constrained scenarios are also considered: a throughput
constrained mid-haul element in the network [24], an overall cross-layer optimization
for scheduling and resource allocation (SRA) at both the physical (PHY) and data
link control layers to investigate and compare the performance between orthogonal
frequency-division multiplexing and quadrature amplitude modulation-based filter
bank multicarrier (OQAM/FBMC) [25], a dynamic programming algorithm, which
supports fairness, for effective cross-layer downlink SRA considering the channel and
queue state [26], dynamic cell bandwidth allocation is proposed to enhance quality of
experience (QoE) using inter-cell scheduling of users [27], a user scheduling method
that exploits the properties of massive MIMO 5G systems of the BS [28], and finally
scheduling under severe time constraints [29]. An overview of the agile multiuser
scheduling functionality in 5G is given in [30], while different scheduling algorithms
that consider the QoS requirements of each user, as well as the individual channel
conditions, are evaluated and compared in [31]. QoS and QoE are related, as QoE
measures the overall level of customer satisfaction, while QoS refers to hardware and
software characteristics and performance, i.e., coverage, data rates, and delay.

Scheduling of hardware/radio/sensor resources has been studied to a larger extent
in the signal processing (for communications) literature. From this line of work, two
important examples are hardware resource scheduling in UDNs [32] (especially BS
scheduling [33,34]) and sensor measurement scheduling in distributed measurement
scenarios [35]. 5G networks will be greatly enhanced by IoT sensor networks. Indeed,
many services associated with 5G technologies would not be possible without the mas-
sive deployment of (i) localization sensors; (ii) environment monitorization sensors;
and (iii) data flow sensors at the base stations and other important network nodes.
The GSMA foundation estimated∗∗ that a regular 5G cell will be able to cope with
the data flow from more than 250,000 sensors without affecting the regular traffic
performance of the network. This amount of sensors needs to be managed not only to
ensure correct functionality but also to optimize for energy consumption and improve

∗∗The Australian, 5G sensor revolution is coming [accessed 2019 Sep 20]. Available from:
https://www.theaustralian.com.au/life/5g-sensor-revolution-is-coming/news-story/20b1991b0220
b72c61fda4fc55269bff.
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robustness to hardware failures that will inevitably happen when so many resources
are deployed in the field.

The sensor placement/scheduling/management problems have been extensively
studied in the past. A general approach is to use greedy methods based on a minimum
eigenspace approach [36] or with submodularity-based performance guarantees [37]
that provide results within (1− e−1) of the optimal solution. Another popular greedy
sensor selection method, FrameSense [38], initially activates all the sensors and then
removes one at each step based on a “worst-out” principle to optimize its submodular
objective function. Convex optimization techniques have also been proven useful for
experimental design [39, Chapter 7.5] with �1 norm minimization [40]. Additional
scenarios where further limitations are added to the network sensing problem include
energy budget constraints [41] and ways to maximize the lifetime per unit cost in
WSNs [42], regularization terms that discourage the selection of the same sensors
over some time [43,44], and scheduling [45] over the network. In the same spirit,
recent work introduces a greedy sampling set selection algorithm for graph signal
processing (GSP) applications [46].

In line with the previous work on optimized network planning, in this chapter
we provide a high-level view and solution to the energy management problem for
5G networks. We are concerned with the management and scheduling of 5G net-
work resources that exhibit some level of redundancy such that a trade-off between
quality of communications and EE can be established. We outline a simple example
of the network scenario we consider in Figure 4.1. We start the chapter by describ-
ing some of the most important and widely used EE metrics. Then, based on ideas
from convex optimization, we describe the basic mathematical concepts and then
propose an algorithm that deals with scheduling network resources in time such that
a measure of network efficiency is optimized under some operational constraints.

User equipment (UE)

Base station (BS)

Figure 4.1 An outline of the proposed 5G network scenario. A UDN with multiple
base stations that serve multiple users but note that only a subset of the
base stations are active (those in solid blue) as they are able to
successfully cover all currently active users in the network
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We describe in detail the proposed method and then proceed to various experimen-
tal results under various assumptions that we can accommodate due to the convex
optimization framework we are using.

The work presented here is based on the previously proposed algorithms for
sensor scheduling published in [47–49].

4.2 Preliminaries

We start by describing basic metrics for green performance evaluation and a primer
on convex optimization. Then with these prerequisites, in this section, we describe
the proposed method for resource scheduling in 5G networks.

4.2.1 Energy efficiency metrics and objectives

In any wireless communications system, we can define clear performance metrics:
number of users served, throughput, downtime, etc. In general, the most used per-
formance metric is the spectral efficiency, a measure of the maximum data rates
achievable without error (the channel capacity). When it comes to metrics that mea-
sure EE, we again find several that are appropriate in different scenarios. A fairly
detailed enumeration is given in [50], among the most used, we have the following:

1. Energy efficiency (EE): measured in bits/s/W, it is defined as the total capacity
over the total power consumed:

EE = Data rate (bits/s)

Power consumption (W)
; (4.1)

2. Area energy efficiency (AEE): is an EE measure applied in the case of cellular
heterogeneous network cells that take into account the area of the cell under
consideration:

AEE = EE

Cell area (km2)
. (4.2)

While these two indicators provide an overall performance measure, the next two refer
to per user (assuming users connected in the downlink) performance.

3. Outage probability (OP): is defined as the probability that a user, say the ith
in the downlink, will have a signal-to-noise ratio (SNR) below a prescribed,
performance guaranteeing target value, SNRtarget:

OP = P(SNRi ≤ SNRtarget); (4.3)

4. Energy harvest ratio (EHR): is a dimensionless unit that measures the fraction of
time, out of a total standard time slot/unit Ttotal, during which energy harvesting
is done TEH:

EHR = TEH

Ttotal
; (4.4)
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In this setting, an important drawback is to note that many simple devices are not
able to perform data decoding and harvest information simultaneously [51].

5. Average sum rate (ASR): measured in bits/s, is the sum of all the data rates (Ri

for the ith user) of all the n users connected to the network:

ASR =
n∑

i=1

Ri. (4.5)

While this metric measures the data rate directly, it is connected to the power
consumption as the achieved rates depend on the power allocation strategy in
the cellular network. We would like to contrast here the simple equal power
allocation (EPA) strategy against the water filling algorithm (WFA) which per-
forms power allocation to maximize capacity in inter-symbol interference and
frequency-selective fading channels. Other power allocation strategies, taking
into account other performance indicators, can also be applied here.

These indicators can be used separately or in some combination to assess the
performance level of the network. As EE is usually inversely proportional to achieved
data rate (due to the simple fact that higher SNR can always be achieved by increasing
the consumed power), most of the time we will observe a trade-off between the
QoS provided by the network and its energy consumption. Furthermore, the use of
renewable energy sources and battery power backups may put more constraints on
base station operation and lead to the necessity of optimizing the active/sleep cycle
of base stations [52].

As the network designers, we can define some desirable characteristics and goals
for its operation:

1. Maximize network life: as the network contains several devices that are battery
powered or that are known to have different wear and tear properties, one goal
might be to operate the network in such a way that no (or few) devices break
down completely over a fixed period of time;

2. Network sensing/coverage and connectivity: as the network needs to serve con-
necting users and sense environment parameters, an important goal is to ensure
that a predefined geographical area has coverage and that users trying to connect
to the network from this area can be serviced promptly;

3. Robustness: coverage and user connectivity have to be ensured even in the case
of failure of some of the devices in the network.

While we consider that the network is fixed and static, i.e., no major restructuring
takes place in a certain time period, we assume some level of redundancy in the network
(several devices are capable of providing the same services to the same users in the
same geographical area) and that the resources of the network are controllable and can
be switched to active and deactivated modes. The redundancy assumption is essential.
Without some level of redundancy in the network, all resources need to activate all the
time and no planning or scheduling is possible. This assumption is realistic as traffic
demand and network resources are usually concentrated in a relatively small portion
of the network (20% of sites account for 50% of traffic [53]).
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Luckily, UDNs exhibit a very high density of radio resources in a given area
(dense, small cells) to serve approximately the same number of users as a classic
network but where each user has a significant increase in traffic. This means that
either the number of base stations is on the same order of magnitude with the number
of users, or the distance between any user and a base station is only a few meters.
Moreover, this improved (higher) density is the property that will allow us to schedule
resources in time. Furthermore, the high density of base stations has one significant
drawback: there is strong interference between all the base stations, which degrades
performance. As such, mechanisms to set some of the base stations in sleep mode are
essential for energy savings.

In this chapter, we focus on the three main characteristics listed previously. We
will design an algorithm that can schedule (turn on/off or set to active/sleep mode)
devices that are in the network such that (i) we ensure that the life of each device
is extended as much as possible (e.g., to a particular, predefined number of time
slots) and (ii) the network is robust to hardware failures and it is able to reorganize
(reschedule) its structure such that the goal of point (i) is still ensured to the best
current capabilities of the network.

To incorporate several real-world constraints in the design of our scheduling algo-
rithm, we base the development on the convex optimization platform. We will define
the objective function we consider and the constraints imposed upon the network. This
will allow us to make design adjustments with little effort to the scheduling algorithm
itself.

4.2.2 A primer on convex optimization

Convex optimization [39] is a subbranch of mathematical optimization concerned
with the study of optimization problems with convex objective functions and convex
constraints. Such a problem is expressed as

minimize
z

f (z)

subject to g(z) = 0p×1 and h(z) ≤ 0r×1,
(4.6)

where f (z) is convex and is called the objective function, g(z) encodes the p affine
constraints, h(z) encodes the r convex constraints, and z ∈ R

m is the optimization vari-
able. If the constraint set admits at least one point, i.e., it is not empty, then the problem
is called feasible. The convexity assumptions guarantee that every local minima of
the problem is actually a global minimum and therefore the problem is solved exactly.
Furthermore, if there are multiple solutions their set is itself convex and if the prob-
lem is strictly convex, then the problem has at most a single optimal point. There are
several other reasons that account for the popularity of convex optimization methods:

1. Many real-world problems can be formulated as convex optimization prob-
lems (linear programming, least squares, semidefinite programming, geometric
programming, etc.);

2. Many more real-world problems can be approximated by (or relaxed to) convex
optimization problems;
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3. It is trivial to model additional real-world constraints by augmenting the
optimization problem with further constraints (as long as they are convex/affine);

4. There are several specialized ready-to-use software packages (including, CVX††

and CVXPY‡‡) for different programming languages that solve convex optimiza-
tion problems in polynomial time (mostly by interior-point methods [54]).

In this chapter, our goal is to define convex optimization problems that can be
solved efficiently. We will use extensively optimization with �p norms, which are
convex. We are interested mainly in the �1 and �∞ norms, defined as

‖z‖1 =
n∑

i=1

|zi| and ‖z‖∞ = max
i
|zi|, (4.7)

where the first is known to promote sparsity [55] in the solution and the latter one
promotes equal entries (in absolute values) in the solution [56]. These two penalties
are useful in our case, and we will use them jointly: the �1 will serve as a selection
mechanism to model on/off states, while the �∞ will ensure that no network resource
is overused (by minimizing selection of the maximally used resources) and we can
strike a balance between the performance of the work and its energy consumption.

General scheduling algorithms, which give solutions to time-dependent job allo-
cation tasks, have been extensively studied in the past. Unfortunately, these problems
are in general non-convex and in most situations are NP-hard to solve to optimality
(these are nonlinear mixed-integer optimization problems [57] but where the objective
functions are convex or concave). This is because activating and deactivating resources
are modeled most of the time as a binary decision variable, i.e., zi ∈ {0, 1}, which
is discontinuous and therefore non-convex (to ensure optimality, a combinatorially
large number of solutions should be checked exhaustively). Because of this, several
approaches (or heuristics) have been proposed in the literature to reach approximate
solutions to the scheduling plans: greedy methods (i.e., scheduling resources one-at-
a-time), and search algorithms (including, genetic algorithms, simulated annealing,
particle swarm optimization, tabu search and, inspired by more recent research in
reinforcement learning, dynamical programming, and approximations of it). In this
chapter, our approach will be to relax the binary constraints to convex interval con-
straints (i.e., zi ∈ [0, 1]) and then use an iterative process to push the entries to either
limiting value.

4.2.3 Sensors and their measurements

With the basic mathematical formulation described, it is also important to clarify what
we mean when we refer to “a sensor” in the context of this work. Broadly speaking,
we consider two scenarios.

††M. Grant and S. Boyd. CVX: Matlab software for disciplined convex programming, version 2.0 beta.
http://cvxr.com/cvx, 2013 [accessed 20 September 2019].
‡‡S. Diamond and S. Boyd. CVXPY: A Python-Embedded Modeling Language for Convex Optimization.
https://www.cvxpy.org, 2016 [accessed 20 September 2019].
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First, in the spirit of the work from [58], the sensors represent base stations and
the measurements they take are of signals from mobile devices in the network. Our
objective is to minimize the number of activated base stations in the network. The
measurements thus represent the propagation channel from the mobile devices to all
the base stations in the network. Second, the sensors have a more abstract function
and are measuring properties of the environment and network [59], e.g., data flows
through the network, energy consumption in the overall network, and environmental
parameters. In this situation, the measurements represent the connections between
the quantities of interest and where they can be measured.

In this chapter, we model sensors as devices capable of linear measurements, com-
munication with some neighboring sensors, and possessing a known energy profile
(or characteristics).

4.3 The proposed scheduling algorithm

In this section, we introduce the different system modeling choices that we assume
throughout the chapter and then outline the proposed solution for adaptive resource
scheduling over time. We build up the formulation starting from resource selection in
a single time instance, extending to scheduling resources over multiple time instances
and finally describing adaptive scheduling while allowing network topology changes
(including due to unexpected hardware failure). We conclude the section by discussing
the computational properties of the proposed method.

4.3.1 The mathematical model: the measurements

We now introduce the mathematical notation and set up the objective function that
models the sensor’s accuracy and that we consider in this chapter.

We assume that the network can perform a total number of m different measure-
ments and is used to estimate a parameter vector x ∈ R

n that can change over T time
instances such that at time t we use kt linear measurements (such that n ≤ kt ≤ m) as

yt = Atxt + nt , where At ∈ R
kt×n and t = 1, . . . , T . (4.8)

We have denoted by nt ∈ R
kt×1 zero-mean i.i.d. Gaussian noise with variance σ 2I,

yt ∈ R
kt×1 is the measurement vector at time t, and xt is the realization of x. In the

simplest situation, xt can be constant over all time instances T . We do assume that
the whole sensor network can be modeled as a large linear measurement operator
A ∈ R

m×n, where each row aT
i models the measurement a single sensor can perform.

The matrix At models the measurements that a subset of the sensor network performs at
time t. We also assume that we always take kt ≥ n measurements such that estimation
of x leads to a well-posed inverse problem. With these measurements, we consider the
classic least squares estimator x̂t , given by applying the pseudo-inverse of the sensing
matrix to the measurements as

x̂t = A†
t yt = (AT

t At)−1AT
t yt . (4.9)
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The quality of the estimation at time t can be measured in several ways. In this chapter,
we choose the mean-squared error (MSE) (or A-optimality quantifier):

MSE(At) = tr((AT
t At)−1) =

n∑
i=1

1

λi(AT
t At)

. (4.10)

Here we have denoted with λi the ith eigenvalue of AT
t At that is always real valued, and

the trace that is the sum of the eigenvalues. Without loss of generality, we do assume the
orderingλ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0. There are two other classic performance indicators,
the worst case error variance (E-optimality) and the volume of the confidence ellipsoid
(D-optimality), which for clarity of exposition we choose not to describe in detail here.
We just note that the framework we propose easily extends to these two indicators as
well. From an algorithmic perspective, all these indicators are very interesting as A
and E optimality are convex (and therefore can be minimized), while D-optimality is
concave (and therefore can be maximized).

In general, with the assumption of white Gaussian noise, to achieve low error
indicators, we focus on the eigenvalues of the symmetric positive semidefinite
AT

t At ∈ R
n×n that should obey two properties: (i) the smallest eigenvalue λn(AT

t At)
should be as high as possible and (ii) all the eigenvalues should be approximately equal
λi(AT

t At) ≈ λj(AT
t At), ∀ i 
= j, i.e., the measurement matrix At behaves approxi-

mately as a tight frame with large Frobenius norm SNR. All the three optimality
criteria enumerated previously are functions of the eigenvalues of AT

t At and capture,
in different ways, these two desirable properties.

4.3.2 The mathematical model: the network

An innovative concept in 5G networks is the idea of integrated access and backhaul
links in mmWave systems. This leads to scenarios where some base stations are
directly connected to the core network, while others need to relay their data via wireless
links to other base stations [60]. In this chapter, we assume a similar structure imposed
on our sensor network and explore how it affects the management of the resources.

Therefore, the sensors in the network are not isolated nor fully connected, but
communication between them is governed by a graph structure G = (V , E ), where
V is the set of vertices (the sensors) such that |V | = m and E is the set of edges
(the allowed connections between the sensors) which we assume is not dense, i.e.,
|E | = O(m), which determines possible links and their connection to a centralized
(master) node where the estimation (4.9) takes place following the collection of the
measurements. For clarity, let us consider a concrete example in Figure 4.2. The
closest sensors to the master node are 5, 7, and 8, while the furthest are 1 and 3 which
need 3 hops to get to the master node. In our context, the graph structure has two
consequences: (i) it shows that even sensors that do not perform measurements will
still consume energy in order to forward measurements taken by other sensors to the
master node and (ii) it highlights bottlenecks in the network, single nodes that collect
measurements from many nodes and whose failure would lead to the loss of a large
number of sensors.
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Figure 4.2 An example of sensor network with only m= 8 sensors and a master
node. Left: the topology of the undirected network and right: the cost
matrix representation that we use for the network on the left

We have denoted by C ∈ R
m×m the sensing and communication costs of all the

sensors. The entry cij ≥ 0 expresses the cost incurred by the ith sensor to convey
data from the jth sensor to the master node. When the ith sensor has a direct link
to the master node, the ith row of C has only one nonzero entry, namely cii that
captures simultaneously the cost of sensing and communications. The nonzero values
cij, shown here as “*,” are interpreted as the cost of sensing (when i = j) or the cost
of transmitting data from the ith to the jth sensor (when i > j). The summation along
the ith line of C denotes the total cost of the sensor network to transmit data collected
by the ith sensor to the master node. The nonzero values “*” can just denote the
existence of a connection or can convey an actual positive cost in energy consumption,
if a value is known. If we are just interested in the number of activations, then the
matrix C is just binary, while otherwise, we need to be able to estimate the energy
consumption. In fact, the diagonal entries cii can model the cost of performing the
measurement at sensor i and in general, these will obey cii � cij, i 
= j, i.e., cost of
sensing data (which might include acquisition, filtering, storing, compression, etc.) is
in most cases significantly larger than the cost of just communication and forwarding
information. The authors in [48] have linked the sensing cost to the quality (SNR)
of the measurement, i.e., the �2 norm of the ith row like cii ∝ ‖aT

i ‖2
2 meaning that

precise measurements are most likely more expensive from an energy consumption
perspective. The same paper proposes to model the communication cost as a function
of the distance between the sensors that communicate, i.e., cij ∝ d(i, j) where d(i, j)
denotes the Euclidean distance between sensors i and j. If no such estimations are
available or possible, then the cost matrix C will be modeled similarly to the selection
variable z, nonzero entries will be taken as “1,” i.e., the sensor is used but we are not
exactly sure about the cost incurred.

To model the sensor network, we use ideas from the GSP literature and exper-
imentally we will generate these networks using standard GSP toolboxes.§§ From

§§P. Nathanael et al., GSPBOX: A toolbox for signal processing on graphs. Available online: https://epfl-
lts2.github.io/gspbox-html/.
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this perspective, the cost matrix C can be viewed as a partial (potentially weighted)
adjacency matrix. To avoid overly complicated network scenarios and optimal routing
issues, we consider that a single (possible multi-hop) predefined path was computed
from each sensor to the master node and this is the only communication path. If no
graph structure is imposed then simply C = Im×m.

4.3.3 Scheduling for a single time instance

Let us now consider the optimization problem we would like to solve considering that
there is only one time instance, i.e., T = 1. Let us denote by I1 the set of sensors
that perform a measurement at this time. Then we have that:

AT
1 A1 =

∑
i∈I

aiaT
i = AT diag(z1)A ∈ R

n×n. (4.11)

We have now denoted the following: with z1 ∈ {0, 1}m a binary variable that has values
one only for indices that belong to I and diag is a function that takes as input a vector
and returns a square matrix whose diagonal is the input vector. Ideally, we would like
to solve exactly the following non-convex optimization problem:

minimize
z1

‖z1‖1

subject to MSE(A1) ≤ γ1 and z1 ∈ {0, 1}m×1,
(4.12)

where γ1 is given by the designer and is a maximum level of error (in the MSE sense)
that is allowed. It is important to understand what the limits of this parameters are. If
we are using the entire sensor network to measure the parameters, i.e., At = A, then
on average this yields the lowest possible MSE, which is

γmin = tr((AT A)−1), (4.13)

and therefore it is only natural that γ1 = δ1γmin with δ1 ≥ 1. Note that if δ1 = 1, the
only feasible solution in (4.12) is to select all the sensors. Now, combining (4.10)
with (4.11), we have that:

MSE(At) = tr((AT
t At)−1) = tr((At diag(z1)A)−1), (4.14)

which is a convex quantity (as it is the composition between a convex function, the
trace inverse, and a linear function (4.11) in the unknown z1). Given this formulation,
we can now state the following optimization problem that is the convex relaxation of
(4.12), which is

minimize
z1

1T
m×1z1

subject to tr((At diag(z1)A)−1) ≤ γ1 and z1 ∈ [0, 1]m×1.

(4.15)

Here we have used that since the entries of z1 are all positive, the �1 norm is just the
sum of the entries, while the discrete constraints are relaxed to the interval [0, 1]. Of
course, in this case, we are not guaranteed to have a binary solution, as z1 will have in
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general entries between [0, 1] and not just at the extreme points. To fix this problem,
we will use iteratively reweighted �1 optimization [61] by following the next steps:

1. Solve problem (4.15) as is.
2. Initialize the weights vector w1 = z1.
3. If z1 is not binary yet, update it by solving the new optimization problem

minimize
z1

wT
1 z1

subject to tr((At diag(z1)A)−1) ≤ γ1 and z1 ∈ [0, 1]m×1,
(4.16)

i.e., we are weighting the summation in order to “push to” zero entries that are
low and “lift to” one those that are high in z1. Go to step 2 and repeat the process
until the solution z1 does not change anymore.

4. If the solution z1 is still not binary, then select the largest entry in z1, which is
not one and set it to one. With this constraint now fixed, go to step 2 and repeat
the process until z1 is binary.

The idea of the approach is to let the iterative process set to zero/one as many entries as
possible and only intervene with a hard constraint when it gets stuck permanently. In
such a case, we have to set to one and not zero to guarantee that the MSE performance
indicator is below the threshold, otherwise, we risk the possibility of an infeasible
solution. Also, note that in this formulation, we cannot control directly the number
of sensors that are activated. Of course, indirectly, lowering γ1 will lead to more
activations of sensors in general.

We finally note that the scheduling strategy we develop can be applied also when
considering some other objective functions to optimize for the network operation. As
long as that new objective function is either convex or concave, the proposed method
extends directly and trivially with minimal modifications. The requirement to have
an appropriate objective function is there to ensure that the same numerical solver
can be used.

This completes our discussion on the sensor scheduling problem with a single
time step, i.e., sensor selection. We now move to the case where the sensor network
operates over multiple time instances and we want to take into account two additional
factors: balancing the resources of the network and taking into account the possibility
of sensor failure.

4.3.4 Scheduling for multiple time instances

In the previous section, we have seen a method for approximating the optimal set of
sensors from a network that we activate to establish a minimum level of accuracy when
estimating some parameters. In many real-world situations, a sensor network does
not just take a snapshot of some unknown quantities and then becomes inactive, but it
continuously measures and monitors their progress over time. Given the approximate
solution that we got in the previous section, the obvious solution would be to use
those sensors all the time. This would, of course, raise the question of why bother
have the large network in the first place? What purpose would it serve? From this
perspective, the problem that we previously looked at might be practically a sensor
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placement problem: we have several candidate sensor types and sensor positions and
the goal is to select the best combinations such that the real physical network will
perform measurements with high accuracy.

In this section, we extend the goal previously set. Yes, we want at each time
instance a minimum level of accuracy but we also have now two additional constraints:
a balance between the network devices utilization and the accuracy (MSE is below a
given threshold) by scheduling resources and take into account, adaptively, sensors
breakdown by rescheduling resources.

We deal with the same m sensors that need now to be scheduled over T time
instances. We define the binary scheduling table:

Z = [z1 z2 · · · zT

] ∈ {0, 1}m×T , (4.17)

where the scheduler at time t is denoted zt ∈ {0, 1}m×1 (these are the columns of the
table Z). It is convenient to access a particular entry in the scheduling table and
therefore zij denotes whether the ith sensor is active during the jth time instance.

Based on the optimization problems we have seen before, we now propose to
solve the following convex problem:

minimize
Z

T∑
t=1

wT
t zt + λmax

(
WC

T∑
t=1

zt

)

subject to tr((AT diag(zt)A)−1) ≤ δtγmin for t = 1, . . . , T

Z ∈ [0, 1]m×T and
T∑

t=1

zt ≥ 1m×1.

(4.18)

Let us analyze each element of this problem separately. First, note that this is a
convex optimization problem. Of course, it is a relaxation of the problem we would
actually like to solve exactly (i.e., with the binary scheduling table in (4.17)). That
is why, we again have used the idea of �1 penalization and weights (the first term of
the objective function) to try to obtain a binary solution Z. The second term of the
objective function discourages the activation of the same sensor over multiple time
instances, in the spirit of the �∞ norm: we penalize the maximum (highest) entry. The
�∞ combines: the activation frequency of each sensor (the summation over the zt),
the topology of the sensor network (C), and any prior information about the power
profile of the sensors (W). The matrix W ∈ R

m×m is diagonal and acts as a weight
that describes our motivation to use one sensor rather than another. For example, if
wii = 0 we are modeling a situation where we do not care if the ith sensor is used
in all time instances (maybe because we know it is highly robust or that it has an
unlimited power supply at its disposal or that it has been deployed in a sensitive area
and therefore its measurements are highly valuable). Otherwise, let us say that, for
example, w22 = 2, while all other wii = 1, for i 
= 2, would discourage the activation
of the second sensor twice as much as any other, on average. Then, we have the
requirement that each time instance performs the estimation with a minimum degree
of accuracy at each time step. Finally, the relaxed constraint of sub-unitarity and that
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we want all sensors in our network to be activated at least once in the lifetime of the
network.

Overall, this new problem is a regularized optimization problem and the regular-
ization parameter λ ∈ R+ needs to be chosen appropriately. The parameter λ controls
the trade-off between accuracy (on one extreme, select all sensors all the time) and
activation of the sensors (on the other extreme, do not activate anything to save power).
Choosing λ is done by running a grid search to decide the desired trade-off (a Pareto
curve). A trade-off necessarily appears because for the trivial value of λ = 0, the
sensor network would activate at each step all the sensors and therefore produce the
most accurate results. Conversely, for λ→∞ no sensors would be activated in any
of the time slots, i.e., maximum EE with no measurements from the network. It is
up to the user to choose the desired balance and solve the tension between sensing
accurately and sensing efficiently.

4.3.5 Adaptive scheduling for multiple time instances

We now consider the final element in the setup of our formulation. We assume that in
the T time instances the sensor network can change, and in particular we assume that
some sensors might fail or are constrained by limited energy availability or battery
life. Initially, we schedule our sensors using the optimization problem in (4.18), but
then we assume that at time tf the sensors with indices in the set F are offline. The
optimization problem we consider now is

minimize
ztf +1,...,zT

T∑
t=tf +1

wT
t zt + λmax

(
WC

T∑
t=1

zt

)

subject to zt ∈ [0, 1]m×T and tr((AT diag(zt)A)−1) ≤ δtγmin

zit = 0 for i ∈ F and t = tf + 1, . . . , T⎛
⎝C

T∑
t=tf +1

zt

⎞
⎠

F

= 0|F |×1

(
T∑

t=1

zt

)
F

≥ 1|F |×1.

(4.19)

Note that the scheduling takes place only on variables from time tf + 1 with the
additional constraints that any sensor index in F can no longer be activated, while
the �∞ constraint still takes into account the history of the sensors’ activations. We
have denoted F = {1, . . . , m}\F , i.e., the complement of F , and |F | denotes the
size of the set. We keep the previous historic activations fixed in z1, . . . , ztf as we still
have to keep track of the most used sensors. The second constraint zit = 0 from the
current time step makes sure that the sensors in F will not be activated in the future.
Still, they can be part of the path from some other sensor (that is not in F ) to the
master node. This is again not allowed, and therefore the third constraint guarantees
that sensors in F do not receive any information to forward toward the master node.
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Algorithm 4.1: Adaptive sensor scheduling by �1/�∞ minimization
Input: The sensing matrix of the network with m sensors A ∈ R

m×n, the total number
of time instances T , the maximum allowed error δ > 1, the regularization parameter
λ > 0, and the matrix of communication costs C ∈ R

m×m.
Output: The scheduling table Z ∈ {0, 1}m×T for sensor activations at each time step.

Initialize variables: set initial weights wt = 1m×1 and initial all-zero solution zt =
0m×1 for t = 1, . . . , T , i.e., Z = 0m×T ; initialize sets N = ∅ indexing sensors that
are not selected and K = ∅ indexing sensors that are selected; and establish the
best MSE performance γmin by (4.13).
Iterative procedure:

1. Set Z(prev) ← Z.
2. Update weights according to wij = (z(prev)

ij + ε)−1.
3. Solve (4.18) (or (4.19) if in adaptive mode) with the additional linear equality

constraints zij = 1, ∀ (i, j) ∈ K , and zij = 0, ∀ (i, j) ∈ N , to get the current Z.
4. Update the sets N = {(i, j) | zij ≤ ε} and K = {(i, j) | zij ≥ 1− ε}.
5. If the iterative process (4.18) (or (4.19) if in adaptive mode) has converged (or

20 iterations have been completed since the last convergence) and the solution is
not binary, i.e., ‖Z − Z(prev)‖2

F ≤ ε and |N | + |K | = mT , then set K ← K ∪
{arg max(i,j) zij, (i, j) ∈ K } and update Z such that zij = 1, ∀ (i, j) ∈ K .

6. If the solution is binary, i.e., |N | + |K | = mT , then continue otherwise go
to step 1 of the iterative process.
Adaptive procedure: if tf is set then update γmin, set K = ∅, set N =
{(i, t), ∀ i and t = tf + 1, . . . , T }, the solution is cleared for all future time slots by
setting zt = 0m×1 for t = tf + 1, . . . , T , and we go to step 1 of the iterative process
to compute the new activations given the new network.

In the adaptive mode, a large number of sensors might be removed from the
network and therefore the sensing ability might change significantly. To take this into
account we update γmin to reflect the best new performance achievable by the new
sensor network. In most situations, sensor failure does lead to more activations of the
sensors that are left in the network to keep a similar level of sensing accuracy.

4.3.6 The proposed algorithm

Based on the convex optimization problems described before, we now propose an
algorithm for the adaptive sensor scheduling problem. The full procedure is depicted
in Algorithm 4.1. We note that Algorithm 4.1 is an improved variant of the algorithm
described in [48]. The improvement consists of the capacity of the new algorithm to
cope with adaptive situations: the network is not static, but its topology can change
during the scheduled T time instances and the algorithm has to take this situation into
account and reschedule network resources in real time.

The proposed method keeps track of two sets K and N , storing the indices
from the solution Z for the activation and deactivation of sensors, respectively. Our
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algorithm terminates only after every sensor indexed is either in K or N , i.e., we
have reached a binary solution. Every convex relaxation approach to binary optimiza-
tion problems needs a similar rounding procedure as we describe here. The goal of
the proposed approach is to apply a thresholding operation only when the iterative
procedure converges to nonbinary solutions, and even then only a single variable (the
highest entry in Z which is not one) is forcibly thresholded. The same threshold is
applied if the iterative reweighted �1 does not converge (in our case this means that
convergence is not achieved in 20 iterations—which happens rarely but does happen).

Given its structure, the result of the proposed method is that most variables are set
to zero/one by the optimization procedure. Classically, when using convex relaxations
of binary problems we solve a single instance of the relaxed problem followed by a
rounding procedure. This approach works very well for a single time instance, i.e.,
when there are only m variables, but the performance deteriorates quickly in the sense
that many entries will be nonbinary when mT is large. If many entries are nonbinary
and we round the result to the nearest binary solution we will end up with a very
large number of sensor activations. This is in contradiction with our goal of reducing
energy consumption by activating sensors only when absolutely necessary. Therefore,
our approach is different from many other strategies that usually threshold only once,
at the end of the procedure.

Algorithm 4.1 is numerically efficient. It enjoys polynomial complexity and
can be implemented using any off-the-shelf convex optimization library in either
MATLAB® or python (in this chapter we have used CVX). Furthermore, as the
algorithm progresses, the optimization problems (4.18) and (4.19) get progressively
smaller. Starting from the mT variables, as the sets K and N , grow they remove
variables with equality constraints by ensuring that indices allocated to these sets will
never flip—once an entry (i, j) has been allocated to either K or N it will remain
there for the remainder of the algorithm. As such, the first steps of the iterative proce-
dure in Algorithm 4.1 are relatively slower than the final steps, which will deal with
problems that have a number of variables much smaller than mT .

The only fixed parameter of Algorithm 4.1 is set to ε = 0.001 (the thresholding
parameter) while λ is found using a grid search.

Due to the trace inverse constraints, the proposed optimization problem is a
semidefinite program (SDP) with binary constraints used iteratively and therefore its
analysis in terms of the optimality of the solution is very difficult in general (without
any assumptions on the measurement matrix A). In our case, the theoretical analysis
is even harder due to the addition of the sets K and N that store all indices that were
decided to be binary. As such, we extensively validate our approach experimentally.
Furthermore, the thresholding operation complicates a possible analysis, but as we
will see in the next experimental section it does provide very good performance.

4.4 Experimental results

In this section, we provide experimental numerical simulations to show the perfor-
mance of the proposed method to schedule a sensor network over time while also
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balancing its power consumption, communication effort, and allowing for unexpected
sensor failures.

We model the sensor measurements A in two possible ways: random measure-
ments drawn from i.i.d. standard Gaussian distributions or random tight frames [48].
In the latter case, all measurement matrices used are m-tight, i.e., we scale the mea-
surement matrix with the number of sensors. They are constructed after projecting
random Gaussian matrices on the set of tight matrices (numerically this is done by tak-
ing the polar factor of a random Gaussian matrix via the singular value decomposition:
A←√mUVT starting from the random matrix A = U�VT ).

Communications constraints are modeled with graph structures, as depicted in
Figure 4.3. These structures serve to quantify the communication costs and are essen-
tial in the adaptive setting where sensor failure can lead to removal from the network
of many other sensors that are no longer able to communicate the collected data. For
the graph generation, we use the GSP Toolbox from which we use the community
graph generation feature. The toolbox also provides coordinates for the sensors and we
control explicitly the connectivity between the groups of sensors by adding/removing
communications links. We assume dense connectivity in the same group of sensors
and sparse connectivity between them.

Based on these assumptions, we next consider scheduling sensor networks in 5G
systems with energy and communications constraints. We separate the simulations
between two cases: static network and adaptive (when we allow reconfiguration of
the network, say due to sensor failure or communications node failure).

4.4.1 Scheduling without sensor failures

To demonstrate the versatility of Algorithm 4.1 to scheduling problems, we show how
to deal with energy and communication constraints when scheduling a sensor network
over multiple, fixed, time instances.

First, we show the implicit energy constraint approach, i.e., we assume no explicit
information about the energy profiles of the sensors, and our goal is to operate the
sensor network over T time instances such that we diversify the activations and do not

Figure 4.3 Three examples of network architectures we consider with different
levels of connectivity between four groups of sensors (from left to right
with increased number of communications links). The graphs are
generated using the GSP Toolbox and model the cost matrix C , starting
from the adjacency matrices of the graphs
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activate the same sensors continuously at each time instance. The �1/�∞ style opti-
mization problem balances between the estimation accuracy of the sensor networks
and making sure that the sensing is distributed more evenly between the network
sensors. Results are shown in Figure 4.4. We show results for a low m = 100 to ease
of exposition, as we show activations per sensor. The measurement matrix is taken
to be standard Gaussian, and the performance indicator is fixed to γt = 0.5 for all
t = 1, . . . , T , i.e., 50% measurement accuracy on average as compared to the full
network. We fix the number of time instances to T = 10.

Simulation results with the regularization parameter λ = 100 are shown in
Figure 4.4 (top right). The plot clearly shows a more balanced activation of the sen-
sors, as opposed to the results in Figure 4.4 (top left) that are obtained with no
regularization, i.e., λ = 0. Given higher regularization parameter values λ the sensor
scheduling is “moved” to rarely select the same sensors again (unless absolutely nec-
essary to achieve the prescribed MSE). For example, in Figure 4.4 (top right) most
sensors are selected six times with a maximum of eight times as compared to Figure
4.4 (top left) where several sensors are selected in all ten-time instances, while others
are never selected. This comes at the cost of activating, overall, a larger number of
sensors over the ten-time instances.

The purpose of Figure 4.4 (top left) is to show, for reference, a scheduling table
generated by the proposed algorithm without the �∞ regularization (the max regu-
larization). The almost flat solution depicted in Figure 4.4 (top right) is typical of
solutions to convex optimization problems whose objective functions involve �∞ reg-
ularization (for details see [39, Chapter 6]). For our purposes, these solutions are
ideal. The nearly uniform activation of the sensors over time ensures that the sensing
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workload is distributed across the network and thus ensures balanced power con-
sumption together with increased robustness and fault tolerance in the case of any
particular sensor failure. Figure 4.4 (bottom) shows one of the intuitive side effects
of Algorithm 4.1: we can reduce the frequency with which one particular sensor is
activated but at the cost of activating other (usually more or even many more) sensors
from the network such that the imposed estimation accuracy is fulfilled. Figure 4.4
(bottom) plots the maximum sensor activation max (

∑T
t=1 zt) against the total sensor

activations
∑m

i=1

∑T
t=1 zit . We achieve different values for these activations by varying

the parameter λ, in this case, six values between 0 and 100.
In Figure 4.5, we also highlight the use the weight matrix W that serves to add

preferences or a-priori information about the network into the planning of the sensors.
The experiments are as follows: in Figure 4.5 (top left) we have that wii = 1, i =
1, . . . , 25 and wii = 2, i = 26, . . . , 100 and therefore the first sensors are used far
more often than the later; in Figure 4.5 (top right), we have that wii = 7, i = 1, . . . , 50
and wii = 1, i = 51, . . . , 100 and therefore the first half of the sensors is heavily
penalized for any activation (there is one activation as per the constraint to use each
sensor at least once); in Figure 4.5 (bottom), we have that wii = 1, i = 1, . . . , 75 and
wii = 0, i = 76, . . . , 100 and therefore the last quarter of sensors are used in all time
instances as there is no penalty in overusing these devices (possibly highly robust
sensors, placed in sensitive areas and enjoying a virtual unlimited power supply).

We now superimpose the graph structure on the measurement network. We
assume a network whose topology is similar to the examples in Figure 4.3: m = 100
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sensor broadly grouped in four, unbalanced, groups. Regarding the sensing and
communications cost, we assume that entries of the matrix C are characterized as

cii = O(‖aT
i ‖2

2), i = 1, . . . , m, (4.20)

for the sensing cost incurred at the sensor and

cij = O(‖pi − pj‖2
2), i, j = 1, . . . , m, i > j, (4.21)

as the cost of communication between sensors i and j. For communication between
the groups of sensors, we assume a land connection and therefore a cost of O(1). We
have denoted with pi the 2D position of sensor i.

In Figure 4.6, we show the achieved MSE levels as a function of the energy
consumption of the whole sensor network. A clear trade-off between the two becomes
apparent in the spirit of a no-free-lunch result. As expected, to achieve the high
estimation accuracy (the lowest levels of MSE) we need (almost) all the sensors
activated (almost) all of the time. Therefore, the highest accuracy of the network
can only be achieved with substantial energy consumption. Fortunately, giving up
some accuracy in the MSE has a substantial positive impact on energy consumption,
especially at the limit of the best accuracy. Depending on the currently available energy
supplies, Figure 4.6 shows what levels of MSE estimation accuracy are possible with
the sensor network. In the figure, we distinguish between the Gaussian and tight
measurement models (left and right plots). Notice that the tight random measurement
model behaves much better in two ways: lower levels of the MSE are reached for the
same energy measure and the MSE scales much better (decrease is steepest) with the
energy consumption.

4.4.2 Scheduling with sensor failures

In this section, we study the behavior of the proposed algorithm in situations where
the network topology changes. We mostly consider situations where elements of the
network break and it falls on the other network elements to perform more measure-
ments to keep the prescribed level of performance. This might arise, for example,
in a scenario where the sensors have limited energy availability over the period of
operation and run out of available energy due to being activated too often. For sim-
plicity, we assume that the change times are at each quarter of the total number of time
instances. We consider a network with m = 500 sensors and T = 100 time instances,
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while the measurement model is the random Gaussian one. The nominal measurement
performance level is kept at 50% of the capacity of the whole network.

Results are shown in Figure 4.7 and we break them down in four steps: Figure 4.7
(top left) depicts the scheduling scheme before any sensor failures, this can be done
off-line before the network is activated, and if no failures appear, the scheduling will
persist for the rest of the time slots; Figure 4.7 (top right) shows the network activations
when 100 sensors become unavailable (e.g., due to the failure of a communica-
tion hub) and clearly, on average, the utilization of the remaining sensors increases;
Figure 4.7 (bottom left) shows a further deterioration of the network: an additional
200 sensors fail, while the previously failed 100 sensors are still offline, and the oper-
ating network sensors are pushed to almost permanent activations; finally, Figure
4.7 (bottom right) shows what happens when all network sensors are made available
again and the previously offline sensors are now activated significantly more than the
others (especially the 50 sensors that were offline for half of the operating lifetime of
the network).

In these experimental results, we observe the same characteristics as with previ-
ous results: failure of network resources leads to higher strain on the active elements,
for which balancing utilization becomes that bit more important.

In this setting, the running time of the proposed algorithm is extremely important.
While the initial scheduling table can be computed offline, real-time changes to the
network configuration happen during the operation of the network and therefore
rescheduling needs to be done during one time slot. Regarding the running time,
although it enjoys polynomial complexity, Algorithm 4.1 is slower in general than
some of the state-of-the-art greedy methods from the literature, which also have
polynomial asymptotic complexity but exhibit lower constant factors, i.e., they are
2× or 3× faster. Still, the numerical complexity of Algorithm 1 is polynomial in the
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number of variables and constraints and simulations from this chapter take only a few
minutes to complete on a modern computing Intel i7 system with sufficient memory
resources. Therefore, the proposed method is well suited for highly dynamical sensor
network scheduling. Furthermore, a specialized convex solver, which uses efficient
first-order optimization methods, could be considered to deal with the requirements
(both memory footprint and running time) of extra-large problems: over m= 10,000
sensors scheduled in more than T = 1,000 time instances.

We highlight again that one of the advantages of our convex optimization-based
approach is that they allow easy generalizations and extensions. With few modifica-
tions, Algorithm 4.1 allows the addition of multiple extra constraints as long as they
can also be coded with convex constraints, like: operating the sensor network over a
variable number of multiple time instances, without any repetition of sensor selection,
with some preference for a few sensors and not for others, etc. From this perspective,
our setting is ideal for modeling, with minimum effort, real-world applications where
unexpected constraints show up.

4.5 Conclusions

Large networks play a central role in the development of IoT and 5G technologies.
In this chapter, we have proposed a new algorithm for the scheduling of resources
in 5G networks and it aims for two goals: increase the EE of the network and
its robustness to hardware failures. We provide simulation results that show how
the proposed algorithm strikes a balance between the accuracy of the network’s
measurements/operations and the frequency of network’s resource utilization or
an absolute measure of energy when this is available. The algorithm can provide
adaptive, real-time rescheduling of the network resources such that the estimation
accuracy is kept at similar levels even when unexpected events such as hardware and
communication failures take place.
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Chapter 5

Renewable energy-enabled wireless networks
Michela Meo1 and Daniela Renga1

The introduction of renewable energy sources (RESs) as power supply for communi-
cation systems and, for wireless cellular networks in particular, is becoming more and
more attractive for a number of reasons. First, the need to reduce network operation
costs through energy saving. Second, the interest in bringing cellular communica-
tions to areas of the world where the power grid is not developed and/or reliable,
or in emergency situations, generates a great interest in off-grid base stations (BSs)
that are energy self-sufficient. Finally, the introduction of RES as power supply is a
promising way to start responding to the timely issue of Information and Telecommu-
nication Technology (ICT) sustainability. In this chapter, we discuss the technological
challenges associated with the introduction of RES-based power supply for wireless
networks. Sources like photovoltaic (PV) panels and small wind turbines are the
most suited ones for powering cellular access networks, due to their limited size and
relatively ease of deployment. However, these sources are intermittent and generate
variable amounts of energy not always easy to predict. Network operations require
mechanisms and algorithms for deciding the optimal configuration that depends also
on consumption and energy availability. Optimality of network operation is not simply
performance maximization but becomes also consumption reduction, cost minimiza-
tion, and emission reduction, through the optimal usage of the locally produced
energy. In addition, considerations on the power supply dimensioning will also be
presented in this chapter.

5.1 Introduction

The staggering increase of mobile traffic observed in the recent years is currently
leading mobile network operators (MNOs) to deploy denser and denser mobile access
networks. This trend is bound to further grow at remarkable pace in the next future.
According to Cisco forecast [1], by 2023 there will be nearly 5.3 billion Internet users
worldwide, accounting for 66% of the global population, 29.3 billion of networked
devices and connections are expected by the same year, with an average of 3.6 con-
nected devices per capita. The number of mobile users worldwide will raise to 5.7

1Dipartimento di Elettronica e Telecomunicazioni, Politecnico di Torino, Turin, Italy
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billion and global mobile data traffic will reach more than 77 exabytes per month. The
Middle East and Africa will have the strongest mobile data traffic growth in the period
2017–22, with a 56% Compound Annual Growth Rate. Furthermore, the enhance-
ments introduced by 5G technology in mobile networks in terms of higher bandwidth
and ultralow latency will enable the deployment of massive Internet of Things (IoT)
applications in the smart city framework. Several services entailing critical commu-
nications with strict delay constraints will be facilitated in 5G scenarios, like in the
case of smart mobility and autonomous vehicles, machine-to-machine communica-
tions for factory automation, smart metering, environmental monitoring, smart grid
(SG) management, just to cite some examples. By 2023, IoT devices will account for
50% of all networked devices, and over 10% of devices and connections will have 5G
capability, leading to a disproportionate effect in the mobile traffic growth, since 5G
speeds are expected to be 13 times higher than the average mobile connection [1].

The consequent substantial raise in the cellular traffic entails the need to deploy
properly dimensioned cellular networks to make Internet access available everywhere
and provide the high bandwidth capacity required for the increasing number of mobile
users and for the introduction of applications that result more and more demanding in
terms of bandwidth requirements. Considering that the access segment is responsible
of up to 80% of the total network consumption [2], it appears evident how the energy
demand to operate cellular networks is rapidly growing and MNOs are facing huge
operational costs due to power supply [3]. In addition, with the considerable mobile
data traffic growth that is expected in the next years in emerging countries, in particular
in the Middle East and Africa [4], where the electric grid may not be reliable or even
totally absent, MNOs face new issues related to the power supply of mobile access
networks that require that the networks are made more independent from the electric
grid.

Besides cost, these data hint to sustainability issues. Up to 2% of the total carbon
emissions are currently accounted for by the ICT sector, and this percentage is forecast
to increase [5]. Considering that the communication function contributes for 19% to
the ICT energy consumption [6] and, as already mentioned, radio access networks
(RANs) are responsible of 80% of mobile networks consumption [2], improving
mobile network sustainability clearly represents an additional objective to be achieved
in mobile networks.

In this context, the introduction of RESs as power supply of RANs appears an
attracting mean to jointly achieve a number of goals: making the cellular network
more independent from the power grid, decreasing the energy costs, and reducing the
carbon footprint of mobile communications. Relevant research efforts are devoted to
this topic, as it appears from the several studies in the literature focusing on the use of
alternative power supply for green cellular networks [7–9]. RESs can be effectively
exploited to power BSs jointly with the power grid in hybrid networks to reduce the
on-grid energy consumption and the cost for the electric energy supply [10–12]. The
potentiality of renewable energy (RE) is also investigated in Cloud-RAN scenarios,
where the baseband processing unit of BS is decoupled from the remote radio head
to provide more flexibility and address ever-increasing diverse communication needs
in the 5G framework [13,14]. Furthermore, with the spreading of fog computing as
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a way to move computing and storage capability closer to the network edge, RESs
are expected to be adopted to power fog nodes, in order to make them more energy
sustainable [15].

One of the most suitable solutions in an urban environment, due to the limited
environmental impact, is the deployment of PV panels and battery units. While the
most suited, still the available space for the installation of a PV-based generation
system is generally rather limited due to physical constraints and to possible autho-
rization constraints. It is necessary to trade off the system dimensioning requirements
to significantly reduce costs and the carbon footprint, on the one hand, and the fea-
sibility constraints that limit the maximum available surface that can be occupied by
the RE generation system, on the other hand.

However, a wider penetration of RE to power BSs is expected in the next future.
In particular, for solar energy, more efficient modules are bound to be brought into
the market that will improve the feasibility of RE systems, especially in urban envi-
ronments. Although currently available commercial modules, built with traditional
technologies based on crystalline silicon, show an efficiency that never exceeds
20%, emerging technologies (like CPV—Concentrating Photovoltaics) should allow
to increase the efficiency to more than 30% [16–18]. This will positively affect the
area required to deploy a PV system, since currently almost 5 m2 are needed per each
kWp of PV panel capacity [19]. In addition, the shift from the traditional electric
power grid to the SG paradigm has brought several benefits to the electricity man-
agement. Several functionalities supported by the SG rely on an efficient exchange
of huge monitoring data volumes that will be further enhanced by the 5G technol-
ogy. In particular, the SG framework allows an active interaction between producer
and consumers, leading to a better match between energy demand and supply, and
enables power grid monitoring for predictive maintenance, enhanced energy man-
agement, and better integration of RESs. However, new cyber vulnerabilities arise
in an Internet-connected grid that may be subject to power outages caused by cyber
attacks. In this context, RESs represent a promising solution to make the mobile net-
work more independent from the SG and more robust to power outages to guarantee
the continuity of service.

In this chapter, we discuss the challenges associated with the introduction of
RESs, in particular PV panels, to power mobile access networks. To ease the dis-
cussion, we introduce three scenarios that we consider representative of the main
families of application contexts and we refer to the scenarios when we present the
relevant challenges and some of the solutions. In detail, this chapter is organized as
follows. In Section 5.2, we first present an overview of the main challenges raised by
the utilization of RE to power mobile networks. Section 5.3 details the green network
scenarios that will be investigated in this chapter, whereas Section 5.4 highlights the
critical issues to be addressed with specific reference to the different presented sce-
narios of renewable powered networks, describing possible solutions to achieve MNO
goals. Section 5.5 details how the previously presented issues are tackled in real case
studies, detailing the actual implementation and application of the proposed solutions
and providing some performance analysis. Conclusions are drawn in Section 5.6.
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5.2 Renewable energy to pursue mobile operator goals

As previously mentioned, RES-based power supply for the BSs represents a valid
solution to decrease the operational expenditures (OPEXs) of MNOs, lower the car-
bon footprint, and make the access network energy self-sufficient with respect to
the power grid. However, some critical issues may raise when introducing RES in
mobile networks and, in particular, the main ones are due to the intermittent nature
of RE production, as well as the intraday and inter-day variability. In this section, we
investigate these variabilities.

5.2.1 Renewable energy production variability

In what follows, we consider as an example the case of the city of Turin, in Italy, that
is representative of a large number of temperate areas. The daily energy production
profile of a PV panel of 1 kWp production∗ is reported in Figure 5.1 for 3 months of
different seasons. First, observe the different production levels in different months;
in summer, the typical production is three times the one of December. This element
is already quite critical indicating that a PV panel dimensioning for summer times is
clearly inadequate in winter, and, conversely, a dimensioning defined based on winter
production leads to extra production in summer times.

Second, it can be noted that different days of the same month have, in their turn,
quite different production levels, again indicating the difficulty in defining a proper
dimensioning of the PV panels. Moreover, within the same day the profile obviously
follows the typical day/night pattern with peak productions around 1 pm and starting
production time that is seasonal dependent. To investigate the latter factor, observe
the duration of daylight for 3 winter months in Figure 5.2(a) and the corresponding
daily production in Figure 5.2(b). The daylight slowly but significantly changes in the
period and a high daily variability overlaps with these slow changes. The inter-day
and intraday variability is highly affected by medium and short-term variations of the
weather conditions (e.g., sunny versus rainy days, fast cloud movements within the
same hour in a partially cloudy day, …).
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Figure 5.1 Daily profiles of RE power production (W) per 1 kWp in different
sample months in Turin (results obtained with PVWatts) [20]

∗The kilowatt peak (kWp) is the unit of measure of the nominal power of a PV panel, as measured under
Standard Test Conditions (STCs). STC include a light intensity of 1,000 W/m2, a solar spectrum of airmass
1.5 and a module temperature of 25◦C. A PV panel with 1 kWp of nameplate capacity is able to produce
up to 1 kWh of solar energy per hour when operating at its maximum capacity under STC.
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5.2.2 The problem of uncoupled traffic demand and solar
energy production

While seasonal variations imply a difficulty in properly dimensioning the power sup-
ply system, the inter-day and intraday variability calls for dynamic power management
strategies. The strategies need to take into account both energy production and energy
demand, keeping in mind that their patterns may not result coupled and the energy
management can therefore get even more complicated. Indeed, regarding the solar
energy production, its intermittence is strictly linked to the night–day alternating and
to the season succession, and the level of solar generation is highly influenced by the
location latitude and by the short-term and long-term weather condition variabilities.
The mobile traffic patterns vary a lot over time mainly depending on the area type
(whether rural or urban regions, residential or business areas or locations where spe-
cial events occur periodically …), on the period of the week, and on the time of the
year (national holidays or vacation periods …). Hence, the energy demand pattern
is not always coupled with the RE production profiles. Figure 5.3 shows the traffic
profiles for a typical weekday (continuous line) and weekend day (dashed line), both
in a business (BA) and a residential (RA) area (red circles and blue squares, respec-
tively). The traffic patterns are derived from real data provided by one of the main
Italian mobile operators. In the BA, the traffic peaks are observed during the central
hours of the day during the week, while in the evening and during the night almost no
traffic is registered, like it is observed during the whole weekend. Conversely, in the
RA, the traffic demand gradually rises in the morning hours to achieve the highest
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levels in the evening and night hours. Clearly, only in the BA, the weekday energy
demand appears somehow coupled with the RE production, whereas in the RA, the
energy demand results higher during period in which no RE can be produced. In this
latter case, the energy management becomes more critical.

The RE production intermittence and the traffic variability imply the need for
some kind of storage, to harvest for future usage any extra amount of energy that is
produced but cannot be immediately used. In addition, proper energy management
strategies are required to efficiently use the generated RE, limiting the RE wastage
and making the RE system dimensioning feasible in terms of capital expenditures
(CAPEX) and area occupancy.

5.2.3 Traffic load and BS energy consumption

Finally, concerning the relation between traffic and energy demands, it is worth to
be mentioned that the BS energy consumption does not grow proportionally with
the traffic load. Figure 5.4 depicts the power consumption profiles for a Long-Term
Evolution (LTE) macro BS in a BA and RA (red and blue curves, respectively), during
the week-day (continuous lines) and the week-end (dashed lines), based on the same
traffic data reported in Figure 5.3 and on the EARTH consumption model [3]. Despite
huge traffic variations over time, a consistent fixed amount of power is consumed,
even when the traffic is negligible, leading to a power wastage for long periods in
which the traffic is low. Considering a micro LTE BS, the little traffic proportionality
of the BS power consumption becomes even more evident, with a fixed consumption
accounting for up to 80% of the maximum energy demand of the BS. This little
load proportionality of the BS consumption represents a critical issue that must be
addressed in order to make the mobile network more energy efficient. New generations
of BSs exhibit a consumption more proportional to the actual traffic load. However,
the penetration of these new access network devices is far from being widespread
in mobile systems. Hence, proper solutions need to be deployed and implemented
to make the current access network infrastructures capable of dynamically adapting
their energy consumption to the actual traffic variations that are observed over time.
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5.3 Scenarios

We now present the three different scenarios that will be investigated to understand
the manifold roles played by the use of RE to power RANs. These scenarios represent
the main situations in which the use of RE to power RANs is particularly interesting.

5.3.1 On-grid BSs in an urban environment and reliable
power grid

With the exponential increase of the mobile traffic expected in the next years and the
need for ubiquitous high-speed mobile access, smoothly supporting users mobility,
MNOs are enforced to deploy more and more densified mobile access networks.

The typical considered scenario is shown in Figure 5.5. It consists of a portion of a
densified access network, composed by a macro BS that provides baseline coverage,
and a set of additional micro BSs that guarantee additional capacity during peak
periods of traffic demand. The considered access network is deployed in an urban
environment where the electric grid is available and fully reliable. The BSs are powered
by a hybrid system, since they can draw energy from the electric grid but they are also
equipped with a set of PV panels to locally produce RE. Furthermore, a set of battery
units stores, for future usage, any amount of produced energy that is not immediately
used. Although the PV panels and storage units may be distributed or centralized, a
central control unit is in charge of energy management. Any BS can exploit the energy
produced by any PV panel and stored in any battery unit, so that a wider flexibility and
a higher efficiency can be guaranteed in terms of RE usage. The central controller also
operates as radio resource manager to properly perform operations such as activating
or deactivating the BSs and redistributing load among BSs.
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Figure 5.5 Scenario 1: urban environment and reliable power grid

5.3.2 Off-grid or on-grid BSs with unreliable power grid

Emerging countries represent a huge market where MNOs are willing to invest to
deploy adequate mobile access networks to satisfy the traffic demand that is currently
growing exponentially. Nevertheless, the electric power infrastructure is currently
insufficient for the demand and its expansion cannot keep the pace with its staggering
increase. The power grid experiences frequent power outages that make the electric
network unreliable.

In addition, more and more often MNOs need to provide Internet access in remote
regions, where the electric grid is completely unavailable. The use of diesel generators
to make up for the lack of electric supply, besides not being a green solution, leads to
huge OPEX, due to the high cost for fuel transportation and storage. In both cases,
the implementation of renewable powered BSs can effectively address the need for
energy self-sufficiency. However, a careful dimensioning of the RE generation system
is essential, since the requirements to make the mobile network self-sustainable are
clearly more difficult to meet. A crucial role is played by a properly size energy
storage, whose capacity should allow to accommodate an energy amount suitable for
compensating the RE production intermittence. A full level of energy self-sufficiency
may be a hard target to be achieved by using RESs only. A minimum level of quality
of service (QoS) may therefore be defined, envisioning the possibility of allowing
some coverage interruptions or temporary suspensions of some types of services, i.e.,
data service.

As shown in Figure 5.6, as a case study, we consider a single off-grid BS providing
coverage on a remote region that is powered only by a set of PV panels and is equipped
with a set of battery units.



Renewable energy-enabled wireless networks 121

Storage PV panels

Figure 5.6 Scenario 2: off-grid BS in emerging country or emergency situation

A similar scenario, with similar challenges but slightly different constraints,
occurs in emergency situations in which power supply becomes unavailable or
unreliable due to the effect of the critical event.

5.3.3 Green mobile networks in the smart grid

With the shift toward the SG paradigm, the presence of several distributed energy
producers is replacing the traditional approach that envisioned a single energy supplier
serving many distributed consumers. The risk of a mismatch between the user energy
demand and the electric power supply grows and this calls for techniques to improve
or induce a better balance between energy consumption and provisioning.

SG operators (SGOs) try to induce users to shift their consumption from peak
to low-demand periods, so as to flatten the energy demand pattern peaks and to
dynamically adapt the energy user demand to the actual available supply. To this
extent, SGOs are extensively deploying demand respond (DR) strategies. Customers
participating in DR programs are periodically requested by the SGO to increase or
decrease their consumption, on the basis of the current supply availability. Whenever
the users satisfy the requests from the SG, they receive some incentives, either in
terms of an additional monetary rewards or energy price reductions.

In this framework, MNOs can play a significant role. With the increasing mobile
network densification expected in the next years, there may be a huge margin for
MNOs to modulate their energy consumption from the electric grid to satisfy the SGO
requests, thus obtaining a considerable reduction of the electric bill and, ultimately,
contributing to improve the reliability, stability, and power quality of the SG. The
introduction of RESs can help one to reduce the power drawn from the grid when
the SGO requests its users to decrease their consumption. In addition, by coupling
RE generators with some battery units, the BSs can be powered whenever the SGO
requests to decrease consumption, even if no RE is produced in that moment, and extra
amounts of energy can be drawn from the grid, in case an increase of the consumption
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is requested. Finally, the participation in a DR program allows any extra produced
energy that is neither used nor stored to be sold back to the SGO instead of being
wasted, thus mitigating the dimensioning discrepancy issue between cold and warm
seasons.

The third scenario that we consider is a portion of an on-grid renewable powered
mobile access network similar to the one described in the first scenario. In this case,
as depicted in Figure 5.7, the SGO implements a DR policy to enforce changes of
the energy consumption pattern of its customers. The MNO that participates in such
a program, applies, through a central control unit, an energy management strategy to
properly interact with the SG and accomplish its requests. As in the first scenario, the
central control unit also operates as radio resource manager to activate or deactivate
the BSs and redistribute the load among BSs. Furthermore, the controller is also in
charge of shifting some traffic toward close-by access points (APs), in case some
Wi-Fi offloading (WO) techniques are implemented to temporarily reduce the mobile
network load.

5.4 Challenges, critical issues, and possible solutions

We now present some among the main challenges that can be encountered when
RESs are employed to power mobile networks, with reference to the scenarios already
introduced in Section 5.3. Furthermore, we describe possible solutions that can be
adopted by MNOs to tackle the detailed issues. The performance and effectiveness
of the proposed solutions in achieving the MNO goals in the various scenarios will
be investigated in the next section.
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No special
request
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Central controller

Wi-Fi APs

1. Energy management

3. Wi-Fi offloading
2. BS on/off switching
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Figure 5.7 Scenario 3: demand response framework
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5.4.1 PV system dimensioning

The proper sizing of PV panels and storage in a renewable powered mobile network
represents a critical task under several aspects. First, feasibility issues impose strict
constraints in the RE generation system deployment. The efficiency of PV modules
currently available on the marketplace falls typically below 20%, requiring a surface
occupancy of about 5 m2 per kWp of capacity. Hence, in an urban environment, such
as the one of the scenarios 1 and 3 previously presented, physical constraints rather
than high CAPEX represent a remarkable limitation to the free deployment of RE
generation power.

In addition, operational cost can be highly affected by the need to periodically
replace the battery units. Whereas the lifetime of a PV panel from installation can
usually last up to 25 years, the lead-acid batteries, which are the type of storage most
commonly employed in RE generation systems, need to be replaced after a few years
of operation. The battery lifetime depends on the number of charging/discharging
cycles undergone during operation, with the need for battery replacement after an
average of about 500 cycles under a maximum depth of discharge of 70% [23]. For
fixed PV panel capacity, a small set of lead-acid battery undergoes a higher number
of charging/discharging cycles with respect to a large battery unit operating in the
same period. This means that a battery with larger capacity, despite showing higher
CAPEX, will likely last longer than a smaller battery, thus leading to lower OPEX
due to less frequent replacements required.

A proper planning and deployment of RE-powered mobile networks strongly
depends on the presence and reliability of the electric power grid. On the one hand,
the main focus of RES usage in on-grid scenarios (scenarios 1 and 3) is reducing
operational costs, with physical constraints limiting the maximum expansion of PV
panels. On the other hand, in the off-grid case (scenario 2), the efforts aim at achieving
the highest possible level of self-sustainability, trading it off with QoS constraints. In
particular, QoS constraints should be relaxed to allow a feasible deployment in terms
of CAPEX, still limiting the QoS impairment to reasonable levels.

The latitude and local weather conditions of the RE generation system installation
strongly affect the correct sizing of PV panels and batteries. Indeed, high seasonal,
inter-day and intraday variability of RE production makes it harder to determine
a proper system dimension that is suitable to satisfy the mobile network demand
across the whole year. This aspect clearly constitutes a remarkable and more critical
obstacle in sizing the RE powering system for off-grid BSs, considering the required
trade-off between the RE overproduction during the warm season and the RE system
underdimensioning during the cold season. Conversely, in on-grid scenarios, the extra
need for energy that is not satisfied by the local RE production can be covered by
the brown energy, i.e., the energy drawn from the electric grid, that is assumed to be
derived from not RESs. In addition, in a DR framework, in the case of an RE generation
system that results overdimensioned during the warm season, extra amounts of RE
can be sold back to the SGO instead of being wasted, providing additional revenues.

The complexity of the dimensioning procedure requires the deployment of sim-
ulation and stochastic models that take into account all the aforementioned critical
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aspects. In the literature, some studies can be found investigating the performance
of renewable powered mobile networks under variable combinations of PV panels
and battery sizing, either via simulation or stochastic models [21,24]. Few papers
explicitly analyze the system sizing problem and thoroughly examine the impact of
variable system dimensions on the battery depletion probability, system costs, and
network performance, by means of simulations, stochastic models, and optimization
approaches [19,25–30].

5.4.2 System operation and management

An overview of the system operation and management challenges in solar-powered
mobile networks is now presented.

● Energy management. In a renewable powered mobile network, a proper energy
management must be envisioned to efficiently use the available energy resources.
In our investigation, a simple energy management policy is assumed, based on
which the solar energy is first used to power the BS, whereas only the extra
amounts of RE that are not immediately used for powering the BS are harvested
into the storage to be used later on to power the BS in the case of RE unavail-
ability. This behavior follows a principle that is similar to the harvest-use-store
paradigm that is adopted in wireless networks [31,32]. Following this principle,
charging/discharging losses can be minimized with respect to the case in which
the battery is first charged and then the energy is drawn from the storage to sat-
isfy the BS demand. Indeed, charging/discharging losses are not negligible at all,
amounting up to 25% [33]. When no RE is currently being generated or if its
production is not sufficient to satisfy the BS demand, energy can be drawn from
the storage. Only if the battery is discharged, the required energy is taken from
the power grid, if available. In our system, we assume that a single centralized
PV panel installation produces RE that can be distributed to operate the vari-
ous BSs. However, scaling up to wider scenarios that include larger portions of
mobile access networks, distributed PV panel installations should be envisioned.
Even in this case, RE could be shared among BSs by means of energy sharing
techniques based on energy transmission mechanisms; in this way, it is possible
to take better advantages of locally produced RE and further limit the energy pro-
curement from the SG [34]. A proper energy management should guarantee that
the battery charge level never falls below a minimum threshold, corresponding to
a maximum depth of discharge of 70%, that allows to prevent charging efficiency
impairment [35] and to limit battery aging [36] and capacity loss [37].

● Radio resource management. The benefits of the RE use in mobile networks can
be enhanced by the synergic effects provided by the implementation of Resource
on Demand (RoD) techniques. As it can be observed from Figure 5.4, the typical
LTE BS power consumption is very little traffic proportional and even during
periods of negligible traffic, up to 80% of the maximum energy consumption is
consumed, with huge energy wastage and useless cost for MNOs. Furthermore,
busy hour Internet traffic is growing more rapidly than average Internet traffic [4].
Hence, considering that mobile networks are typically dimensioned based on peak



Renewable energy-enabled wireless networks 125

demand, the over-provisioning issue and the related energy wastage are bound to
become even more evident. RoD strategies are widely adopted to make the mobile
network consumption more proportional to the actual traffic demand that may vary
a lot over time. In particular, BS sleep mode approaches can exploit the energy
consumption decrease by means of gradual deactivation of radio components, to
enter progressively lower power levels. Simple on/off switching policies are based
on this principle and can effectively reduce the power consumption, although
MNOs can take advantage of energy saving approaches based on new multi-
sleep-mode power models featured by next-generation BSs. Several studies are
devoted to the application of these techniques to new-generation mobile networks,
also considering renewable powered BSs [28,38–40].

● Wi-Fi offloading. WO techniques can also be introduced in the system. WO
consists in transferring a portion of the mobile traffic from the BSs to some
nearby Wi-Fi APs. This technique is commonly adopted to relieve mobile access
networks from a part of their traffic load during peak hours in heterogeneous net-
works. WO alone may not lead to remarkable reduction in the consumption, due to
the limited load proportionality of energy consumption. However, when applied
in a scenario where the BSs can also be switched on and off, WO allows one to
further decrease the number of active BSs, hence to further reduce the system con-
sumption. Policies are required for managing the timely activation/deactivation
of radio resources and to shift traffic from switched off BSs to active BSs or to
neighboring APs.

● Traffic prediction. Finally, in renewable powered network scenarios, especially
when RoD strategies are envisioned, the prediction of RE production, traffic,
and energy prices becomes crucial to deploy energy management algorithms
capable of following and adapting to the system dynamics, with the purpose
of optimizing the reduction of brown energy as well as the financial benefits,
still maintaining an acceptable QoS. To this extent, predictive approaches based
on machine learning (ML) techniques represent a promising solution to further
improve the overall system performance. Several different types of management
strategies can be implemented that integrate the prediction of various system
parameters. For instance, RoD policies can take decisions based on the short-
term or medium-term prediction of the traffic demand, the RE production, the
battery charge level.

5.4.3 Interaction with the smart grid

In an SG context, the use of RES to power the mobile network can be effectively
controlled by properly designed energy management strategies to adapt the operational
decisions taken on the network to follow the dynamic variations of the energy price
or to dynamically satisfy the periodical requests from the SG in a DR framework,
as shown by few studies from the literature confirming the potentiality of similar
scenarios [41–43]. For example, when the request from the SGO is of decreasing
the consumption, the mobile network can use the locally produced RE or the energy
previously stored in the battery. In case the SGO requests its customers to increase
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the consumption, some extra amount of energy can be drawn from the grid and stored
into the battery for future usage. The interaction between MNOs and SGO can be
further improved by exploiting the combined application of RoD approaches and
WO techniques [44,45]. When RoD and/or WO strategies are applied, the operational
management process must integrate proper decision algorithms allowing to timely
activate/deactivate BSs and to move traffic among BSs or close-by APs, so that these
strategies can effectively be exploited to enhance the accomplishment of SG requests
when it requires to decrease the energy demand.

In addition, in a smart city environment, new business models are emerging
that may further boost the penetration of RE in mobile networks, contemplating the
appearance of multiservice providers and opening the way to brand new scenarios. In
a similar context, MNOs could exploit the cooperation with Household Consumers
(HCs) to enhance the interaction with the SG and reduce the energy bill. The MNO
performs some kind of agreement with HCs that participate to the same DR program
and that are willing to contribute to the achievement of the MNO goals, for instance
by modulating their own energy demand to the advantage of the mobile network. In
return, the HCs willing to join the cooperation program receive some benefits from
the MNO in terms of discounts on the pricing of communication or free additional
benefits (e.g., higher speed Internet connection) when stipulating the contract for the
Internet access provisioning.

The specific scenario is presented in Figure 5.8. HCs accept to help the MNO in
accomplishing SG requests when a reduction of the energy consumption is requested,
in case neither RE is currently available nor any BSs can be switched off due to high
traffic load.

Another example of a future possible scenario could be the cooperation between
MNOs with electrical vehicles that could operate both as moving mobile antennas
and backup batteries for the cellular network.
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Figure 5.8 Household user cooperation scenario
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Finally, a very important challenge is cybersecurity of the integrated SG and
communication network infrastructures. With the diffusion of the SG concept as a
new paradigm in power networks, new vulnerabilities arise in the electric system
in urban scenarios, making it more prone to new types of cyber attacks that may
significantly and abruptly impair the power grid reliability.

5.5 Some case studies

We now show more in detail the actual performance and effectiveness of some of the
solutions presented in previous section, considering the different scenarios illustrated
in Section 5.3.

5.5.1 Photovoltaic system dimensioning

Starting from the objective of reducing costs, Figure 5.9 shows the total capital and
OPEX for a renewable powered BS in the city of Turin, assuming various levels of
independence from the grid that result inversely proportional to the parameter PT .
This parameter denotes the percentage of time in which the RE production is sufficient
to satisfy the BS demand, without the need to draw energy from the grid. As compar-
ison, the graph reports the case of an urban environment (pink line), corresponding
to scenarios 1 and 3, where the BS is only powered by the grid (corresponding to
scenario 1), and the case of an off-grid BS (green line, with circles), where the grid
is not available at all and the power supply is only provided by a diesel generator
(scenario 2). Whereas a full self-sustainability can be obtained at the price of high
CAPEX, a hybrid power supply consents to remarkably reduce the initial investment,
still obtaining benefits in terms of OPEX. In an urban scenario, a hybrid system
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Figure 5.9 Total cost (CAPEX + OPEX) for different values of the parameter
PT [46]
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dimensioned to allow a PT =80% costs about 75% less than a pure solar system,
becoming even cheaper than the grid-only case after 8 years of operation. The battery
units need to be replaced more frequently than the off-grid case, as shown by the
small steps in the cost curves. In an emerging country scenario, the initial investment
is necessarily high. However, the total cost becomes more convenient compared to a
diesel generator in less than 5 years of operation.

These results indicate that, from an economical point of view, RE-based power
supply is convenient in several scenarios, and the convenience increases if it is possible
to rely on some backup power system and full self-sustainability is not required.

The solar radiation is highly location dependent, hence the latitude and the
weather conditions of the location where the renewable powered mobile network
is installed show a considerable impact on the proper system dimensioning [46].
Figure 5.10 reports the simulated battery charge level of a 12 kWh storage unit in two
different urban scenarios, Turin and Aswan, over a year, assuming a PV panel capac-
ity that guarantees a PT =70% and a single BS. The selected locations differ for the
solar radiation profiles, with the radiation in Turin featuring a much higher intraday
and over season variability. The required PV panel size results 13% larger in Turin,
where the average RE production is lower and shows a higher variability. The red
portion over 100% represents the loss of produced RE that cannot be stored, whereas
the red zone below zero corresponds to the energy drawn from the grid to operate the
BS when the battery is depleted. In Aswan, although deeper battery charge/discharge
cycles can be observed with respect to Turin, we note a relatively more stable depth of
discharge. Furthermore inTurin, due to the remarkable solar radiation variability from
day to day and over seasons, the system tends to result significantly overdimensioned
in Summer, leading to consistent energy waste if no energy sell-back is possible,
whereas in the rest of the year some energy must be taken from the grid in any sea-
son. Conversely, in Aswan, the lower radiation variability makes the dimensioning of
the RE system better matched to the BS power demand during the whole year, with
limited wastage, and the need for brown energy is mainly observed in Winter.
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Figure 5.10 Charge level of a 12 kWh battery, assuming a PV panel capacity
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respectively, with PT= 70% [46]



Renewable energy-enabled wireless networks 129

A first indication that we can derive from these results is that the dimensioning and
the dynamic behavior of the PV power system strongly depend on the meteorological
conditions; for example, quite different patterns of battery usage are observed in
locations with different degrees of variability of energy production.

Besides geographical location, also the type of traffic pattern affects the system
dimensioning. Figure 5.11(a) reports the amount of energy bought from the grid in
a year, EG, for different PV panel sizes and battery units (SP and SB, respectively),
considering a portion of a mobile access network in two areas characterized by a
residential (RA) and a business (BA) traffic. As the panel size increases, the energy
from the grid reduces, especially for values of panel sizes <45 kWp. For a fix panel
size, a larger battery allows to further decrease the energy bought from the grid, both
in RA and BA. Moreover, also the resource management influences the dimensioning.
Figure 5.11(b) shows that under the application of a RoD strategy, a target threshold of
maximum EG = 50 kWh can be achieved with panels as small as 27 kWp, more than
30% smaller than without any RoD. Furthermore, the benefit of the RoD application
is more evident in the RA, since the peaks in the traffic patterns result coupled with the
peaks observed in the RE production profiles. In a business area, most of the traffic
is generated during working hours; hence, the renewable power can be immediately
used to run the BS.

In a scenario where the grid is not available, the dimensioning of the RE sys-
tem becomes very critical, considering the feasibility constraints and QoS issues
raised by the possible impairment of the continuity of service. Furthermore, the
location-dependent RE production variability may have a remarkable impact on the
proper system sizing. Figure 5.12(a) shows the battery occupancy, BO, obtained from
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a stochastic model for a single BS powered by RE, for various levels of average
renewable power generation, denoted as REP. REP is represented as a random vari-
able with uniform distribution, considering different values of its variance. As it can
be observed from the figure, the impact of the variance is very high, especially for
intermediate levels of RE generation. For fix mean RE production, a low variance
allows to achieve higher mean values of battery charge; hence, smaller panels can be
used in this case. However, when the RE production is not sufficient for satisfying
the BS demand (REP ≤ 250 W), the battery tends to be depleted more easily if the
variance is higher. Figure 5.12(b) highlights the impact of the variance (vR) on the
amount of energy that should be provided by an alternative energy source, like a
diesel generator, denoted G, assuming different values of RE production, REP. As
the variance increases, the value of G becomes higher. The ascent results steeper for
low values of mean RE production, whereas it decreases up to becoming negligible
as the RE production level increases.

To investigate more in detail, the effect of the variance, we consider five different
day types based on the average energy that is produced during a day and we evaluate the
battery charging and discharging process during these different day types. Figure 5.13
depicts the results for the average hourly battery charge of a solar-powered BS in the
various day types assuming a storage capacity of 25 kWh. During the nighttime,
the BS drains the energy stored in the battery during the peak production hours. At
the end of the day, the balance can be positive (for good weather days, e.g., type 5) or
negative (for bad weather days, e.g., type 1). Observe how different the charge levels
are in different day types. Clearly, by increasing the panel capacity, larger amounts
of energy are stored in the battery. The most critical days are those with bad weather
(type 1) and it is necessary to double the PV panel size (from 20 to 40 kWp) to observe
a relevant effect on the battery charge level.

An important contribution to the feasibility of these systems, to the reduction
of the PV system size and cost, is provided by the shift toward new technologies
for the BSs. The consumption of next-generation BSs shows lower average power
levels and it results to be more load proportional. Figure 5.14 compares the battery
charge level and the probability of battery depletion of a renewable powered BS under
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two BS consumption models: the EARTH model (denoted as EarthM in the figure)
[3], corresponding to the currently most widespread BS technology, and the next-
generation BS consumption model (2020M) [47]. Both the residential and the business
areas are considered.

0

5

10

15

20

25

30

5 10 15 20

B
at

te
ry

 c
ha

rg
e 

(k
W

h)

Hour

5 10 15 20
Hour

5 10 15 20
Hour

All days
Type 1
Type 2
Type 3
Type 4
Type 5

(a) (b)

(c)

 0

 5

 10

 15

 20

 25

 30

B
at

te
ry

 c
ha

rg
e 

(k
W

h)

All days
Type 1
Type 2
Type 3
Type 4
Type 5

0

5

10

15

20

25

30

B
at

te
ry

 c
ha

rg
e 

(k
W

h)

All days
Type 1
Type 2
Type 3
Type 4
Type 5

Figure 5.13 Average hourly battery charge for a macro BS versus time, with five
day types, PV panel sizes (a) 20, (b) 30, and (c) 40 kWp, battery
capacity 25 kWh [22]
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The new BSs (2020 model) yield to better performance than the traditional ones,
represented through the EARTH model, guaranteeing a battery charge level that is
more than three times higher even with a panel as small as 20 kWp. For the new
BSs, the panel size required to achieve an almost zero probability of empty battery
(20 kWp) is half the capacity needed for the traditional model. This confirms that
the new-generation BSs make the use of RE less expensive, leading to the possible
increase of the diffusion of renewable powered BSs, in both those regions where the
grid is not available or unreliable, as well as those with a reliable power infrastructure.
In addition, more efficient PV modules will be brought into the market in the coming
years, further reinforcing this trend.

5.5.2 System operation and management

In previous section, we have observed that power system dimensioning is a difficult
task. Hence, a proper joint management of the RE usage and of the mobile network
operation can be a fundamental help to improve the system feasibility and to reduce
cost. Consider the use of RoD strategies. Figure 5.15 shows the values of the mean
yearly cost (CAPEX + OPEX) averaged over a period of 25 years for a cluster of
solar-powered BSs, also including the cost for battery replacement, together with the
requested size of the PV panel, SP, for different target levels of energy self-sufficiency,
denoted as fGmax : the bottom plots refer to the cases in which RoD is adopted, while top
plots correspond to cases in which no RoD is used. For example, the case fGmax = 0
corresponds to a design target that requires that no energy should be bought from the
grid; the case fGmax = 1% allows that up to 1% of the times energy can be purchased
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from the grid. Note that, despite a similar energy demand in the RA and in the BA
when all the BSs are always kept active, RoD in the BA allows to save twice (26%) the
energy saved in the RA (11%). Assuming a system totally independent from the grid,
as in scenario 2, the RoD strategy reduces cost by 17% in RA, against a 39% decrease
obtained in BA, due to a larger decrease in SP. By slightly relaxing the constraint on
self-sustainability up to 1%, as for scenarios 1 and 3, RoD never decreases cost by
more than 14% in RA, against a 41% reduction in BA, due to the smaller required
SP. Again, this is partly explained by the coupling between the radiation patterns and
the traffic profiles in the BA. Considering that a surface of about 5 m2 is required
per kWp, a similar reduction of the panel size allows to more easily address the strict
physical constraints that prevent the installation of large PV systems occupying wide
areas in urban environment. Conversely, it is not very effective to further lessen the
constraint on fGmax , both in terms of PV panel size and cost.

In order to operate the network dynamically, for example, using RoD strategies,
accurate predictions of the traffic are required. To this extent, ML techniques represent
an attracting solution, since they can be applied to obtain reliable real-time forecasts
of the user demand. In particular, several papers are available in the literature inves-
tigating the potentiality of neural networks for load prediction in various contexts,
from power networks [49–52], to heat systems [53], to Cloud Data Centers [54].
To investigate the effectiveness of similar approaches, we report in Figure 5.16 the
energy saving and the traffic loss observed under application of RoD coupled with
various traffic prediction algorithms. Eight portions of a RAN are considered, each
featuring a different traffic profile. Traffic data are derived from real traces provided
by an Italian MNO from a wide area, including the city of Milan, for a duration of
2 months in 2015. The eight areas were selected for being quite representative of the
various zones that coexist in an urban environment: (1) the train station area, featuring
intense activity especially at the beginning and at the end of the working day (train
station); (2) a district hosting big events, fairs, and exhibitions, which might last for a
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few days (Rho Fiera); (3) a turistic area, with high activity levels during several hours
of the day (Duomo area); (4) the university area, hosting a huge campus (PoliMi);
(5) the soccer stadium area, where the activity is quite bursty and variable, depending
on the held events (SanSiro); (6) a business neighborhood, with traffic peaks in the
central hours of the day (business); (7) a residential area, where the traffic demand
raises in the evening hours (residential); and (8) an industrial zone, with business
traffic profile (industrial).

The RoD decisions are taken based on the RE production forecast and on the
traffic predictions. RE production is forecast by applying a linear regression-based
method on real traces that are obtained from the tool PVWatts. Regarding the traffic
prediction, various ML approaches are evaluated. The training phase is performed on
historical data over a period of 47 days, whereas the remaining 14 days of the dataset
are used for the run-time phase. The ML techniques proposed for traffic prediction
include the following:

1. A method based on Block Linear Regression (BLR) [55], in which the predictor
reflects the daily and weekly periodicity of mobile traffic, is formulated using
the linear regression. A single model is constructed to forecast the traffic of the
entire BS cluster.

2. Four different methods based on artificial neural networks (ANNs) [56]. These
methods employ as input five different sample values of the traffic selected
among those registered in the previous hour and in the previous 2 days at the
same daytime. For each BS, a single ANN can be used, without distinguishing
the daytime (1 ANN), or 24 ANNs are used, one per each hour of the day (24
ANNs). Furthermore, 2 ANNs can be separately trained for each BS, 1 for the
week-day traffic pattern and the other for the week-end pattern (2ANNs). Finally,
48 ANNs can be separately trained, 1 per each of the 24 h of the week-day traffic
pattern and the remaining 24 for each of the 24 h of the week-end pattern.

3. A long short-term memory cell (LSTMC) algorithm that exploits a recurrent
neural network trained for each BS [57].

4. A Baseline algorithm (Baseline), a simple method against which the performance
of the tested ML approaches is compared. It is based on the computation of the
average traffic demand, either for week-days or for week-ends, for each hour
using the traffic samples belonging to the corresponding training dataset and it
is used as the predictor [48].

5. A Baseline withANN (BaselineANN) algorithm that is similar to the previous one,
but anANN is adopted to perform the traffic prediction [48]. This algorithm takes
as inputs the difference between the estimated traffic value (according to Baseline
method) and the actual values of traffic demand at five different time instants,
selected among the previous hour and in the previous 2 days, at the same time.

The energy saving reported in Figure 5.16(a) is computed with respect to the ref-
erence scenario, in which no action is taken to reduce energy consumption, i.e., RoD
is not used. In Figure 5.16(b), the ideal case assumes a perfect knowledge of future
traffic demand. Results show that up to 40% of energy can be saved in all the areas,
with an energy consumption level that is very close to the ideal case with almost any
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of the algorithms, which turn out to be rather similar in terms of effectiveness. Energy
saving is obtained at the cost of QoS deterioration. Except for one of the algorithms
(BaselineANN), the other ML approaches show a similar QoS deterioration in each
zone, usually lower than 5% besides the traffic area. BLR, LSTMC, and n-ANNs algo-
rithms can hence be considered equivalent. Even if one of them may provide a more
energy-consuming configuration at some point during the run-time with respect to
another method, the same algorithm will provide a less energy-consuming one during
other periods, so that the differences among ML techniques are marginal.

It is interesting to note that a good algorithm does not necessarily make an accurate
traffic prediction at any time, but it predicts the correct traffic demand right when
the traffic level is around the threshold according to which the decision of switching
on or off a BS is taken. Figure 5.17 reports the traffic predictions under the different
algorithms, compared with the actual traffic profile (black line with stars). Some
algorithms are not able to predict the traffic peaks or the periods of low traffic.
However, this does not significantly affect the performance of the ML techniques that
provide similar energy savings, since the prediction tends to be accurate around those
values close to the switching threshold, rather than at any traffic level. This is the
case, for example, of the baseline: its predictions around the peak traffic are pretty
bad, but they are good for values of the traffic corresponding to RoD decisions.

These results confirm that RoD strategies are feasible, but several challenges,
including correct estimation of the network condition at any time, need to be tackled.

5.5.3 Interaction with the smart grid

The possibility of interacting with the SG opens up new opportunities for MNOs in
terms of financial benefits. Proper energy management strategies need to be imple-
mented to achieve the desired economic goals. Moreover, considering that the mobile
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traffic demand cannot easily be reduced, the introduction of RoD and WO approaches
provides wider margin to accomplish the requests of the SG when it requests its cus-
tomers to reduce the consumption. Figure 5.18 shows the cost saving that can be
obtained from the combination of RE usage and resource management strategies.
Realistic patterns for the SG request occurrences are considered, and the energy
management algorithm described in Section 5.4.3 is implemented.

In the case in which no RE is locally produced (orange bars), the application of
WO and RoD, either alone or combined, allows to achieve up to 15.2% cost saving.
However, WO alone results more effective than RoD alone, providing almost double
cost saving. In addition, two cases are presented in which an RE generator is installed,
either with intermediate (denoted as I : SPV = 5 kWp, B= 5—blue bars) or large
(denoted as L: SPV = 10 kWp, B= 15—green bars) size. A local RE supply leads to
significantly higher cost savings. The energy bill can be completely nullified even
with intermediate RE system sizing, whereas positive revenues provided by the SG
to the MNO are obtained increasing the system size.

It is interesting to note that, unlike the case when no RE is produced locally,
the benefits provided by the application of WO in the presence of RE are lower with
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respect to the case of RoD alone. In particular, positive revenues are increased by up
to 40% under RoD alone, against 27% when only WO is applied. Combining RoD
and WO allows to increase revenues by up to 53% when WO and RoD are combined.
Further financial benefits can be obtained by envisioning the possibility of selling
back to the SGO extra amounts of RE that are not immediately used and, in case
they cannot be harvested in the storage, are usually wasted. Figure 5.19 compares
the cost saving obtained in a similar case (red bars) with the cases in which no RE is
locally produced (orange bars) or, if it is produced, it cannot be sold back to the SG
(green bars). The price per each energy unit that is sold to the grid is assumed to be
half the price due for each energy unit bought by the MNO from the grid. Under any
combination of resource management strategy, huge cost reduction can be obtained,
amounting to up to more than twice the energy bill registered in baseline conditions
in case no RE is present and no WO or RoD strategies are applied. In relative terms,
WO alone or RoD alone is equally effective in raising the cost saving, since they both
provide savings that are about 1.8-fold higher than those assured when no energy is
sold back to the grid. When WO is applied in conjunction with RoD, up to 223%
cost saving can be achieved. These revenues may contribute to compensate the higher
CAPEX faced for the initial installation of an RE generation system.

It should be observed that a good energy management strategy does not operate
by reducing the total grid consumption, but by timely increasing or decreasing the
grid consumption exactly when required by the SG. Figure 5.20 compares the amount
of energy bought from the grid, denoted EG, and the operational cost under various
combinations of resource management strategies, either with or without a local RE
system. From the graphs, it appears evident the key role of a timely reaction to the SG
grid requests. Despite EG is reduced by at most 48.3% when RE is locally produced,
the operational cost is not only nullified but even becomes negative, thanks to the joint
action of the WO strategy and the RE generation, along with storage, in improving
the interaction with the SG, providing huge rewards that compensate for energy cost
and penalties.

Finally, we present a case of cooperation between MNO and household customers
to show the potentiality of new business models that may arise in a smart city scenario.
Figure 5.21 depicts the yearly energy demand from the grid and the yearly energy cost
assuming that household customers may be available to postpone part of their load
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Figure 5.21 (a) Yearly energy demand from the grid and (b) yearly energy cost
under different policy configurations, for different values of xM [45]

on behalf of the mobile network (HC Trade) and/or to offer WO service. RoD may
be applied as well on the MNO side. The green bars represent the case in which HCs
do not agree to postpone any load to the MNO benefit. The other bars correspond to
different levels of contribution by the HCs. The parameter xM denotes the fraction of
load that the HCs agree to postpone on behalf of the MNO in the case of request of
decreasing the consumption from the SG.

The effect of increasing the values of xM on the reduction of the energy bought
from the grid is negligible, whereas it can give a relevant contribution to the MNO
cost saving. By increasing xM from 5% to 10%, the cost saving is almost doubled only
when HC cooperation is applied alone. Higher values of this fraction, besides being
unlikely, do not provide significant further benefit in terms of energy bill reduction,
resulting 11%.

5.6 Conclusion

In this chapter, we focused on the introduction of RESs to power RANs. Motivated by
the increase of the operational costs to power the networks, the need to reduce carbon
footprint, and the interest in making power supply more independent from the power
grid, the introduction of renewable-based power supply is becoming more and more
attractive.

There are, however, a number of challenges and some possible solutions. MNOs
must tackle various critical issues to optimize the potentiality and benefits of similar
energy supply, also depending on the specific scenario where the renewable powered
networks are deployed.

First, the RE system dimensioning is a very hard task, made particularly critical
when the BSs should be completely independent from the electric grid. A slight
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relaxation on the self-sustainability constraints combined with RoD approaches
allows to remarkably reduce the size of the required PV panels, hence improving
the system feasibility by reducing the occupied area and CAPEX by up to more than
40%. In the future smart city scenario, dominated by 5G technology and characterized
by physical constraints typical of the urban environment, the feasibility of these RE
generation systems will be further enhanced by more efficient PV modules brought
into the market and by new-generation BSs featuring higher energy efficiency.

Second, network management and operation techniques can be tailored to
improve the feasibility and effectiveness of these systems, and proper system oper-
ation and energy management policies are required to efficiently use the RE and
guarantee the continuity of service. ML algorithms are proved to be effective in pre-
dicting mobile traffic load in real time, and this allows to dynamically adapt the
radio resources to the actual traffic demand, trading off energy saving and QoS, and
achieving energy consumption reductions of more than 40%.

Furthermore, the interaction with the SG provides relevant opportunities to
MNOs in urban environments, since they become significant stakeholders in demand
response frameworks. The use of RE properly combined with RoD techniques and
WO approaches makes it possible to dynamically adapt the network consumption to
the SG requests. MNOs can achieve significant cost reduction and even positive rev-
enues by implementing proper energy management policies that do not necessarily
operate by decreasing the total grid consumption but by timely reacting to the dynamic
SG requests.

Finally, new smart city scenarios offer wider potentialities for achieving MNOs
goals, by means of the cooperation with nonmobile users and the introduction of new
business models.

While several issues and challenges need to be further investigated to make it
possible to deploy on a massive scale renewable power supply for RANs, the direction
is promising and will contribute to alleviate the concerns on cost, sustainability, and
global deployment of the communication infrastructures.
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Chapter 6

Coverage and secrecy analysis of RF-powered
Internet-of-Things

Mustafa A. Kishk1, Mohamed A. Abd-Elmagid2

and Harpreet S. Dhillon2

The Internet-of-Things (IoT) is an emerging digital fabric that will integrate our
physical world into computer networks by connecting billions of things, such as small
sensors, wearables, vehicles, and actuators, to the Internet. Owing to its massive scale,
it is considered highly inefficient and even impractical to replace or recharge batteries
of IoT devices, especially the ones that are deployed at hard-to-reach places, such as
under the ground or in tunnels. This has naturally led to the consideration of energy
harvesting to circumvent or supplement conventional power sources, such as replace-
able batteries, in these devices. Due to its ubiquity and cost-efficient implementation,
radio frequency (RF)-energy harvesting has quickly emerged as an appealing solution
for powering IoT devices (majority of which are tiny devices, such as sensors, with
very low energy requirement).

The objective of this chapter is to provide a comprehensive performance analysis
of RF-powered IoT using tools from stochastic geometry. In order to capture the
cyber-physical nature of IoT, our emphasis is on the metrics that jointly characterize
the wireless, energy harvesting, and secrecy aspects. In the first part of this chapter,
we characterize the joint probability of receiving strong enough signal and harvesting
sufficient energy to operate the link. We term this the joint coverage probability. In this
analysis, we assume that the locations of the sources of RF signals and the locations of
the IoT devices are modeled using two independent Poisson point processes (PPPs).
For this setup, we derive insightful mathematical expressions for key performance
metrics, which collectively provide insights into the effect of the different system
parameters on the overall system performance and how these parameters can be tuned
to achieve the performance of a regular battery-powered system. In the second part of
this chapter, we also incorporate the secrecy aspect in our analysis. In particular, we
study the secrecy of RF signals when the RF-powered IoT devices are placed close to
the sources of RF signals. Rigorous mathematical expressions are derived for various
performance metrics, which provide several useful system design insights.

1CEMSE Division, King Abdullah University of Science and Technology, Thuwal, Saudi Arabia. This
work was done when M.A. Kishk was with Wireless@VT, Department of ECE, Virginia Tech.
2Department of ECE, Virginia Tech, Blacksburg, United States
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6.1 Introduction

Owing to its ability to transform current towns and cities into smart and connected
communities of tomorrow, IoT is widely regarded as one of the next frontiers in infor-
mation and communications technology. The grand vision for an IoT network is to
tightly integrate the cyber and physical worlds by connecting billions of things, such
as small sensors, wearables, vehicles, and actuators, to the Internet. This will naturally
enable numerous applications across many industrial verticals, such as home automa-
tion, intelligent transportation systems, public safety, agriculture, and medicine. A
key hindrance in making this vision a reality is the energy-constrained nature of a
majority of IoT devices [1]. It is well known that most of these devices will have to
be battery powered, and replacing or recharging these batteries may not be a viable
option for many of them. In order to overcome this issue, energy harvesting solu-
tions have been proposed to supplement or even circumvent the use of replaceable
batteries in the IoT devices. Due to its ubiquity and cost-efficient implementation,
ambient RF-energy harvesting has recently been considered as an appealing solution
for powering IoT devices.

Ambient RF-energy harvesting IoT devices (sometimes referred to as wirelessly
powered IoT devices) can, in principle, have a dedicated charging network, which
is deployed specifically for charging IoT devices through broadcasting RF-energy
signals. For instance, one can envision a network of power beacons (PBs) deployed
solely to charge the IoT devices. However, a far more realistic and cost-efficient
alternative for the IoT devices is to simply rely on the existing communication infras-
tructure, such as Wi-Fi access points (APs) or cellular base stations (BSs), for both
charging and communication. Given its dual purpose, this network needs to be care-
fully designed in order to (i) deliver the amount of RF-energy required at each IoT
device and (ii) maintain reliable communication links between the APs or the BSs
and the IoT devices. Since the same set of BSs (or APs) is used for both charging
and communication, the amount of harvested energy and the communication signal
quality (signal-to-interference-plus-noise ratio or SINR) are highly correlated. This,
in turn, complicates the performance analysis of such system setup. In the first part
of this chapter, we use tools from stochastic geometry to rigorously analyze the per-
formance of this setup. In particular, we derive the joint energy and SINR coverage
probability and use the derived expressions to provide several system-level insights.

In the second part of this chapter, we focus on secrecy in addition to the energy
harvesting and wireless performance. Specifically, we focus on a scenario in which
an RF-powered IoT network coexists with a primary network that is also the sole
source of RF-energy for the IoT network. We further assume that the coexisting
primary network is using the guard zone technique [2,3] to preserve the privacy of its
transmitted signals. In such scenarios, RF-energy harvesting can be challenging since
the IoT devices do not belong to the primary network and may hence be considered
as potential eavesdroppers by the primary network. We use tools from stochastic
geometry to analyze the performance of the two coexisting networks. In particular,
we study the secrecy performance of the primary network and the energy harvesting
performance of the IoT devices. Furthermore, we investigate how the performance of
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the two networks is affected by the key system parameters, such as guard zone radius
and the deployment density of the IoT devices, which allows us to obtain useful
insights on the coexistence of the two networks.

6.1.1 Literature review

As already noted, this chapter considers two aspects of the performance of RF-powered
IoT devices: (i) energy and SINR coverage of IoT devices and (ii) secrecy of RF signals
used for energy harvesting. We use tools from stochastic geometry to study each of
these aspects. The existing literature on the use of stochastic geometry for the analysis
of energy harvesting wireless networks has focused mainly on the coverage aspect.
On the other hand, the works that discussed the secrecy problem have focused mainly
on simpler setups composed of a single point-to-point link or a fixed set of nodes,
unlike the work in this chapter that considers large-scale networks. Therefore, the
literature review will focus on two main research directions: (i) stochastic geometry-
based analysis of energy harvesting wireless networks with emphasis on coverage
analysis and (ii) secrecy analysis of RF signals used to charge RF-powered wireless
networks.

Stochastic geometry has emerged as a promising mathematical tool for the
system-level performance analysis of wireless networks [4–7]. Not surprisingly, there
have also been a lot of recent works that use stochastic geometry to study the perfor-
mance of large-scale energy harvesting wireless networks [8–12]. This literature has
focused mainly on the analysis of a setup where a wireless device harvests energy
and then uses it to transmit information to a receiver. The main performance met-
ric of interest in these papers is the joint probability of energy and SINR coverage,
which is the joint probability of (i) harvesting sufficient energy to be able to transmit
the information signal to the receiver and (ii) successfully decoding the information
signal transmitted by the energy harvesting device. These two events are independent
when the locations of RF-energy sources are independent from the locations of the
information receivers. For instance, in [8], authors considered a system where a sen-
sor harvests RF-energy from the ambient signals emitted by TV and radio stations,
as well as cellular networks. The sensor harvests the RF-energy and then uses it to
communicate with a data sink. The authors modeled the locations of the sources of
RF-energy using Ginibre α-determinantal point process (DPP). The main advantage
of this point process over a PPP is its capability of capturing repulsion among the
locations of TV, radio stations as well as cellular BSs. Given the technical challenges
in deriving exact expressions for DPP, authors derived useful bounds for the energy
coverage probability and the average harvested energy by considering the worst case
scenario that focuses on the energy harvested from the nearest RF source only. The
concept of having a dedicated charging network with the sole purpose of providing
RF-energy was proposed in [9] for a simple point-to-point setup. In this setup, the
charging network is represented by a set of PBs. This setup was then extended to a
large-scale network in [10].

When the IoT device harvests RF-energy from a given network and then uses it
to transmit information to the same network, the energy and SINR coverage events
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become correlated. This is due to implicit correlation between the locations of success-
fully powered nodes (interferers during information transmission) and the locations of
the RF sources. However, capturing this correlation is highly challenging and hence is
typically ignored in the literature to maintain tractability [11,12]. For instance, authors
in [11] considered a k-tier cellular network where the users harvest RF-energy from
the signals emitted by the cellular BSs and then use this energy to communicate with
the nearest BS in the uplink channel. The authors assumed the existence of a limited-
capacity battery at each user and derived the energy coverage probability as well as
uplink SINR coverage probability by modeling the battery level at each user as a
Markov Chain followed using tools from stochastic geometry.

Another set of relevant works in the first direction considered the scenario where
the energy harvesting device uses the harvested energy to activate its processing units
and enable information reception [13–22]. This is particularly important in wireless
devices with limited power resources, such as the IoT devices. In such devices, the
energy consumption during information reception should not be neglected [23–25].
Authors in [13] considered a power-splitting architecture for the RF-energy harvesting
devices. This architecture splits the received signal into two portions. One portion
is used to charge the device, and the other portion is decoded as an information-
carrying signal. This work considered a large-scale network of energy harvesting
devices, where the distance between each device and its information transmitter was
assumed to be fixed. The objective of this system is to maintain the average amount of
harvested energy above a predefined threshold while maximizing the SINR coverage
probability. For this setup, the SINR and the amount of harvested energy are analyzed
separately. The joint analysis of the amount of harvested energy and the SINR at
the energy harvesting device is much more challenging due to the high correlation
between the two random variables. This correlation is induced by the fact that the
same transmitters are used for information reception and energy harvesting. Hence,
the amount of harvested energy and the SINR are both functions of the same point
process. This problem has not received as much attention in the literature [26,27].
For instance, authors in [26] derived an upper bound on the joint energy and SINR
coverage probability in order to provide tractable expressions that enable drawing
system-level insights. In [16,18,20,21], the authors of this chapter proposed a simple
approximation that assisted in deriving this joint probability and provided several
useful system-level insights. The first part of this chapter will be based on these
recent developments.

In the second part of this chapter, we use tools from stochastic geometry to study
the scenario where the IoT devices harvest energy from the RF signals transmitted by
a coexisting wireless network. This coexisting network is assumed to adopt a secrecy-
enhancing technique to maintain the confidentiality of its transmitted messages. It is
instructive to note that, until recently, this problem was only studied in the literature
for the point-to-point setup or a setup with a fixed number of transmitters, RF-powered
devices, and legitimate receivers [28–32]. The general theme in these works is the
implicit assumption that the transmitter aims to ensure secrecy while providing RF-
energy for the RF-powered device. For instance, authors in [28,29] studied a system of
one transmitter–receiver pair with the coexistence of one RF-powered device. In order
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to satisfy both secrecy and RF-energy delivery needs, the transmitter uses artificial
noise to maintain the amount of RF-energy while reducing the probability of decoding
the information signal by the RF-energy receiver. Authors in [30] proposed to use a
jammer to increase the amount of RF-energy while degrading the information signal
quality at the RF-powered device. Authors in [31] considered a setup of a single
transmitter–receiver pair with K coexisting RF-powered devices. A more general
setup with K transmitters, N receivers, and M RF-powered devices was considered
in [32]. One of the few works that considered secrecy in large-scale networks with
RF-powered devices using stochastic geometry is [33]. This work studied a system
setup in which the legitimate transmitters are RF-powered, which is different from the
setup considered in this chapter. In [17,19], the authors of this chapter have recently
extended the point-to-point setup to a more general system of two coexisting large-
scale networks: (i) the IoT network and (ii) the secrecy-enhancing network. These
recent works will form the basis of the second part of this chapter.

6.2 RF-energy harvesting from a coexisting cellular network

6.2.1 System setup

We consider a system of RF-powered IoT devices and a charging network (cellular
network) that dedicates a subset of its resources to serve the IoT devices. The locations
of the IoT devices and the cellular BSs are modeled by two independent homogeneous
PPPs �E ≡ {xi} ⊂ R

2 with density λE and �R ≡ {yi} ⊂ R
2 with density λR, respec-

tively. Hence, without loss of generality, we focus our analysis on a typical IoT device
located at the origin due to the stationarity of PPP. To enable simultaneous charging
and communication, we consider a time-switching architecture for the IoT device. In
particular, each time-slot is divided into two sub-slots: (i) charging sub-slot with dura-
tion τcT and (ii) downlink sub-slot with duration τdT , where T is the total duration of
each time-slot and τc + τd = 1. In the charging sub-slot, all the BSs emit RF signals
with the purpose of charging the IoT devices. In the downlink sub-slot, each IoT
device associates with its nearest BS and receives information-carrying signals from
this BS. We assume that fading gains among all sets of BS-IoT device links are inde-
pendent and exponentially distributed with mean 1. In addition, we assume that for a
given link, the fading gains in the charging and downlink sub-slots are independent.

In the charging sub-slot, the amount of power received by the typical device from
a BS located at y ∈ �R is ρgy‖y‖−α , where ρ is the transmission power of the BS,
gy ∼ exp(1) is the fading gain in the charging sub-slot, andα is the path-loss exponent.
Hence, given that the duration of the charging sub-slot is τcT and that all the BSs
are active during the charging sub-slot, the total energy harvested by the typical IoT
device in the charging sub-slot is

EH = ητcT
∑
y∈�R

ρgy‖y‖−α , (6.1)

where η is the RF-DC conversion efficiency. We assume that any leftover energy from
the previous slots is no longer available for use in the current time slot.
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During the downlink sub-slot, the value of the SINR at the typical IoT device is

SINR = ρhy1‖y1‖−α∑
y∈�R\y1

ρhy‖y‖−α + σ 2
, (6.2)

where σ 2 is the noise power, y1 is the location of the nearest BS to the typical IoT
device, and hy ∼ exp(1) is the fading gain in the downlink sub-slot.

6.2.2 Performance metrics

For the system setup described previously, our design goal is to ensure that the IoT
devices are harvesting sufficient energy and the downlink SINR is above a predefined
threshold. However, due to the correlation arising from relying on the same set of
BSs for both charging and communication, the analysis of IoT charging cannot be
separated from that of downlink communication. Hence, we focus on deriving the
joint energy and SINR coverage probability, which is defined next.

Definition 6.1 (Joint coverage probability). For a given time-slot, the IoT device
needs to satisfy two conditions: (i) EH ≥ E and (ii) SINR ≥ β, where E is the min-
imum threshold on EH to ensure acceptable energy harvesting performance and β
is the minimum threshold on SINR required for successful decoding. The probabil-
ity of satisfying both conditions is defined as the joint energy and SINR coverage
probability, which can be mathematically represented as follows:

Pjoint = P(EH ≥ E , SINR ≥ β). (6.3)

Another metric that is typically studied in the literature of RF-powered wireless
networks is the energy coverage probability, which is defined as

Penergy = P(EH ≥ E ). (6.4)

Obviously, the energy coverage probability is a special case of the joint coverage prob-
ability, i.e., the joint coverage probability reduces to the energy coverage probability
when β = 0.

Another important metric to quantify the performance of this setup is the average
throughput. We assume that when the IoT device fails to harvest the minimum required
amount of energy E , it cannot communicate in the downlink sub-slot. Given that the
link is only used for communication for a τd fraction of time, it is important to study
how the parameters τc and τd should be selected in a way that ensures energy coverage
while maximizing the downlink average throughput.

Definition 6.2 (Average throughput). The average downlink throughput in
bits/s/Hz is

Davg = τdE
[
log2(1+ β)1(SINR ≥ β)1(EH ≥ E )

]
= τd log2(1+ β)Pjoint, (6.5)

where 1(
) = 1 if the event 
 happens and 1(
) = 0 otherwise.
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6.2.3 Analysis and main results

We aim to derive the joint coverage probability described in Definition 6.1, which is
the joint probability of the two events: (i) EH ≥ E and (ii) SINR ≥ β. Recalling (6.1)
and (6.2), we can observe that both EH and SINR depend on�R, which leads to high
correlation between the two random variables. In particular,�R models the locations
of the sources of RF-energy signals in EH as well as the locations of the interferers in
SINR. Building on that observation, we can treat EH and SINR as two independent
random variables when we condition our analysis on�R. Hence, we can rewrite (6.3)
as follows:

Pjoint = E�R [P(EH ≥ E |�R)P(SINR ≥ β|�R)]. (6.6)

Based on the previous expression, we first need to derive each of the energy and SINR
coverage probabilities conditioned on the point process �R. Next, we need to take
the expectation of their product over �R. Before proceeding with this approach, we
propose an efficient approximation that has been shown to be remarkably accurate in
the literature [34–39]. This approximation is provided next:∑

y∈�R

gy‖y‖−α = gy1‖y1‖−α + gy2‖y2‖−α +M (y1, y2), (6.7)

where y1 and y2 are the locations of the two nearest BSs to the typical IoT device,
respectively, and M (y1, y2) = E

[∑
y∈�R\y1,y2

gy‖y‖−α|y1, y2

]
. In (6.7), we simply

approximate the summation of received RF signal powers by the summation of RF
signal powers received from the nearest two BSs and the expectation of the summation
of RF signal powers received from the rest of the BSs conditioned on the location of
the nearest two BSs. This is motivated by the power-law path-loss, because of which
the RF signals received from the nearby BSs dominate the total received power. Using
this approach, we can approximate the value of EH in (6.1). This leads to the following
approximate expression:

EH = ητcTρ
(
gy1‖y1‖−α + gy2‖y2‖−α +M (y1, y2)

)
. (6.8)

Using similar approach, we can approximate the value interference term in the dom-
inator of the SINR expression in (6.2). This leads to the following approximate
expression:

SINR = ρhy1‖y1‖−α
ρ
(
hy2‖y2‖−α +M (y1, y2)

)+ σ 2
. (6.9)

As will be evident shortly, this lends tractability to the analysis of the joint distribution
in (6.3). In particular, this approximation reduces (6.6) to:

Pjoint = Ey1,y2 [P(EH ≥ E |y1, y2)P(SINR ≥ β|y1, y2)]. (6.10)

In the following lemma, we derive the first term inside the expectation in (6.10),
namely, P(EH ≥ E |y1, y2).
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Lemma 6.1 (Conditional energy coverage probability). Probability that the har-
vested energy during the charging sub-slot is greater than E conditioned on
y1, y2 is

P
(
EH ≥ E

∣∣y1, y2

) = rα2 exp
(−rα1 [F (r2)]+

)
rα2 − rα1

− rα1 exp
(−rα2 [F (r2)]+

)
rα2 − rα1

, (6.11)

while the unconditioned probability is

P (EH ≥ E ) = 1− πλRA
2 exp

(−πλRA
2
)− exp

(−πλRA
2
)

+
∞∫

A

r2∫
0

(
rα2 exp

(−rα1 F (r2)
)

rα2 − rα1
− rα1 exp

(−rα2 F (r2)
)

rα2 − rα1

)

× fR1,R2 (r1, r2)dr1dr2, (6.12)

where A =
(

2πλR
(α−2)C(τc)

) 1
α−2

, r1 = ‖y1‖, r2 = ‖y2‖, F (r2) = [C(τc)− 2πλR
α−2 r2−α

2

]
,

C(τc) = E
τcTηρ , [x]+ = max{0, x}, and fR1,R2 (r1, r2) = (2πλR)2r1r2e−λRπr2

2
.

Proof. The value of M (y1, y2) can be derived as follows:

M (y1, y2) = E

⎡
⎣ ∑

y∈�R\y1,y2

gy‖y‖−α
∣∣y1, y2

⎤
⎦ (a)= E

⎡
⎣ ∑

y∈�R\y1,y2

‖y‖−α
⎤
⎦

(b)= 2πλR

∞∫
r2

1

rα
rdr = 2πλR

α − 2
(r2

2−α), (6.13)

where (a) follows from the assumption that all {gy} are independent and exponen-
tially distributed random variables with mean one, and (b) follows from Campbell’s
theorem [40] with conversion from Cartesian to polar coordinates and using r2 =
‖y2‖. Using the approximation introduced in (6.7), the conditional energy coverage
probability can be expressed as

P
(
EH ≥ E

∣∣y1, y2

) = P

(
τcTηρ

(
gy1 r−α1 + gy2 r−α2 +

2πλR

α − 2
r2−α

2

)
≥ E

)

= P

(
gy1 r−α1 + gy2 r−α2 ≥ C(τc)− 2πλR

α − 2
r2−α

2

)

= P
(
gy1 r−α1 + gy2 r−α2 ≥ F (r2)

)
(c)= rα2 exp(−rα1 [F (r2)]+)− rα1 exp(−rα2 [F (r2)]+)

rα2 − rα1
, (6.14)

where step (c) is due to hypo-exponential distribution of gy1 r−α1 + gy2 r−α2 (sum of
two exponential random variables with rates rα1 and rα2 ), C(τc) = E

τcTηρ , and [x]+ =
max{0, x}. This concludes the proof of (6.11). Given that P

(
EH ≥ E

∣∣y1, y2

) = 1



Coverage and secrecy analysis of RF-powered Internet-of-Things 153

when F (r2) ≤ 0, we define two sets: Nr2 = {r1 : F (r2) ≤ 0, r1 < r2} and Pr2 ={r1 : F (r2) ≥ 0, r1 < r2}. We note that the set Nr2 is an empty set for r2 ≥ A ,
while for r2 ≤ A the set reduces to Nr2 = {r1 : r1 ≤ r2}. Similarly, the set Pr2 is
an empty set for r2 ≤ A , while for r2 ≥ A the set reduces to Pr2 = {r1 : r1 ≤
r2}. Using these observations and integrating over r1 and r2 with fR1,R2 (r1, r2) =
(2πλR)2r1r2e−λRπr2

2
[41], the result in (6.12) follows.

Remark 6.1. The energy coverage probability is significantly affected by the duration
of the charging sub-slot. This intuitive insight is captured clearly in the previous
theorem by C(τc), which is a decreasing function of τc. As this value decreases, the
energy coverage probability in (6.12) increases.

Now, in the next lemma, we derive the second term inside the expectation in
(6.10), which is P(SINR ≥ β|y1, y2).

Lemma 6.2 (Conditional SINR coverage probability). Probability that the down-
link SINR at the typical IoT device exceeds β, conditioned on y1 and y2, is

P
(
SINR ≥ β∣∣y1, y2

) = exp(−G (r1, r2))
1

1+ βrα1
rα2

, (6.15)

where r1 = ‖y1‖, r2 = ‖y2‖, G (r1, r2) = βσ 2rα1
ρ
+ 2πλRβrα1

(α−2)rα−2
2

.

Proof. Using the definition of SINR in (6.9), we get:

P(SINR ≥ β|y1, y2) = P

(
ρhy1 r−α1

ρhy2 r−α2 + ρM (y1, y2)+ σ 2
≥ β

∣∣∣∣ y1, y2

)

(d)= P

⎛
⎝ ρhy1 r−α1

ρhy2 r−α2 + ρ 2πλRr2−α
2

α−2 + σ 2
≥ β

∣∣∣∣∣∣ y1, y2

⎞
⎠

= P

(
hy1 r−α1 ≥

βσ 2

ρ
+ 2πλRβr2−α

2

α − 2
+ βhy2 r−α2

∣∣∣∣ y1, y2

)

(e)= Ehy2

[
exp
(
−rα1

(
βσ 2

ρ
+ 2πλRβr2−α

2

α − 2
+ βhy2 r−α2

))]
(f)= exp(−G (r1, r2))

1

1+ β rα1
rα2

, (6.16)

where (d) follows from substituting for M (y1, y2) as derived in (6.13), and steps
(e) and (f) follow from the assumption that hy ∼ exp(1), and defining G (r1, r2) =
βσ 2rα1
ρ
+ 2πλRβr2−α

2 rα1
α−2 .

We can now proceed to the final step of deriving the joint coverage probability
described in Definition 6.1. As can be observed from (6.10), the only remaining step
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is to take the expectation of the product of P(EH ≥ E |y1, y2) and P(SINR ≥ β|y1, y2)
over y1 and y2. The final result is provided in the following theorem.

Theorem 6.1 (Joint coverage probability). The joint coverage probability, intro-
duced in Definition 6.1, is given by

Pjoint =
A∫

0

r2∫
0

fR1,R2 (r1, r2) exp(−G (r1, r2))
1

1+ βrα1
rα2

dr1dr2

+
∞∫

A

r2∫
0

fR1,R2 (r1, r2) exp(−G (r1, r2))

× rα2 exp
(−rα1 F (r2)

)− rα1 exp
(−rα2 F (r2)

)
(
rα2 − rα1

) (
1+ βrα1

rα2

) dr1dr2, (6.17)

where G (r1, r2) is defined in Lemma 6.2, A , and F (r2) are defined in Lemma 6.1.

Proof. This result follows directly by substituting (6.11) and (6.15) in (6.10) and
integrating over r1 and r2 using the joint distribution fR1,R2 (r1, r2) as defined in
[41, (28)].

Remark 6.2. As the duration of the charging sub-slot increases, the probability of
satisfying the energy coverage condition increases. Hence, for the large enough τc, the
joint coverage probability reduces to the probability of satisfying the SINR coverage
condition. This insight is captured in the previous theorem through the value of A ,
which is an increasing function of τc. Increasing the value of A decreases the second
term in (6.17) and increases the first term. When A approaches∞, the expression
in (6.17) reduces to the SINR coverage probability.

Remark 6.3. The value of A represents a threshold on r2. In particular, for a given
�R, the energy coverage condition is satisfied when r2 ≤ A . This can be observed
from the integration limits in (6.17). The value of A can be used to optimize the deploy-
ment of RF-powered IoT devices in order to ensure high energy coverage probability.
Recalling the expression of A provided in Lemma 6.1, we observe that increasing
its value can be achieved through increasing the density of λR or the duration of the
charging sub-slot.

6.2.4 Numerical results and discussion

In this section, we demonstrate the accuracy of the derived expressions, verify the
insights provided in the remarks, and use the numerical results to draw other important
system-level insights and performance trends. The values of system parameters used
in the simulation setup are E = 1 μJ, ρ = 1, λR = 10−4 m−2, α = 4, and η = 0.75.

In Figure 6.1, we plot the energy coverage probability. Clearly, the value of
the energy coverage probability increases as we increase τc, which agrees with our
comments in Remark 6.1. The perfect match between the theoretical and simulation
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results demonstrates the remarkable accuracy of the approximation in (6.7). We also
observe the high influence of the value of λR on the energy coverage probability.

In Figure 6.2, we plot the joint coverage probability, which was derived in
Theorem 6.1. We observe that as τc increases, the joint coverage probability starts
saturating to a fixed value, which coincides with the SINR coverage probability. This
is due to the high energy coverage probability at higher values of τc, as observed
from Figure 6.1, which, in turn, reduces the Pjoint to P(SINR ≥ β). We also note that
reducing the value of λR, which reduces the energy coverage probability, also reduces
the joint coverage probability.

Finally, the average throughput, described in Definition 6.2, is plotted in
Figure 6.3. The results show the existence of an optimum value for τc that maximizes
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the average throughput. We note that this optimal value increases as we reduce λR,
due to the decrease in the density of RF-chargers, which increases the amount of time
needed for charging.

6.3 RF-energy harvesting from a coexisting,
secrecy-enhancing network

In the previous section, we studied a scenario where there was a coexisting cellular
network that allocates some of its resources for powering the IoT devices. On the con-
trary, we study a scenario where the IoT devices rely on a coexisting primary network
for harvesting RF-energy. The primary network is composed of primary transmitters
and receivers (PTs and PRs) and uses some secrecy-enhancing transmission policy
to ensure a certain level of secure communication probability for the primary com-
munication links (between PTs and PRs). As described next in detail, the IoT devices
would be secondary devices for this network. Our objective in this section is to inves-
tigate the impact of the use of secrecy-enhancing technique on the energy harvesting
performance of the RF-powered IoT devices.

6.3.1 System setup

Similar to the previous section, we model the locations of the IoT devices and the
PTs using two independent PPPs�E ≡ {xi} ⊂ R

2 and�R ≡ {yi} ⊂ R
2, with densities

λE and λR, respectively. Each PT aims to communicate with its associated PR and
transmit confidential messages. In order to maintain tractability, we consider a Poisson
bipolar model where the distance between each PT and its associated PR is r1. Due
to the stationarity of PPP, we focus our analysis on a typical PT–PR pair with the PR
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located at the origin. Different from the system setup studied in the previous section,
the charging network (the primary network) in this setup (i) does not allocate any
resources for solely charging the IoT devices and (ii) is using a secrecy-enhancing
technique that affects the energy harvesting performance of the IoT devices. The
secrecy-enhancing technique used by the primary network is described next.

There are multiple secrecy-enhancing techniques studied in literature such as
(i) beamforming [42–44], (ii) protected zones [45,46], (iii) artificial noise addi-
tion [47,48], and (iv) guard zones [2,3]. The guard zone technique was recently proven
to outperform other techniques under some specific deployment scenarios [49].
Hence, we focus on this technique in this chapter. The guard zone technique is based
on ensuring that the distance between the PT and its nearest illegitimate receiver (from
the perspective of PT, any receiver except PRs is an illegitimate receiver) is above
a given threshold. Otherwise, the PT stops its transmission (goes silent). While this
discussion is not in the scope of the current chapter, the illegitimate receivers can be
detected by the primary network using specialized devices such as metal detectors or
leaked local oscillator power detectors [45]. To focus on the interaction between the
IoT devices and the primary network, we assume that the IoT devices are the only
existing illegitimate receivers in the system. The radius of the guard zone is the main
design parameter in this secrecy-enhancing technique. The selection of this parame-
ter is based on the performance metrics that the primary network aims to maximize.
Before defining the performance metrics used in this chapter, we first provide some
physical layer security preliminaries.

In order to ensure secrecy, the PT selects two transmission rates: (i) code word
transmission rate Rc and (ii) confidential messages transmission rate Rm, where
Rc > Rm. The difference Rc −Rm represents the cost paid for secure transmission.
To ensure that the PR is able to successfully decode the confidential message, the
mutual information between PT’s channel input and the PR’s channel output should
be greater than Rc. In addition, to ensure perfect secrecy, the mutual information
between the PT’s channel input and any illegitimate receiver’s channel output should
be less than Rc −Rm. This can be translated into two conditions. The first one is
SINRR ≥ 2Rc − 1, to ensure successful connection between PT and PR, where:

SINRR = ρw1r−α1∑
yi∈�R\y1

δiρwi‖yi‖−α + σ 2
P

, (6.18)

σ 2
p is the noise power, and wi ∼ exp(1) models the Rayleigh fading gain for the link

between the PT located at yi and the typical PR. We use the subscript i = 1 to refer to
the typical PT–PR pair. The value of the indicator function δi = 1 if the PT located at
yi is active, which means it does not have any illegitimate receivers in its guard zone.
Otherwise, if its guard zone has at least one illegitimate receiver, we have δi = 0.
This captures the effect of the guard zone radius on the interference levels at both
the legitimate and illegitimate receivers. Clearly, as the radius of the guard zone rg

increases, more PTs will go silent, which, in turn, leads to less interference. The
expected value of this indicator function equals to the probability of the PT being
active: E[δi] = Pactive. The value of Pactive can be derived as follows. Denoting the
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distance between the typical PT and its nearest IoT device by De, and recalling that
the locations of the IoT devices are modeled by a PPP with density λE , we then have:

Pactive = P(De ≥ rg) = exp(−πλEr2
g). (6.19)

The second condition that needs to be satisfied to ensure perfect secrecy is
SINRE(xj) ≤ 2Rc−Rm − 1, where SINRE(xj) is the value of SINR at the IoT device
located at xj. This condition should be satisfied at all IoT devices in order to ensure
perfect secrecy. The SINR of the confidential signal transmitted by the typical PT
measured at the IoT device located at xj is

SINRE(xj) = ρg1,j‖y1 − xj‖−α∑
yi∈�R\y1

δiρgi,j‖yi − xj‖−α + σ 2
S

, (6.20)

where gi,j ∼ exp(1) is the fading gain for the link between the PT located at yi and
the IoT device located at xj, and σ 2

S is the noise power at the IoT device.
Clearly, only those PTs are active that are at a distance greater than rg from all

IoT devices. This can be formally defined as follows:

�̄R =
{

y ∈ �R : x /∈
⋃

x∈�E

B(x, rg)

}
, (6.21)

where B(x, rg) is a ball centered at x with radius rg , and �̄R models the locations of
the active PTs. The point process �̄R in (6.21) is nothing but a Poisson hole process
(PHP) [50,51]. The density of the PHP �̄R that models the locations of active PTs is
PactiveλR.

Similar to the previous section, one of the main aspects of the performance of the
IoT devices that we focus on is their ability to harvest sufficient amount of energy. The
amount of energy harvested by the IoT device located at xj, assuming an RF-energy
harvesting time-slot of duration T , is

EH = ηTρ‖yj,1 − xj‖−αgj, (6.22)

where gj ∼ exp(1) models the Rayleigh fading gain of the link between the IoT device
located at xj and its nearest active PT. Here, we are focusing on the energy harvested
from the nearest active PT, located at yj,1. This is motivated by many recent studies
that showed the dominance of the RF-energy harvested from the nearest transmitter in
the total amount of harvested energy, such as [16]. This assumption lends tractability
to an otherwise intractable analysis. For instance, this enables us to study the effect of
some important system parameters, such as rg and λE on the statistics of the harvested
energy. In particular, using this approach, we can capture an interesting behavior in
this system, which is how increasing the density of the IoT devices λE decreases the
average distance between a typical IoT device and its nearest active PT, and hence,
decreases the average amount of harvested energy. This results from (6.19) where we
showed that the value of Pactive is a decreasing function of λE and the density of active
PTs is λRPactive.
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6.3.2 Performance metrics

Our objective in this section is two-fold: (i) study the effect of the deployment den-
sity of the RF-powered IoT devices on the performance of the primary network and
(ii) study the effect of the guard zone radius rg on the energy harvesting performance
of the IoT devices. For the primary network, we consider two performance metrics to
capture: (i) the connectivity between the PT and its associated PR and (ii) the secrecy
of the transmitted confidential signal through studying its SINR at the illegitimate
receivers (i.e., the IoT devices). We define these two performance metrics next.

Definition 6.3 (Probability of successful connection). In order to ensure successful
connection between the typical PT and PR, two conditions need to be satisfied: (i) the
typical PT is active and (ii) the SINR at the typical PR is greater than the threshold
βR. Therefore, the probability of successful connection is

Pcon(rg , λE) = P(De ≥ rg , SINRR ≥ βR), (6.23)

where βR = 2Rc − 1

The second performance metric for the primary network focuses on the secrecy
of the transmitted signals when the PT is active, which is provided next.

Definition 6.4 (Secure communication probability). Given that a PT is active, the
probability that its transmitted data is perfectly secure is

Psec(rg , λE) = E

⎡
⎣1
⎛
⎝ ⋂

xj∈�E

SINRE(xj) ≤ βE

∣∣∣∣∣∣De ≥ rg

⎞
⎠
⎤
⎦ , (6.24)

where βE = 2Rc−Rm − 1

The goal of the primary network is to maximize the value of Pcon while ensuring
that Psec is above a predefined threshold ε. The parameter tuned to achieve this
objective is rg . Hence, the value of rg selected by the primary network is

r∗g = arg max
rg∈G (λE )

Pcon(rg , λE),

G (λE) = {rg : Psec(rg , λE) ≥ ε}. (6.25)

There are many metrics that have been used in the literature to study the perfor-
mance of the energy harvesting aspect, for instance, the average amount of harvested
energy E[EH ] or the energy coverage probability P(EH ≥ E ). In this section, we focus
on a modified version of the latter (defined next), which enables us to better under-
stand the relation between the two coexisting networks, which is one of the main
objectives of this section.

Definition 6.5 (Average density of successfully charged devices). The average
density of devices that successfully harvest at least E amount of energy is

λ̄E = λEP(EH ≥ E ). (6.26)

The goal of the IoT network is to optimize the value of λE with the objective of
maximizing the previous performance metric. While this may seem counter intuitive,
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one can make sense of it (based on the discussion provided earlier) by observing that
increasing the value of λE reduces the density of active PTs that are the main sources
of RF-energy for the IoT devices.

6.3.3 Analysis and main results

We start our analysis by deriving the performance metrics for the primary network. In
the next theorem, we provide an expression for the successful connection probability,
introduced in Definition 6.3.

Theorem 6.2 (Probability of successful connection). For a given value of λE, the
probability of successful connection introduced in Definition 6.3 is

Pcon(rg , λE) = exp

⎛
⎝−

⎡
⎣λEπr2

g + βR
σ 2

R

ρ
rα1 +

2π 2λRPactiveβ
2
α

R r2
1

α sin
(

2
α
π
)

⎤
⎦
⎞
⎠ . (6.27)

Proof. Recalling the expression for SINRR given in (6.18), specifically the indicator
function δi that indicates which interferer is active and which is silent, we concluded
that the locations of active PTs can be modeled by PHP �̄R in (6.21). However, before
using �̄R in our analysis, we need to make it clear that δi for different yi ∈ �R are
correlated. This implicit correlation arises from the dependence of δi for all i on
the PPP �E . However, capturing this correlation in our analysis will significantly
reduce the tractability of the results. Hence, this correlation will be ignored here.
The accuracy of this approximation will be verified in Section 6.3.4. Now, revisiting
the expression of Pcon in Definition 6.3, we note that the correlation between δ1 at the
typical PT and δi values at each of the interferers in the expression of SINRR is the
only source of correlation between the events (De ≥ rg) and (SINRR ≥ βR). Hence,
ignoring this correlation, for the reasons stated earlier, will lead to the following:

Pcon = P(De ≥ rg)P(SINRR ≥ βR). (6.28)

The first term in the previous expression represents Pactive = exp
(−πλRr2

g

)
(please

recall (6.19) where Pactive was derived). To derive the second term in the previous
expression, characterizing the statistics of the interference from a PHP-modeled net-
work at a randomly located reference point (the typical PR) is required. However,
ignoring the correlation between {δi} is equivalent to approximating the PHP �̄R with
a PPP � of equivalent density λ̃R = λRPactive. Defining I =∑yi∈� wi‖yi‖−α , then:

P(SINRR ≥ βR) = P

⎛
⎝ w1r−α1

I + σ 2
R
ρ

≥ βR

⎞
⎠

(a)= EI

[
exp
(
−βR

(
I + σ

2
R

ρ

)
rα1

)]

= exp
(
−βR

σ 2
R

ρ
rα1

)
EI

[
exp
(−βRIrα1

)]
(b)= exp

(
−βR

σ 2
R

ρ
rα1

)
LI

(
βRrα1

)
, (6.29)
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where w1 ∼ exp(1) leads to step (a), and in step (b) we use the definition of Laplace
transform of I which is LI (s) = E[exp(−sI )]. The Laplace transform of the inter-
ference in PPP is a well-established result in the literature [4]. For completeness, its
derivation is provided next.

LI (s) = E�,{wi}

⎡
⎣exp

⎛
⎝−s

∑
yi∈�

wi‖yi‖−α
⎞
⎠
⎤
⎦

= E�,{wi}

⎡
⎣∏

yi∈�
exp
(−swi‖yi‖−α

)⎤⎦

(c)= E�

⎡
⎣∏

yi∈�

1

1+ s‖yi‖−α

⎤
⎦

(d)= exp

⎛
⎜⎝−λ̃R

∫
y∈R2

1− 1

1+ s‖y‖−α dy

⎞
⎟⎠

(e)= exp

⎛
⎝−2πλ̃R

∞∫
0

sr−αy

1+ sr−αy

rydry

⎞
⎠

(f)= exp

(
−2π2λ̃Rs

2
α csc

(
2π
α

)
α

)
, (6.30)

where knowing that the set of fading gains wi are i.i.d. with wi ∼ exp(1) leads to
step (c), step (d) results from using the probability generating functional (PGFL) of
PPP [40], step (e) results from converting to polar coordinates, and step (f) follows
after some mathematical manipulations. Substituting (6.30) in (6.29) and then in
(6.28) leads to the final result in Theorem 6.2.

Remark 6.4. The expression in Theorem 6.2 captures two important insights on
the effect of rg on Pcon. Recalling the definition of Pcon, we notice that successful
connection requires (i) the typical PT being active (guard zone free of illegitimate
receivers), and (ii) the SINR at the typical PR is above a predefined threshold βR.
The first condition gets harder to satisfy as the value of rg increases, due to the
difficulty of ensuring that the guard zone is free of ERs when its radius is large. This
effect is captured in the first term inside the exponential in Theorem 6.2. For the
second condition, namely, the SINR value, we observe that increasing the value of rg

decreases the density of active interferers, leading to higher values of SINRR . Hence,
increasing rg makes it easier to satisfy the SINR condition. This is also captured in
the third term inside the exponential in Theorem 6.2, implicitly in the expression of
Pactive.
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To further investigate the effect of rg on Pcon, we derive the value of rg = r̂g that
maximizes Pcon in the next theorem.

Theorem 6.3. Defining A1 = 2π2λRβ
2
α

R r2
1

α sin( 2
α π )

, we have:

● If A1 ≤ 1, then Pcon is a decreasing function of rg, and r̂g = 0.

● If A1 > 1, then r̂g =
√

ln(A1)
πλE

.

Proof. From the expression of Pcon in Theorem 6.2, we note that it can be rewritten
as a function of Pactive = exp(−λEπr2

g) as follows:

Pcon = exp
(
−βR

σ 2
R

ρ
rα1

)
Pactive exp(−PactiveA1). (6.31)

To get more information about the behavior of Pcon against Pactive, we compute the
first derivative (with respect to Pactive). Given that Pactive is a decreasing function of
rg (recall (6.19)), we conclude the following:

1. If 1−A1Pactive ≥ 0, then Pcon is a decreasing function of rg .
2. If 1−A1Pactive < 0, then Pcon is an increasing function of rg .

Consequently, we can infer that since 0 ≤ Pactive ≤ 1, Pcon is a decreasing function of
rg as long as A1 ≤ 1. In the case of A1 ≥ 1, the relation between Pcon and rg can be
explained as follows: (i) Pcon is an increasing function of rg as long as Pactive ≥ 1

A1

(or rg ≤
√

ln(A1)
λEπ

) and (ii) Pcon is a decreasing function of rg as long as Pactive ≤ 1
A1

(or rg ≥
√

ln(A1)
λEπ

). This concludes the proof.

Remark 6.5. Consistent with the intuition, we observe from the previous theorem that
when A1 ≤ 1, the effect of rg on the event DE ≥ rg dominates its effect on the density
of interferers, because of which Pcon is a decreasing function of rg. This is because
A1 is an increasing function of each of λR, r1, and βR. At lower values of A1, one
or more of these parameters are small enough to ignore the effect of the interference
level on Pcon.

Now we derive the secure communication probability, introduced in Defini-
tion 6.4, in the following theorem.

Theorem 6.4 (Secure communication probability). For a given value of rg and λE,
the probability of secure communication is

Psec(rg , λE) = exp

⎛
⎜⎝−2πλE

∞∫
rg

exp
(
−σ

2
EβErαx
ρ

)
LI2 (βErαx )rxdrx

⎞
⎟⎠, (6.32)

where LI2 (s) = exp
(
−2πλRPactive

∫ sr−αg
0

s
2
α

α(1+z)z
2
α

dz

)
.
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Proof. From Definition 6.4 of Psec, we observe that we need to jointly analyze the val-
ues of SINRE(xj) at all the locations xj ∈ �E . Despite the usual assumption throughout
most of the stochastic geometry-based literature on secrecy analysis that these values
are uncorrelated, this is actually not precise. The reason for that is the dependence of
SINRE(xj), by definition, on the PPP�R for all xj ∈ �E . Some recent works focused on
characterizing the correlation between interference levels at different locations [52].
However, most of these works focus on characterizing the correlation between only
two locations assuming the knowledge of the distance between them. Unfortunately,
these results are not directly applicable to our analysis. Hence, aligning with the
existing literature, we will ignore this correlation in our analysis with the knowledge
that this will provide an approximation. Furthermore, the accuracy of this approxi-
mation is expected to get worse as the value of λE increases. This is due to the fact
that the distances between ERs decrease as λE increases, which was shown in [52]
to increase the correlation. For notational simplicity, and without any loss of gen-
erality due to the stationarity of PPP, we will assume that the typical PT is placed
at the origin, i.e., y1 = o, in the rest of this proof. All the analyses provided in this
section are conditioned on the event De ≥ rg . Following the same approach as in the
proof of Theorem 6.2 of approximating the PHP �̄R with a PPP �, and defining
I2(xj) =∑yi∈�\y1

gi,j‖yi − xj‖−α , Psec can be derived as follows:

Psec = E�E ,I2,{g1,j}

⎡
⎣1
⎛
⎝ ⋂

xj∈�E

g1,j‖xj‖−α
I2(xj)+ σ 2

E
ρ

≤ βE

⎞
⎠
⎤
⎦

(g)= E�E ,I2,{g1,j}

⎡
⎣ ∏

xj∈�E

1

⎛
⎝ g1,j‖xj‖−α

I2(xj)+ σ 2
E
ρ

≤ βE

⎞
⎠
⎤
⎦

(h)= E�E ,I2

⎡
⎣ ∏

xj∈�E

⎛
⎝1− exp

⎛
⎝−βE

(
I2(xj)+ σ 2

E
ρ

)
‖xj‖−α

⎞
⎠
⎞
⎠
⎤
⎦

(i)= E�E

⎡
⎣∏

xj∈�E

⎛
⎝1− exp

⎛
⎝−βE

(
σ 2

E
ρ

)
‖xj‖−α

⎞
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where step (g) (and step (i)) follow from assuming that the values of SINRE(xj) (and
I2(xj)) are uncorrelated. Step (h) is due to assuming the set of fading gains {g1,j} to
be i.i.d. with g1,j ∼ exp(1). Defining the Laplace transform of I2(xj) by LI2(xj )(s) =
E[exp(−sI2(xj))], we note that there is only one difference in the derivation of LI2(xj )(s)
compared to that ofLI (s) in the proof ofTheorem 6.2. The difference is in the reference
point from where we are observing the interference. In the proof of Theorem 6.2, the
reference point was the PR that does not have a minimum distance from any active
interfering PT. In the current derivation, the reference point is an IoT device that
has a minimum distance of rg from any active interfering PT. Hence, the derivation
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of LI2(xj )(s) will be exactly the same as in (6.30) until step (e), where the minimum
distance effect will appear in the lower limit of the integral as follows:

LI2(xj )(s) = exp

⎛
⎜⎝−2πλ̃R

∞∫
rg

sr−αy

1+ sr−αy

rydry

⎞
⎟⎠ . (6.34)

Note that the previous expression is not a function of xj, so we drop it from the notation
of Laplace transform. The final expression for LI2 (s) as provided in Theorem 6.4
follows after simple mathematical manipulations. Substituting (6.34) in (6.33), we get
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⎟⎠, (6.35)

where step (k) results from applying PGFL of PPP, and the integration is over y ∈
R

2 ∩B(o, rg) because the analysis in this section is conditioned on the event De ≥ rg ,
which means that the typical PT is active. Since we assumed that the typical PT is
placed at the origin in this derivation, the ball B(o, rg) is clear of ERs. Converting
from Cartesian to polar coordinates leads to the final result in Theorem 6.4.

Remark 6.6. As stated in the earlier remarks, the value of rg has a significant effect
on the density of active interferers. Hence, the total interference at any receiver,
legitimate or not, decreases as we increase the value of rg. This is captured in the
Laplace transform term of the expression derived in Theorem 6.4. In addition, since
transmitting signals are already conditioned on the guard zone being free of the
illegitimate receivers, there is a minimum distance rg between the typical PT and the
nearest illegitimate receiver. Hence, increasing the value of rg reduces the quality
of the confidential signal transmitted by the PT at the illegitimate receivers. This is
captured in Theorem 6.4 in the integration interval, which decreases as we increase
rg. This trade-off in the effect of rg on the secure communication probability will
be further investigated and visualized with the aid of numerical results in the next
subsection.

In the following theorem, we provide the main performance metric for the IoT
devices, which is the density of successfully charged devices.

Theorem 6.5 (Density of successfully charged devices). For a given value of rg and
λE, the density of successfully charged IoT devices is

λ̄E = λE

∞∫
rg

2πλRPactiverp exp
(
−πλRPactive

(
r2

p − r2
g

)− E rαp
ρη

)
drp. (6.36)
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Proof. The density of successfully charged IoT devices can be derived as follows:

Penergy = λEP
(
ηρR−αp g ≥ E

)
(l)= ERp

[
exp
(
−E Rαp
ηρ

)]
, (6.37)

where Rp is the distance between the ER and its nearest active PT, and step (l) is due
to g ∼ exp(1). The distance Rp represents the contact distance of a PHP observed
from a hole center. Unfortunately, the exact distribution of this distance is unknown.
However, the approach of approximating the PHP �̄R with a PPP � is known to
provide fairly tight approximation of the contact distance distribution of PHP [53].
Given that the nearest active PT to the ER is at a distance of at least rg , the distribution
of Rp is

fRp (rp) = 2πλ̃R exp
(−πλ̃R(rp − rg)2

)
, rp ≥ rg . (6.38)

Using this distribution to compute the expectation in (6.37) leads to the final result
in Theorem 6.5.

6.3.4 Numerical results and discussion

In this section, unless otherwise specified, we use the following values for the
simulation parameters: η = 0.75, ε = 0.9, λR = 10−1 m−2, ρ = 1, T = 1, α = 4,
βR = 3 dB, βE = 0 dB, and E = 1 μJ. We also refer to the SNR value at the IoT
devices as γ = ρ

σ 2
E

.

In Figure 6.4, we plot the successful connection probability for different values
of rg . Given that the simulation setup captures a scenario with A1 < 1 (introduced
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in Theorem 6.3), Pcon is a decreasing function of rg . This is consistent with our
observations in Theorem 6.3 and the following remarks. Hence, recalling (6.25), we
conclude that for the considered simulation setup, r∗g is the minimum value of rg that
ensures Psec ≥ ε.

In Figure 6.5, we plot the secure communication probability for different values of
rg . The effect of rg on the secure communication probability, discussed inTheorem 6.4
and the following remarks, can be observed in Figure 6.5. At low values of rg , the
performance is dominated by the high interference at the illegitimate receivers, due to
the high density of the active PTs. This reflects the stronger effect of λS on Psec at lower
values of rg .At high values of rg , despite the low density of active PTs, the performance
is dominated by the large distance between the PT and its nearest illegitimate receiver.
We observe the existence of a minimum value for Psec, at which the value of rg is not
small enough to result in high level of interference at the illegitimate receivers, nor is it
high enough to result in large distance between the active PT and its nearest illegitimate
receiver. We also observe that increasing the value of λE increases the value of r∗g that
ensures Psec = ε, where ε = 0.9.

In Figure 6.6, we study the effect of γ = ρ

σ 2
E

on the value of Psec. Unlike λE , the

effect of γ on Psec is more prominent at higher values of rg . As stated earlier, this is
due to the dominance of the interference on the performance at lower values of rg ,
leading to negligible effect of γ in this regime.

In Figure 6.7, we plot the density of successfully charged devices for different
values of λE . As reported earlier, there exists an optimal value of λE that maximizes
this density. Furthermore, we observe that increasing the value of rg has a clear
negative effect on the performance of the IoT devices. This can be noticed from the
decrease in the value of the maximum achievable density of successfully charged
devices as we increase the value of rg .

0 0.5 1 1.5 2 2.5 3

Guard-zone radius rg

0

0.2

0.4

0.6

0.8

1

Se
cu

re
 c

om
m

un
ic

at
io

n 
pr

ob
ab

ili
ty

Simulations
Theoretical

Increasing λE: [0.2
0.4 0.6 0.8 1] m–2

Figure 6.5 Secure communication probability against different values of rg and λE



Coverage and secrecy analysis of RF-powered Internet-of-Things 167

0 0.5 1 1.5 2 2.5 3

Guard-zone radius rg

0

0.2

0.4

0.6

0.8

1

Se
cu

re
 c

om
m

un
ic

at
io

n 
pr

ob
ab

ili
ty

Simulations
Theoretical

Increasing
γ: [1 3 5 8] dBs

Figure 6.6 Secure communication probability against different values of rg and γ

0.2 0.4 0.6 0.8 1
λE

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

D
en

si
ty

 o
f s

uc
ce

ss
fu

lly
 c

ha
rg

ed
 d

ev
ic

es
 

Increasing rg: [1.8 2.1
2.4 2.7 3]

Figure 6.7 Density of successfully charged devices against different values
of λE and rg

We can observe from Figures 6.5 and 6.7 that the parameter selection of the two
networks (rg selection by the primary network and λE selection by the IoT devices) is
intertwined. This interaction can actually be modeled as a two-player noncooperative
game. The Nash equilibrium of such game would capture a state where the primary
network has no incentive to change the value of rg given the value of λE , and the IoT
devices have no incentive to change the value of λE given the value of rg . However,
the main complexity of analyzing such a game arises from the relatively complicated
expressions of Psec and λ̄E , because of which it is challenging to prove the existence
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of a Nash equilibrium. This actually is one of the main challenges that arise whenever
the objective is to optimize an expression derived using stochastic geometry tools.
Interested readers are advised to refer to [19] for more details.

6.4 Summary

This chapter focused on the application of stochastic geometry to the performance
analysis of RF-powered IoT networks. In particular, we focused on two scenarios of
general interest: (i) the same wireless network provides connectivity and RF charging
to the IoT devices and (ii) IoT devices rely on a coexisting, secrecy-enhancing network
for harvesting RF-energy. In the first part of this chapter, we considered an IoT
network that relies on the cellular infrastructure for communication and RF charging.
For this setup, we studied the joint probability of harvesting sufficient energy and
maintaining sufficiently high downlink SINR. We proposed a dominant-interferer
approximation that enabled the derivation of the joint probability and resulted in
several system-level insights. One of the main insights obtained from this analysis
is the existence of an optimal charging slot duration that maximizes the downlink
average throughput. We also derived a tuning parameter that captures the effect of
the system parameters on the system performance, such as the density of the BSs.

In the second part of this chapter, we considered an RF-powered IoT network
coexisting with a secrecy-enhanced primary network. The IoT network relies on the
RF transmissions of the primary network for RF charging. The primary network
is assumed to use the guard zone technique. This technique maintains a minimum
distance between any active PT and its nearest IoT device. For that setup, we derived
the secrecy performance metrics of the primary network and the energy harvesting
performance metrics of the IoT network. We showed that the performance of both
networks is correlated, because both secrecy and energy harvesting performance
metrics depend on the deployment density of the IoT devices and the guard-zone radius
of the primary network. A useful insight obtained from this study is the existence of
an optimal deployment density for the IoT network that maximizes the density of
successfully charged devices.
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Chapter 7

Backscatter communications for ultra-low-power
IoT: from theory to applications

Seung-Woo Ko1, Kaifeng Han2, Bruno Clerckx3

and Kaibin Huang4

Internet-of-Things (IoT) is expected to connect tens of billions of devices anytime and
anywhere and enable a wide range of services such as smart city, connected vehicles,
and health care [1]. Recent advancements have driven the rapid growth of IoT in
5G technologies along with cloud- and edge-computing-enabled big-data analytics.
However, one typical drawback of the existing IoT solution is the limited lifetime due
to the massive number of IoT devices being powered by batteries with finite capacities.
Therefore, keeping a large number of energy-constrained IoT devices alive poses
a key design challenge. To this end, Backscatter Communication (BackCom) has
emerged as a promising technology, allowing IoT devices to transmit data with low-
power consumption. Moreover, its low-complexity design and small form factor make
BackCom more attractive by realizing cost-effective IoT deployment. We organize
the remainder of this chapter as follows. In Section 7.1, we provide fundamental
knowledge for BackCom, including the basic principles, key design parameters, and
standardization. Then, we summarize several BackCom networks in Section 7.2 and
introduce several advanced emerging communication technologies redesigned for
BackCom in Section 7.3. In Section 7.4, we explain several performance improvement
methods of BackCom. Next, we focus on the applications empowered by BackCom
in Section 7.5. Last, we discuss the open issues and future directions of BackCom in
Section 7.6.

7.1 BackCom basic principle

This subchapter aims at introducing critical principles of BackCom, which are
required to understand more advanced designs explained in the sequel. We first

1Division of Electronics and Electrical Information Engineering, Korea Maritime and Ocean University,
Busan, South Korea
2Institute of Policy and Economical Research, China Academy of Information and Communications
Technology, Beijing, China
3Electrical and Electronics Engineering Department, Imperial College London, London, UK
4Department of Electrical and Electronics Engineering, The University of Hong Kong, Hong Kong, Hong
Kong, China
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illustrate the architecture and basic operations of BackCom, including modes and
modulation. Next, we deal with the issues of determining several parameters for
performance enhancement. Last, we review the current standardization of BackCom.

7.1.1 Architecture

Although there are various types of BackCom, all of them are based on a fundamental
architecture consisting of two entities, a tag and a reader [2]. The tag, which is
a passive device without any active component, comprises an energy harvester, a
battery, an information decoder, and a modulation block, as shown in Figure 7.1. On
the other hand, the reader can transmit and receive a signal with its power supply and
has active Radio Frequency (RF) components to generate a single-tone sinusoidal
Continuous Wave (CW). The tag reflects a portion of the incident sinusoidal CW
radiated from the reader, while it harvests the remaining CW for powering the on-tag
Integrated Circuit (IC). The IC modulates data onto the reflected CW by controlling
impedance matching between the antenna and the load in the tag. Specifically, a
reflection coefficient � is defined as the ratio of the incoming and reflected signal.
It is given as � = ZL−ZA

ZL+ZA
, where ZL and ZA represent the impedances of the load and

the antenna, respectively. The tag has multiple load impedances each of which is all
different. Each load impedance follows a different reflection coefficient, and it thus
corresponds to a different symbol of the backscatter transmission. We call such a
procedure a backscatter modulation.

7.1.2 Modes and modulation

Given the tag–reader pair, there are two kinds of modes: a forward information trans-
mission from the reader to the tag and backward information transmission from the
tag to the reader [3].

Switch
Power
splitter

Energy
harvester

Information
decoder

Battery

(Tx) Bits Micro-
controller

Modulation block

Incident
signal

Backscattered
signal

Figure 7.1 The architecture of a backscatter tag
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For forward information transmission, the reader transmits a modulated signal to
the tag. This signal is delivered to the tag’s information decoder, and it is translated
into a binary sequence based on On–Off Keying (OOK) demodulation. Specifically,
the decoded bit is 1 or 0 when the received energy is high or low, respectively. It
is worth recalling that the reason why BackCom uses this primitive OOK is due to
the hardware limitation without any power-hungry component, i.e., RF chains and
oscillators.

For the backward information transmission, the CW radiated from the reader is
delivered into the tag’s modulation block. The tag’s data stream is embedded onto
the CW by switching over tag’s impedances according to the stream, corresponding
to forming a constellation. For example, in the case of two impedances, Binary
Phase-Shift Keying (BPSK) modulation is available by choosing either one of the two
depending on the bit the tag wants to send. A higher modulation order is possible if
there are more tag’s impedances. In this chapter, we focus on a tag with two loads
unless specified, and the tag can embed binary data onto its reflected signal. One
important design criterion in the mode of backward information transmission is the
energy-rate trade-off. Specifically, a backscatter tag is typically designed to switch
between inactive and active states. In the inactive state, the tag harvests a large portion
of energy from the incident CW by matching its load impedance to that of the antenna,
and its circuit remains inactive for energy conservation.∗ In the active state, on the
other hand, the circuit becomes activated, and the tag’s data is embedded into the
backscattered signal via impedance mismatching. The fraction of harvested energy
thus decreases. Define a duty cycle as the ratio of the duration for the active modes,
which is a crucial design parameter to optimize the energy-rate trade-off [4].

The mode of backward information transmission is dominant in most common
Radio Frequency IDentification (RFID) applications due to the asymmetricity of data
traffics. For example, low-rate signaling data is delivered via the forward transmis-
sion mode, whereas high-rate information-bearing information is delivered via the
backward information transmission mode. However, both of the modes are important
in future IoT applications due to the need for more complex signaling and the increase
of direct transmissions between the massive number of devices.

7.1.3 Design parameters

The performance of BackCom can be affected by many parameters. We use the max-
imum available distance R as an exemplified performance metric to explain such
effects. According to Friis equation, the distance R can be expressed as

R = λ

4π

√
PtGt(θ ,ϕ)Gr(θ ,ϕ)ρτ

PTH
. (7.1)

∗Note that the inactive mode does not mean that a reader is in silence, since it receives a certain amount of
energy in the inactive mode due to a structure mode scattering depending on the antenna’s geometry and
material [2].
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where λ is the wavelength, Pt is the reader’s transmit power, Gt(θ ,ϕ) and Gr(θ ,ϕ) are
gains of the transmit and receive antennas on the angle of (θ ,ϕ), respectively. More-
over, PTH is the minimum threshold power required to activate the tag’s circuit, and ρ
is the polarization efficiency. The parameter τ = |�|2 is the power transmission effi-
ciency depending on the impedance matching between antenna and load impedances.
We explain the effect of these parameters on the distance R as follows.

7.1.3.1 Operating frequency
An operating frequency, which is inversely proportional to wavelength λ, is an essen-
tial factor to determine the size of antennas. In the case of half-dipole antennas, for
example, its size can be calculated as λ

2 , i.e., 16 cm at 915 MHz and 2.5 cm at 5.79
GHz. The most common operating frequency band of RFID systems is Ultrahigh
Frequency (UHF) ranging from 860 to 960 MHz. Recently, there exist some recent
works in the literature suggesting backscatter systems operating in Superhigh Fre-
quency, i.e., 2.4–2.5 GHz and 5.725–5.875 GHz for achieving higher data rate [5] as
well as reducing its form factor. On the other hand, it leads to reducing the distance
R according to (7.1).

7.1.3.2 Impedance matching
The impedance matching between the antenna and load can control the states of a
backscatter tag between active and inactive ones. The complex load and antenna
impedances are given as ZL = RL + jXL and ZA = RA + jXA. Here, RL and RA are the
load and antenna’s resistance, respectively, and XL and XA are the load and antenna’s
reactance, respectively. In general, ZL is not easy to switch due to its dependency
on the operating frequency and the received power. Consequently, the change in
antenna impedance ZA is more suitable for controlling impedance matching. These
two impedances are said to be perfectly matched when the transmission efficiency τ
specified in (7.1) becomes one. The efficiency τ is given as

τ = 4RLRA

|ZL + ZA|2 . (7.2)

As a result, the antenna impedance for perfect impedance matching can be easily
calculated as ZL = Z∗A .

7.1.3.3 Antenna gain
Antenna gain is defined as the ratio of the received power in the specific direction to
an isotropic source. In a typical communication system, an antenna with a higher gain
is used to extend the transmission range, but it is an expensive solution. In the case
of BackCom, whose target distance is small and the manufacturing cost is limited,
a low-gain antenna is preferable. Another vital factor to affect the antenna gain is
the on-board gain penalty, defined as the loss of antenna gain due to the material
attachment [4]. It depends on multifold factors, including material properties, object
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geometry, frequency, and antenna type, making it challenging to calculate tractably.
The most common effective method to determine the on-board gain penalty is based
on simulation and measurements [6].

7.1.3.4 Polarization
Polarization is the trajectory of an end point of the vector to represent the instantaneous
electric field, describing the change of the field vector’s direction and magnitude. The
received power is maximized when the polarization of the incident wave is matched
to that of the antenna. To this end, the antennas of the reader and tag should be located
in parallel. If the reader’s antenna is rotated by π

2 , on the other hand, the received
power becomes zero. The problem of the polarization is critical since the orientation
is usually random. Several antenna designs have been suggested to cope with the
polarization issue. For example, one can use a circular array in both of the reader
and the tag [7] and two linearly polarized antennas with π

4 orientation to avoid the
complete polarization mismatch [8].

7.1.4 Standardization

A standard, which is defined as the set of rules, conditions, or requirements that
the components of a system must follow to operate effectively, is an essential issue
in the area of BackCom. There exist two significant initiatives regarding BackCom
standardization groups, International Standard Organization (ISO) [9], and EPC-
global [10], which have different approaches introduced next. ISO aims at creating
technology-oriented standards for general use. It closely works with International
Electrotechnical Commission [11] responsible for the standards of all electrical, elec-
tronic, and related technologies covering various issues, e.g., air interface (e.g., ISO
18000 series), data content (e.g., ISO 15418), and conformance and performance
(e.g., ISO 18046, ISO 18047). Moreover, there exist a few separate standards devel-
oped for different applications such as tracking animals (e.g., ISO 11784, ISO 11785,
and ISO 14223) and contactless cards (e.g., ISO 14443 and ISO 15693). Different
ISO standards are summarized in Table 7.1.

EPCglobal tends to make application-specific standards such as Electronic Prod-
uct Code (EPC), a unique code used for numbering items and identifying objects.
EPCglobal also categorizes standards into different classes, which help vendors to
manufacture tags with different capabilities and prices. A higher class tag can provide
more functionalities than a lower class one. Specifically, there are six classes such
as Class 0 and 1 for all passive tags, Class 2 for higher functionality tags enabling
read/write, Class 3 for semi-passive tags with an additional power sources, Class 4
for active tags with the ability of communications between the tags in the same class,
Class 5 for tags having capability of powering Class 1 and 2 tags and communicate
with Class 3 tags. The classification of EPCglobal is summarized in Table 7.2.

It is worth noting that the two main initiatives cooperate to help the broader
adoption of BackCom. For example, EPCglobal Class 1 Gen 2 [12], which is designed
to work in UHF, is developed based on the compliance with UHF air interface protocol
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Table 7.1 ISO RFID standards

Standard Details

ISO 10536 Identification cards—contactless integrated circuit(s) cards
ISO 11784 RFID of animals—code structure
ISO 11785 RFID of animals—technical concept
ISO 14443 Cards and security devices for personal identification—contactless

cards proximity
ISO 15418 Information technology—automatic identification and data capture techniques
ISO 15459 Information technology—unique identification
ISO 15693 Identification cards—contactless integrated circuit cards—vicinity cards
ISO 15961 RFID for item management—data protocol: application interface
ISO 15962 RFID for item management—data encoding rules and logical memory functions
ISO 15963 RFID for item management—unique identification of RF tag
ISO 18000 RFID for the air interface for a unique frequency range:

Part 1: Reference architecture, Part 2: 135 kHz, Part 3: 13.56 MHz,
Part 4: 2.45 GHz, Part 5: 5.8 GHz, Part 6: 860–960 MHz, Part 7: 433.92 MHz

ISO 18046 RFID performance test methods
ISO 18047 RFID conformance test methods
ISO 24710 RFID for item management—elementary tag licence plate functionality for

ISO 18000 air interface definitions
ISO 24729 RFID for item management—implementation guidelines
ISO 24730 Information technology—Real-Time Locating System (RTLS)
ISO 24752 Information technology—user interfaces—universal remote console
ISO 24753 RFID for item management—encoding and processing rules for sensors

and batteries
ISO 24769 RTLS device conformance test methods
ISO 24770 RTLS device performance test methods

Table 7.2 Classification used by EPCglobal for its tags

Class Tag classification Feature Programming

0 “Read only” Programmed by the
Passive manufacturer

1 “Write once-read Programmed by the customer;
many” cannot be reprogrammed
Passive

2 Rewritable A passive tag with up to 65 kB Programmed by the customer;
Passive of read–write memory cannot be reprogrammed

3 Semi-passive Similar to a Class 2 tag but with Reprogrammable
a built-in battery to support
increased read range

4 Active An active tag that transmits and Reprogrammable
runs its chip’s circuitry with the
use of a built-in battery

5 Active An active tag that can communicate Reprogrammable
with other Class 5 tags and/or
other devices or tags



Backscatter communications for ultra-low-power IoT 179

in ISO 18000-6 [13]. Consequently, the standard has been widely used in various
applications, including inventory tracking and pallet tracking.

7.2 BackCom networks

In this section, we introduce three most popular and representative types of BackCom
networks based on their different network architectures, including the point-to-point
BackCom network, multi-access BackCom network, and interference BackCom net-
work. Different types of BackCom network architectures could be adopted in and
enable various applications in IoT scenarios.

7.2.1 BackCom networks

The simplest and basic setup for BackCom is the point-to-point network that can
be further classified into two major types: the monostatic and bistatic BackCom
networks.

7.2.1.1 Monostatic BackCom networks
In monostatic BackCom network, the CW emitter and backscatter receiver are inte-
grated (colocated) in one device. We called it a reader in the previous section. One
typical example of the monostatic BackCom network is the RFID system that consists
of one backscatter reader and one backscatter tag, as shown in Figure 7.2(a).

The main advantages of monostatic BackCom network include simple archi-
tecture, low power consumption, and low implementation cost. To be specific, the
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Figure 7.2 Point-to-point BackCom networks (a) monostatic and (b) bistatic
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backscatter tag can communicate by leveraging the incident signals. It thus needs not
the oscillator to generate active RF signals, leading to the low power consumption. For
example, the backscatter tag used in [14] only consumes 10.6 W for operating its cir-
cuit. Moreover, as the backscatter tag can harvest energy from the incident signals for
its operations, it does not require any battery. As a result, it can be designed in a small
form size with low complexity. Therefore, the implementation cost of the monostatic
BackCom network can be dramatically reduced. For example, a passive backscatter
tag only costs 7–15 cents USD [15] and implementing a large-scale BackCom system
consisting of 100 tags only costs 10 USD [14].

However, the main drawback of monostatic BackCom network is the short trans-
mission distance between the reader and tag due to the round-trip pass-loss effect [16]
and limited emitted power of the reader [17]. Therefore, the monostatic BackCom
system is mainly used for short-range RFID applications. On the other hand, the
principle of BackCom can be applied to more complex networks and integrated into
different wireless communication technologies introduced in the sequel.

7.2.1.2 Bistatic BackCom networks
In the bistatic BackCom network, the CW transmitter and backscatter receiver are
separated and deployed in different devices, as shown in Figure 7.2(b). In general, the
carrier transmitter is the dedicated RF source such as Power Beacon (PB) [18].

Using the bistatic BackCom configuration can significantly increase the commu-
nication range between the backscatter tag and the backscatter receiver. The reason
is that the path-loss of the forward link (from carrier transmitter to tag) decreases if
the carrier transmitter is deployed close to the tag. Also, multiple carrier transmitters
can be jointly used to power the tag to increase the power level of the backscattered
signal and hence enlarge its transmission distance [19]. For example, in [16], if carrier
transmitter emits power with 13 dBm and its distance to backscatter tag is 2–4 m, the
BackCom range from tag to backscatter receiver could reach to 130 m. It can cover a
wide range of Device-to-Device (D2D) communication area. Furthermore, the bistatic
BackCom network is cost-effective since manufacturing the CW transmitter as well
as the backscatter receiver is cheaper than those in the monostatic system [20].

7.2.2 Multi-access BackCom network

In practical IoT scenarios, a single reader may serve multiple backscatter tags for
delivering multiple D2D BackCom links. It is called a multi-access BackCom network
shown in Figure 7.3. Many IoT applications can be modeled as multi-access BackCom
networks. In a smart home, for example, the central data processor could support a
large number of IoT sensors and collect and aggregate the sensing data backscattered
from IoT sensors simultaneously [21].

Multiple tag’s concurrent transmissions can be collided, resulting in the transmis-
sion failure. For the collision avoidance, multi-access BackCom network should adopt
suitable Multiple-Access Channel (MAC) schemes, including Time-/Frequency-/
Code-/Space-Division Multiple Access (TDMA/FDMA/CDMA/SDMA) [3].



Backscatter communications for ultra-low-power IoT 181

Incident
RF signal

Backscattered
signal

ReaderBackscatter
tag

Figure 7.3 Multi-access BackCom networks

Specifically, TDMA is the most practical and straightforward MAC scheme
for multi-access BackCom network that the different tags use different preassigned
well-separated time slots for transmission [16]. The synchronization requirement
between reader and tags could be easily satisfied due to the benefit of inherent closed-
loop signaling of BackCom system. Then, in FDMA, the tag can change the frequency
of the backscattered signals via RF switch [22], and thus, the reader could differentiate
different signals in the frequency domain. However, applying FDMA increases the
complexity significantly, power consumption, and cost of signal processing. Next, in
CDMA, each tag uses a unique orthogonal or near-orthogonal code for modulating
the backscattered signals for data separation at reader side. For example, in [23], the
time-hopping spreading spectrum technique is used to generate the orthogonal codes
for different tags to enable multi-access. It is worth mentioning that enabling power
control at the tag side is vital in the CDMA system to avoid the near–far problem.
Last, in SDMA, the reader is equipped with antenna arrays to form beams for scan-
ning the around space. So, the tags within the scanning space of the reader can be
distinguished via angular information [24]. The main drawback of SDMA is the high
cost and high complexity due to the directional beamforming antennas.

7.2.3 Interference BackCom network

In the case with multiple tags and multiple readers, the tags reflect all incident signals,
including useful RF signals as well as unwanted interference signals transmitted by
other tags. The resultant interference effect could be more severe in this BackCom
network and results in interference regeneration [23] as shown in Figure 7.4 (the
case with two readers and two tags). Therefore, the total number of interference links
received at the reader side is the square of the number of coexisting BackCom links,
which is larger than that in the conventional sensor network. So effectively suppressing
the interference is the one design challenge in distributed D2D or ad hoc BackCom
network. In [25], a novel solution is proposed that treats the useful BackCom signals as
sparse codes. It can be successfully decoded by using compressive sensing approach
at the reader side.
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7.3 Emerging backscatter communication technologies

Despite the advantages mentioned earlier, the conventional BackCom system has
several drawbacks. First, the transmit power of a reader is limited due to several
reasons (i.e., regulation and hardware constraints). It is thus challenging to extend
the coverage area of BackCom. Second, the receive antenna of a reader is typically
collocated with its energy source, bringing about the self-interference between them.
Third, due to its passive operation, it is challenging to apply advanced communica-
tion techniques such as multiple-access transmission and interference cancellation.
These drawbacks make it challenging for BackCom to be adopted in many appli-
cations. It calls for developing ways to overcome the limitations. To this end, new
types of BackCom system have been emerging for future IoT systems introduced as
follows.

7.3.1 Ambient BackCom

There exist many kinds of RF sources in our environments, e.g., TV tower, FM
towers, cellular base stations, and Wi-Fi Access Points (APs). We can utilize them
for powering backscatter devices without the dedicated energy sources (i.e., reader).
We call it an ambient BackCom [4]. Figure 7.5 illustrates BackCom, comprising the
three main entities: an RF source, a backscatter transmitter, and a backscatter receiver.
The backscatter transmitter can send information to the receiver by harvesting and
reflecting the ambient signals broadcast from the RF source. By separating the RF
source and the backscatter receiver, ambient BackCom provides several benefits.
First, its energy consumption can be significantly reduced. For example, for the first
design of ambient BackCom proposed in [26], its transmitter and receiver consume
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0.25 and 0.54 μW, respectively. On the other hand, for Wireless Identification and
Sensing Platform [27], which is one popular programmable BackCom system, the
tag and reader consume 2.32 and 18 μW, respectively. Second, the manufacturing
cost can also decrease since the RF source is an expensive component in conventional
BackCom. Last, the ambient BackCom system does not actively transmit signals in the
licensed spectrum, and the resultant interference to the legacy receiver is negligible.
In other words, the ambient BackCom can operate as underlay cognitive radio without
the dedicated bandwidth, helping the reduction of its operating cost.

For the ambient BackCom be practical, it is vital to develop a way to extract
the desired information from the ambient backscatter signal. Contrary to the conven-
tional BackCom using an unmodulated CW, the ambient RF source is a modulated
signal. Consequently, the resultant backscatter signal is the mixture of the ambient and
backscatter modulations, making the demodulation of the ambient BackCom more
challenging. One simple scheme is to cancel the effect of the ambient modulation by
averaging adjacent samples [28]. The backscatter signal’s modulation rate is much
slower than ambient ones. Therefore, the correlation between the adjacent samples
of the desired backscatter modulation is almost one if it is within one symbol dura-
tion. On the other hand, the samples of the ambient signal are independent, and it is
possible to cancel out the ambient signals by the averaging algorithm. However, this
scheme is only valid when the concerned data rate is low. Besides, it suffers from
direct interference from RF sources, bringing about the significant degradation of the
received signal quality. Recently, several works have been proposed to improve the
data rate by utilizing other RF sources such as FM broadcasting [28], Wi-Fi AP [29],
and Orthogonal Frequency Division Multiplexing (OFDM) [30]. Especially in [28],
the authors developed an algorithm to cancel out the direct-link interference based on
the knowledge of the OFDM signal structure. It leads to increasing the data rate as
well as improving the received signal quality.
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7.3.2 Wirelessly powered BackCom

In the future massive IoT, the readers are energy limited and thus may not be used
to power other tags for BackCom over sufficiently long ranges. Consequently, the
conventional monostatic BackCom architecture is not suitable. Although the ambient
BackCom system introduced in Section 7.3.1 could leverage the rich ambient RF sig-
nals to empower the BackCom, it has the following two major limitations [19]. First,
it has a much lower data rate than that of ambient signal links. Second, it does not have
the scalability since it depends on other networks as energy sources. The limitations
mentioned earlier motivate the design of using the dedicated energy source (e.g., PB)
to wirelessly power and enable the BackCom links between tags and receivers. It is
called a wirelessly powered BackCom network. Figure 7.6 shows a typical example
of a wirelessly powered BackCom network. Specifically, the low-complexity PB is
deployed for wirelessly powering its nearby backscatter tags via either beamform-
ing or isotropic transmission. The tags will first harvest energy from the incident
signal and then modulate and backscatter the signal to their paired receivers. By
using this network design, the data rate and communication distance are further
increased.

Authors in [19] made the first attempt to model and optimize a large-scale wire-
lessly powered BackCom network by jointly using stochastic geometry and convex
optimization. To be specific, the network topology is modeled as a Poisson cluster
process where PBs are the cluster centers, and the tags are distributed around PBs as
the cluster members. This modeling is motivated by the fact that only the tags that are
close enough to the PBs could harvest sufficient energy for BackCom. Then, based
on the proposed model, the network performance, including network coverage prob-
ability and capacity, is optimized in terms of BackCom parameters such as duty cycle
and reflection coefficient. In [31], a hybrid wirelessly powered BackCom network is
proposed to increase the transmission distance of BackCom further. The tags could
be powered by either ambient signals (e.g., TV tower) or dedicated RF signals (e.g.,
carrier transmitter). In [32], the sum-throughput of a wirelessly powered BackCom
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Figure 7.6 Wirelessly powered BackCom networks
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network is maximized by optimizing the transmission policies such as time allocation
and working mode permutation of BackCom users.

The advantages of wirelessly powered BackCom networks can provide flexibility
to apply BackCom to a wide range of IoT scenarios. For example, authors in [33] pro-
posed a novel backscatter sensing framework that uses BackCom for efficient sensing
data transmission by sensors and applies statistical learning for accurate detection and
inference at the receiver.

7.3.3 Full-duplex BackCom

Recall that the basic BackCom is designed for a unidirectional data transmission
from a tag to its paired reader. On the other hand, it is expected in the future IoT
services that bidirectional communications are essential to support frequent and low-
latency data exchange between IoT devices. It is thus natural to consider Full-Duplex
(FD) BackCom by allowing the IoT devices to speak and listen simultaneously. It is
worth noting that in conventional communication systems, an essential technique for
enabling FD is self-interference cancellation based on a knowledge of the signal the
device is transmitting [34]. However, this approach is unsuitable for low-cost and low-
complexity IoT devices, since sophisticated analog and digital signal processing units
are required. On the other hand, BackCom’s simultaneous information and energy
transmissions make it much easier to implement FD BackCom without concerning
the self-interference cancellation.

There exist some recent works designing FD BackCom. In [35], a simple FD
BackCom is first proposed, where high-rate and low-rate transmissions in the opposite
direction are superimposed. However, this method is based on the rate asymmetricity,
and its usage is limited if both forward and backward links require high data rates.
In [23], Time-Hopping Spread-Spectrum (THSS) is adopted in FD BackCom, where
a THSS bit sequence is transmitted from a reader to a tag, which plays a role to
suppress interference. Besides, it enables the reader to harvest more energy, which
facilitates noncoherent energy detections.

7.3.4 Visible-light-BackCom

To deliver the reliable backscatter data links in RF-limited scenarios (e.g., hospitals
or tunnels), Visible-Light-BackCom (VL-BackCom) system has been proposed as a
complementary solution. It exploits the benefits of visible light such as its sufficient
spectrum and good directionality [36]. In general, the VL-BackCom has a similar
key principle to the conventional RF-enabled BackCom. The main difference is that
the VL-BackCom leverages the visible light signals, instead of RF signals, for data
transmission.

The primary setting ofVL-BackCom system includes theVL-BackCom transmit-
ter, VL-BackCom tag, and VL-BackCom receiver, shown in Figure 7.7. Specifically,
the VL-BackCom tag first uses its solar panel to harvest energy from the visible
light emitted by VL-BackCom transmitter and then modulates and reflects the visible
light signal to the dedicatedVL-BackCom receiver for demodulation. The modulation
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Figure 7.7 Basic setting of VL-BackCom system

procedure at tag is done by switching (i.e., pass or block) the Liquid Crystal Display
shutter. The demodulation at receiver is achieved by using photodiode.

VL-BackCom has been a hot topic in green IoT and further enriches the func-
tionality of BackCom. For example, in [37], an ambient VL-BackCom system is
designed and implemented. It is shown in the experimental results that the system
could deliver 0.5 and 10 kbps data rates for uplink and downlink, respectively, over
a communication distance of 2.4 m. To further increase the data rate, several novel
modulation schemes, named 8 Pulse Amplitude Modulation and trend-based modula-
tion, are proposed in [36,38], respectively. Specifically, the data rate of uplink could
be improved up to 1 kbps, which is four times higher than that in [37]. In addition, a
large-scale VL-BackCom network that consists of multiple D2D VL-BackCom links
is modeled and analyzed in [39] by using stochastic geometry. It is shown that the
network performance could be optimized in terms of BackCom parameters such as
duty cycle.

7.3.5 BackCom system with technology conversion

To enable the BackCom between various types of commercialized devices (e.g., Blue-
tooth and Wi-Fi devices), it is necessary to study and set up the BackCom system
with different technology conversions.

Figure 7.8 shows one technology conversion that using the Bluetooth signal trans-
mits data from a tag to a Wi-Fi device [40], following a bistatic BackCom architecture.
Specifically, a smart watch, acting as the carrier transmitter, will emit the Bluetooth
signal via Gaussian Frequency-Shift Keying (FSK) to the backscatter tag (e.g., a sen-
sor). Then, the tag could shift the Bluetooth signal (carrier frequency is 2,426 MHz)
to the Wi-Fi channel (carrier frequency is 2,462 MHz) by performing an FSK modu-
lation via turning the mismatch level between antenna’s impedances, and backscatter
to the Wi-Fi device (e.g., a smartphone) for decoding. This technology conversion
has been verified and implemented in [40].
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Technology conversion can also be implemented by using a multi-access Back-
Com architecture that includes a Wi-Fi AP and multiple backscatter tags [41].
Specifically, after receiving the Wi-Fi signals, tags could modulate their informa-
tion onto the Wi-Fi signals and reflect them back to AP for decoding. Therefore, the
tags may access the Internet, even in the presence of access by legal Wi-Fi clients
such as laptops and smartphones. In summary, BackCom system with technologies
conversion is envisioned to interconnect everything for smart IoT.

7.4 Performance enhancements of backscatter communication

The simple and low-cost designs of BackCom can help large-scale deployments for
future IoT system, but they limit its performance such as communication range and
error probability. Besides, the existing advanced signal processing techniques adopted
in other communication systems may be unsuitable for BackCom due to its primitive
architecture. As a result, it is essential to develop new techniques for BackCom
introduced as follows.

7.4.1 Waveform design

A waveform refers to a specific shape of a signal expressed in terms of voltage.
Recall that BackCom commonly considers a sinusoidal CW as its waveform. Such
a CW is simple to generate, but more advanced waveforms can be used to boost the
performance of the system.

To this end, we can leverage the significant progress made on the design of
efficient communications and signal strategies for Wireless Power Transfer (WPT)
[42]. In particular, multi-sine waveforms adaptive to the Channel State Information
(CSI) have been shown particularly powerful in exploiting the rectifier nonlinearity
and the frequency selectivity of the channel to maximize the amount of harvested
DC power and extend the range of WPT [43,44]. Such a design can be leveraged
to design efficient BackCom waveform. Interestingly, BackCom waveform design is
slightly different from WPT waveform design, since the waveform design influences
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not only the amount of energy delivered to the tag (as in WPT) but also the quality
of the communication at the reader, measured e.g., in terms of Signal-to-Noise Ratio
(SNR). This leads to a trade-off between the SNR at the reader and the amount of
energy harvested at the tag, and the waveform design aims at identifying this trade-off
and maximizing the amount of energy delivered at the tag subject to a minimum SNR
requirement at the reader, or inversely [45].

7.4.1.1 Single-tag case
To study such trade-off more concretely, consider a multi-sine waveform (with N sine
waves) transmitted at time t over a single antenna

x(t) = Re

[
N−1∑
n=0

wnej2π fnt

]
, (7.3)

with wn = snejϕn where sn and ϕn refer to the amplitude and the phase of sine wave n
at frequency fn, respectively. The transmit waveform propagates through a multipath
channel and is received at the tag as

y(t) = Re

[
N−1∑
n=0

hnwnej2π fnt

]
, (7.4)

where hn is the forward channel frequency response at frequency fn. This signal is
absorbed by the tag (and not reflected to the reader) whenever the reflection coefficient
is zero. Then it is conveyed to a rectifier that converts the incoming RF signal into DC.
The amount of DC power harvested at the output of the rectifier PDC is a nonlinear
function fNL(y) of the input signal y(t) [43]. On the other hand, when the reflection
coefficient is 1, the signal is reflected to the reader (and not absorbed by the tag) such
that the received signal at the reader can be written as

z(t) = m · Re

[
N−1∑
n=0

hr,nhnwnej2π fnt

]
+ n(t), (7.5)

where m equals 0 or 1 when the reflection coefficient at the tag is 0 and 1, respec-
tively. n(t) is an additive white Gaussian noise at the reader, and hr,n is the frequency
response of the channel between the tag and the reader (hr,n could be different from
hn if the transmitter and reader are not colocated). After applying a product detector
to each frequency and assuming an ideal low-pass filtering, the baseband signal on
each frequency n is obtained and the N observations are combined using Maximum
Ratio Combining. The SNR at the reader can then be computed.

Assuming that all channel coefficients have been estimated in advance, the wave-
form can then be optimized and the SNR-energy trade-off (so-called SNR-energy
region) be characterized by formulating an optimization problem that aims at find-
ing the set of complex coefficients wn (hence, magnitude and phase) that maximizes
the harvested energy PDC = fNL(y) subject to an average transmit power constraint,
and the SNR at the tag being larger than a minimum threshold [45]. Such optimiza-
tion problem can be solved, and results highlight that as the SNR threshold is low,
the transmit power is allocated over multiple frequencies (as a consequence of the
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nonlinearity of the rectifier), while for large SNR threshold, the transmit power is
dominantly allocated to a single frequency [45].

7.4.1.2 Multi-tag case
In a more general setting, it is likely that a transmitter has to serve multiple tags. In that
case, all tags will compete to have access to the resources. This leads to a multiuser (or
multi-tag) BackCom problem design. In [46], the problem of waveform design was
studied for a multiuser BackCom. In contrast to the single-tag setup, in the presence of
multiple tags, energy needs to be delivered to each of them and the waveform design
for one given tag may not be suitable for another tag. Hence, there is trade-off between
the amounts of energy delivered at the different tags. One valid metric is to consider
a weighed sum of harvested DC power, where the higher the weight of one tag,
the higher it is prioritized to receive energy. Moreover, since all the tags reflect data
simultaneously, multiuser interference is created at the reader, and the communication
quality can be measured in terms of Signal-to-Interference-plus-Noise Ratio (SINR)
(instead of SNR as in single tag). The problem is therefore to identify the best transmit
waveform that leads to the best trade-off between the weighted, harvested DC power
and the SINRs (the so-called SINR-energy region). To that end, a multi-sine waveform
at the transmitter is optimized dynamically as a function of the wireless channels so as
to maximize a weighted sum of the harvested DC power, subject to SINR constraints
at the tags [46]. The numerical results demonstrate the benefits of accounting for
the harvester nonlinearity, multiuser diversity, frequency diversity, and multi-sine
waveform adaptive to the channel state to enlarge the SINR-energy region. Results also
highlight that such a simultaneous multiuser transmission using optimized waveform
outperforms a TDMA approach.

7.4.2 Multi-antenna transmissions

Due to the two-way propagation, the BackCom requires a different channel model
from other wireless systems. To be specific, it follows a cascaded channel of the
forward and backward links, which can be modeled as the product of the two wire-
less channels. Consequently, the BackCom suffers from a double-propagation loss.
According to [5], the link budget of BackCom is proportional to R−4, where R rep-
resents the tag–reader distance. Noting that the link budget of other wireless systems
with a one-way propagation is proportional to R−2, its maximum distance is shorter
than the conventional systems. One solution to extend the range is to deploy more
antennas at both a reader and a tag, making it possible to use space-time coding for
reliable data transmission. Besides, it helps one to increase the efficiency of the energy
harvesting via energy beamforming and increasing receive antenna apertures [47].

7.4.2.1 Space-time coding
Let us consider a backscatter tag with L antennas and reader with M transmit and
N receive antennas. Compared with a standard M by N Rayleigh Multiple-Input–
Multiple-Output (MIMO) channel, the distinguishable feature of the backscatter
channel is that all multipath signals from the reader are combined at the tag’s antenna,
called a pinhole effect. Then, the combined signal is returned back to the reader’s
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antenna as if it is generated from a single source. We define it as a Dyadic Backscat-
ter Channel (DBC) and represent it as (M , L, N ) DBC. In [48], the Bit Error Rate
of uncoded BPSK over the DBC channel is analyzed, providing three interesting
observations. First, SNR gain can be achieved when the tag’s number of antennas L
increases, even though the reader’s number of receive antennas N is 1. Second, diver-
sity gain can be achieved when both L and the reader’s receive antennas N increase.
In other words, increasing the number N cannot guarantee the reliability of the back-
ward data transmission, which is different from the conventional MIMO channels.
Third, increasing the number of the reader’s transmit antennas M leads to coding
gain. In [49], the pairwise error probability of BackCom is analyzed when Orthogo-
nal Space-Time Block Codes [50] is used. It is shown that the diversity order is L if
N is less than L. In [2], the Diversity-Multiplexing Trade-off (DMT) of BackCom is
derived such that when the optimal DMT is given as d∗(r) = L− r when N ≥ L, and
d∗(r) = L(1− r/N ) when N < L, which is different from that of the conventional
MIMO channel in [51].

7.4.3 Energy beamforming

Energy beamforming refers to one multi-antenna technique making the electromag-
netic energy into a narrow beam for efficient energy transfer. Specifically, the reader
transmits a narrow energy beam to the tag’s direction (forward channel). It enables
the tag to harvest more energy that are used to activate the tag’s circuit more fre-
quently and transmit data to the reader (backward channel) more reliably. For the
energy beamforming to be more efficient, one prerequisite is to obtain CSI. Contrary
to conventional wireless communications who use pilot symbol transmissions from
the transmitter to the receiver to perform CSI estimation, it is difficult to estimate the
forward and backward channels individually due to its cascade channel between the
two. When the pilot symbol is transmitted from the reader, it only enables to obtain
the product of the forward and backward CSIs, called a Backscatter-Channel CSI
(BS-CSI). In [52], energy beamforming is optimized based on BS-CSI for a single-
tag case. In [47], energy beamforming for a multi-tag case is considered where a new
energy beamforming technique is developed by only using BS-CSI, and the optimal
resource allocation scheme is derived for the proportional-fair-energy maximization.

7.5 Applications empowered by backscatter communications

Backscatter tags connected to the IoT based on BackCom will find a wide range
of applications ranging from autonomous driving to logistics management. Several
applications are introduced as follows based on the survey articles in [3,53].

7.5.1 BackCom-assisted positioning

Autonomous driving is envisioned as a disruptive technology for next-generation
smart transportation. The technology is being developed at leading companies such as
Google andTesla and was recently demonstrated in real-life applications. Autonomous
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vehicles are expected to be widely deployed in the near future, giving rise to an emerg-
ing market of tens of billions of dollars. An essential operation in autonomous driving
technology is positioning, namely, recognizing the car’s absolute and relative posi-
tions concerning other objects such as buildings, pedestrians, and other vehicles. The
state of the art of vehicular positioning relies on Global Positioning System (GPS)
satellites for positioning so as to follow planned routes. This requirement of line-of-
sight to satellites limits the positioning to be in environments with few blockages such
as rural areas or highways. Unfortunately, autonomous driving services are mostly
needed in urban areas where GPS signals are frequently blocked by high-rise build-
ings. To overcome the limitation, Nvidia has developed a solution for Unmanned
Aerial Vehicle (UAV) navigation without GPS by using visual recognition and deep
learning. The technology is prone to accidents caused by visual errors under hostile
weathers (i.e., fog, snow, and heavy rain) or in a poorly lighted environment. Further-
more, a required powerful computer for deep learning adds to the UAV weight and
power consumption, which shortens the delivery ranges. An alternative technology,
backscatter-tag-assisted autonomous driving (see Figure 7.9), is a promising solu-
tion that relies on the infrastructure’s support to avoid the need of GPS satellites for
positioning.

BackCom-based positioning has been extensively studied in the area of
indoor positioning (e.g., [54–57]), while there exist a few recent works consid-
ering BackCom positioning in a vehicular environment. In [58,59], for example,
tag-assisted vehicular positioning systems are proposed, where a large number of
tags are deployed on the road surfaces embedding the corresponding location-related
information. An on-board reader installed at bottom of a vehicle attempts to read tags
that it passes by to know its location. Unfortunately, this approach may be infeasible in
practice due to the following reasons. First, due to the limited coverage of BackCom,
it requires high tag density and thereby high costs to achieve high positioning accu-
racy. Second, the tags on the road surfaces are unlikely to be durable because heavy
vehicles frequently press down the tags. Besides, it is not easy to replace broken tags

Tag-assisted UAV delivery Tag-assisted autonomous driving

TagTag

Tag

Figure 7.9 Backscatter-tag-assisted positioning for autonomous driving
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because of safety issues on highway. Third, a vehicle with high velocity frequently
fails to read the information of tags due to its short contact duration.

Tag-assisted vehicular positioning involves the embedding of a large number
of low-cost backscatter tags into the ambient environment and a vehicle positioning
itself by communicating with the tags. The principle of tag-assisted positioning is
to (1) detect the relative location of a vehicle with respect to a tag; (2) read the
absolute position stored in the tag; and (3) combine the relative and tag’s absolute
positions to give the absolute position of the vehicle. Developing this technology faces
numerous challenges. For example, to reduce the required latency, positioning and
BackCom should be integrated and calls for the development of new algorithms. As
another example, Doppler shift at high mobility compromises positioning accuracy
and needs to be coped with in the design.

7.5.2 Smart home and cities

Low-power or passive BackCom devices with energy-harvesting capabilities can be
densely deployed to provide pervasive and uninterrupted sensing and computing ser-
vices that provide a platform for implementing applications for smart homes/cities.
In a smart home, a large number of passive BackCom sensors can be placed at
flexible locations (e.g., embedded in walls, ceilings, and furniture). They are freed
from the constraints due to recharging or battery replacements as one or multiple
in-house PBs can be deployed to simultaneously power all the sensors or otherwise
they can operate on ambient energy harvesting. The tasks performed by the sensors
have a wide range such as detection of gas leak, smoke and Carbon Dioxide (CO2),
monitoring movements, indoor positioning, and surveillance (see Figure 7.10). As
an example, BackCom-based smart dustbins are able to monitor their trash levels

Figure 7.10 BackCom-powered smart home
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and communicate the information with passing-by garbage trucks by backscattering,
streamlining the trash-collection process. Another example is that household robots
are able to use the backscattered signals from the tags located on doors and furni-
ture for indoor navigation. In a smart city, ubiquitous BackCom sensor nodes can be
placed in every city corner such as buildings, bridges, trees, streetlamps, and park-
ing areas. They can streamline the city operations and improve our life quality via,
e.g., monitoring of air/noise pollution and traffic and parking-availability indicating.
The efficient sensing data fusion and wireless power for BackCom sensors can be
realized by the deployment of integrated PBs and APs at fixed locations or mounted
on autonomous ground vehicles or UAVs, providing full-city coverage without costly
backhaul networks.

7.5.3 Logistics

BackCom for logistics is a very attractive proposition due to the ultra-low manu-
facturing cost of simple and passive BackCom tags, as illustrated in Figure 7.11.
For example, as early as 2007, the biggest 100 suppliers of the global renowned
chain commercial group Wal-Mart have used the BackCom technology for logistics
tracking. The technology has been helping the companies to substantially reduce
operational cost, guarantee product quality, and accelerate the processing speed. In
the past decade, the popularization and the application of BackCom have brought
revolutionary changes to the logistics industry, due to its advantages compared with
the conventional bar code technology such as reduced manual control, long service
lives, long reading distances, and encryptable and rewritable data.

Figure 7.11 Backscatter-tag-assisted logistics management
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Looking into the future, apart from the existing BackCom techniques for logistics
tracking and management, BackCom-based three-dimensional orientation tracking is
an emerging technique. By attaching an array of low-cost passive BackCom tags as
orientation sensors on the surface of the target objects, three-dimensional orientation
information is available at the reader by analyzing the relative phase offset between
different tags. In this way, human workers can be warned when the angle of a cargo
is larger than a threshold.

7.5.4 Biomedical applications

IoT biomedical applications such as plant/animal monitoring, wearable, and
implantable human health monitoring require tiny and low heat-radiation commu-
nication devices. BackCom devices, which do not rely on any active RF component,
can meet such requirements and thereby avoid causing any significant effect on the
plants, animals, tissues, or organs being monitored. These advantages make BackCom
a promising solution for IoT biomedical applications. One example is the BackCom-
based smart Google Contact Lens, as illustrated in Figure 7.12. The lens was invented
in Google in 2014 for the purpose of assisting people with diabetes by constantly
measuring the glucose levels in their tears (once per second). The device consists of
a miniaturized glucose sensor and a tiny BackCom tag. The tag is able to provide
energy to the sensor by RF energy harvesting from a wireless controller and also
backscatter the measured blood sugar level to the wireless controller for diagnosing
purpose. Looking into the future, we envisage that BackCom will find a wide range of
biomedical applications. In particular, implantable tiny BackCom neural devices with
ultra-low power consumption and heat radiation may be placed on the surface of the
patient’s brain to help the study, diagnosis, and treatment of diseases such as epilepsy
and Parkinson’s disease, where the BackCom implants act as the brain–computer
interface.

Figure 7.12 Backscatter-tag-enabled smart contact lens
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7.6 Open issues and future directions

We discuss a few open research problems that have not fully studied in the literature.

7.6.1 From wireless information and power transmission
to BackCom

BackCom is closely related to the general research area of Wireless Information and
Power Transmission (WIPT), and Wirelessly Powered BackCom is actually one of
the possible types of WIPT [60]. This implies that much work and ideas from the
area of WPT and WIPT can be leveraged to analyze and enhance the performance of
BackCom. Some examples were already discussed in Section 7.4. Progress not only
in WPT regarding energy harvester modeling, energy beamforming for WPT, channel
acquisition, power region characterization in multiuser WPT, waveform design with
linear and nonlinear energy receiver model, safety and health issues of WPT, massive
MIMO and millimeter wave (mmWave)-enabled WPT, wireless charging control, and
wireless power and communication system codesign, as discussed in [42], but also in
the RF design and the interplay between RF and signal design for WPT [61] can cer-
tainly play a role to enhance the WPT performance of Wirelessly Powered BackCom.
Similarly, progress in the WIPT area, including energy harvester and receiver models
and their impact on signal and system designs, rate-energy region characterization,
transmitter and receiver architecture, waveform, modulation, beamforming and input
distribution optimizations, resource allocation, and RF spectrum use, as discussed
in [60], can also play a role to enhance the communication performance along with
the energy delivery/harvesting performance of a BackCom system.

7.6.2 Security and jamming issues

The lightweight protocol and low-energy transmission of BackCom provide many
advantages for future IoT devices explained so far. On the other hand, its simple
architecture makes it impractical to apply advanced security and anti-jamming proto-
cols, which results in exposing many malicious attacks. For example, when a jamming
device intentionally sends RF signals during the BackCom procedure, the received
signal quality can be significantly degraded since the BackCom signal’s strength is
too weak to suppress the jamming signal. Besides, an eavesdropper overhears the
BackCom transmission without difficulty due to the lack of conventional security
solutions such as encryption and digital signature. To overcome the limitations, there
exist some works adopting physical-layer security approaches, which exploit wire-
less channel characteristics such as fading and noises, traditionally considered as
obstacles, for defending BackCom against malicious attacks [62]. The authors in [63]
proposed an artificial noise that is injected with the aid of the reader to protect the
BackCom from unauthorized eavesdroppers. Specifically, a reader generates a ran-
dom noise signal and adds it to the CW signal, which obscures the eavesdroppers to
decode the BackCom information signal. The authors of [64] extend this approach
into multi-antenna BackCom where the energy supply power and the precoding matrix
of the artificial noise are jointly optimized. Using the additional degree-of-freedom of
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multi-antenna channel, it helps the BackCom from jamming devices as well as eaves-
droppers. The authors of [65] study the physical-layer security of multi-tag BackCom
system under the consideration of channel correlation between forward and backward
links. However, this artificial noise injection approach is only viable in the traditional
BackCom where the reader plays a role of CW emitter and BackCom receiver, since
the assumption of the noise injection knowledge is a prerequisite. In cases of other
BackCom systems such as ambient BackCom, this assumption is invalid, making it
challenging to apply the artificial noise injection approach directly. It opens a new
research direction to develop a new physical-layer security approach for different
types of BackCom systems.

7.6.3 mmWave-based BackCom

To enrich the limited spectrum resource under sub-6 GHz, mmWave communications
explore a huge amount of available bandwidth, ranging from 24 to 100 GHz, to pro-
vide high data rate and high network capacity for 5G wireless networks [66]. Although
the mmWave signal is previously assumed unsuitable for wireless transmission due to
its high propagation loss, now it can be leveraged to offer high-speed-low-latency ser-
vices based on the advanced signal processing technologies [67] (i.e., beamforming)
and high gain antenna arrays [68].

Consider the massive IoT network of 5G. mmWave could also further enhance
the performance of BackCom, including increasing the energy-efficiency, peak data
rate, and enriching its functionality. Specifically, in [69], an mmWave-enabled mono-
static BackCom system is designed and implemented to deliver 4 Gigabit backscatter
transmission rates but just consume 0.15 pJ/bit energy. In [70], an indoor tag-assisted
localization technique is proposed by transmitting mmWave-backscattered signals.
The reader is equipped with high-directional beam-steering antennas to achieve reli-
able positioning performance. In addition, a novel backscatter-tag-assisted vehicular
positioning approach is proposed in [71] by transmitting the mmWave signal to enable
both BackCom and ranging purposes simultaneously.
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Chapter 8

Age minimization in energy harvesting
communications

Ahmed Arafa1, Songtao Feng2, Jing Yang2,
Sennur Ulukus3 and H. Vincent Poor4

Latency assessment in communication systems is commonly approached through
measuring throughput (the amount of data that could be transmitted in a certain
amount of time), or transmission delay (the amount of time it takes to transmit a certain
amount of data). In this chapter, we introduce an alternative perspective on assessing
latency in energy harvesting communication systems, namely, through the notion
of the age-of-information (AoI) metric. Different from throughput and transmission
delay, AoI measures the amount of time elapsed, since the latest amount of data
has reached its destination. Therefore, it provides a mathematical measure of data
freshness and timeliness at the destinations, and hence, is very suitable to assess
latency for applications in which a fresh stream of data is continuously required over
a period of time, such as in surveillance videos, remote sensing systems, and vehicular
networks.

Minimizing AoI, however, leads to relatively different characteristics for optimal
policies when compared to those maximizing throughput or minimizing transmission
delay. This chapter discusses and characterizes AoI-optimal policies in the context of
energy harvesting communications, in which transmitters do not have enough energy
to transmit data all the time and maintain its freshness at the receivers.

The notion of AoI is introduced first, along with some related works. Then,
the focus shifts to single transmitter–receiver pair systems. For these, the effects of
having different battery sizes on the optimal policies are shown for perfect (zero-
error) channels and erasure channels. This chapter is concluded by some takeaways
and future directions for this active line of research.
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8.1 Introduction: the age-of-information (AoI)

Real-time sensing applications in which time-sensitive measurements of some phys-
ical phenomenon (status updates) are sent to a destination (receiver) call for careful
transmission scheduling policies under proper metrics that assess the updates’ timeli-
ness and freshness. The AoI metric has recently attracted attention as a suitable candi-
date for such a purpose. AoI is defined as the time spent, since the latest measurement
update has reached the destination, and hence it basically captures delay from the desti-
nation’s perspective. Mathematically, at time t, the AoI a(t), or merely age, is given by

a(t) = t − u(t), (8.1)

where u(t) denotes the time stamp of the last measurement received at the destination.
To keep the data fresh at the destination, one needs to minimize the AoI.

The AoI metric has been studied in the literature under various settings: mainly
through modeling the update system as a queuing system and analyzing the long-
term average AoI, and through using optimization tools to characterize optimal status
updating policies, see, e.g., [1–25].

8.1.1 Status updating under energy harvesting constraints

When sensors (transmitters) rely on energy harvested from nature to transmit their
status updates, they cannot transmit continuously, so that they do not run out of
energy and risk having overly stale status updates at the destination. Therefore, the
fundamental question of how to optimally manage the harvested energy to send timely
status updates needs to be addressed.

8.1.1.1 Summary of related works
There have been a number of works studying this setting under various assumptions
[26–55]. With the exception of [31], an underlying assumption in these works is
that energy expenditure is normalized, i.e., sending one status update consumes one
energy unit. References [26,27] consider a sensor with infinite battery, with [26]
focusing on online policies under stochastic service times, and [27] focusing on both
off-line and online policies with zero service times, i.e., with updates reaching the
destination instantly.∗ Reference [28] studies the effect of sensing costs on AoI with
an infinite battery sensor transmitting through a noisy channel. Using a harvest-then-
use protocol, [28] presents a steady-state analysis of AoI under both deterministic
and stochastic energy arrivals. The off-line policy in [27] is extended to nonzero, but
fixed, service times in [29] for both single and multi-hop settings, and in [31] for
energy-controlled variable service times.

The online policy in [27] is analyzed through a dynamic programming approach
in a discretized time setting and is shown to have a threshold structure, i.e., an update
is sent only if the age grows above a certain threshold and energy is available for
transmission. Motivated by such results for the infinite battery case, [32] then studies

∗In fact, most works focus on the zero service time case (cf. Table 8.1).
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the performance of online threshold policies for the finite battery case under zero
service times. Reference [33] proves the optimality of online threshold policies under
zero service times for the special case of a unit-sized battery, via tools from renewal
theory. It also shows the optimality of best effort online policies, where updates are
sent over uniformly spaced time intervals if energy is available, for the infinite battery
case. Reference [30] shows that such best effort policy is optimal in the online case
of multi-hop networks, thereby extending the off-line work in [29]. Best effort is
also shown to be optimal, for the infinite battery case, when updates are subject to
erasures, with and without erasure feedback, in [34–36].

Under the same system model of [34], study of [37] analyzes the performances
of the best effort and the save-and-transmit online policies, where the sensor saves
some energy in its battery before attempting transmission, for the purpose of coding
to combat channel erasures. A slightly different system model is considered in [38],
in which status updates’ arrival times are exogenous, i.e., their measurement times
are not controlled by the sensor. With a finite battery, and stochastic service times,
[38] employs tools from stochastic hybrid systems to analyze the long-term average
AoI. The work in [39] considers a similar queuing framework as in [38] and studies
the value of preemption in service on AoI. Reference [40] also considers a similar
approach as in [38,39] under general energy and data buffer sizes. An interesting
approach is followed in [41] where the idea of sending extra information, on top of
the measurement status updates, is introduced and analyzed for unit batteries and zero
service times.

Optimality of threshold policies for finite batteries with online energy arrivals has
been shown in [42–44] using tools from renewal theory and a Lagrangian framework,
which provides closed-form solutions of the optimal thresholds. This has also been
shown independently and concurrently in [45] using tools from the optimal stopping
theory. Reference [46] shows the optimality of threshold policies under general age-
penalty functionals. Online policies for unit batteries with update erasures have been
shown to also have a threshold structure in [47,48].

Other frameworks where AoI with energy harvesting has been studied include
works that focus on wireless power transfer [49], multiple access channels [50],
cognitive radio systems [51], monitoring with priority [52], operational and sensing
costs [53,54], and trade-offs between AoI and distortion [55].

8.1.1.2 Categorization
We categorize the previous related works according to three main aspects:

● The first is the battery size B, which can either be finite or infinitely large.
● The second is the energy arrival process knowledge, which can either be offline,

i.e., predictable before the energy arrives (is harvested), or online, i.e., can only
be known causally after the energy arrives.

● The third is the service time d, denoting the time for an update to traverse through
the communication channel and reach the destination; this can take multiple forms
but is mainly categorized into deterministic (zero or nonzero) services times and
stochastic service times.



206 Green communications for energy-efficient wireless systems

Using the previous three categories (B, offline/online, d), we summarize the related
works [26–55] in Table 8.1.

8.1.2 Chapter outline and focus

Over the next two sections, we will discuss two main categories of status updating
under energy harvesting constraints to further illustrate how AoI affects the optimal
transmission policies. The first is related to updating over perfect (zero-error) com-
munication channels [33,42–44] in Section 8.2, and the second is related to updating
over erasure channels [34–36,47,48] in Section 8.3. We will be discussing works
with various battery sizes (B = ∞, B = 1 and B <∞), with online knowledge of the
energy arrivals, along with zero service times (d = 0). One main takeaway from the
findings of these works is emphasized next.

Greedy is not always optimal
To minimize the long-term average AoI, depending on the energy arrival profile,
it is not always optimal to send a new status update whenever energy is available.
Rather, it is optimal to evenly spread out the status updates over time, up to the
extent allowed by the energy availability.

Table 8.1 Summary of works on AoI with energy harvesting

Battery Energy arrival Service Specifics/keywords Ref.
size B knowledge time d

∞ Online Stochastic Lazy scheduling [26]
∞ Offline and online 0 Equispaced updating [27]
∞ Offline and online Fixed Sensing costs [28]
∞ Offline and online Fixed Single-hop and multi-hop [29,30]
∞ Offline Variable Energy controls service time [31]
<∞ Online 0 Update erasures [32]
∞,<∞, 1 Online 0 Best effort and threshold policies [33]
∞ Online 0 Update erasures [34–36]
∞ Online 0 Coding for update erasures [37]
<∞ Online Stochastic Queuing framework [38–40]
1 Online 0 Simult. updates and information [41]
<∞ Online 0 Threshold policies [42–45]
<∞ Online 0 General AoI functionals [46]
1 Online 0 Update erasures [47,48]
<∞ Online 1 Wireless power transfer [49]
∞ Online 1 Multiple access [50]
<∞ Online 1 Cognitive radio setting [51]
<∞ Online 1 Priority monitoring [52]
∞, 1 Online 0 Operational costs [53]
1 Online Stochastic Sensing costs [54]
∞ Offline and online 1 Distortion effects [55]
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Figure 8.1 System model for status updating over perfect (zero-error) channels

The abovementioned takeaway is one fundamental observation that makes
AoI minimization different from (conventional) transmission delay minimization or
throughput maximization approaches.

8.2 Status updating over perfect channels

In this section, we discuss the results reported in [33,44] in greater detail. In these
works, energy arrives in units according to a Poisson process with normalized rate
λ = 1 arrival per unit time (see Figure 8.1). In addition, energy expenditure is also
normalized in the sense that one update transmission consumed one energy unit.† Let
si denote the time at which the sensor acquires (and transmits) the ith measurement
update, and let E (t) denote the amount of energy in the battery at time t. We then
have the following energy causality constraint:

E
(
s−i
) ≥ 1, ∀i. (8.2)

We assume that we begin with an empty battery at time 0. The battery evolves as
follows over time:

E
(
s−i
) = min

{
E
(
s−i−1

)− 1+A (xi) , B
}

, (8.3)

where xi � si − si−1, and A (xi) denotes the number of energy arrivals in [si−1, si).
Note that A (xi) is a Poisson random variable with parameter xi. We denote by F , the
set of feasible transmission times {si} described by (8.2) and (8.3) in addition to an
empty battery at time 0, i.e., E (0) = 0.

Let n(t) denote the total number of updates sent by time t. We are interested in
minimizing the average AoI represented by the area under the age evolution curve
versus time, see Figure 8.2 for a possible sample path with n(t) = 3. At time t, this
area is given by

r(t) � 1

2

n(t)∑
i=1

x2
i +

1

2

(
t − sn(t)

)2
. (8.4)

†Normalized arrival rates and transmission times are an assumption that will carry along the whole chapter.
Extensions to non-normalized arrival rates and transmission times can be directly derived, at the expense
of increased AoI as the arrival rate decreases or the transmission time increases.
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Figure 8.2 Example of the age evolution versus time with n(t) = 3

The goal is to choose a set of feasible transmission times {s1, s2, s3, . . . } ∈ F such
that the long-term average AoI is minimized. Equivalently, one can optimize the inter-
update times {x1, x2, x3, . . . } to do so. Therefore, the goal is to characterize the optimal
long-term average AoI, as a function of the battery size, ρ(B) by solving:

ρ(B) � min
{xi}∈F

lim sup
T→∞

1

T
E [r(T )] . (8.5)

We will first discuss the solution for B = ∞, followed by the special case of
B = 1 energy unit, and then conclude the section by discussing the general case of
B <∞.

8.2.1 The case B = ∞
When the battery size is infinite, no energy overflow will happen. If we then replace
the energy causality constraint in (8.2) by its long-term average (which is in this case
equal to 1), one can show that [33]

ρ(∞) ≥ 1

2
. (8.6)

The intuition is that one would send a new update per unit time without violating the
constraints on average. In reality, however, sending one update per unit time is not
always feasible, since (8.2) represents an instantaneous constraint. Let us now define
the following policy.

Definition 8.1 (Best effort uniform updating [33]). The sensor is scheduled to send
a new update at sn = n, n = 1, 2, 3, . . . . The sensor performs the task as scheduled if
E (s−n ) ≥ 1. Otherwise, it stays silent until the next scheduled sampling time.

Clearly, the best effort uniform (BU) updating policy is always feasible. One of
the main results of [33] is showing that it is also optimal for B = ∞. That is, proving
the following theorem:

Theorem 8.1 ([33]). The BU updating policy is optimal for B = ∞.

Proof sketch. The main idea is to show that under the BU updating policy, ρ(∞) ≤ 1
2 ,

and hence it must be optimal since 1
2 is already a lower bound. Toward that end, let us
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define K(T ) as the number of missed transmission opportunities under the policy up
to time T , i.e., the number of times in which the sensor could not transmit a new update
as scheduled due to the lack of energy. Leveraging tools from laws of large numbers,
one can show that limT→∞ K(T )/T = 0 almost surely (details in [33]). Thereby, the
policy will eventually be transmitting a new update at the highest possible value of 1
update per unit time and achieving the lower bound.

Through simulation results, it has also been demonstrated in [33] that the BU
updating policy works quite well for other energy arrival models different from Pois-
son, such as Markovian energy sources. This shows that the policy can achieve
desirable performances under general arrival models as well.

8.2.2 The case B= 1

This subsection and the next deal with finite battery cases. In order to minimize
the long-term average AoI when B is finite, the status update policy should try to
prevent battery overflows, since wasted energy leads to performance degradation. On
the other hand, owing to the nature of AoI, one should also try to send updates as
uniformly as possible (as seen in the B = ∞ case). As we will see, the optimal policy
would then strike a balance in between these two premises.

One technical condition is needed for the treatment of this finite battery case,
namely, that optimal status update policies have inter-update times of bounded second
moment. Policies that abide by this technical condition are denoted as uniformly
bounded policies in [33]. For such policies, we have the following structural result.

Theorem 8.2 ([33]). The optimal status updating policy has a renewal structure, in
which the update times {si} constitute a renewal process.

The proof of the theorem mainly relies on the memoryless property of the expo-
nential distribution governing energy inter-arrival times. The reader is referred to [33]
for more details. Focusing on renewal policies, one can vastly reduce the complex-
ity of the problem. It basically states that history does not really matter in between
updates.

Further, by [33, Theorem 4], it is shown that the optimal renewal policy admits a
threshold structure, in which a new update is only transmitted if the AoI grows above
a certain threshold. The following is a proof of such statement, which is also stated
in [44, Section III].

Let τi denote the time until the next energy arrival since the (i − 1)th update
time, si−1. Since the arrival process is Poisson with rate 1, τis are independent and
identically distributed (i.i.d.) exponential random variables with parameter 1. Under
renewal policies, the ith inter-update time xi should not depend on the events before
si−1; it can only be a function of τi. Moreover, under any feasible policy, xi(τi) cannot
be smaller than τi, since the battery is empty at si−1. Next, note that whenever an
update occurs, both the battery and the AoI drop to 0, and hence the system resets.
This constitutes a renewal event, and therefore using the strong law of large numbers
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of renewal processes (renewal reward theorem) [56, Theorem 3.6.1], ρ(1) becomes
equal to

ρ(1) = min
x(τ )≥τ

E
[
x(τ )2

]
2E[x(τ )]

, (8.7)

where expectation is over the exponential random variable τ .
In order to make problem (8.7) more tractable to solve, we introduce the following

parameterized problem:

p1(λ) � min
x(τ )≥τ

1

2
E
[
x(τ )2

]− λE[x(τ )]. (8.8)

One can show that p1(λ) is decreasing in λ, and the optimal solution of problem (8.7)
is given by λ∗ that solves p1(λ∗) = 0 [57], which can be found by, e.g., a bisection
search. Therefore, λ∗ = ρ(1). Focusing on problem (8.8), we introduce the following
Lagrangian [58]:

L = 1

2

∞∫
0

x2(τ )e−τdτ − λ
∞∫

0

x(τ )e−τdτ −
∞∫

0

μ(τ )(x(τ )− τ)dτ , (8.9)

where μ(τ ) is a nonnegative Lagrange multiplier. Taking (the functional) derivative
with respect to x(t) and equating to 0, we get:

x(t) = λ+ μ(t)

e−t
. (8.10)

Now if t < λ, x(t) has to be larger than t, for if it were equal, the right-hand side
of the above equation would be larger than the left-hand side. By complementary
slackness [58], we conclude that in this case μ(t) = 0, and hence x(t) = λ. On the
other hand, if t ≥ λ, x(t) has to be equal to t, for if it were larger, by complementary
slackness, μ(t) = 0 and the right-hand side of the previous equation would be smaller
than the left-hand side. In conclusion, we have:

x(t) =
{
λ, t ≤ λ
t, t > λ

. (8.11)

This means that the optimal inter-update time is threshold-based; if an energy
arrival occurs before λ amount of time since the last update time, i.e., if τ < λ, the
sensor should not use this energy amount right away to send an update. Instead, it
should wait for λ− τ extra amount of time before updating. Else, if an energy arrival
occurs after λ amount of time since the last update time, i.e., if τ ≥ λ, the sensor
should use that amount of energy to send an update right away. We denote this kind
of policy as λ-threshold policy. Substituting this x(t) into (8.8), we get:

p1(λ) = e−λ − 1

2
λ2, (8.12)

which admits a unique solution of λ∗ ≈ 0.9012 when equated to 0.
We can now see that the balance in updating is attained. Basically, a threshold

policy tries to evenly spread out updates over time by delaying sending new updates
if an energy arrives relatively early, i.e., before exactly 0.9012 for B = 1. In the next
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subsection, we extend this policy to work for general 1 < B <∞ and show that it
has a multi threshold structure, one for each possible energy level in the battery.

8.2.3 The case B <∞
In this section, we focus on problem (8.5) for the general case of 1 < B <∞, whose
solution is reported in [44].‡ Similar to the B = 1 case, [44] first shows that the
optimal update policy that solves problem (8.5) has a renewal structure, namely,
that it is optimal to transmit updates in such a way that the inter-update delays are
independent over time, and that the time durations in between the two consecutive
events of transmitting an update and having k ≤ B− 1 units of energy left in the
battery are i.i.d., i.e., these events occur at times that constitute a renewal process. We
first introduce some notation.

Let the pair (E (t), a(t)) represent the state of the system at time t. Fix k ∈
{0, 1, . . . , B− 1}, and consider the state (k , 0), which means that the sensor has just
submitted an update and has k units of energy remaining in its battery. Let li denote the
time at which the system visits (k , 0) for the ith time. We use the term epoch to denote
the time in between two consecutive visits to (k , 0). Observe that there can possibly be
an infinite number of updates occurring in an epoch, depending on the energy arrival
pattern and the update time decisions. For instance, in the ith epoch, which starts at
li−1, one energy unit may arrive at some time li−1 + τ1,i, at which the system goes to
state (k + 1, τ1,i), and then the sensor updates afterward to get the system state back
to (k , 0) again. Another possibility (if k ≥ 1) is that the sensor first updates at some
time li−1 + xk ,i, at which the system goes to state (k − 1, 0), and then two consecu-
tive energy units arrive at times li−1 + τ1,i and li−1 + τ1,i + τ2,i, respectively, at which
the system goes to state (k + 1, τ1,i + τ2,i), and then the sensor updates afterward to
get the system state back to (k , 0) again. Depending on how many energy arrivals
occur in the ith epoch, how far apart from each other they are, and the status update
times, one can determine the length of the ith epoch and how many updates it has.
The next theorem provides a structural result of the optimal update policy, extending
Theorem 8.2 to work for 1 < B <∞.

Theorem 8.3 ([44]). The optimal status update policy for problem (8.5) in the case
1 < B <∞ is a renewal policy, i.e., the sequence {li} denoting the times at which the
system visits state (k , 0), for some fixed 0 ≤ k ≤ B− 1, forms a renewal process.

The proof follows the memoryless property of the exponential distribution gov-
erning energy inter-arrival times. The reader is referred to [44] for more details. Based
on Theorem 8.3, the next corollary now follows.

Corollary 8.1 ([44]). In the optimal solution of problem (8.5), the inter-update times
are independent.

‡We note that [44] also investigates another energy arrival model in which one energy arrival completely
fills up the battery. We do not discuss such model here for coherence of treatment and refer the reader
to [44, Section IV] (and originally [42]) for more details.
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Proof. Observe that whenever an update occurs, the system enters state (j, 0) for some
j ≤ B− 1. The system then starts a new epoch with respect to state (j, 0). Since the
choice of k energy units in Theorem 8.3 is arbitrary, the results of the theorem now
tell us that the update policy in that epoch, and therefore its length, is independent of
the past history, in particular the past inter-update lengths.

Based on Corollary 8.1, we have the following observation. Let us assume that the
optimal policy is such that the state at time t is (j, τ ). This means that the previous status
update occurred at time t − τ . By Corollary 8.1, the policy at time t is independent
of the events before time t − τ . However, it may depend on the events occurring in
[t − τ , t). For instance, for j ≥ 1, it may be the case that at time (t − τ )+ the sensor
had j − 1 energy units in its battery and then received another energy unit at some
time in [t − τ , t); or it may have already started with j energy units at time (t − τ )+

and received no extra energy units in [t − τ , t). The question now is whether the
optimal policy at time t is the same in either of the two scenarios. The following
result concludes that it is indeed the same. The proof also depends on the memoryless
property of exponentials, whose details are in [44].

Lemma 8.1 ([44]). The optimal status update policy of problem (8.5) is such that at
time t the next scheduled update time is only a function of the system state (E (t), a(t)).

By Theorem 8.3, focusing on state (k , 0) for some k ≤ B− 1 and defining the
epochs with respect to this state, problem (8.5) reduces to an optimization over a
single epoch. Based on Corollary 8.1 (and Lemma 8.1), we introduce the following
notation.

Once the system goes into state (k , 0), for 1 ≤ k ≤ B− 1, at some time l, the
sensor schedules its next update after xk time. Since xk does not depend on the history
before time l and cannot depend on the future energy arrivals by the energy causality
constraint, we conclude that it is a constant. Now if the first energy arrival in that
epoch occurs at time l + τ1 with τ1 > xk , the sensor transmits the update at l + xk ,
whence the state becomes (k − 1, 0), and if k ≥ 2 the sensor schedules its next update
after xk−1 time, i.e., at l + xk + xk−1. On the other hand, if the first energy unit arrives
relatively early, i.e., τ1 ≤ xk , the state becomes (k + 1, τ1) at l + τ1, and the sensor
reschedules the update to be at l + yk+1(τ1) instead of l + xk . Note that yk+1 only
depends on τ1, since it does not depend on the history before time l. If the second
energy arrival in that epoch occurs at time l + τ1 + τ2 with τ2 > yk+1(τ1), the sensor
transmits the update at l + yk+1(τ1), whence the state returns to (k , 0). On the other
hand, if the second energy arrival occurs relatively early as well, i.e., τ2 ≤ yk+1(τ1),
and if k ≤ B− 2, the state becomes (k + 2, τ1 + τ2) at l + τ1 + τ2, and the sensor
reschedules the update at l + yk+2(τ1 + τ2) instead of l + yk+1(τ1).

In summary, the optimal update policy is completely characterized by B− 1 con-
stants: {x1, x2, . . . , xB−1}, and B functions: {y1(·), y2(·), . . . , yB(·)}, where xk represents
the scheduled update time after entering state (k , 0), and yk (t) represents the scheduled
update time after entering state (k , t) at some time t. We emphasize the fact that by
Corollary 8.1, the constants {xk} neither depend on each other, nor on the functions
{yk (·)}.
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8.2.3.1 Renewal state analysis
To analyze the optimal solution of our problem, in view of Theorem 8.3, we now need
to choose some renewal state (k , 0), k ≤ B− 1, and define the epoch with respect to
that state. We note that for all choices of k ≤ B− 1, there can possibly be an infinite
number of updates in a single epoch. In the sequel, we continue our analysis with state
(0, 0) as the renewal state and define the epochs with respect to it, i.e., an epoch from
now onward denotes the time between two consecutive visits to state (0, 0). We note,
however, that any other renewal state choice yields the same results with equivalent
complexity. We use the notation R(x, y) and L(x, y) to denote the area under the age
curve in a given epoch and its length, respectively, as a function of the constants
x � [x1, x2, . . . , xB−1] and the functions y � [y1, y2, . . . , yB]. Using the strong law of
large numbers of renewal processes [56], problem (8.5) now reduces to:

ρ(B) = min
x,y

E [R(x, y)]

E [L(x, y)]

s.t. xk ≥ 0, 1 ≤ k ≤ B− 1

yk (τ ) ≥ τ , 1 ≤ k ≤ B. (8.13)

We now introduce the auxiliary parameterized problem:

pB(λ) � min
x,y

E [R(x, y)]− λE [L(x, y)]

s.t. constraints of (8.13) (8.14)

and solve for the unique λ∗ such that pB(λ∗) = 0. Observe that λ∗ = ρ(B). One main
goal now is to express E [R(x, y)] and E [L(x, y)] explicitly in terms of x and y in
order to proceed with the optimization.

For convenience, we remove the dependency on {x, y} in the sequel. Observe that
starting from state (0, 0), the system can go to any other state (j, 0), 0 ≤ j ≤ B− 1, by
the next status update, i.e., after only one update, each with some probability. Then,
from state (j, 0), 1 ≤ j ≤ B− 1, the system can only go to one of the following states
by the next update: {(j − 1, 0), (j, 0), . . . , (B− 1, 0)}, each with some probability.
We denote by pi,j the probability of going from state (i, 0) to state (j, 0) after one
update. Clearly, pi,j = 0 for j ≤ i − 2. We also denote by ri,j and �i,j the area under
the age curve and the time taken when the system goes from state (i, 0) to state (j, 0)
in one update, respectively. Finally, since the goal is to compute the area under the
age curve in an epoch together with the epoch length, we define Rj and Lj as the
area under the age curve and the time taken to go from state (j, 0) back to (0, 0)
again (in, however, many number of updates). See Figure 8.3 where we depict the
relationships between the previous variables/notation in the form of a tree graph. The
graph basically represents the transitions between different system states (nodes on
the graph) after only one update, which occur with probabilities indicated on the
arrows in the graph that connects the nodes. We emphasize that, for instance, state
(0, 0) in the first column of the graph is no different than state (0, 0) in the second
column, and that the arrow connecting them merely represents a loop connecting a
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Figure 8.3 Transitions among system states after only one update. Each transition
from state (i, 0) to (j, 0) occurs with probability pi,j as indicated on the
tree branches

state to itself; we chose to expand such loop horizontally for clarity of presentation.
From the graph, one can write the following equations:

E [R] = p0,0E
[
r0,0

]+ B−1∑
j=1

p0,j

(
E
[
r0,j

]+ E
[
Rj

])
, (8.15)

E [L] = p0,0E
[
�0,0

]+ B−1∑
j=1

p0,j

(
E
[
�0,j

]+ E
[
Lj

])
. (8.16)

Through meticulously involved analysis, the previous variables can be expressed
explicitly in terms of x and y. We refer the reader to [44] for the fine details. We are
now ready to find the optimal x∗ and y∗.

8.2.3.2 Multi threshold policy
One of the main findings of [44] is showing that the optimal status update policy has a
multi threshold structure, in the sense that yj is an xj-threshold policy, 1 ≤ j ≤ B− 1,
and that yB is a λ-threshold policy. Moreover, the optimal thresholds xjs are all found,
in closed-form, in terms of λ. For instance, for B = 4, this allows for expressing (see
the derivation details in [44]):

p4(λ) = e−λ
(

1

6
λ3 + 3

2
λ2 + 6λ+ 10

)
− 1

2
λ2 − (x1 − λ)− (x2 − λ)− (x3 − λ)

− (x1 + 2)e−x1 −
(

1

2
x2

2 + 2x2 + 3
)

e−x2 −
(

1

6
x3

3 + x2
3 + 3x3 + 4

)
e−x3 ,

(8.17)

where

x3 = log

(
1

e−λ − 1
2λ

2

)
, (8.18)
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Figure 8.4 Comparison of long-term average age versus battery size under
optimal and best effort update policies

x2 = −log
(

(λ+ 1)e−λ + 1

2
λ2 + λ+

(
e−λ − 1

2
λ2 + 1

)
log
(

e−λ − 1

2
λ2

))
,

(8.19)

x1 = −log
((

1

2
λ2 + λ+ 1

)
e−λ − x2

(
e−x2 + 1

)− x3

(
1

2
x3e−x3 − 1

))
.

(8.20)
Solving the previous for p4(λ∗) = 0, we get that λ∗ ≈ 0.6023, with the remaining
thresholds x∗3 ≈ 1.005, x∗2 ≈ 1.243, and x∗1 ≈ 1.636.

We note that the thresholds are monotonically decreasing: x∗1 > x∗2 > x∗3 > λ∗,
which has an intuitive explanation; it basically says that the sensor is less eager to
send an update when it has relatively lower energy available in its battery than it is
when it has relatively higher energy available.

To show the gain achieved with respect to another baseline, Figure 8.4 shows the
gap between the optimal multi threshold policy and the BU updating policy (which
is optimal for B = ∞).

8.3 Status updating over erasure channels

In this section, we describe the results reported in [36,47,48] in more detail. The
system model is very similar to that described in Section 8.2, yet with the main differ-
ence in that status updates are subject to erasures. Specifically, the communication
channel between the sensor and the destination is modeled as a time-invariant noisy
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Figure 8.5 System model for status updating over erasure channels

channel, in which each update transmission gets erased with probability q ∈ (0, 1),
independently from other transmissions, see Figure 8.5. We differentiate between two
main cases in our treatment:

1. No updating feedback. In this case, the sensor has no knowledge of whether an
update is successful. It can only use the up-to-date energy arrival profile and
status updating decisions as well as the statistical information, such as the energy
arrival rate and the erasure probability of the channel, to decide the upcoming
updating time points.

2. Perfect updating feedback. In this case, the sensor receives an instantaneous,
error-free feedback when an update is transmitted. Therefore, it can decide when
to update next based on the feedback information, along with the information it
uses for the no feedback case.

Since each update transmission is not necessarily successful, we denote by {li}
the set of update transmission times and by {si} the times of the successful ones of
which. Therefore, in general, {si} ⊆ {li}. The energy causality constraint in (8.2) now
becomes:

E
(
l−i
) ≥ 1, ∀i, (8.21)

and the battery evolution in (8.3) becomes:

E
(
l−i
) = min{E (l−i−1

)− 1+A (xi), B}, ∀i, (8.22)

where xi � li − li−1 now denotes the inter-update attempt delay. We assume s0 = l0 =
0 without loss of generality, i.e., the system starts with fresh information at time 0.
We denote by Fq, the set of feasible transmission times {li} described by (8.2) and
(8.3) in addition to an empty battery at time 0, i.e., E (0) = 0.§

Let us denote by yi � si − si−1 the successful inter-update delay and by n(t) denote
the number of updates that are successfully received by time t. We are interested in the
average AoI given by the area under the age evolution curve (see Figure 8.6), which
is given by

r(t) = 1

2

n(t)∑
i=1

y2
i +

1

2

(
t − sn(t)

)2
. (8.23)

§In [36], it is assumed that E (0) = 1 to simplify the analysis. For E (0) = 0, the same results would follow
after slightly modifying the proofs. We set E (0) = 0 for consistency of the chapter’s framework.
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Figure 8.6 Age evolution versus time with n(t)= 3 successful updates. Circles
denote failed attempts. In this example, the first update is successfully
received after three update attempts

The goal is to choose a set of feasible transmission times {l1, l2, l3, . . . } ∈ Fq, or equiv-
alently {x1, x2, x3, . . . }, such that the long-term average AoI is minimized. Therefore,
the goal is to characterize the optimal long-term average AoI, as a function of the
battery size, ρωq (B) by solving:

ρωq (B) � min
{xi}∈Fq

lim sup
T→∞

1

T
E [r(T )] , (8.24)

where the superscriptω ≡ noFB in the case without updating feedback, andω ≡ wFB
in the case with perfect feedback.

In the following subsections, we present the solution of (8.24) for B = ∞ fol-
lowed by the special case of B = 1, in view of the previous two feedback availability
cases.

8.3.1 The case B = ∞
For the case B = ∞, without updating feedback, [36] shows that the BU updating
policy, as per Definition 8.1, is optimal, while for the scenario with perfect feed-
back, [36] proposes a BU with retransmission (BUR) updating policy and shows its
optimality. Optimality in both the cases is shown by first evaluating a lower bound on
the long-term average AoI and then showing that it can be achieved by BU updating.

Although the proposed policies are quite intuitive, their optimality is quite chal-
lenging to establish, compared with the scenario of Section 8.2.1. This is because both
battery outages and updating erasures will affect the AoI under the proposed policies.
While the impact of either of those two events can be analyzed relatively easily when
isolated, it becomes extremely challenging when both of them are involved. Moreover,
when there exists perfect updating feedback to the sensor, updating erasures under the
BUR will lead to subsequent retransmissions and energy consumption, thus affecting
the battery outage probability in the future. Such complicated interplay between those
two events makes the problem even more complicated.

In order to overcome such difficulties, [36] proposes a novel virtual-policy-based
approach. Specifically, for both BU and BUR updating policies, a sequence of virtual
policies is constructed, which are strictly suboptimal to their original counterparts,
and eventually converge to them. Leveraging the virtual policies, the effects of battery
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outages and updating errors could be decoupled in the performance analysis. Finally,
the long-term average AoI under the virtual policies is shown to converge to the
corresponding lower bound, which implies the optimality of the original policy.

We elaborate on the earlier over the next two subsections.

8.3.1.1 Updating without feedback
A technical condition is introduced to facilitate the following analysis, which basically
states that the focus is on optimal status update policies that have inter-update attempt
times that have bounded first moment. Policies abiding by this condition are termed
bounded updating policies in [36]. Focus on such policies arises from the fact that we
are interested in policies that achieve finite long-term average AoI. Now the following
lower bound holds [36]:

ρnoFB
q (∞) ≥ 1+ q

2(1− q)
. (8.25)

The previous can be shown by replacing the energy causality constraint by its long-
term average, as in the approach used to show the lower bound in (8.6).

To achieve the abovementioned bound, let us introduce the next virtual policy.

Definition 8.2 (BU-ERT0 [36]). The sensor performs BU updating until the battery
level after sending an update becomes zero for the first time or until time T+0 , in which
case the sensor depletes its battery. After that, when the battery level becomes higher
than or equal to 1 after a successful update for the first time, the sensor reduces the
battery level to 1 and then repeats the process.

Observe that as T0 →∞, the BU-ERT0 updating policy becomes a BU updating
policy. The next result now holds the following.

Lemma 8.2 ([36]). For any T0 > 0, BU-ERT0 updating policy is suboptimal to the
BU updating policy.

Proof. Note that BU-ERT0 updating is identical to BU updating except the energy
removal at time T0 and when E (s+n ) becomes higher than 1. Given the same energy
harvesting sample path, the battery level under BU is always higher than that under
BU-ERT0 . Thus, BU-ERT0 incurs more infeasible status updates. With the same update
erasure pattern, the instantaneous AoI under BU-ERT0 updating is always greater
than or equal to that under BU updating sample path wisely. Thus, the expected time-
average AoI under BU-ERT0 is greater than or equal to that under BU, which proves
the lemma.

One can now show the following.

Theorem 8.4 ([36]). As T0 →∞, the long-term average AoI under the BU-ERT0

updating policy is upper bounded by 1+q
2(1−q) .

Proof sketch. Observe that the BU-ERT0 updating policy is a renewal-type policy, i.e.,
the states of the system evolve according to a renewal process. To see this, we note
that the updating process under BU-ERT0 works in cycles, where each cycle begins
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Figure 8.7 An illustration of the BU-ERT0 updating policy and the battery level
right after each updating epoch. AoI will be reset to zero at the
successful updating points

with the initial battery level to be 1 and the AoI to be 0, followed by i.i.d. battery
and AoI evolution processes. Therefore, to analyze the expected long-term average
AoI, it suffices to analyze the expected average AoI over one renewal interval. In the
following, we will focus on the first renewal interval and show that the corresponding
expected average AoI converges to the lower bound in (8.25) as T0 increases. As
illustrated in Figure 8.7, the renewal interval consists of two stages. The first stage
starts at time zero and ends until the battery becomes empty for the first time or until
time T+0 . We denote T1 as the end of the first stage. We note that all scheduled status
updating points over (0, T1] are feasible. The second stage starts at T1 and ends when
the battery level becomes higher than or equal to 1 after a successful update for the
first time after T1. We denote the duration of the second stage as T2. The second stage
thus ends at T1 + T2.

By renewal theory properties of BU-ERT0 policy, the result can be shown. We
refer the reader to [36] for more details.

By the previous theorem, it is readily shown that the BU updating policy achieves
the lower bound in (8.25) and is therefore optimal, since the BU-ERT0 updating policy
becomes a BU updating policy as T0 →∞.

In Figure 8.8, some numerical evaluations of the virtual policies BU-ERT0 for
different value of T0 are presented for q = 0.4. For comparison, a greedy updating
policy is also evaluated, in which the sensor updates instantly when one unit of energy
arrives. From the figure, greedy updating has the highest AoI and never approaches
the lower bound. On the other hand, the time averageAoI the BU-ERT0 updating policy
is monotonically decreasing as T0 increases and gradually approaches that under the
BU updating policy, which is, in turn, approaching the lower bound.
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8.3.1.2 Updating with perfect feedback
With perfect updating feedback, the sensor has the choice to retransmit the update
immediately or wait and update later, thus leading to optimal solutions different from
the no feedback case. A technical condition that will facilitate the analysis is that
optimal status update policies have inter-update attempt times of bounded second
moment and such that the number of update attempts in a given time is bounded
above by some constant multiplied by the length of the time frame, on average. Such
policies are denoted as uniformly bounded policies in [36].

Define Ki as the number of attempted updates (including the last successful one)
between two successful updates at times si−1 and si. Thus, Ki ≥ 1. To find a lower
bound, as usual, we replace the energy causality constraint by its long-term average
rate. Let us denote such policies by average energy constraint policies. The following
result now holds:

Theorem 8.5 ([36]). The optimal average energy constraint policy is of a renewal
structure, in which {si} forms a renewal process. In addition, yi only depends on Ki.

Proof sketch. For any given average energy constraint policy, we first average yi over
sample paths with the same Ki, so that all factors other than Ki that may affect yi

are averaged out. Then, we form a linear combination of yi and use it as the inter-
update delay under the new policy. Such a policy is a renewal policy, and each renewal
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Figure 8.9 An illustration of the BUR-ERT0 updating policy and the battery level
right after each updating epoch. AoI will be reset to zero at the
successful updating points

interval only depends on Ki. Through rigorous stochastic analysis, we prove that the
constructed renewal policy always outperforms the original policy.

Focusing on renewal policies, it is then shown in [36] that the optimal yi = 1
1−q ,

regardless of the value of Ki. Based on that the following lower bound is established:

ρwFB
q (∞) ≥ 1

2(1− q)
. (8.26)

Motivated by the structure of the constant yi in the previous optimal renewal-type
average energy constraint policy, let us define the following BUR updating policy.

Definition 8.3 (BUR updating [36]). The sensor is scheduled to send a new update
at sn = n

1−q , n = 1, 2, 3, . . . . The sensor keeps sending updates at sn until an update
is successful or until it runs out of battery. Otherwise, the sensor keeps silent until
the next scheduled status update time.

In order to prove that the BUR updating policy is optimal, we will first construct
a sequence of policies that are suboptimal to the BUR updating policy and show that
the limit of those suboptimal policies achieves the lower bound in (8.26).

Definition 8.4 (BUR with energy removal (BUR-ERT0 ) [36]). The sensor performs
BUR updating policy until the battery level after sending an update becomes zero for
the first time, or until time T+0 , in which case the sensor depletes its battery after a
successful update at T0. After that, when the battery level becomes higher than or
equal to 1 after a successful update for the first time, the sensor reduces the battery
level to 1 and then repeats the process.

As in Lemma 8.2, one can show that the BUR-ERT0 updating policy is suboptimal
to the BUR updating policy. One can now show the following.

Theorem 8.6 ([36]). As T0 →∞, the expected long-term average AoI under BUR-
ERT0 updating is upper bounded by 1

2(1−q) .

Proof sketch. Note that BUR-ERT0 updating is a renewal policy, and Figure 8.9 is an
illustration of one renewal interval. In order to analyze the expected long-term average
AoI, it suffices to analyze the expected average AoI over one renewal interval. Thus,
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we will focus on the first renewal interval and show that the expected average AoI
converges to the lower bound in (8.26). The renewal interval consists of two stages.
The first stage starts at time zero and ends until the battery becomes empty for the
first time, or until time T+0 , denoted as T1. We note that all scheduled updating points
over (0, T1) are feasible. The second stage starts at T1 and ends when the battery level
after a successful update becomes higher than or equal to 1 for the first time after T1,
denoted as T1 + T2, where T2 is the duration of the second stage.

Applying renewal theory, we obtain the result. We refer the reader to [36] for
more details.

By Theorem 8.6, it is readily shown that the BUR updating policy achieves the
lower bound in (8.26) and is therefore optimal, since the BUR-ERT0 updating policy
becomes a BUR updating policy as T0 →∞.

The performances of the BUR-ERT0 updating policy are numerically evaluated
in Figure 8.10 for q = 0.4 and for various values of T0. As a comparison, the time
average AoI under the BU updating and the BUR updating policies is also plotted
in the figure. It is observed that the AoI under BUR-ERT0 gradually decreases and
approaches that under the BUR updating policy as T0 increases. The performance gap
between the BU updating and the BUR updating indicates that exploiting updating
feedback can significantly reduce time average AoI in the system.
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8.3.2 The case B= 1

We now focus on the special finite battery case of B = 1, in which one update com-
pletely depletes the battery. Similar to the finite battery case analysis of Section 8.2,
it will be shown that an erasure-dependent threshold policy is optimal for the case
without feedback. For the case with perfect feedback, the focus will be on a class
of policies denoted threshold-greedy policies. In both cases, for technical correct-
ness, we will focus on the class of uniformly bounded policies, for which inter-update
attempt times have a bounded second moment. Focusing on this class of policies, we
have the following structural result.

Theorem 8.7 ([47,48]). The optimal status updating policy that solves problem (8.24)
for B = 1, and for both cases with and without updating feedback, is a renewal policy
in the sense that the actual update times sequence {si} forms a renewal process, and
the actual inter-update times yis are i.i.d.

The renewal structure in the previous theorem greatly reduces the complexity
of the problem. Now we only need to look at one renewal interval and optimize the
updating policy over it. This is done differently for the case without feedback and that
with perfect feedback, as we discuss next. We will use the term epoch to denote the
time in between two successful updates.

8.3.2.1 Updating without feedback
Considering one renewal interval (one epoch), let τ denote the time until the first
energy arrival occurs. Then, problem (8.24) reduces to

ρnoFB
q (1) = min

x(·)
E [R]

E [y]

s.t. x(τ ) ≥ τ , ∀τ , (8.27)

where the random variable R denotes the area under the age curve in the epoch, and
y is the epoch’s length. We now introduce the auxiliary problem:

pnoFB
q,1 (λ) � min

x(·)
E [R]− λE [y]

s.t. x(τ ) ≥ τ , ∀τ , (8.28)

for some λ ≥ 0 and focus on finding λ∗ that solves pnoFB
q,1 (λ∗) = 0, which is equal to

ρnoFB
q (1) [57]. The next theorem characterizes the solution of problem (8.28).

Theorem 8.8 ([47]). The optimal solution of problem (8.28) depends on q. If q < 1
2 ,

then it is a λ′-threshold policy, in which:

x(t) =
{
λ′, t < λ′

t, t ≥ λ′ , (8.29)
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where λ′ is the unique solution of

1+ q

1− q
λ′ + 2q

1− q
e−λ

′ = λ. (8.30)

Otherwise, if q ≥ 1
2 , then the optimal solution is greedy, in the sense that x(t) = t ∀t.

The previous theorem generalizes the result for the B = 1 case without erasures,
whose solution was a λ-threshold policy, to an erasure-dependent λ′-threshold policy
in the case of erasures without updating feedback. The value of q determines the
threshold λ′. It can be shown that λ′ is actually nonincreasing in q, which is quite
intuitive, since the sensor should be more eager to send new updates if the erasure
probability is high, so that when the update is eventually received successfully the
AoI would not be large.

In Figure 8.11, we present some numerical evaluations of ρnoFB
q (1) versus q. We

compare with ρnoFB
q (∞) as a baseline. We also show the nonincreasing nature of the

threshold λ′.

8.3.2.2 Updating with perfect feedback
In the case with perfect updating feedback available, the optimal policy in a single
epoch consists of a possibly infinite sequence {x1, x2, x3, . . . } � x, where xi now
denotes the time elapsed from the beginning of the epoch until the ith update attempt.‖

‖We slightly deviate from the original definition of xi as the ith inter-update attempt time and assume
without loss of generality that the epoch starts at time 0.
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Let τ1 denote the time until the first energy arrival in the epoch, and τi, i ≥ 2 denote
the time until energy arrives after the ith update attempt, i.e., after time xi. This way,
problem (8.24) reduces to:

ρwFB
q (1) � min

x

E [R(x)]

E [L(x)]

s.t. x1(τ1) ≥ τ1

x2(τ2 + x1(τ1)) ≥ τ2 + x1(τ1)

x3(τ3 + x2(τ2 + x1(τ1))) ≥ τ3 + x2(τ2 + x1(τ1))

..., (8.31)

where the inequalities represent the energy causality constraints. As before, we
introduce the following auxiliary problem for some λ ≥ 0:

pwFB
q,1 (λ) � min

x
E [R(x)]− λE [L(x)]

s.t. problem (8.31)’s constraints (8.32)

and focus on finding λ∗ that solves pwFB
q,1 (λ∗) = 0, which is equal to ρwFB

q (1) [57].
We focus on an intuitive class of policies in which the first update attempt x1

has a threshold structure, and the following attempts, if the first is not successful,
{x2, x3, . . . } follow a greedy structure. This class is intuitive because if the first update
is unsuccessful, then the AoI has already grown to a relatively high value, which urges
the sensor to transmit its following updates as soon as energy is available. This class
of policies is denoted threshold-greedy policies in [48]. We now have the following
lemma.

Lemma 8.3 ([48]). For problem (8.32), if xi, i ≥ 2 are all greedy policies, then the

optimal x1 is a γ -threshold policy with γ =
[
λ− q

1−q

]+
. Conversely, if the optimal

x1 is a γ -threshold policy, then the optimal xi, i ≥ 2 are all greedy policies.

The previous lemma shows that threshold-greedy policies are not just intuitive
but are actually representing a fixed-point solution of the problem. The next theorem
characterizes the optimal threshold-greedy policy.

Theorem 8.9 ([48]). The optimal threshold-greedy policy that solves problem (8.32)
is such that γ ∗ = λ∗ − q

1−q > 0, with λ∗ being the unique solution of:

e−
(
λ∗− q

1−q

)
+ 2q− q2

2(1− q)2
= 1

2
(λ∗)2 . (8.33)

In Figure 8.12, we present some numerical evaluations of ρwFB
q (1) versus q.

We compare with ρwFB
q (∞) as a baseline. We also plot the optimal threshold γ ∗ =

λ∗ − q
1−q .
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Figure 8.12 Comparison of optimal AoI for B= 1 and B = ∞, along with γ ∗

versus q, for the case with perfect updating feedback

8.4 Conclusion and outlook

In this chapter, the notion of AoI has been introduced as the main performance met-
ric for energy harvesting communication systems. AoI measures latency through a
different lens when compared to other conventional metrics such as throughput and
transmission delay, namely, through measuring the time difference since the genera-
tion of the latest data that has reached the destination. Hence, the optimal transmission
policies drastically change under its assessment. One common theme among the dif-
ferent transmission policies presented in this chapter has been that greedy is not always
optimal: to minimize the AoI, on average, transmitters need to evenly spread out their
updates over time, up to the extent allowed by the energy availability. This is achieved
by best effort policies for the infinite battery cases, and by threshold policies in the
finite battery ones.

While several system models have been discussed in detail, there are various open
problems that could be tackled in this line of research. Two of which are highlighted
next.

1. Generalizing the Poisson energy arrivals model. So far, the Poisson energy arrival
model has been crucial in determining the structure of the optimal policy, par-
ticularly through the memoryless property of the exponential distribution that
governs the inter-arrival times. While numerically it has been shown in some of
the discussed works in this chapter that the optimal policies work relatively well
under other arrival models, such as Markovian, extending the results analytically
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is definitely of interest. One possible approach toward that end is to show that the
derived best effort or threshold-type policies perform within some confidence
interval away from optimal solutions (or from some lower bounds on them), since
these policies are relatively simple to implement in practice.

2. Timely networking for energy harvesting nodes. Another interesting aspect is
to extend the point-to-point models into multiterminal communications, i.e.,
broadcast, multiple-access, and interference channel models. There, instead of
characterizing an AoI-optimal policy, the goal would be to characterize an AoI-
optimal region that represents how the different transmitters/receivers of the
system interact.
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Chapter 9

Fundamental limits of energy efficiency
in 5G multiple antenna systems

Andrea Pizzo1, Luca Sanguinetti2 and Emil Björnson3

9.1 A primer on energy efficiency

Owing to the prolific spread of Internet-enabled mobile devices and the ever-growing
volume of mobile data communications, the biggest challenge in the wireless indus-
try today is to meet the soaring demand for wireless broadband required to ensure
consistent quality of service in a network. Rising to this challenge means increasing
the network capacity by a 1,000-fold over the next decade. If the current technology
is used to achieve this, the resulting power consumption and energy-related pollution
are expected to give rise to major societal, economic, and environmental issues that
would render this growth unsustainable. Therefore, the information and communica-
tions technology industry is faced with a formidable mission: the cellular technology
must improve so that the network capacity is increased significantly in order to accom-
modate higher data rates in the years to come, but this task must be accomplished
under an extremely tight energy budget.

The power consumption of communication networks has been neglected for
decades by the International Telecommunication Union (ITU) that provides the min-
imum performance requirements for every cellular generation. For example, 4G was
designed to satisfy the IMT-Advanced requirements on spectral efficiency (SE), band-
width, latency, and mobility with no mention of energy consumption [1]. As a first step
towards this direction, the ITU has recently included the energy efficiency (EE) metric
in its latest release of requirements [2], which are supposed to be satisfied by the new
5G standard for being an IMT-2020 radio interface. However, no concrete measurable
energy efficiency targets are provided in the list of requirements. A basic definition of
the EE is:

EE (bit/J) = data rate (bit/s)

power consumption (J/s)
. (9.1)

This can be seen as a benefit–cost ratio, where the benefit (data rate) is compared
with the associated cost (power consumption). Hence, it is a measure of the network’s

1Department of Electrical and Computer Engineering, New York University, New York, USA
2Dipartimento di Ingegneria dell’Informazione, University of Pisa, Pisa, Italy
3Department of Electrical Engineering (ISY), Linköping University, Linköping, Sweden
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bit-delivery EE in the same way that the data rate over a given bandwidth measures
the bit-delivery SE.

Being able to compute an upper bound on the theoretically achievable EE is very
important since it provides a benchmark against which we can compare the goodness
of a particular communication technology. It can also be used by the ITU to set
concrete EE targets in the future. To this end, there are five key properties to bear
in mind:

1. The bandwidth is licensed and allocated by international regulatory bodies [3];
2. The mobility is determined by the application under consideration;
3. The SE is upper bounded by the Shannon capacity [4];
4. The latency is fundamentally limited by the speed of light;
5. The fundamental limit on the EE is not known yet.

The aim of this chapter is to take a closer look at the fundamental limits of EE in
massive MIMO, which is one of the key physical-layer technologies in 5G cellular net-
works and, more generally, to meet the ever-growing demand for wireless broadband
connectivity.

9.1.1 Organization

In Section 9.2, we recall the fundamental characteristics that made massive MIMO
the key physical-layer technology for 5G networks. The most important features are
exemplified using a tractable network model, which is then used to compute a lower
bounds on the achievable SE for the line-of-sight (LoS) and non-line-of-sight (NLoS)
propagation environments and different linear combining schemes. Section 9.3 intro-
duces a mathematical framework for analyzing the EE of a 5G network. A power
consumption model capturing the key characteristics of a multiple-antenna technol-
ogy is progressively introduced, while paying attention to exemplify how each network
parameter impacts the overall network EE. The impact of base station (BS) coopera-
tion is investigated at the beginning of Section 9.4, where a Network MIMO system
is studied. Particularly, the channel capacity is first computed and then used to upper
bound the achievable SE of a massive MIMO network. Numerical results are used
throughout this chapter to both corroborate the analytical results and provide a support
tool for the reader. Finally, in the second part of Section 9.4, the interested reader may
find a survey of recent research activities wherein more complex system models are
used and the implications of the initial simplifying assumptions on the EE analysis
are highlighted.

9.1.2 Notation

Upper (lower) bold face letters are used for matrices (column vectors). IN is the N × N
identity matrix and 0 is the zero vector. (·)T and (·)H are the transpose and conjugate
transpose operators, respectively. We use tr(·) to denote the matrix trace operator and
‖·‖ for the Euclidean norm vector operator. En{·} denotes the expectation operator
with respect to the random vector n, whereas n ∼ NC(0, Rn) is the shorthand for a
circularly symmetric Gaussian distribution with covariance matrix Rn. We use R

n and
C

n to denote the n-dimensional real- and complex-valued vector spaces.
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9.2 Massive MIMO

9.2.1 What is massive MIMO?

Massive MIMO refers to a multicellular technology where the BSs are equipped
with a very large number M of antennas to serve simultaneously, i.e., on the same
time–frequency coherence block,∗ a multitude K of single-antenna user equipments
(UEs) by spatial multiplexing [5]. Compared to classical multiuser MIMO (MU-
MIMO) [6–9], the operating regime of massive MIMO is M � K and imperfect
channel state information (CSI) is available at the BSs [10]. The use of large-antenna
arrays at the BSs not only increases the capability of collecting more power—which
is known to bring only a logarithmic improvement of the SE—but allows us also to
serve multiple UEs simultaneously—with a linear increase of the SE. The former
gain is called array gain, while the latter is known as multiplexing gain. Both can
be exploited to design communications systems that achieve higher data rate and, at
the same time, simultaneously provide good service to multiple UEs [10]. Another
key difference with MU-MIMO lies in the concept of scalability. It is well known
that an MU-MIMO system approaches the Shannon channel capacity by recurring
to nonlinear processing such as successive interference cancellation in the uplink
(UL) [11] and dirty-paper coding in the downlink (DL) [12]. Despite optimal, the
high complexity of these techniques makes them unscalable, thus limiting their appli-
cability in networks that are expected to serve an exponentially-increasing number
of UEs [13]. On the contrary, due to the operating regime M � K , massive MIMO
needs only linear processing schemes with low complexity such as the zero-forcing
(ZF) combining schemes to achieve nearly optimal performance. This makes massive
MIMO a scalable technology and represents the main reason why it has quickly made
its way into the 5G standard [14].

The reason why the operating regime M � K is so promising resides in the
physical properties of the wireless propagation channel. In particular, as the BS
antenna array aperture grows large with M (e.g., with fixed half-wavelength antenna
spacing) two fundamental phenomena happen, which are known as favorable propa-
gation and channel hardening [15]. Favorable propagation implies that any arbitrary
pair of channel directions between the BS and two different UEs becomes asymp-
totically orthogonal as M →∞ [16]. In other words, the angular resolution of the
BSs becomes infinitely good, which makes it possible to separate the UEs spatially
without incurring in any residual interference. This property of the wireless channel
has also been confirmed by practical measurements in different scenarios [17–19].
The channel hardening arises because as M increases the statistical variations of a
fading channel’s power becomes increasingly concentrated around its mean value;
that is, the channel behaves almost deterministically. This property is very beneficial
for designing power control algorithms since they do not depend on the particular
channel fading realization but rather on its statistical mean value.

∗A coherence block of a wireless channel consists of a number of subcarriers and time samples over which
the channel response can be considered as constant and flat-fading. Typically, it is given by the product
between the coherence bandwidth and coherence time.
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Notice that channel hardening requires co-located antennas [20]. Since practical
BS antenna arrays have a spatially-constrained topology, the maximum number of
antennas is thus practically limited. A possible alternative is to distribute the antennas
over a very large geographical area by implementing a distributed massive MIMO
system, also known as cell-free massive MIMO [21,22]. A more radical approach is
to deploy a massive (possibly uncountably infinite) number of antennas in a compact
space. A system of this sort is called Holographic MIMO since it can be regarded as
the ultimate form of a spatially-constrained MIMO array [23,24].

9.2.2 A simple network model

Consider the UL of the two-cell network as illustrated in Figure 9.1. Each cell has a
BS equipped with M antennas, which receives signals simultaneously from K single-
antenna UEs. We assume that perfect CSI is available at the BSs. The impact of
channel estimation will be discussed in Section 9.4.2. The transmission occurs over a
bandwidth of B Hz. This is a tractable model due to the small number of system param-
eters and it is sufficient to obtain fundamental insights into the design and analysis
of energy-efficient massive MIMO networks, without resorting to any cumbersome
mathematical analysis.

We call h0
0i ∈ C

M the channel vector from UE i in cell 0 to BS 0, while h0
1i ∈ C

M

denotes the channel vector of the interfering UE i in cell 1 to BS 0. We consider
both LoS and NLoS propagation channels. Practical channels can contain a mix of a
deterministic LoS component and a random NLoS component, but, by studying the
differences between the two extreme cases, we can predict what will happen in the
mixed cases as well.

In the LoS case, we consider a uniform linear array (ULA) with antenna spacing
d (normalized to the wavelength λ). This leads to the following deterministic channel
response:

h0
�i =

√
β0
�i

[
1, ei2πd sin(φ0�), . . . , ei2π (M−1)d sin(φ0�)

]T
, (9.2)

β 0
0k

β 1
1k

β 0
1k

β 1
0k

cell 0

cell 1

UE k

β 0
0i

UE i

UE k

Desired signal
Intra-cell

interference signal
Inter-cell

interference signal

BS 0

BS 1

Figure 9.1 Illustration of a two-cell massive MIMO network. The UL transmission
of the desired UE k in cell 0 creates an intercell interference to the
reception of incoming signals at the BS in cell 1 and vice-versa.
Similarly, an arbitrary UE i in cell 0 creates an intracell interference
at the BS in the same cell 0
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where β0
�i ≥ 0 is the large-scale fading attenuation (i.e., the channel gain) between

UE i in cell 0 and BS 0, and φ0i ∈ [0, 2π ) is the azimuth angle to the UE and the
boresight of the BS antenna array. In the NLoS case, we assume that the channel
vector is generated from an uncorrelated Rayleigh-fading distribution:

h0
�i ∼ NC

(
0M ,

√
β0
�iIM

)
. (9.3)

Its validity in the presence of rich scattering has been demonstrated by actual exper-
iments [25]. For an ULA, this statistical model is valid whenever we consider an
isotropic propagation scenario, i.e., waves coming from all the directions and carry-
ing equal power [24]. The performance of a cellular network is typically expressed in
terms of the relative signal strength of the interference as compared to the desired sig-
nal. We assume to have equal average channel gains intracell (i.e., β0

0,i = β1
1,i = β0

0 )
and intercell (i.e., β1

0,i = β0
1,i = β1

0 ) where the average is to be considered among all
the UEs–BS distances within a cell. As a consequence, every UE i in cell � transmits
with a power p�i = p for � = 0, 1 and i = 1, . . . , K . We denote with 0 ≤ β̄ ≤ 1 the
ratio between inter- and intracell channel gains as

β̄ = β1
0

β0
0

= β0
1

β0
0

= β0
1

β1
1

= β1
0

β1
1

(9.4)

This is typically expressed in logarithmic scale; reasonable values are −30 ≤ β̄ ≤
30 dB. The earlier-mentioned model is an instance of the Wyner model [26]. It has
been used extensively to study the fundamental information-theoretic properties of
cellular networks since it embeds the basic properties of cellular communications
while being realistic enough to infer general qualitative conclusions.

9.2.3 Spectral efficiency

We consider the cell 0 only since it is representative of the entire cellular network
under the Wyner model settings introduced above. The received signal y0 ∈ C

M at BS
in cell 0 is given by

y0 =
K∑

i=1

h0
0is0i +

K∑
i=1

h0
1is1i + n0, (9.5)

where s�i ∼ NC(0, p) with � = 0, 1 and i = 1, . . . , K is the UL signal transmitted by
UE i in cell �, and n ∼ NC(0M , BN0IM ) is the thermal noise. A typical value for the
noise power spectral density is N0 = −174 dBm/Hz. The received signal is multiplied
by the receive combining vector v0k ∈ C

M to obtain:

y0k = vH
0ky0 = vH

0kh0
0k s0k +

K∑
i=1,i �=k

vH
0kh0

0is0i +
K∑

i=1

vH
0kh0

1is1i + n0k (9.6)

where n0k = vH
0kn0 ∈ C. The channel capacity for multiple access channels such as

(9.5) is defined as a region since there are K different communication links simulta-
neously active. In many cases, a single performance metric is preferable. Among the



238 Green communications for energy-efficient wireless systems

many possibilities, the sum capacity is a good choice. However, finding a closed-form
expression of the sum capacity is generally hard [27], particularly for fading channels.
An achievable sum SE is often used that lower bounds the sum capacity. The sum SE
naturally depends on the strength of the received desired signal, represented by the
average signal-to-noise ratio (SNR). Using the Wyner model described earlier, the
average SNR of an UE in cell � = 0, 1 is

SNR = β0
0

p

BN0
, (9.7)

where p denotes the UE’s transmit power and BN0 is the noise power. The following
result is thus obtained [15, Corollary 1.3].

Theorem 9.1 (achievable sum SE). An achievable UL sum SE (bit/s/Hz/cell) in
cell 0 is

SE =
K∑

k=1

E

⎧⎨
⎩log2

⎛
⎝1+ |vH

0kh00k |2∑K
i=1
i �=k
|(v0k )Hh00i|2 +∑K

i=1 |(v0k )Hh01i|2 + 1
SNR‖v0k‖2

⎞
⎠
⎫⎬
⎭ ,

(9.8)

where the expectation is taken with respect to the channel realizations.

A popular design goal for the combiner vector v0k consists in maximizing the
received power |vH

0kh0
0k |2/‖v0k‖2 of the desired UE k in cell 0 while neglecting the

interference. This leads to the MR combining scheme:

v0k = h0
0k . (9.9)

Another option is to exploit the knowledge of all channel vectors {h0
�i} between every

UE i in cell � = 0, 1 and BS in cell 0 so that to minimize the mean-squared-error
(MSE) Es0k {s0k − vH

0ky0|{h0
�i}} between the desired signal s0k and the received com-

bined signal vH
0ky0, given the channel realizations. This yields the so-called multi-cell

minimum mean-squared-error (M-MMSE) [15,28]:

v0k =
(

K∑
i=1

h0
01(h0

0k )
H +

K∑
i=1

h0
1k (h0

1k )
H + 1

SNR

)−1

h0
0k . (9.10)

It is worth observing that MR combining was primarily adopted in the early works on
massive MIMO. The M-MMSE was applied in [28,29], where the authors proved that
this method is robust to the so-called pilot contamination issue [10,30], which was
believed to impose a fundamental limitation on the sum SE in massive MIMO. In other
words, [28,29] showed that the SE increases theoretically unboundedly, even under
pilot contamination, in the regime where the number of antennas goes to infinity,
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i.e., M →∞, while both the numbers of UEs K and cells are fixed. We refer the
interested reader to [29] for a detailed treatment of the subject.

When MR combining is used, analytical closed-form expressions can be derived
from Theorem 9.1 [15, Lemma 1.7]. The M-MMSE case is treated numerically.

Lemma 9.1 (LoS propagation). When MR is used at the BS in cell 0, an achievable
UL sum SE (bit/s/Hz/cell) in the LoS case is

SE =
K∑

k=1

log2

⎛
⎝1+ M∑K

i=1
i �=k

g(φ00k ,φ00i)+ β̄∑K
i=1 g(φ00k ,φ01i)+ 1

SNR

⎞
⎠ ,

(9.11)

where SNR = pβ0
0

N0B , φ00i with i = 1, . . . , K is the azimuth angle from the BS 0 to the
UE i in cell 0, and the function g(φ, ξ ) : [0, 2π )× [0, 2π )→ R+ defined as

g(φ, ξ ) =
{

sin2(πdM (sin(φ)− sin(ξ )))
M sin2(πd(sin(φ)− sin(ξ )))

, if sin(φ) �= sin(ξ )

M , if sin(φ) = sin(ξ )
(9.12)

represents the ratio between the interference power and the desired signal power.

Lemma 9.2 (NLoS propagation). When MR is used at the BS in cell 0, an achievable
UL sum SE (bit/s/Hz/cell) in the NLoS case is

SE =
K∑

k=1

E

⎧⎪⎨
⎪⎩log2

⎛
⎜⎝1+ ‖h00k‖2∑K

i=1
i �=k

|(h00k )Hh00i |2
‖h00k‖2 +∑K

i=1
|(h00k )Hh01i |2
‖h00k‖2 + 1

SNR

⎞
⎟⎠
⎫⎪⎬
⎪⎭ (9.13)

≥ K log2

(
1+ M − 1

(K − 1)+ K β̄ + 1
SNR

)
. (9.14)

To quantitatively evaluate the sum SE, Figure 9.2 shows it as a function of the SNR
in dB for M = 50, K = 10, β̄ = −15 dB, N0 = −174 dBm/Hz. Both the LoS and
NLoS propagation scenarios are considered. A ULA with half-wavelength antenna
spacing is considered in both cases. The SE with MR is evaluated using the analyt-
ical expressions in Lemmas 9.1 and 9.2, whereas it is evaluated numerically with
M-MMSE using the SE expression in Theorem 9.1. As seen, M-MMSE achieves the
highest SE in both scenarios. In the noise-limited regime (i.e., small SNR), the gap
with MR is relatively small. On the other hand, it is substantial in the interference-
limited regime for which we have a higher SNR. This is due to the capability of
M-MMSE to reject (intra- and inter-cell) interference. A performance gap is observed
between LoS and NLoS scenarios, especially in the interference-limited regime.

The results in Figure 9.2 validate the accuracy of the lower bound in (9.14),
which is thus used in the remainder of this chapter. To obtain an analytically tractable
expression for the SE in the LoS scenario, we assume that the (normalized) total
interference power in (9.11) does not depend on the particular UEs pair (k , i) i.e.,

g(φ00k ,φ00i) ≤ g00 for k , i = 1, . . . , K , (9.15)
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Figure 9.2 Average sum SE as a function of the SNR in dB as defined in (9.7) when
M = 50, K = 10, β̄ = −15 dB, N0 = −174 dBm/Hz. Both MR and
M-MMSE are considered with either LoS or NLoS channels

where g00 may be obtained by considering, e.g., the maximum interference among
all UEs. Also, when different UEs have the same azimuth angle with respect to
the serving BS from (9.12) we have that g(φ00k ,φ00k ) = M , i.e., the normalized
interference power increases proportionally to the number of antennas M . This is
because the BS is coherently combining the interference signal since it comes from
the same direction of the desired signal. Typically, this case never happens in practice
or with very low probability due to the use of scheduling algorithms and the fact that
UEs may have different elevation angles. Hence, it is not considered in our analysis.
From Lemmas 9.1 and 9.2, we observe that the SE in the LoS and NLoS cases takes
this general form:

SE ≥ K log2

(
1+ a

b+ 1
SNR

)
, (9.16)

where the SNR is given in (9.7):

a =
{

M LoS

M − 1 NLoS
(9.17)

and b accounts for the interference power

b =
{

(K − 1)(1+ β̄)g00 LoS

(K − 1)+ K β̄ NLoS,
(9.18)

which is obtained by using (9.15) into (9.11) for the LoS scenario.
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9.3 Energy efficiency analysis

The EE of a wireless communications system is defined in (9.1) and measured in
units of bit/J. The UL data rate is computed as the product between the UL sum SE
and system bandwidth B:

data rate = B SE (bit/s). (9.19)

Unlike the SE that can be computed numerically and/or analytically, the network
power consumption depends on several factors among which the circuit hardware
(e.g., analog-to-digital and digital-to-analog conversions, local-oscillators, and power
amplifiers), digital signal processing (e.g., channel estimation, combining, and
precoding), and load-dependent contributions (e.g., coding, decoding, and back-
hauling) [31,32]. All these factors contribute to the circuit power (CP) consumption,
which, together with the total transmit power Kp, determines the network power
consumption, i.e.:

Power consumption = Kp+ CP (W). (9.20)

The expression of the CP consumption is often driven by analytical tractability rather
than practical considerations. Next, we discuss the implications of using an over-
simplistic model and show how this may bring to misleading conclusions for the
fundamental limits of EE in multiple antenna communication systems. To overcome
this, more practical CP consumption models are progressively introduced and studied.

9.3.1 Zero circuit power

We start by studying the case where the transmit power p is the only contribution to
the power consumption. This amounts to setting CP = 0 in (9.20). This case never
occurs in practice but can be thought of as a limiting case that resembles an extremely
efficient network capable of performing a huge amount of logic operations while
using a negligible computing power [33]. Under these circumstances, the EE formula
in (9.1) becomes

EE = B
SE

Kp
, (9.21)

where the SE is obtained in (9.16). Hence, (9.21) depends on M , K , and the ratio
p/B. Particularly, (9.21) is a monotonically nondecreasing function with respect to
B/p ≥ 0. Hence, it is maximized as p/B→ 0, which can be achieved by taking
the transmit power p→ 0, or by taking the bandwidth B→∞, or a combination
thereof. This consideration allows us to focus on an MR combiner only since we do
not expect high differences in terms of SE with respect to the M-MMSE combiner
(see Figure 9.2). The limit can be easily computed [33]:

lim
p/B→0

KB

Kp
log2

(
1+ a

b+ 1
SNR

)
= log2(e)

N0
aβ0

0 . (9.22)

We recognize (9.22) as the reciprocal of the minimum energy-per-bit forAWGN chan-
nels [34], with the only difference that a deterministic channel gain aβ0

0 is included.
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From (9.17), it thus follows that we can arbitrarily increase (9.22) by letting M →∞,
since a is proportional to M as defined in (9.17). Notice also that (9.22) does not
depend on the interference power level b. This is because by taking the limit p/B→ 0,
every UE transmits with a very low power per unit of bandwidth such that SNR→ 0
and the network operates in the noise-limited regime.

To quantify the EE limit in practical scenarios, Figure 9.3 illustrates (9.22) as
a function of β0

0 in dB for M = {10, 50, 100} and K = 10. As seen from this fig-
ure, the EE upper limit is a monotonically non-decreasing function of β0

0 and M
and achieves values in the range of 104–105 Gbit/J for β0

0 = −80 dB. In free-space
propagation at 3 GHz with lossless isotropic antennas, β0

0 = −80 dB corresponds
to 80 m distance; distances are expected to be much shorter in future networks. The
above results ignore the fact that the CP increases with M in practice. This shortcom-
ing is addressed in what follows by considering a progressively more realistic power
consumption model [31,32].

The analysis above shows that it does not matter if p→ 0 or B→∞ in terms of
network EE. However, if we look at the achievable network data rates, this makes a
huge difference since for the two cases we have that:

data rate→
{

0 p→ 0
Kpβ0

0
N0

a log2(e) B→∞. (9.23)

For example, we get 0 bit/s if p→ 0 or roughly 200 Tbit/s if B→∞ with
p = 20 dBm, β0

0 = −80 dB, K = 10, M = 50, and N0 = −174 dBm/Hz. A communi-
cation system with zero data rate is practically worthless, even if it is energy efficient.
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Figure 9.3 EE limit in (9.22) as a function of the average intracell channel gain β0
0

in dB when K = 10, M = 10, 50, and 100. The circuit power is not
accounted for
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The reason for this weird result comes from the considered power consumption model,
which accounts only for the transmit power. This will be generalized below.

Figure 9.4 shows how the EE approaches its limit as B→∞when p = 20 dBm,
K = 10, M = 50, and N0 = −174 dBm/Hz. Both MR and M-MMSE are employed
for combining. Different values ofβ0

0 are considered, and these determine how quickly
we approach the EE limit. For the edge-cell case ofβ0

0 = −110 dB, the limit is reached
at B = 10 GHz at 100 Gbit/J, while we need 100× more bandwidth every time β0

0
is increased by 20 dB. For a UE close to its serving BS, i.e., β0

0 = −50 dB, the EE
upper limit is reached over B = 1 THz and is around 105 Gbit/J. M-MMSE combining
is more energy efficient than MR for any value of B. This is because for the same
transmit power, it achieves higher data rates. However, we notice that M-MMSE has
higher complexity than MR. This inevitably increases the power consumption. This
will be taken into account later on.

9.3.2 Constant but nonzero circuit power

Assume now that fixed CP = μ with μ ≥ 0 is included in the model (9.20). When
communicating over long distances, it is common to have Kp+ μ ≈ Kp, but in future
small cells, it is possible that μ > Kp. The EE in (9.1) becomes

EE = B SE

Kp+ μ , (9.24)
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Figure 9.4 EE as a function of the system bandwidth B for different intracell
channel gains β0

0 ∈ {−110, −50} dB. Both MR and M-MMSE are
considered. We fixed p = 20 dBm and M = 50. The other
parameters are in Table 9.1
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which depends on B, the ratio p/B, K , and M . Unlike (9.21), its upper limit cannot
be achieved by taking the limit p/B→ 0. In fact, the EE in (9.24) is a monotonic
non-decreasing function with respect to B only, and it is thus maximized as B→∞.
We can exploit this information by studying the noise-limited regime, which is well
described by the MR combiner (see Figure 9.2). Similarly to (9.22), we obtain

lim
B→∞

BK

Kp+ μ log2

(
1+ a

b+ 1
SNR

)
= log2 (e)aβ0

0

N0

1

1+ μ

Kp

. (9.25)

The resulting EE limit is in the same form of (9.22) with the only difference that a
scaling factor 0 < 1

1+μ/Kp ≤ 1 is included. By setting μ = 0, we obtain (9.22). The
same result can be achieved by observing that (9.25) is monotonically increasing with
p, and it can thus be maximized by letting p→∞. This yields

lim
p→∞

log2 (e)aβ0
0

N0

1

1+ μ

Kp

= log2 (e)aβ0
0

N0
. (9.26)

The same result can be achieved by letting P and B going jointly to infinity, but with
B having a higher convergence speed than P. Notice that, by taking the limit p→∞,
we implicitly assume that μ becomes negligible. This is the reason why the same EE
limit is obtained if μ→ 0 or p→∞.

If p <∞ and μ > 0, a loss in the EE upper limit is experienced compared to
(9.22). This loss increases as the ratioμ/p grows large. To quantify this, let us consider
a practical scenario with p = 20 dBm, K = 10 (i.e., Kp = 1), andμ = {5, 10}W [15].
If μ = 5 W with μ/p = 50, the EE limit is 83% lower. A 91% smaller EE is achieved
when μ = 10 W and thus μ/p = 100.

So far, we have not taken into account the CP increases with M in practice. This
is addressed in what follows.

9.3.3 Impact of BS antennas

We now consider the CP model:

CP = μ+ ηM , (9.27)

with η ≥ 0 accounting for the power consumption of multiantenna processing
schemes and transceiver architectures [15, Chapter 5]. This choice is motivated by the
fact that (i) a BS antenna is connected to a radio frequency chain, including hardware
components (e.g., digital-to-analog converter, local oscillator, power amplifier); (ii)
the total number of complex-valued samples to be processed at each BS (per symbol
time) is proportional to M ; and (iii) the complexity of digital signal processing (e.g.,
beamforming, channel estimation) depends on M as well. We notice that the power
consumption due to hardware components typically scales linearly with M , whereas
digital signal processing may lead to higher-order dependencies [15]. For simplicity,
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we neglect this fact and consider only the linear model in (9.27). Hence, the EE
formula takes the following form:

EE = B SE

Kp+ μ+ ξM
. (9.28)

The above expression is still monotonically increasing with respect to B and its limit
as B→∞ for the representative MR case yields:

lim
B→∞

BK

Kp+ μ+ ξM
log2

(
1+ a

b+ 1
SNR

)
= log2(e)aβ0

0

N0

1

1+ μ

Kp + ξM
Kp

. (9.29)

By setting μ = ξ = 0, we clearly obtain (9.22). As before, the same result can be
achieved by letting p→∞. When p <∞ andμ, ξ > 0, we have a non-negligible loss
compared to (9.22). This loss depends jointly on p, K , and M/K . With p = 20 dBm,
K = 10, μ = 10 W, and ξ = 0.5 W [15], a loss of 94% and 98% in the EE limit is
achieved for M = 10 and 100, respectively.

In massive MIMO, a regime of interest is when M →∞ and K is kept fixed. In
this case, we obtain:

lim
M→∞

BK

Kp+ μ+ ξM
log2

(
1+ a

b+ 1
SNR

)
= log2(e)β0

0

N0

Kp

ξ
, (9.30)

which does not depend on M . Unlike (9.25), where we could unboundedly increase
the EE limit by letting M →∞, the EE limit in (9.30) is quantified as approximately
7 Tbit/J when p = 20 dBm, K = 10, β0

0 = −80 dB, N0 = −174 dBm/Hz, and ξ =
0.5 W.

9.3.4 Varying circuit power

So far, we have modeled the CP consumption as independent of B. This implies that
we expect no changes in the network power consumption as the system sampling
rate (which is proportional to B) increases unboundedly. This is obviously not true
in practice since the CP highly depends on the number of samples to be processed
per second, i.e., the system sampling rate. Also, the amount of consumed power
strongly depends on the daily network load variations due to coding, decoding, and
backhauling of signals. This is also proportional to the data rate and, in turn, to the
bandwidth B. Hence, a more realistic model is

CP = μ+ ηBM + νB+ γB SE, (9.31)

where η, ν, γ ≥ 0 are hardware characterization constants that are specified in
Table 9.1, along with some example numbers. The exact numbers are implemen-
tation specific, while the structure of the power consumption in (9.31) is general. To
obtain a fundamental limit of the EE, these values may be obtained by recurring to
the futuristic limit on computational complexity, i.e., the so-called Landauer limit of
approximately 1018 flops/J [35,36]. Using (9.31), the EE takes the following form:

EE = B SE

Kp+ μ+ ηBM + νB+ γB SE
, (9.32)
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Table 9.1 Hardware characterization constants

Parameter Symbol Value (J)

Radio frequency and digital signal processing η 10−14

Baseband processing ν 10−14

Load-dependent power consumption γ 10−15

Note: y is measured in units of J/bit, while the other two are measured in units of J.

which is a non-linear fractional program [37] of the network parameters (p, B, M , K).
Its global optimal is in general hardly available in closed form. To gain some insights
into the fundamental limits of EE, we assume the following:

1. The network operates in the noise-limited regime;
2. The fixed CP is neglected, i.e., μ = 0.

To quantitatively find a condition under which the first assumption holds, one can
use (9.16). The noise-limited regime requires that:

1

SNR
≥
{

(K − 1)(1+ β̄)g00 LoS

(K − 1)+ K β̄ NLoS
(9.33)

from which, by using (9.7), one obtain:

p

B
≤
⎧⎨
⎩

N0
β0

0

1
(K − 1)(1+ β̄)g00

= τLoS LoS
N0
β0

0

1
(K − 1)+K β̄

= τNLoS NLoS.
(9.34)

Interestingly, the ratio p/B under which the network operates in the noise-limited
regime is independent of M . This is because both the receive noise power and the
interference power do not depend on M . While this is always the case for the receive
noise power, the interference power may scale linearly with M . In practice, this occurs
when multiple UEs share the same pilot sequence for channel estimation (e.g., see
pilot contamination effect in [10]). It happens also when there are closely spaced UEs
as it follows from (9.18) for MR with LoS propagation. The case p/B ≥ τLoS/NLoS

leads to the interference-limited region, which is treated later on.
Figure 9.5 illustrates the pair (p, B) for which the interference power equals the

noise power for LoS and NLoS scenarios. Different curves are obtained for different
values of β0

0 . Each of those curves must be understood in the sense that in the region
below the curves the network is in the noise-limited regime, i.e., the noise power is
higher than interference. Reasonably, the farther the UEs from the serving BS, the
larger is the noise-limited regime for a given B, in the sense of it appearing for higher
average transmit powers. For example, every time β0

0 is increased by 30 dB, we need
a 1,000× transmit power per UE. The minimum power required to operate in the
noise-limited regime changes as a function of B. Quantitatively speaking, e.g., for the
NLoS scenario, whenβ0

0 = −80 dB, β̄ = −15 dB, K = 10, and N0 = −174 dBm/Hz,
a transmit power of p ≤ 90 μW is sufficient when B = 2 GHz. On the one hand,
p ≤ 4 μW is needed when B = 100 MHz.
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Figure 9.5 Average per-UE transmit power p needed for the noise power to equal
the interference power as a function of the bandwidth B (GHz). We plot
the analytical formula in (9.35) for different average channel gains β0
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in dB for LoS and NLoS. Also, β̄ and K are listed in Table 9.1

In the noise-limited regime defined earlier and μ = 0, the EE reduces to

EE =
K log2

(
1+ a

β0
0

N0

p
B

)
K p

B + ηM + ν + γK log2

(
1+ a

β0
0

N0

p
B

) , (9.35)

which is a unimodal function of p/B [32, Lemma 3] and is maximized for

( p

B

)� = e
W

(
1
e

(
aβ0

0
N0

(ηM+ν)
K −1

))
+1

− 1
aβ0

0
N0

, (9.36)

where W (·) denotes the Lambert function [38]. Hence, a CP model that depends on
B pushes the optimal p/B away from the origin to a nonzero finite value as derived in
(9.36). Interestingly, the optimal p/B does not depend on γ , which accounts for the
load-dependent power consumption. This implies that every UE can adjust its own
power irrespective of the traffic conditions.

A simplification of (9.36) can be obtained by assuming M � K and by using
the general fact that aβ0

0/N0 � 1. Since eW (z)+1 ≈ z with z � 1 [38], (9.36) can be
approximated as( p

B

)� ≈ ηM + ν
eK

, (9.37)

where we have neglected the −1 term in the numerator of (9.36). This shows that,
in the noise-limited regime, at the EE optimum the transmit power p� scales linearly
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with M/K . Quantitatively, by using the same setting of Figure 9.5 with M = 50 and
η = 10−14 J as indicated in Table 9.1, we obtain p� = 2 μW when B = 100 MHz and
p� = 40 μW when B = 2 GHz. Both are within the required range of power as given
by (9.34).

By inserting (9.37) back into (9.35) yields:

EE ≈
log2

(
1+ a

β0
0

N0

ηM+ν
eK

)
M
K η

(
1
e + 1

)+ ν

eK + γ log2

(
1+ a

β0
0

N0

ηM+ν
eK

) , (9.38)

which is a function of K , M/K , β0
0/N0, and the hardware constants ν, η, and γ as

specified in Table 9.1. Note that the power constraint in (9.34) maps to a constraint
M/K ≤ (eτ − ν/K)/η required to be in the noise-limited regime, which is always sat-
isfied for any practical network parameter values. The EE limit in (9.38) is illustrated
in Figure 9.6 for the same setup of Figure 9.3. Similar to the zero CP case, the EE is
a monotonically non-decreasing function of β0

0 . However, distinct operating regimes
can be identified as the ratio M/K increases. Here, two regions exist: when adding
BS antennas per UE might or might not be beneficial in terms of increasing the EE.
Particularly, when β0

0 ∈ [−110,−80] dB (edge cell UEs), there is a gain in increasing
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Figure 9.6 EE (Gbit/J) upper limit in (9.38) with varying circuit power
CP = μ+ ηBM + νB+ γB SE (W). The EE is evaluated for a network
operating in the noise-limited regime as a function of the average
intracell channel gain β0

0 in dB for different BS antenna-UE ratios
M/K. The optimal p/B in (9.37) is used. The other parameters are
in Table 9.1
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M/K . On the other hand, a loss is experienced for β0
0 ∈ [−70,−50] dB (UEs close to

the BS). The region β0
0 ∈ [−90,−70] dB is a transitory stage between the two. Also,

while for the zero-CP case, we could push the EE upper limit at β0
0 = −80 dB up to

2× 105 Gbit/J with M/K = 10, by considering a more practical model we obtain an
EE of at most 2× 104 Gbit/J, with a loss of an order of magnitude.

9.3.5 Impact of interference

Following the discussion on the EE upper limits in the presence of a more practical
varying CP model, we now take a closer look at the implications of operating in an
interference-limited (noise-free) regime. As mentioned earlier, we neglect the fixed
contribution to the CP, i.e., μ ≈ 0, while considering p/B to be high enough so that
the network operates in an interference-limited regime; (see Figure 9.5). This choice
is generally suboptimal since the EE may not be a monotonically increasing function
of p/B over its entire domain.

Unlike the noise-limited regime, which exhibits very limited differences to sys-
tem changes, the EE evaluation in the interference-limited region must be tailored
specifically to each network configuration. Similarly, the curve p(B) that separates
the two regions may be computed by comparing the interference power and receives
noise power appearing in the SE formula of Theorem 9.1. A rule of thumb suggests
that p/B ≥ 10τ is enough for the interference to be the dominant effect. In this case,
the EE simplifies to

EE ≈

∑K
k=1E

⎧⎨
⎩log2

⎛
⎝1+ |vH

00k h00k |2∑K
i=1
i �=k
|(v00k )Hh00i |2+

∑K
i=1 |(v00k )Hh01i |2

⎞
⎠
⎫⎬
⎭

Kp
B + ηM + ν + γ ∑K

k=1 E

⎧⎨
⎩log2

⎛
⎝1+ |vH

00k h00k |2∑K
i=1
i �=k
|(v00k )Hh00i |2+

∑K
i=1 |(v00k )Hh01i |2

⎞
⎠
⎫⎬
⎭
.

(9.39)

The MR combiner v00k in (9.9) does not depend on p/B. Also, as p/B grows large,
the SNR increases proportionally and the M-MMSE combiner in (9.10) become
less sensitive to the level of transmit power. Hence, the above expression becomes
a monotonic non-increasing function of p/B, since this appears at the denominator
only. Thus, the optimal p/B is obtained as the infimum of the subset under which
(9.39) is valid:( p

B

)� = 10τ = N0

β0
0

10

(K − 1)+ K β̄
, (9.40)

where we substituted the value of τ in (9.34). The EE in the interference-limited regime
is evaluated numerically by means of Monte Carlo simulations in Figures 9.7 and 9.8
for M-MMSE and MR, respectively. The EE upper limit is obtained by plugging (9.40)
into (9.39) and is plotted as a function of β0

0 ∈ [−110,−50] dB, for M/K = {1, 5, 10},
K = 10, and using the hardware parameters in Table 9.1.
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Figure 9.7 EE (Gbit/J) upper limit in (9.39) with varying circuit power and an
M-MMSE combiner. The EE is evaluated for a network operating in the
inference-limited regime as a function of the average intracell channel
gain β0

0 in dB for different BS antenna-UE ratios M/K. The optimal
p/B in (9.40) is used. The optimal p/B in (9.40) is used. The other
parameters are in Table 9.1

Similarly to Figures 9.3 and 9.6, the EE limit is a monotonically non-decreasing
function of β0

0 . M-MMSE achieves higher EE than MR in the case of NLoS propa-
gation, as seen from the substantial SE gap in Figure 9.2, which for β0

0 = −80 dB,
K = 10, and M = 50 can be quantified as an EE gain of an order of magnitude. The
opposite is true in the LoS case, where MR achieves a smaller but significant EE
gain compared to M-MMSE. This gap is due to the fact that the SE gain of M-MMSE
is counteracted by the increasing computational complexity required for performing
multicell processing, as opposite to single cell processing required by MR combining.

As expected from the SE in Figure 9.2, an EE gap is observed between the NLoS
and LoS scenarios with M-MMSE, whereas this gap is limited with MR. The EE gap
with M-MMSE becomes larger as M/K increases. For example, with β0

0 ∈ −80 dB
this is quantified as a factor of 2 with M/K = 1, whereas as a few order of magnitudes
with M/K = 10. Different behaviors arise for the LoS and NLoS cases as a function of
M/K . While, in the LoS propagation, equipping BSs with more and more antennas
per UE always reduces the EE, distinct operating regimes could be identified in
the NLoS case as a function of M/K (as what we have seen in the noise-limited
regime).

For completeness, in Figure 9.9 we show the behavior of the EE as a function
of SNR over its entire range of values. As expected, the EE is a unimodal function
of the SNR wherein the maximum is achieved at SNR = −10 dB. The curve is
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Figure 9.8 EE (Gbit/J) upper limit in (9.39) with varying circuit power and an
MR combiner. The EE is evaluated for a network operating in the
inference-limited regime as a function of the average intracell channel
gain β0

0 in dB for different BS antenna-UE ratios M/K. The optimal
p/B in (9.40) is used. The other parameters are in Table 9.1

quite smooth around the maximum EE point that shows to be robust against channel
condition β0

0/N0 and system changes p/B. We recall that the SE in Figure 9.2 is
a monotonic non-decreasing function of the SNR and achieves a floor due to the
interference, irrespective of the combiner. Thus, one may want to transmit with as
large p/B as possible to achieve the fundamental SE upper limit. The lack of further
SE benefits is negatively weighted by the EE metric, which, unlike the SE, includes
the power consumption cost needed to run the cellular network. Interestingly, there
is an operating region wherein we can jointly increase the SNR (and so the SE)
and EE. Quantitatively speaking, when β0

0 = −80 dB and N0 = −174 dBm/Hz, this
yields optimal average transmit power p� = 4 μW (B = 100 MHz) and p� = 80 μW
(B = 2 GHz), which according to (9.34) may be considered as a noise-limited
regime.

In summary, the adoption of an M-MMSE combiner at the BS is prefer-
able when the network operates in an interference-limited regime—especially with
NLoS propagation scenarios where its advantages in terms of SE and EE are more
pronounced—whereas MR is the way to go when considering a noise-limited regime.
Despite the increased computational complexity, there exist benefits from the use of
M-MMSE rather than MR when the incoming signals reach the BS through multiple
paths. This is due to the capability of M-MMSE to suppress the intra- and inter-cell
interference coming from several directions.



252 Green communications for energy-efficient wireless systems

40 5020 300 10
Signal-to-noise ratio (SNR) (dB)

–20 –10–40 –30–50

101

100

10–1

102

103

104

105

106

NLoS

M-MMSE

MR

LoS

EE
 (G

bi
t/J

)

Figure 9.9 EE (Gbit/J) upper limit in (9.39) with varying circuit power and an
M-MMSE combiner. The EE is evaluated for a network operating in the
inference-limited regime as a function of the average intracell channel
gain β0

0 in dB for different BS antenna-UE ratios M/K. The optimal
p/B in (9.40) is used. There are K = 10 active UEs and the relative
interference is β̄ = −15 (dB)

9.3.6 Summary of Section 9.3
● The EE is the number of bits that can be reliably transmitted per unit of energy

(bit/J). This number is defined as the ratio between the data rate and associated
power consumed for running the cellular network. A common model for the
network power consumption accounts for the total transmit power and CP;

● The CP is generally obtained as a sum of different power contributions: digital
signal processing (e.g., due to channel estimation and baseband processing), radio
frequency (e.g., to run the transceiver hardware components), and load-dependent
processing (e.g., due to coding, decoding and backhauling);

● The adoption of a simplified CP consumption model to analyze the EE of a
communication system may lead to misleading conclusions. For example, for
an ideal zero CP (i.e., considering the transmit power only), the EE upper limit

equals the minimum energy-per-bit of an AWGN channel, i.e.,
log2(e)β0

0 M
N0

(bit/J),
which grows unboundedly with the number M of antennas;

● Adding a constant CP term to the network power consumption does not change
the EE behavior, but rather diminishes the EE upper limit by roughly a factor
of ×2;

● The dependence of the CP on M naturally appears due to the additional hard-
ware deployed. This increases both the signal processing and transceiver power
consumption. Including M into our CP model makes the EE upper limit bounded
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as M →∞. For M/K � 1 (i.e., massive MIMO regime), this limit is equal to
log2(e)β0

0
N0

Kp
ξ

(bit/J), which does not depend on M ;
● A more realistic CP model must account for the bandwidth B due to the increase in

the number of samples processed by the network. This leads to a realistic network
power consumption model that is generally hard to treat mathematically. The EE
maximization problem becomes a multivariate fractional programing that is a
function of several network design parameters;

● To establish general conclusions that do not rely heavily on specific design
parameters, we study the EE behavior in two different regimes: noise- and
interference-limited regimes. These two regions are found by requiring the ratio
p/B to be lower or higher than a certain threshold, respectively;

● In the noise-limited regime, i.e., p/B < τ , when M/K � 1, the optimal transmit
power p� scales linearly with the ratio M/K and does not depend on the traffic
load conditions. The EE behaves the same way in LoS and NLoS scenarios. Inter-
estingly, distinct network operating regimes can be identified as M/K increases.
While edge-cell UEs (i.e., β0

0 ∈ [−110,−80] dB) experiences an EE gain, UEs
close to their BS (i.e., β0

0 ∈ [−70,−50] dB) incur in an EE loss;
The use of the MR combiner at the BS is convenient, with respect to a multi-

cell processing (e.g., M-MMSE), when the network operates in a noise-limited
regime. Under this settings, we do not really need interference suppression capa-
bilities and the small SE gain due to the use of multicell processing is counteracted
by its increasing complexity. Interestingly, this result is true irrespective of the
propagation conditions;

● In the interference-limited regime, i.e., p/B > τ , different behaviors are found
depending on whether we are in LoS or NLoS scenario. In NLoS propagation, the
M-MMSE achieves the highest EE with respect to MR, whereas the opposite is
true in the LoS case, where MR achieves a smaller but significant EE gain com-
pared to M-MMSE. The change in the EE behavior is due to the reduced SE bene-
fits of M-MMSE on MR with respect to the noise-limited regime in the LoS case;

● Unlike the noise-limited regime, for which the EE has distinct operating regimes
as M/K increases, in the interference-limited regime the EE is an increasing
function of M/K both for MR (LoS and NLoS scenarios) and M-MMSE (NLoS
scenario only). Therefore, the adoption of an M-MMSE combiner at the BS pays
off in terms of EE when the network operates in an interference-limited regime
and in presence of NLoS propagation.

9.4 State of the art on energy efficiency analysis

9.4.1 Impact of cooperation

The analysis in the previous section showed that interference plays a major role in
the fundamental limits of EE. This motivated the use of interference-suppressing
processing like M-MMSE. Further benefits may be obtained by enabling cooperation
among different BSs to jointly serve the active UEs [39]. This scenario is depicted in
Figure 9.10 in which the UEs are simultaneously served by multiple BSs, connected
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Figure 9.10 Illustration of a Network MIMO scenario with two BSs. There are no
cells and the BSs are connected via infinite-capacity backhaul links to
a CPU. The UL transmission of the desired UE k in cell 0 is received
from both the BSs and sent to the CPU that performs global receive
combining

via backhaul links to a centralized processing unit (CPU). The received signal at
each BS is sent along with the channel estimates to the CPU that is responsible of
combining and decoding.

Different levels of cooperation can be envisaged. In what follows, we consider
the case of full cooperation among BSs and perfect CSI.This implies that the backhaul
links connecting the BSs are modeled as zero-latency, error-free, and having unlimited
capacity. This network setup constitutes the fundamental limit of any multiantenna
communications system and serves as a benchmark to evaluate the performance gap
in terms of EE with a classical massive MIMO system in which BSs do not cooperate.
Following the analysis mentioned earlier, we consider both LoS and NLoS propagation
scenarios.

Consider a Network MIMO system with two BSs distributed, each one of which
has M antennas and serves simultaneously 2K UEs as in Figure 9.10. During UL
transmission, the complex-valued M -dimensional received signal at BS � is

y� =
2K∑
i=1

h�isi + n�, (9.41)

where h�i is the channel response between UE i and BS � having an average channel
gain β�i, si ∼ NC(0, pi) with i = 1, . . . , 2K are the transmitted signals, and n� ∼
NC(0M , BN0IM ) is the noise vector. Under the assumption of perfect backhaul links,
the receive data y� at the two BSs are passed without any loss of information to
the CPU. This aggregate signal can be equivalently rewritten in column form y =
[yT

1 , yT
2 ]T as

y =
2K∑
i=1

hisi + n, (9.42)

where hi = [hT
1i, hT

2i]
T and n = [nT

1, nT
2]T such that n ∼ NC(02M , BN0I2M ).
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The sum channel capacity in a Network MIMO system is given by [27]

Csum = log2 det
(

I2M + 1

BN0
HPHH

)
, (9.43)

where H = [h1, . . . , h2K ] and P = diag(p1, . . . , p2K ). The expression in (9.43) coin-
cides with the capacity of a single-user MIMO system† [40] with 2K transmit antennas
and 2M receive antennas under transmission of statistically independent signals (i.e.,
diagonal transmit correlation matrix) with individual per-antenna power constraints.
Unlike in the MIMO model, the single-antenna UEs in Network MIMO communicate
with multiple-antenna BSs. The lack of cooperation between antennas at the transmit
side does not decrease the channel capacity. Also, there are different average channel
gains between each pair of transmit and receive antennas, thus offering a macroscopic
diversity gain with respect to the MIMO case; that is, every BS may experience a
very different channel condition to the desired UE. Notice that the capacity in (9.43)
is achieved by using nonlinear processing [27].

In the case where every UE transmits with the same power pk = p, the sum
channel capacity for the LoS and NLoS propagation scenarios are reported below.

Lemma 9.3 (LoS propagation). The sum channel capacity (bit/s/Hz) in the LoS
case is

Csum =
min (2M ,2K)∑

j=1

log2

(
1+ p

BN0
σ 2

j (H)
)

, (9.44)

where σj (H) are the singular values associated with the global channel matrix H of
rank(H) ≤ min(2M , 2K).

Lemma 9.4 (NLoS propagation). The sum channel capacity (bit/s/Hz) in the NLoS
case is

Csum =
min(2M ,2K)∑

j=1

E

{
log2

(
1+ p

BN0
σ 2

j (H)
)}

. (9.45)

where the expectation is taken with respect to the channel realizations.

In Figure 9.11, the sum SE achieved with Network MIMO is compared to that
provided by a massive MIMO system with the optimal M-MMSE as a function of
the SNR in dB. We assume M = 50, K = 10, β̄ = −15 dB, N0 = −174 dBm/Hz,
and half-wavelength antenna spacing. Network MIMO largely outperforms massive
MIMO for the entire range of SNR values and provides roughly the same performance
under LoS and NLoS scenarios. This is due to the combined effects of cooperation
among the BSs and the optimal nonlinear signal processing at the CPU. Compared to
massive MIMO, the SE with Network MIMO is increased by 5× at SNR = 0 dB and
by a factor of 4 at SNR = 15 dB.

†A single multiple-antenna UE communicates with a single multiple-antenna BS. Cooperation takes place
both at transmit and receive sides.
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Figure 9.11 Average UL sum SE as a function of the SNR0 in dB. There are M = 50
BS antennas, K = 10 active UEs per cell and the average relative
interference between the two cells is β̄ = −15 dB. The (optimal)
nonlinear SIC precoding scheme is compared to the (linear) M-MMSE
scheme at BS under LoS and NLoS propagation

The EE of the two communication systems is numerically evaluated in Figure 9.12
as a function of SNR in dB, using the power consumption model in (9.31). To take
into account the increased complexity of the non-linear processing, the values of the
hardware characterization constants are increased by a factor 10 with respect to the
ones listed in Table 9.1. In both cases, the EE is a unimodal function of the SNR and
achieve the same maximum at roughly SNR = −10 dB.

In brief, there are operating regions in which, we can increase the network EE by
allowing cooperation among the serving BSs. In a practical setting, however, where
SNR ∈ {−20, 3} dB, massive MIMO is surprisingly better than Network MIMO. This
result, which is evaluated numerically only, depends highly on the network power
consumption parameters and needs a more deep analysis. Thus, despite the advantage
of introducing cooperation among different BSs in terms of SE is clear, it is not well
understood whether the EE benefits as well. Certainly, the EE of Network MIMO
is more flat around its maximum than massive MIMO, as showed in Fig. 9.12. In
other words, the EE-optimal operating point is more robust to system changes due to
varying network parameters.

9.4.2 Impact of imperfect channel knowledge

So far, we have assumed that the network operates with perfect CSI. In practice, this
condition is never met and the BSs must estimate the channels regularly in order



Energy efficiency in 5G multiple antenna systems 257

105

104

103

LoS
NLoS

Network MIMO

Massive MIMO102

101

100

10–1

–50 –40 –30 –20 –10 0
Signal-to-noise ratio (SNR) (dB)

EE
 (G

bi
t/J

)

10 20 30 40 50

Figure 9.12 EE as a function of the SNR0 in dB. There are M = 50 BS antennas,
K = 10 active UEs per cell, and the average relative interference
between the two cells is β̄ = −15 dB. The (optimal) nonlinear SIC
precoding scheme is compared to the (linear) M-MMSE scheme at BS
under LoS and NLoS propagation

to combine the received signals. The channel responses are approximately constant
within each of its time–frequency coherence block, which typically spans a time
interval (τc) in the order of a few milliseconds and a frequency interval (Bc) of a few
hundred of Hz [10,15]; they are, respectively, called coherence time and coherence
bandwidth.

The main method for CSI acquisition in massive MIMO is UL pilot signaling,
where a predefined signal φ0i ∈ C

τp such that ‖φ0i‖2 = τp—chosen from an orthog-
onal set of pilot sequences � ∈ C

τp×τp —is sent from each UE i in cell 0. The BS 0
collects these pilot signals over a certain time interval τp  τc to obtain Yp

0 ∈ C
M×τp

and then correlates the observed signal to every pilot signals in order to obtain a suffi-
cient statistic yp

00k = Yp
0φ
∗
0k for the desired channel associated, e.g., with UE k [10,15]

we obtain

yp
00k =

√
p0kτph0

0k +
∑

(�,i)∈P0k

√
p�iτph0

�i + np
0, (9.46)

where P0k = {(�, i) : φ�i = φ0k} is the set of indices of all UEs that utilize the same
pilot signal as UE k in cell 0 and np

0 = Np
0φ
∗
0k ∼ NC(0M , σ 2τpIM ) with σ 2 being

the variance of each entry of Np
0. The sufficient statistics are then used to acquire

channel knowledge. Different methods can be used, each with a different trade-off
between complexity and estimation accuracy. Typically, the channels are assumed to
be Gaussian distributed [41], and Bayesian estimators are thus preferable. The MMSE
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estimator minimizes the MSE between the current realization and its estimate. For
an i.i.d. Rayleigh fading channel between UE k in cell 0 and its serving BS 0, this is
given by

ĥ0
0k =

√
p0kβ

0
0k∑

(�,i)∈P0k
p�iτpβ

0
�i + σ 2

, (9.47)

which requires the knowledge of the second-order statistics (i.e., pathloss) of the
channels over the entire network.

Fundamentally, the performance of a massive MIMO network as M →∞ is lim-
ited by the so-called coherent-interference. This name is due to the fact that its average
power scales proportionally to M , just as the desired signal power [10]. Coherent-
interference arises when the same pilot sequence is assigned to different UEs within
a limited area coverage, which occurs in practice since the channel estimation phase
duration must be much shorter than the regular period over which the channel has to
be estimated, i.e., τp  τc. Hence, to limit the number of orthonormal pilot sequences
τp, BSs must share them among multiple UEs across the network. This lack of orthog-
onality among different UE signatures leads to channel estimates indistinguishable
at the BS up to a proportionality factor in the case of uncorrelated Rayleigh fading.
Nevertheless, when there is a certain degree of spatial correlation among these chan-
nels, the use of a smart combiner at the BS that exploits this intrinsic structure of the
channel statistics allows the rejection of coherent interference [28]. In fact, asymp-
totically as M →∞, the M-MMSE receiving scheme is found to achieve unlimited
capacity when the number K of UE and number of cell are fixed.

9.4.3 Impact of spatial correlation

Throughout this book chapter we used i.i.d. Rayleigh fading for modeling an NLoS
propagation scenario where the channel is described as in (9.3) and given by a col-
lection of zero-mean, circularly-symmetric, complex Gaussian random variables.
Despite its simplicity, this model is still the basis of most theoretical research in mul-
tiple antenna systems. For example, in massive MIMO it leads to neat, understandable
closed-form expressions for the SE [10]. Practical channels among different antenna
pairs, however, are spatially correlated [42]. This is because the physical propaga-
tion environment makes some propagation directions more probable to carry strong
signals than others, and the antenna patterns are generally not isotropic either. The
impact of spatial correlation in massive MIMO is studied in detail in [15] in terms of
SE and EE. A tractable way to model spatially-correlated channels with NLoS path is
the correlated Rayleigh fading model [29]: h0

0k ∼ NC(0M , R0
0k ), where R0

0k ∈ C
M×M

is the spatial correlation matrix. Different models exist for the generation of R0
0k based

on the geometry of the propagation environment (e.g., the model in [15, Sec. 7.3]).
The MMSE estimator for a correlated Rayleigh fading channel between UE k in cell
0 and its serving BS 0 is obtained as

ĥ0
0k =
√

p0kR0
0k�

0
0kyp

00k , (9.48)

where �0
0k = (

∑
(�,i)∈P0k

p�iτpR0
�i + σ 2IM )

−1. The above formula for the MSE
estimator depends jointly on the channel second-order statistics (i.e., the spatial
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correlation matrices) of all the intra- and inter-cell channels and the sufficient statis-
tic [10,15]. Differently from (9.47) that relies on the pathloss of every channel, (9.48)
requires the knowledge of the spatial correlation matrices of the channels over the
entire network.

Previous works dealing with the EE in multiple antenna networks using the
MMSE channel estimator can be found in [43–45], where it is shown that the maximal
EE is achieved by a massive MIMO setup. If full knowledge of the spatial correla-
tion matrices is not available, one can alternatively use the element-wise MMSE
(EW-MMSE) estimator, which requires only knowledge of the diagonal elements of
the spatial correlation matrices. Moreover, the least squares (LS) estimator does not
require any statistical knowledge and provides the lowest complexity at the cost of
reduced estimation accuracy. In [15, Section 4], the impact on SE of the reduced
channel estimation quality is numerically evaluated. Results show that the loss in SE
incurred by using a suboptimal channel estimator is less than 10% for most linear
combining schemes. Sophisticated combining schemes, such as M-MMSE, are those
that benefit much from using a more complex channel estimator.

The estimation accuracy of the channel vector, including all the channels between
every BS antenna and each of its served UE, increases as they become more spatially
correlated. This is mainly due to the fact that the second-order statistics of the channel
(i.e., the spatial correlation matrix) becomes more and more structured as spatial
correlation increases, and this may be exploited during channel estimation. Also, the
larger the number M of BS antennas, the lower the estimation under spatial correlation.
This means that the use of large antenna arrays at the BSs increases the accuracy of
estimation, despite the larger amount of parameters to be estimated. All these effects
add coherently together in the SE expression, which benefits from the higher channel
estimation accuracy. On one hand, the use of more complex channel estimators and
a larger number of BS antennas leads to a higher SE. On the other hand, it tends to
increase the digital signal processing to be performed by the network and, in turn, the
CP. As expected, dealing with spatially correlated channels rather than uncorrelated
channels leverage an EE trade-off since the second-order statistics of the channels
now include all the cross-antenna terms, which are set to zero in the other case, with
a consequent increased digital signal-processing effort for the network.

In summary, the behavior of the EE for different channel estimators is not totally
understood and it is not clear whether choosing one estimator with respect to another
will be beneficial or not. Therefore, the impact of the spatial correlation on the network
EE requires further investigation.

9.4.4 Impact of densification

For simplicity, in this chapter we have modeled the BSs and UEs using the celebrated
Wiener model [26] as if they were located at fixed spatial positions. An intermediate
step was taken in [46] by considering a more complex spatial deployment over a
two-dimensional hexagonal lattice. The performance of a wireless network depends
critically on its spatial configuration, because received signal power and interference
are critically impacted by the average channel gain based on the distances between a BS
and all the UEs. The desire for tractability has led to over-simplified models, e.g., the
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Wiener model, where all interfering links contribute equally to the total interference.
Thus, a more realistic approach to the analysis of wireless networks includes the
impact of spatial configuration [47] that accounts for the fact that UEs located at
different distances from the BS contribute differently to the total interference power.

The exponential increase in the number of wirelessly-connected devices has lever-
aged the emerging of distributed network solutions to provide high data rate links to
several UEs (e.g., small cells, femtocells, relays), which give rise to a more irregularly
deployed and dense network infrastructure. Due to the dependence on many factors
such as BS and UE locations, and buildings infrastructure, among others, a statisti-
cal approach to the modeling of network spatial configuration has been pursued and
led to advanced modeling tools based on the mathematical framework of stochastic
geometry (e.g., [48–50]). Within the stochastic geometry framework, Poisson point
process (PPP) has become very popular among the wireless research community. In
a PPP spatial model, the BSs are independently and uniformly distributed in a given
compact area, and their locations form a point process whose cardinality is a Poisson-
distributed random variable that is independent among different disjoint sets [48]. The
UEs are either considered uniformly distributed across the network or drawn from a
PPP considered statistically independent from the BS process. The simplest scenario
is when the BSs are spatially distributed according to a homogeneous PPP in which
the average number of BSs within a compact sets is proportional to its geographical
area up to a proportionality constant λ (BSs/km2), which is the intensity of the point
process.

Earlier works on the EE analysis of a cellular network under a stochastic geometry
framework can be found in [51,52]. Both works focus on the impact of network
densification—achieved through the deployment of more and more BSs in the same
geographical area—on the EE. In [51], the use of sleeping strategies together with
the deployment of small cells proved to be a promising solution for increasing the
EE. In [52], the EE was found to be a monotonic nondecreasing function of the cell
densityλ. Thus, network densification leads to a higher EE asλ increases, but this gain
saturates quickly. Further benefits can be achieved by using BS network densification
jointly with the massive MIMO technology.

The majority of works in the research literature use a standard pathloss model
where received power decays exponentially as d−α with the distance d between trans-
mitter and receiver and constant decadence term α. This pathloss model is quite
idealized, and practically α is itself a function of distance, typically an increasing
one [53]. Despite this argument, single slope pathloss models are preferred in general
by communication theorists since they made theoretical analysis much simpler than
using multislope (distance dependent) pathloss models. The use of a general multis-
lope pathloss model leads to rather different conclusions in terms of throughput and
coverage probability [53,54] and EE [55]. For example, distinct operating regimes
could be identified in a practical environment for which an increase, saturation, or
decrease of the throughput is observed as the network densifies [54]. In the extreme
case, ultra-BS-densification may even lead to zero throughput. Differently from [52],
under a generic multi-slope pathloss model, the EE in [55] is found to be a unimodal
function of λ, which means the cellular network achieves its maximum EE for a finite
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number of BSs. This result is independent of the combining scheme implemented at
the BS.
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Chapter 10

Energy-efficient design for doubly massive
MIMO millimeter wave wireless systems

Stefano Buzzi1,2 and Carmen D’Andrea1,2

10.1 Introduction

Future wireless networks are expected to provide huge performance improvements
compared to currently available systems [1]. Fifth-generation (5G) and beyond wire-
less systems will support three different service classes, namely, enhanced mobile
broadband (eMBB), massive machine-type communications (mMTC), and ultrareli-
able and low-latency communications (URLLC) [2]. The eMBB class will support
stable connections with very high peak data rates; the mMTC will support a mas-
sive number of Internet of Things devices, which are only sporadically active and
send small data payloads, while, finally, URLLC will support low-latency transmis-
sions of small payloads with very high reliability from a limited set of terminals,
which are active according to patterns typically specified by outside events. Among
the main factors that are at the foundation of 5G and beyond networks we find (a)
the reduction in the size of the radio cells, so that a larger area spectral efficiency
(SE) can be achieved; (b) the use of large-scale antenna arrays at the base stations
(BSs), i.e., massive multiple-input–multiple-output (MIMO) systems [3]; and (c)
the use of carrier frequencies in the range 10–100 GHz, also known as millimeter
waves (mm-waves)∗ [4]. Factor (a) is actually a trend that has been observed for some
decades, since the size of the radio cells has been progressively reduced over time
from one generation of cellular networks to the next one. Factor (b) has been consid-
ered starting from the fourth generation of wireless networks, and indeed the latest
Third-Generation Partnership Project LTE releases already include the possibility of
equipping BSs with antenna arrays of up to 64 elements; this trend continues in the 5G
New Radio standard, where fully digital (FD) beamforming structures are adopted.
Finally, factor (c) is instead a more recent technology, since for decades mm-waves
have been considered as being unsuited for cellular wireless networks.

1Department of Electric and Information Engineering (DIEI), University of Cassino and Southern Latium,
Cassino, Italy
2Consorzio Nazionale Interuniversitario per le Telecomunicazioni (CNIT), Parma, Italy
∗Even though mm-waves is a term that historically refers to the range 30–300 GHz, in the recent literature
about future wireless networks, the term is used to refer to frequency above 6 GHz.
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10.1.1 State of the art

Focusing on the massive MIMO technology, most of the research and experimental
work has traditionally considered its use at conventional cellular frequencies (e.g.,
sub-6 GHz). Such a range of frequencies is generally denoted as microwave. In the
recent past, the combination of the massive MIMO concept with the use of mm-wave
frequency bands has started being considered [5,6]. For conventional sub-6 GHz
cellular systems, it has been shown that equipping a BS with a very large (>100)
number of antennas [3,7,8] significantly increases the network capacity, mainly due
to the capability of serving several users on the same frequency slot with nearly
orthogonal vector channels. In the traditional massive MIMO literature, while the
number of antennas at the BS grows large, the user device is usually assumed to have
only one or very few antennas. When moving to mm-wave, however, the wavelength
gets reduced, and, at least in principle, a large number of antennas can be mounted not
only on the BS but also on the user device. As an example, at a carrier frequency of
30 GHz, the wavelength is 1 cm, and for a planar antenna array with half-wavelength
spacing, more than 180 antennas can be placed in an area as large as a standard credit
card. This leads to the concept of doubly massive MIMO system [6,9] that is defined
as a wireless communication system where the number of antennas grows large at
both the transmitter and the receiver.

While there are certainly a number of serious practical constraints—e.g., large
power consumption, low efficiency of power amplifiers (PAs), hardware complexity,
analog-to-digital conversion and beamformer implementation—that currently prevent
the feasibility of the use of large-scale antenna arrays at both sides of the communica-
tion links, it is, on the other hand, believed that these are just technological issues that
will be solved or worked around in the near future. Since in massive MIMO systems,
hardware complexity and energy consumption issues may be problematic, FD beam-
forming, which requires one radio-frequency (RF) chain for each antenna element, is
very challenging; as a consequence, recent research efforts have been devoted toward
devising suboptimal, lower complexity, beamforming structures [10]. Hybrid (HY)
beamforming structures have been proposed, with a limited number (much smaller
than the number of antenna elements) of RF chains. The paper [11], as an instance,
analyzes the achievable rate for an MU-MIMO system with HY precoding and limited
feedback; it is therein shown that, for the case of single-path (i.e., rank-one) chan-
nels, HY precoding structures achieve an SE very close to that of an FD beamformer.
In [12], it is shown that an HY beamformer with twice as many RF chains as transmit-
ted data streams may exactly mimic an FD beamformer; the analysis neglects energy
efficiency (EE) issues, assumes perfect channel state information (CSI), and is limited
to either a single-user MIMO system or an MU-MIMO system with single-antenna
receivers. The paper [13] proposes a new low-complexity postcoding structure, based
on switches rather than on analog phase shifters; the performance of this new struc-
ture is evaluated in a rather simple scenario, i.e., single-user MIMO system with a
limited number of transmit and receive antennas. The paper [14] focuses on sub-
6 GHz frequencies and introduces a novel postcoding structure made of fixed (rather
than tunable) phase shifters and of switches, under the assumption that the receiver is
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equipped with a large array, while the transmitters have only one antenna. In [15], the
authors consider five different low-complexity decoding structures, all based on the
use of phase shifters and switches, and provide an analysis of the achievable SE along
with estimates of the energy consumption of the proposed structures. The paper [16]
considers the issue of EE maximization in a downlink massive MIMO mm-wave sys-
tem by deriving an energy-efficient HY beamformer; however, the paper considers the
case in which the user terminals are equipped with just one antenna, and this is a key
assumption that is exploited to solve the considered optimization problems. Recently,
paper [17] shows that the FD beamforming with zero-forcing (ZF) beamforming at the
BS outperforms low-complexity structures both in terms of spectral and energy effi-
ciencies. This trend is also confirmed in [18–20] where the FD beamforming is again
considered as a possible candidate technology in order to achieve high EE at mm-wave
frequencies.

10.1.2 Chapter organization

This chapter focuses on the analysis of doubly massive MIMO mm-wave systems,
proposing several beamforming structures and comparing them from the point of view
of the EE. In particular, a detailed description of doubly massive MIMO systems at
mm-waves is given highlighting the differences with respect to massive MIMO sys-
tems operating at microwave frequencies. Some relevant use cases where the use of
doubly massive MIMO systems may turn out to be extremely useful are then dis-
cussed. Afterward, building upon mm-wave channel models available in the current
literature, the clustered channel model is described. Two main performance measures
are defined, i.e., the achievable SE and the global EE, which are defined as the ratio
between the SE and the total power consumption of the network. Beamforming struc-
tures are then detailed for FD, HY, and analog implementation, with emphasis on
the power consumption of each structure. An asymptotic analysis is performed in the
limit of a large number of transmit and receive antennas, and SE expressions for the
FD and analog beamforming (AB) structures in this regime are derived. Using
asymptotic formulas for the large number of antennas regime, low-complexity power
allocation strategies aimed at the EE maximization are derived. In particular two
different techniques are described, one relying on the asymptotic expressions in the
interference-free case and the other relying on the interference-limited case. In both
cases, the EE-maximizing power allocation is obtained by means of fractional pro-
gramming techniques [21]. Numerical results are finally presented to corroborate the
analysis and validate the theoretical findings.

This chapter is organized as follows. The next section contains the description
of doubly massive MIMO systems and the discussion of some relevant use cases.
Section 10.3 reports the system model, the transceiver processing, and the definition
of the performance measures. Section 10.4 details the considered beamforming struc-
tures, while Section 10.5 derives the asymptotic SE expressions for the digital and AB
structures. Section 10.6 contains the EE-maximizing power allocation strategies based
on the derived asymptotic expressions, while Section 10.7 contains the discussion
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about the obtained numerical results. Finally, concluding remarks are given in
Section 10.8.

10.1.3 Notation

The following notation is used. The transpose, the inverse, and the conjugate transpose
of a matrix A are denoted by AT , A−1, and AH , respectively. The square root of the
matrix A is denoted as A1/2. The trace and the determinant of the matrix A are denoted
as tr(A) and |A|, respectively. The magnitude of the complex scalar a is denoted as |a|.
The N -dimensional identity matrix is denoted as IN , the (N ×M )-dimensional matrix
with all zero entries is denoted as 0N×M . The matrix containing the rows of A from
the �th to the �′th and the columns from the mth to the m′ is denoted as A(�:�′,m:m′). The
diagonal matrix obtained from scalars a1, . . . , aN is denoted by diag(a1, . . . , aN ). The
statistical expectation operator is denoted as E[·]; CN

(
μ, σ 2

)
denotes a complex

circularly symmetric Gaussian random variable with mean μ and variance σ 2 and
U (a, b) denotes a random variable uniformly distributed in the range [a, b].

10.2 Doubly massive MIMO systems

The idea of using large-scale antenna array was originally launched by Marzetta [7]
with reference to BSs. The paper showed that in the limit of a large number of BS anten-
nas, small-scale fading effects vanish by virtue of channel hardening and favorable
propagation effects. The former effect makes a fading channel behave as deterministic
and the latter makes the directions of two users channels asymptotically orthogonal.
Consequently, plain channel-matched (CM) beamforming at the BS permits serving
several users on the same time–frequency resource slot with (ideally) no interfer-
ence, and the only left impairment is imperfect channel estimates due to the fact that
orthogonal pilots are limited and they must be reused throughout the network (this is
the so-called pilot contamination). Recent research has shown that pilot contamina-
tion represents a fundamental limit of massive MIMO system only if maximum ratio
combining/precoding is considered [22], and that advanced signal processing tech-
niques can be used to mitigate this effect [23]. Reference [7] considered a system
where user devices were equipped with just one antenna. Further studies have extended
the massive MIMO idea at microwave frequencies to the case in which the user devices
have multiple antennas, but this number is obviously limited to few units. Indeed, at
microwave frequencies the wavelength is in the order of several centimeters, and it is
thus difficult to pack many antennas on small-sized user devices. At such frequencies,
thus, massive MIMO just refers to BSs. Things are instead different at mm-waves,
wherein multiple antennas are necessary first and foremost to compensate for the
increased path loss with respect to conventional sub-6 GHz frequencies [24,25]. The
feasibility of communicating at a high rate in line-of-sight (LOS), benefiting from
the wide available bandwidth, also over long distances has been exploited using high-
gain directional antennas. Instead of deploying a huge array at one side of the link,
the same signal-to noise ratio can be achieved by deploying substantially smaller
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arrays at both sides. The beamforming gains are multiplied together, so, considering
the downlink, instead of having 1,000 antennas at the transmitter to serve single-
antenna receivers, we can have 100 antennas at the transmitter and 10 antennas at the
receivers. This also opens the door to explore systems with massive arrays at both
sides. This consideration leads to the concept of doubly massive MIMO system, first
introduced in [6,17], wherein the number of antennas grows large at both sides of the
communication link.

10.2.1 Differences with massive MIMO at microwave frequencies

An understanding of the electromagnetic propagation is crucial when considering
massive MIMO systems at mm-wave and microwave frequencies. The propagation
channels build on the same physics, but basic phenomena such as diffraction, attenu-
ation, and Fresnel zones are substantially different [25]. Now, while at microwave, the
use of hybrid beamformer brings unavoidable performance degradation, at mm-waves
something different happens in the limiting regime of a large number of antennas by
virtue of the different propagation mechanisms. In particular, in [24] it has been shown
that the use of large-scale antenna arrays at mm-wave has not an as beneficial impact
on the system multiplexing capabilities as it has at microwave frequencies. In fact, the
clustered structure of the mm-wave channel makes the purely analog (beam-steering)
beamforming optimal in a single-user scenario. Otherwise stated, in a single-user
link, the channel eigendirections associated with the largest eigenvalues are just the
beam-steering vectors corresponding to the arrival and departure angles and asso-
ciated with the predominant scatterers. This suggests that precoding and postcoding
simply require pointing a beam toward the predominant scatterer at the transmitter and
at the receiver, respectively. Additionally, the availability of doubly massive MIMO
wireless links enables the generation of very narrow beams, resulting in reduced co-
channel interference to other users using the same time–frequency resources. Another
key difference between massive MIMO at mm-waves with respect to microwave is
the fact that the computational complexity of channel estimation weakly depends
on the number of antennas, especially for the case in which analog (beam-steering)
beamforming strategies are used [24,25].

10.2.2 Use cases

The use of doubly massive MIMO systems at mm-wave in the traditional vision of
cellular communication may be unfeasible due to practical constraints that prevent
the use of large antenna arrays on mobile handheld devices. However, different and
realistic use-cases for doubly massive MIMO systems can be already envisioned.
First, considering currently available technology, doubly massive MIMO mm-wave
systems can be used for the vehicle-to-vehicle and vehicle-to-infrastructure commu-
nications. For example, the authors of the paper [26] consider massive MIMO access
points mounted on street lampposts spaced at very short intervals and they compare
the performance obtained with mm-wave and microwave frequencies. The use of large
antenna arrays at both sides of the communications can be applied, again with cur-
rently available technology, in order to implement the wireless backhaul in a cellular
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network. Since mm-wave is also suitable for access links, an integrated access and
backhaul architecture for the 5G cellular networks, in which the same infrastructure
and spectral resources will be used for both access and backhaul links [27], can be
realized.

Considering now emerging technologies that are not available in today’s net-
works but have significant potential for future sixth-generation (6G) systems, the
role of the mm-waves and consequently of the doubly massive MIMO systems will
be crucial. The market demands of 2030 and beyond will introduce new applications,
with more stringent requirements, in terms of ultrahigh reliability, capacity, EE, and
low latency, which may saturate the capacity of traditional technologies for wire-
less systems and 6G will contribute to fill this gap [28]. Focusing on the capacity
requirements, [26] confirms that mm-wave massive MIMO can deliver Gbps data
rates for next-generation wireless networks. The availability of such data rates will
allow the implementation of augmented reality (AR) and virtual reality (VR) appli-
cations. AR and VR over wireless will become a key application in various use cases
including, but not limited to, education, training, gaming, workspace communication,
and general entertainment. VR/AR applications will require a large amount of data
rate and extremely low latency, so that the use of mm-wave can be crucial both for
large bandwidths but also for the high gain obtained from large arrays at both the
sides of the communication links. Other 6G applications that require high data rate
and very low latency are holographic telepresence and eHealth: these applications
can benefit from mm-wave and doubly massive MIMO systems. Another interesting
application of the doubly massive MIMO systems can be in the improving the indoor
coverage. Network infrastructures operating in the mm-wave spectrum will hardly
provide indoor connectivity as high-frequency radio signals cannot easily penetrate
solid material. One solution to improve the indoor coverage using mm-wave can be
the use of cell-free massive MIMO systems [29,30] that can be used in order to guar-
antee a good coverage for indoor users; some results on cell-free mm-wave massive
MIMO systems can indeed be found in [31,32].

10.3 System model

We focus on the downlink of a doubly massive MIMO system at mm-wave. The
parameter NT denotes the number of antennas at the transmitter, and NR denotes the
number of antennas at the receiver.†

10.3.1 The clustered channel model

The popular narrowband clustered mm-wave channel model is assumed to hold [33–
36]. The considered reference scenario for the clustered channel model is reported
in Figure 10.1. The baseband equivalent of the propagation channel between the BS

†For the sake of simplicity, all the receivers are assumed to have the same number of antennas; however,
this hypothesis can be easily relaxed.
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Figure 10.1 The considered reference scenario

and the generic receiver‡ is thus represented by an (NR × NT)-dimensional matrix
expressed as§

H = γ
Ncl∑
i=1

Nray,i∑
l=1

αi,l

√
L(ri,l)aR(φR

i,l)a
H
T (φT

i,l)+HLOS. (10.1)

In (10.1), it is implicitly assumed that the propagation environment is made of Ncl scat-
tering clusters, each of which contributes with Nray,i propagation paths, i = 1, . . . , Ncl,
plus a possibly present LOS component. The parameters φR

i,l and φT
i,l denote the

angles of arrival and departure of the lth ray in the ith scattering cluster, respec-
tively. The quantities αi,l and L(ri,l) are the complex path gain and the attenuation
associated to the (i, l)th propagation path. The complex gain αi,l ∼ CN (0, σ 2

α,i), with
σ 2
α,i = 1 [33]. The vectors aR(φR

i,l) and aT(φT
i,l) represent the normalized receive and

transmit array responses evaluated at the corresponding angles of arrival and depar-
ture; for an uniform linear array (ULA) with half-wavelength inter-element spacing
it holds:

aT(φT
i,l) =

1√
NT

[
1 e−jπ sin φT

i,l · · · e−jπ (NT−1) sin φT
i,l

]T
. (10.2)

A similar expression can also be given for aR(φR
i,l). Finally:

γ =
√

NRNT∑Ncl
i=1 Nray,i

(10.3)

‡For ease of notation, we omit, for the moment, the subscript k to denote the BS to the k-th user channel
matrix.
§For the sake of ease of explanation, a frequency flat channel model is considered here. A wideband channel
model as in [11,37] could, however, be adopted.
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is a normalization factor ensuring that the received signal power scales linearly with
the product NRNT. With regard to the attenuation of the (i, l)-th path, we considered
the results of [38] for four different use-case scenarios: Urban Microcellular (UMi)
Open-Square, UMi Street-Canyon, Indoor Hotspot (InH) Office, and InH Shopping
Mall. Following [38], the attenuation of the (i, l)-th path is written in logarithmic
units as

L(ri,l)=−20 log10

(
4π

λ

)
− 10n

[
1− b+ bc

λf0

]
log10

(
ri,l

)− Xσ , (10.4)

with n the path-loss exponent, Xσ the zero mean, σ 2-variance Gaussian-distributed
shadow fading term in logarithmic units, b a system parameter, and f0 a fixed reference
frequency, the centroid of all the frequencies represented by the path-loss model. The
values for all these parameters for each use-case scenario are reported in Table 10.1.

Regarding the LOS component, denoting by φR
LOS, φT

LOS the arrival and departure
angles corresponding to the LOS link, it is assumed that:

HLOS = ILOS(d)
√

NRNTL(d)ejθaR(φR
LOS)aH

T (φT
LOS) . (10.5)

In the earlier equation, θ ∼ U (0, 2π ), while ILOS(d) is a random variate indicating
if an LOS link exists between transmitter and receiver, with P̃ the probability that
ILOS(d) = 1. Denoting by P̃ the probability that ILOS(d) = 1, i.e., an LOS link exists,
we use the results in [38,39]; for the UMi scenarios, we have:

P̃ = min
(

20

d
, 1
)(

1− e−
d
39

)
+ e−

d
39 , (10.6)

while for the InH scenarios we have:

P̃ =

⎧⎪⎨
⎪⎩

1 d ≤ 1.2,

e−
(

d−1.2
4.7

)
1.2 < d ≤ 6.5,

0.32e−
(

d−6.5
32.6

)
d ≥ 6.5.

(10.7)

A detailed description of all the parameters needed for the generation of sample
realizations for the channel model of (10.1) is reported in [40].

Table 10.1 Parameters for path loss model [38]

Scenario Model parameters

UMi Street Canyon LOS n = 1.98, σ = 3.1 dB, b = 0
UMi Street Canyon NLOS n = 3.19, σ = 8.2 dB, b = 0
UMi Open Square LOS n = 1.85, σ = 4.2 dB, b = 0
UMi Open Square NLOS n = 2.89, σ = 7.1 dB, b = 0
InH Indoor Office LOS n = 1.73, σ = 3.02 dB, b = 0
InH Indoor Office NLOS n = 3.19, σ = 8.29 dB, b = 0.06, f0 = 24.2 GHz
InH Shopping Mall LOS n = 1.73, σ = 2.01 dB, b = 0
InH Shopping Mall NLOS n = 2.59, σ = 7.40 dB, b = 0.01, f0 = 39.5 GHz
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10.3.2 Transmitter and receiver processing

Assume that M denotes the number of streams sent to each user in each signaling
interval,‖ and xk is the M -dimensional vector of the data symbols intended for the
k-th user, with E

[
xkxH

k

] = IM ; the discrete-time signal transmitted by the BS can be
expressed as the NT-dimensional vector:

s =
K∑
�=1

Q�P
1/2
� x� , (10.8)

with Q� the (NT ×M )-dimensional precoding matrix for the �th user and P1/2
k =

diag
(√

p�,1, . . . ,
√

p�,M
)
, with p�,q is the downlink transmit power for the �-th user

in the q-th stream. The signal received by the generic k-th user is expressed as the
following NR-dimensional vector:

yk = Hks+ nk , (10.9)

with Hk representing the clustered channel (modeled as in (10.1)) from the BS to the
k-th user and nk is the NR-dimensional additive white Gaussian noise with zero-mean
independent and identically distributed entries with variance σ 2

n . Denoting by Dk

the (NR ×M )-dimensional postcoding matrix at the k-th user device, the following
M -dimensional vector is finally obtained:

rk = DH
k HkQkP1/2

k xk +
K∑
�=1
��=k

DH
k HkQ�P

1/2
� x� + DH

k wk . (10.10)

10.3.3 Performance measures

Two performance measures will be considered: the SE and the EE. The SE is mea-
sured in (bit/s/Hz), while the EE is measured in (bit/J) [41]. Assuming Gaussian data
symbols in (10.10), the SE is [42]¶

SE =
K∑

k=1

log2

∣∣IM + R−1
D,kDH

k HkQkPkQH
k HH

k Dk

∣∣ , (10.11)

wherein RD,k is the covariance matrix of the overall disturbance seen on the downlink
by the k-th user receiver, i.e.,

RD,k = σ 2
n DH

k Dk +
K∑
�=1
��=k

DH
k HkQ�P�QH

� HH
k Dk . (10.12)

‖Otherwise stated, the BS transmits in each time–frequency slot MK data symbols.
¶This expression represents the achievable SE only under the assumption of perfect CSI that we assume to
hold in this chapter. Under the assumption of imperfect CSI, instead, it is possible to derive SE bounds, as
reported in [43].
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The EE is defined as

EE = W SE

η
∑K

k=1

∑M
q=1 pk ,q + PTX,c + KPRX,c

, (10.13)

where W is the system bandwidth, PTX,c is the amount of power consumed by the
transmitter circuitry, PRX,c is the amount of power consumed by the receiver circuitry,
and η > 1 is a scalar coefficient modeling the PA inefficiency [44]. The cost due to
signal processing at both the transmitter and the receiver is contained in the terms
PTX,c and PRX,c, which will be specified later for each beamforming structure.

10.4 Beamforming structures

In the following, some beamforming precoding and postcoding structures are
described, along with details on their power consumption.

10.4.1 Channel-matched, fully digital (CM-FD) beamforming

Let Hk = Uk�kVH
k denote the singular-value decomposition (SVD) of the matrix Hk ,

and assume, without loss of generality, that the diagonal entries of �k are sorted in
descending order [45]. The k-th user precoding and postcoding matrices are chosen as
the columns of the matrices Vk and Uk , respectively, corresponding to the M largest
entries in the eigenvalue matrix �k , ∀k = 1, . . . , K , i.e.,

QCM-FD
k = [vk ,1, vk ,2, . . . , vk ,M ],

DCM-FD
k = [uk ,1, uk ,2, . . . , uk ,M ],

(10.14)

where the column vectors uk ,i and vk ,i denote the ith column of the matrices Uk and
Vk , respectively. In the perfect CSI case, the CM-FD beamforming is optimal in the
interference-free case and tends to be optimal in the case in which the number of
antennas at the transmitter grows. The considered FD precoding architecture requires
a baseband digital precoder that adapts the M data streams to the NT transmit antennas;
then, for each antenna there are a digital-to-analog converter (DAC), an RF chain, and
a PA. At the receiver, a low-noise amplifier (LNA), an RF chain, an analog-to-digital
converter (ADC) are required for each antenna, plus a baseband digital combiner that
combines the NR outputs of ADC to obtain the soft estimate of the M transmitted
symbols. The amount of power consumed by the transmitter circuitry can thus be
expressed as

PTX,c = NT(PRFC + PDAC + PPA)+ PBB, (10.15)

and the amount of power consumed by the receiver circuitry can be expressed as

PRX,c = NR(PRFC + PADC + PLNA)+ PBB. (10.16)

In the earlier equations, PRFC = 40 mW [15] is the power consumed by the single RF
chain, PDAC = 110 mW [46] is the power consumed by each DAC, PADC = 200 mW
[15] is the power consumed by each ADC, PPA = 16 mW [47] is the power consumed
by each PA, PLNA = 30 mW [15] is the power consumed by each LNA, and PBB is
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the amount of power consumed by each baseband precoder/combiner; assuming a
CMOS implementation, we have a power consumption of 243 mW [48]. The values
of the power consumed by the each ADC present high variability in literature [15]. A
conservative value is chosen since the literature does not refer to commercial products
and these values might be too optimistic with respect to the final products. The values
of the power consumption of each device considered in this section are summarized
in Table 10.2.

10.4.2 Partial zero-forcing, fully digital (PZF-FD) beamforming

ZF precoding nulls interference at the receiver through the constraint that the k-th
user precoding be such that the product H�Qk = 0NT×M for all � �= k . In order to
avoid a too severe noise enhancement, a partial ZF approach is adopted here, namely,
the columns of the precoding matrix Qk are required to be orthogonal to the M (the
number of transmitted data streams to each user) right eigenvectors of the channel
H� corresponding to the largest eigenvalues of H�, for all � �= k . In this way, the
precoder orthogonalizes only to an M (K − 1)-dimensional subspace and nulls the
most significant part of the interference. Formally, the precoder QPZF-FD

k is obtained
as the projection of the CM-FD precoder QCM-FD

k onto the orthogonal complement of
the subspace spanned by the M dominant right eigenvectors of the channel matrices
H1, . . . , Hk−1, Hk+1, . . . , HK . Otherwise stated,

QPZF-FD
k = √M

(
INT − ṼkṼH

k

)
QCM-FD

k∥∥(INT − ṼkṼH
k

)
QCM-FD

k

∥∥
F

, (10.17)

where Ṽk is a matrix containing M dominant eigenvectors associated with the nonzero
eigenvalues of the matrix

Vk = [V1(:, 1 : M ), V2(:, 1 : M ), . . . , Vk−1(:, 1 : M ), Vk+1(:, 1 : M ), . . . , VK (:, 1 : M )],

and the factor
√

M allows us to maintain the same Frobenius norm of the precoders.
The postcoding matrix is such that

(
DPZF-FD

k

)H = (HkQPZF-FD
k

)+
. Since the PZF-FD

Table 10.2 Power consumption of each device [17]

Name Value Device Reference

PRFC 40 mW RF chain [15]
PDAC 110 mW DAC [46]
PADC 200 mW ADC [15]
PPA 16 mW PA [15]
PLNA 30 mW LNA [15]
PBB 243 mW Baseband beamformer [48]
PPS 19.5 mW Phase shifter [52]
Pelement 27 mW Element of the phased array [47]
η 2.66 PA inefficiency [53]
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beamforming requires an FD postcoding, its power consumption is the same as that
of the CM-FD beamformer.

10.4.3 Channel-matched, hybrid (CM-HY) beamforming

In order to avoid the use of the same number of RF chains as the number of antennas,
HY beamforming architectures have been proposed in the literature; in particular,
denoting by N RF

T and N RF
R the number of RF chains available at the transmitter and

at the receiver, respectively, the k-th user precoding and postcoding matrices are
decomposed as follows:

QCM-HY
k = QRF

k QBB
k , DCM-HY

k = DRF
k DBB

k . (10.18)

In the earlier-mentioned decomposition, the matrices QRF
k and DRF

k have dimensions
(NT × N RF

T ) and (NR × N RF
R ), respectively, and their entries are constrained to have

constant norm (i.e., they are implemented through a network of phase-shifters∗∗);
the matrices QBB

k and DBB
k , instead, have dimension (N RF

T ×M ) and (N RF
R ×M ),

respectively, and their entries are unconstrained complex numbers. A block scheme
of the architecture of the HY transceiver is depicted in Figure 10.2.
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Figure 10.2 Block-scheme of a transceiver with HY digital/analog beamforming

∗∗The case of quantized phase shifts is also considered in the literature, but it is neglected here for the sake
of simplicity.
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Now, designing an HY beamformer is tantamount to finding expressions for the
matrices QRF

k , QBB
k , DRF

k , and DBB
k , so that the FD beamforming matrices are approxi-

mated with the decomposition reported in (10.18). For the CM-HY beamforming, the
desired beamformers are the CM-FD matrices, and their approximation is here real-
ized by using the block coordinate descent for subspace decomposition (BCD-SD)
algorithm [49,50]. Briefly, a block coordinate descent is an optimization algorithm
that successively minimizes along coordinate directions to find the minimum of a
function. At each iteration, the algorithm determines a coordinate block via a coor-
dinate selection rule then minimizes over the corresponding coordinate hyperplane
while keeping fixed all other coordinates blocks. A line search along the coordinate
direction can be performed at the current iteration to determine the appropriate step
size [51]. The BCD-SD algorithm here used is briefly reported in Algorithm 10.1,
with Qopt = QCM-FD and Dopt = DCM-FD.

The amount of power consumed by the transmitter circuitry is [15]

PTX,c = N RF
T (PRFC + PDAC + NTPPS)+ NTPPA + PBB, (10.19)

and the amount of power consumed by the receiver circuitry is

PRX,c = N RF
R (PRFC + PADC + NRPPS)+ NRPLNA + PBB. (10.20)

Numerical values for the earlier-mentioned quantities have already been given, except
that for PPS, the power consumed by each phase shifters, that is assumed to be 19.5 mW
as in [52].

10.4.4 Partial zero-forcing, hybrid (PZF-HY) beamforming

Similarly to what has been described in the previous subsection, also the PZF beam-
formers may be approximated through HY architectures. In this case, expressions for
the matrices QRF

k , QBB
k , DRF

k , and DBB
k are to be found, so that the PZF-FD beamforming

Algorithm 10.1: Block coordinate descent for subspace decomposition algorithm
for hybrid beamforming

1: Initialize Imax and set i = 0
2: Set arbitrary QRF,0 and DRF,0

3: repeat
4: Update QBB,i+1 =

(
QH

RF,iQRF,i

)−1
QH

RF,iQ
opt

and DBB,i+1 =
(
DH

RF,iDRF,i

)−1
DH

RF,iD
opt

5: Set φi = QoptQH
BB,i+1

(
QBB,i+1QH

BB,i+1

)−1

and ψi = DoptDH
BB,i+1

(
DBB,i+1DH

BB,i+1

)−1

6: Update QRF,i = 1√
NT

ejφi

and DRF,i = 1√
NR

ejψi

7: Set i = i + 1
8: until convergence or i = Imax
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matrices are approximated as closely as possible. Also in this case, the BCD-SD algo-
rithm can be used and the hybrid beamformers are evaluated followingAlgorithm 10.1,
with Qopt = QPZF-FD and Dopt = DPZF-FD.

The amount of power consumed by the transmitter circuitry of the PZF-HY
beamformers is the same as that consumed by the CM-HY ones.

10.4.5 Fully analog beam-steering beamforming (AB)

Fully AB requires that the entries of the precoding and postcoding matrices have a
constant norm, the block scheme of a transceiver with AB and M RF chains at both
sides of the communication link is reported in Figure 10.3. Here, it is considered
an even simpler structure by introducing a further constraint and assuming that the
columns of matrices Qk and Dk are unit-norm beam-steering vectors, i.e., the generic
column of an N -dimensional beamformer is

a(φ) = 1√
N

[1 e−jkd sin φ · · · e−jkd(N−1) sin φ]. (10.21)

Focusing on the generic k-th user, the columns of the matrix QAB
k are chosen as the

array responses corresponding to the departure angles in the channel model (10.1)
associated with the M -dominant paths. A similar choice is made for DAB

k , whose
columns contain the array responses corresponding to the M arrival angles associated
with the M -dominant paths. In order to avoid self-interference, a further constraint
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Figure 10.3 Block scheme of a transceiver with AB
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is added in the choice of the dominant paths to ensure that the angles of departure
(arrival) of the selected paths are spaced of at least 5 degrees. Note that for large values
of NT and NR the array responses of the transmitter and receiver, corresponding to the
departure and arrival angles associated with the dominant propagation path, become
coincident with dominant right and left singular vectors of the channel. This implies
that the AB beamforming structure (10.21) tends to become optimal. The amount of
power consumed by the transmitter circuitry is

PTX,c = N RF
T (PRFC + NTPelement + PDAC), (10.22)

and the amount of power consumed by the receiver circuitry is

PRX,c = N RF
R (PRFC + NRPelement + PADC), (10.23)

where Pelement = 27 mW [47] is the power consumed by each element of the phased
array.

10.5 Asymptotic SE analysis

10.5.1 CM-FD beamforming

In the large number of antennas regime, making the assumption that the set of arrival
and departure angles across clusters and users are different with probability 1, it read-
ily follows from the SVD expression of the channel that DH

k HkQ�→ �k ,M Vk ,M Q�,
whenever k �= �, where �k ,M is an (M ×M )-dimensional diagonal matrix contain-
ing the M largest eigenvalues (denoted by λk ,1, . . . , λk ,M ) of the channel matrix Hk

and Vk ,M is an (NT ×M )-dimensional matrix containing the columns of Vk associ-
ated with the eigenvalues in �k ,M . Using the earlier-mentioned limiting values, the
asymptotic SE in (10.11) can be expressed as

SE ∼
K∑

k=1

log2

∣∣∣∣∣∣∣IM +
⎛
⎜⎝σ 2

n IM +
K∑
�=1
��=k

�k ,M VH
k ,M Q�P�QH

� Vk ,M�
H
k ,M

⎞
⎟⎠
−1

�k ,M Pk�
H
k ,M

∣∣∣∣∣∣∣ .
(10.24)

10.5.2 PZF-FD beamforming

For PZF-FD beamforming, using a similar approach as in (10.24) and the definition
of the PZF-FD in (10.17), we can note that the product VH

k ,M Q� is an all-zero matrix
whenever k �= �. As a consequence, RD,k ∼ σ 2

n IM and the asymptotic SE can be shown
to be written as††

SE ∼
K∑

k=1

log2

∣∣∣∣IM + 1

σ 2
n

�k ,M Pk�
H
k ,M

∣∣∣∣ . (10.25)

††This is an asymptotic expression since the noise enhancement effect is neglected (i.e., a decreasing
function of NT) induced by the nulling of the interference.
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In order to explicitly show the dependence of (10.25) on the number of antennas, note
that the squared moduli of the eigenvalues λk ,i depend linearly on the product NTNR.
Otherwise stated, the following holds

λk ,q =
√

NTNR λ̃k ,q, ∀ k = 1, . . . , K , q = 1, . . . , M , (10.26)

with λ̃k ,q normalized eigenvalues independent of the number of transmit and receive
antennas. Using this definition, (10.25) can be written as

SE ∼
K∑

k=1

M∑
q=1

log2

(
1+ NTNRpk ,q

|̃λk ,q|2
σ 2

n

)
. (10.27)

10.5.3 Analog beamforming

The case of AB precoding and postcoding is now considered. As a preliminary step
to the analysis, it is convenient to recall that the ULA response in (10.21) is a unit-
norm vector, and that the inner product between two ULA responses of length P and
corresponding to incidence angles φ1 and φ2 is written as

fP(φ1,φ2) � aH (φ1)a(φ2) = 1

P

1− ejkd( sin φ1−sin φ2)P

1− ejkd( sin φ1−sin φ2)
. (10.28)

The earlier-mentioned inner product that is denoted by fP(φ1,φ2) has a magnitude
that, for large P, vanishes as 1/P, whenever φ1 �= φ2. Let us now write the channel
matrix for k-th user as

Hk = γk

N∑
i=1

αk ,iaR(φR
i,k )aH

T (φT
i,k ) = γkAk ,RLkAH

k ,T, (10.29)

namely, the path-loss term has been lumped into the coefficients α·,·, and the sum-
mation over the clusters and the rays has been compressed in just one summation,
with N = NclNray. Additionally, Ak ,R is an (NR × N )-dimensional matrix contain-
ing on its columns the vectors aR(φR

1,k ), . . . , aR(φR
N ,k ), Lk = diag(α1,k , . . . ,αN ,k ),

and Ak ,T is an (NT × N )-dimensional matrix containing on its columns the vectors
aT(φT

1,k ), . . . , aT(φT
N ,k )‡‡. It is also assumed, with no loss of generality, that the paths

are sorted in decreasing magnitude order, i.e., |α1,k | ≥ |α2,k | ≥ · · · ≥ |αN ,k |. In the
following analysis, it is assumed that there are no collisions between arrival and
departure angles across users, an assumption that is usually verified unless there are
very close users.

The analog postcoding and precoding matrices are written as

Dk = [aR(φR
1,k ), . . . , aR(φR

M ,k )] ,
Qk = [aT(φT

1,k ), . . . , aT(φT
M ,k )] ,

(10.30)

‡‡In order to avoid a heavy notation, it is here dropped the dependence of the matrices Ak ,R and Ak ,T on
the propagation paths arrival and departure angles, respectively.



Energy-efficient doubly massive MIMO mm-wave systems 281

∀k , and they are actually submatrices of Ak ,R and Ak ,T, respectively. Define now
the following (M × N )-dimensional matrices: Fk ,�,R � DH

k A�,R and Fk ,�,T � QH
k A�,T.

Note that the (m, n)th entry of the matrix Fk ,�,T is fNT

(
φT

m,k ,φT
n,�

)
, while the (m, n)th

entry of the matrix Fk ,�,R is fNR

(
φR

m,k ,φR
n,�

)
. Equipped with this notation, the SE in

(10.11) can be now expressed as follows:

SE =
K∑

k=1

log2

∣∣IM + γ 2
k R−1

D,kFk ,k ,RLkFH
k ,k ,TPkFk ,k ,TLH

k FH
k ,k ,R

∣∣ , (10.31)

with

RD,k = σ 2
n DH

k Dk + γ 2
k

K∑
�=1
��=k

Fk ,k ,RLkFH
�,k ,TP�F�,k ,TLH

k FH
k ,k ,R. (10.32)

In order to have an asymptotic expression of (10.31) for a large number of antennas, it
can be noted that the (M × N )-dimensional matrix Fk ,�,R is such that (a) for k �= � all
its entries have a norm that for large NR vanishes as 1/NR, while (b) for k = � the M
entries on the main diagonal are equal to 1 while all the remaining terms again vanish
in norm as 1/NR. A similar statement also applies to the matrix Fk ,�,T, of course with
entries vanishing as 1/NT. Accordingly, the following asymptotic formulas can be
proven.

(a) NT →+∞, finite NR: in this case the system becomes free from the interference
between different users and it is obtained

SE ∼
K∑

k=1

log2

∣∣∣∣IM + γ
2
k

σ 2
n

(
DH

k Dk

)−1
Fk ,k ,RLk P̃k ,N LH

k FH
k ,k ,R

∣∣∣∣ , (10.33)

where P̃k ,N is a N -dimensional diagonal matrix defined as

P̃k ,N = diag

⎛
⎝pk ,1, . . . , pk ,M , 0, . . . , 0︸ ︷︷ ︸

N−M

⎞
⎠ . (10.34)

Note that in this case there is interference between different streams intended
for the same user.

(b) NR →+∞, finite NT: it holds now

SE ∼
K∑

k=1

log2

∣∣∣IM + γ 2
k R−1

D,k

(
LkFH

k ,k ,TPkFk ,k ,TLH
k

)
(1:M ,1:M )

∣∣∣ , (10.35)

with RD,k = σ 2
n IM + γ 2

k

K∑
�=1
��=k

(
LkFH

�,k ,TP�F�,k ,TLH
k

)
(1:M ,1:M )

.

(c) NR, NT →∞: finally it holds

SE ∼
K∑

k=1

M∑
q=1

log2

(
1+ pk ,q

γ 2
k |αk ,q|2
σ 2

n

)
. (10.36)
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It is easily seen that the earlier-mentioned expression coincides with (10.25), i.e., the
system becomes free from the interference between different users and streams.

10.6 EE maximizing power allocation

In this section, the problem of the downlink power allocation maximizing the asymp-
totic EE is presented. In particular, two different situations are separately analyzed:
the interference-free case and the interference-limited case. The former problem is
addressed in order to obtain a simple and low-complexity solution, and then the latter
problem is discussed and solved using an alternating optimization technique.

10.6.1 Interference-free case

In the interference-free case, the SE of one user is not corrupted by other co-channel
communications. From the asymptotic SE analysis, we can note that (10.27) and
(10.36) fall in this category. We thus focus on the following optimization problem:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max
p

∑K
k=1

∑M
q=1 W log2

(
1+ pk ,qgk ,q

)
η
∑K

k=1

∑M
q=1 pk ,q + PTX,c + KPRX,c

s.t.
K∑

k=1

K∑
q=1

pk ,q ≤ Pmax

pk ,q ≥ 0 ,∀ k = 1, . . . , K , q = 1, . . . , M ,

(10.37)

where p = [p1,1, . . . , p1,M , . . . , pK ,1, . . . , pK ,M

]T
. Notice that, considering (10.27),

i.e., PZF-FD beamforming, gk ,q = NTNR
|̃λk ,q|2
σ 2

n
, and considering (10.36), i.e., AB,

gk ,q = γ 2
k |αk ,q|2
σ 2

n
. The objective function in Problem (10.37) is the ratio of a concave

function (with respect to the optimization variables) over a linear one, and, thus,
Dinkelbach’s algorithm in [54] may be readily applied to maximize the ratio [21,55].
Denoting as N (p) and D(p) as

N (p) =
K∑

k=1

M∑
q=1

W log2

(
1+ pk ,qgk ,q

)
, (10.38)

D(p) = η
K∑

k=1

M∑
q=1

pk ,q + PTX,c + KPRX,c, (10.39)

the Dinkelbach’s procedure can be summarized as in Algorithm 10.2.
Given the structure of the objective in Problem (10.37), we can note that standard

techniques can be used to solve the concave maximization in Problem (10.40). The
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Algorithm 10.2: Dinkelbach’s procedure [54]

1: Set ε = 0, π = 0 and FLAG= 0
2: repeat
3: Update p by solving the following concave maximization:

max
p

N (p)− πD(p) (10.40)

4: if N (p)− πD(p) < ε then
5: FLAG= 1
6: else

7: Set π = N (p)

D(p)
8: end if
9: until FLAG= 1

solution of the concave maximization in Problem (10.40) can be computed starting
from the following KKT conditions [56]:

d

dpk ,q
(N (p)− πD(p))− λ+ μk ,q = 0, ∀k , q

K∑
k=1

K∑
q=1

pk ,q ≤ Pmax

λ

⎛
⎝Pmax −

K∑
k=1

K∑
q=1

pk ,q

⎞
⎠ = 0,

λ >= 0
pk ,q ≥ 0, ∀k , q
μk ,qpk ,q = 0, ∀k , q
μk ,q ≥ 0, ∀k , q

(10.41)

where λ and μk ,q are the Lagrange multipliers associated with the constraints on the
maximum power radiated by the transmitter and on the minimum power level of the
transmitter to the k-th user on the q-th streams, respectively. After standard algebraic
manipulations, we obtain the following waterfilling-like problem:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
pk ,q = max

{
0,

W/ln 2

πη + λ −
1

gk ,q

}
K∑

k=1

K∑
q=1

pk ,q ≤ Pmax,
(10.42)

and the optimal value of the nonnegative Lagrange multiplier λ can be derived by
bisection search. The optimality and convergence conditions of the algorithm to solve
Problem (10.37) follow from the ones of Dinkelbach’s procedure in Algorithm 10.2,
see [21,54], further details are omitted for the sake of brevity.
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10.6.2 Interference-limited case

The interference-limited case includes the asymptotic SE expressions in (10.24),
(10.33), and (10.35). We can rewrite these expressions in the following common form:

SE =
K∑

k=1

log2

∣∣∣∣∣∣∣IM +
⎛
⎜⎝σ 2

n IM +
K∑
�=1
��=k

Ak ,�P�AH
k ,�

⎞
⎟⎠
−1

Ak ,kPkAH
k ,k

∣∣∣∣∣∣∣
=

K∑
k=1

log2

∣∣∣∣∣σ 2
n IM +

K∑
�=1

Ak ,�P�AH
k ,�

∣∣∣∣∣− log2

∣∣∣∣∣∣∣σ
2
n IM +

K∑
�=1
��=k

Ak ,�P�AH
k ,�

∣∣∣∣∣∣∣, (10.43)

where Ak ,� ,∀k , � are properly defined matrices. Given the SE expression in (10.43),
the EE maximizing power allocation is obtained by solving the following optimization
problem⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

max
P1,...PK

∑K
k=1 log2

∣∣∣σ 2
n IM +∑K

�=1 Ak ,�P�AH
k ,�

∣∣∣− log2

∣∣∣∣σ 2
n IM +∑K

�=1
��=k

Ak ,�P�AH
k ,�

∣∣∣∣
η
∑K

k=1 tr(Pk)+ PTX,c + KPRX,c

s.t.
K∑

k=1

tr(Pk) ≤ Pmax

pk ,q ≥ 0 , ∀ k = 1, . . . , K , q = 1, . . . , M ,

(10.44)

Problem (10.44) has nonconcave objective function, which makes its solution chal-
lenging. Additionally, the large number of optimization variables would still pose
a significant complexity challenge. To solve (10.44) the framework of alternating
optimization can be used, see [57, Section 2.7] for the details. In particular, each
subproblem, one for each user, can be written as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

max
Pk

∑K
k=1 log2

∣∣∣σ 2
n IM +∑K

�=1 Ak ,�P�AH
k ,�

∣∣∣− log2

∣∣∣∣σ 2
n IM +∑K

�=1
��=k

Ak ,�P�AH
k ,�

∣∣∣∣
η
∑K

k=1 tr(Pk)+ PTX,c + KPRX,c

s.t.
K∑

k=1

tr(Pk) ≤ Pmax

pk ,q ≥ 0 ,∀ k = 1, . . . , K , q = 1, . . . , M .

(10.45)

Since the logarithm of the identity plus an Hermitian positive semidefinite matrix is
a matrix-concave function [58], the numerator of the objective function in (10.45)
is concave in Pk . Regarding the denominator, the sum of the traces of Pk ∀k is a
linear function and consequently Problem can be solved with affordable complexity
by means of Dinkelbach’s procedure [21] in Algorithm 10.2.
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10.7 Numerical results

In the simulation setup, a communication bandwidth of W = 1 GHz centered over the
carrier frequency fc = 28 GHz is considered. We assume a single-cell doubly massive
MIMO system with K = 10 users. We consider two different scenarios: the former
is an outdoor scenario, denoted as “scenario 1” and the latter is an indoor scenario,
denoted as “scenario 2.” In scenario 1, it is considered the downlink communication
between one BS connected via wired backhaul to the core network, with K BSs served
via wireless backhaul. In scenario 2, the downlink communication between an indoor
BS with K robots in a shopping mall is assumed. A qualitative representation of the
considered scenarios is reported in Figure 10.4. The parameters for the generation of
the matrix channel is the ones reported in Section 10.3.1 for the “UMi Street Canyon
NLOS” in scenario 1 and for “InH Shopping Mall NLOS” in scenario 2. The noise
powerσ 2

n = FN0W , with F = 5 dB the receiver noise figure and N0 = −174 dBm/Hz.
A detailed description of the simulation parameters is reported in Table 10.3. The
results shown come from an average over 500 independent realizations of users’
locations and propagation channels.

(a)

(b)

Figure 10.4 In (a) scenario 1: outdoor street canyon environment, and
in (b) scenario 2: indoor shopping mall environment



286 Green communications for energy-efficient wireless systems

Table 10.3 System parameters

Description Value

BS position (scenario 1) Horizontal: origin of the reference system. Vertical: 10 m
BS position (scenario 2) Horizontal: origin of the reference system. Vertical: 5 m
Users distribution (scenario 1) Horizontal: uniform, azimuth in

[− π
3 , π3

]
, fixed

distance at 100 m. Vertical: 10 m
Users distribution (scenario 2) Horizontal: uniform, azimuth in

[− π
3 , π3

]
degree,

distance in [5, 100] m. Vertical: 1.65 m
Carrier frequency fc = 28 GHz
Bandwidth W = 1 GHz
BS antenna array ULA with λ/2 spacing
User antennas ULA with λ/2 spacing
N0 −174 dBm/Hz
Noise figure 5 dB

We start considering the uniform power allocation (Uni), i.e., the M -dimensional
diagonal matrix containing the power allocation is

P� = diag
(

PT

KM
, . . . ,

PT

KM

)
∀� = 1, . . . , K , (10.46)

where PT is the total transmit power. In all the presented results, the hybrid and the
analog beamformers have been realized using a number of RF chains equal to KM at
the transmitter and equal to M at the receiver, i.e., N RF

T = KM and N RF
R = M .

Figures 10.5 and 10.6 report the downlink system SE and EE versus the transmit
power, for the case of multiplexing order M = 4 and uniform power allocation for the
two scenarios in Figure 10.4. In scenario 1, NT = NR = 64, a symmetrical commu-
nication is considered, while in scenario 2, NT = 64 and NR = 16, an asymmetrical
one is assumed. This choice is based on the use-cases associated with the considered
scenarios: in scenario 1, the transmitter and the receivers are BSs that communicate
for wireless backhaul while in scenario 2 the communication is between an indoor BS
and mobile users, in particular robots, so it reasonable to assume that the number of
antennas at the users is lower with respect to the one at the transmitter. Inspecting the
figures, in both scenarios, it is seen that the best performing beamforming structure is
the PZF-FD, both in terms of SE and of EE. This means that the increase in system SE
given by the PZF-FD beamforming structure, which nulls the interference and gives
good performance in terms of simultaneously transmission, is not well compensated
by the reduction of the power consumption in the PZF-HY structure. In particular in
Figure 10.5, we can see that the performance in terms of SE of the CM-FD, CM-HY,
PZF-HY, and AB are very close, while the performances of the PZF-FD are consid-
erably better; similar results are presented also in [17,20,59]. Focusing on the EE
performance, we can see that the reduction of the power consumption in the hybrid
and analog structures gives an increase in terms of EE, while the reduction of power
consumption in the PZF-HY structure cannot compensate the gap in terms of SE with
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Figure 10.5 SE and EE versus transmit power in scenario 1. Parameters: Uni,
NT = 64, NR= 64, K = 10, and M
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Figure 10.6 SE and EE versus transmit power in scenario 2. Parameters: Uni,
NT = 64, NR= 16, K = 10, and M = 4

the PZF-FD beamforming. Results show here a trend that has already been found
elsewhere (e.g., in [55]); in particular, while the SE grows with the transmit power (at
least in the considered range of values), the EE exhibits instead a maximum around
40 dBm W in both scenarios. This behavior is explained by the fact that for large
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values of the transmit power, the numerator in the EE grow; at a slower rate than
the denominator of the EE, and so the EE itself decreases. From an energy-efficient
perspective, increasing the transmit power beyond the EE-optimal point leads to mod-
erate improvements in the system throughput at the price of a much higher increase
in the consumed power. Additionally, we can see that there is a region where both SE
and EE grow, similar results can also be observed elsewhere in the literature, as an
example the reader can be referred to [22].

Figure 10.7 is devoted to the validation of the derived asymptotic formulas in
the large number of antennas regime for scenario 1 in Figure 10.4. In particular,
“CM-FD, Asy” refers to (10.24), “PZF-FD, Asy” refers to (10.27) and finally “AB,
Asy” refers to (10.33) for increasing NT and to (10.35) for increasing NR. Similar
results are also obtained in scenario 2 and they are here omitted due to the lack of
space. Results fully confirm the effectiveness of the found asymptotic formulas, for
both the single- and multiple stream cases. Given the effectiveness of the asymptotic
formulas in terms of SE, we now consider the performance of the power allocation
based on these expressions and detailed in Section 10.6.

Figures 10.8 and 10.9 report the performance of the EE-maximizing power allo-
cation detailed in Section 10.6 for the case of PZF-FD and AB beamforming. We
report the performance for the two antenna configurations in both the scenarios
and we denote by “Opt” the power allocation obtained with the procedure in Sec-
tion 10.6.1. Inspecting the figures, we can see that for low values of Pmax the Uni and
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Figure 10.7 SE versus number of antennas in scenario 1, Uni. Validation of the
derived asymptotic SE formulas
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Figure 10.9 SE and EE versus Pmax, comparison between EE-maximizing and Uni
in scenario 2 with M = 4 and two antenna configurations

the EE-maximizing power allocation provide similar performance, both in terms of
SE and EE, since the radiated power consumption and also the co-channel interference
is small compared to the noise power. For larger values of Pmax, around 40 dBm W in
all the results shown, instead, the two power allocations lead to different performance.
In this regime, the Uni increases the SE at the price of heavy degradation in the system
EE. On the other hand, the EE-maximizing power allocation exhibits a floor as Pmax

increases, since it does not use the excess available power to further increase the rate.
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10.8 Conclusions

This chapter has focused on the analysis of doubly massive MIMO mm-wave systems,
and it has presented some relevant use cases, focusing on EE issues. In particular, a
detailed description of doubly massive MIMO system has been given highlighting the
differences with respect to massive MIMO at microwave. Some examples of use-cases
of doubly massive MIMO systems have been detailed. Asymptotic formulas for the
large number of antennas regime and low-complexity EE-maximizing power alloca-
tion strategies have been derived. In particular, two different techniques are described,
the first one used the asymptotic expressions in the interference-free case, the second
one used the expressions with interference. In both cases, the EE-maximizing power
allocation is obtained by means of fractional programing techniques. The obtained
results have revealed that, using some of the most recent available data on the energy
consumption of transceiver components, FD architectures, especially in the multiple-
streams transmission, are superior not only in terms of achievable rate but also in
terms of EE. In particular, among FD implementations, the PZF architecture has been
shown to provide the best performance, while the AB structure can be considered for
its extremely low complexity. Of course the provided results and the relative ranking
among the considered structures in terms of EE are likely to change in the future as
technology progresses and devices with reduced power consumption appear on the
scene, even though it may be expected that in the long run FD architectures will be fully
competitive, in terms of hardware complexity and energy consumption [17,20,25],
with hybrid alternatives.
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Chapter 11

Energy-efficient methods for cloud
radio access networks

Kien-Giang Nguyen1,2, Quang-Doanh Vu2,
Le-Nam Tran3 and Markku Juntti2

Cloud radio access network (C-RAN) is an evolutionary radio network architecture
in which a cloud-computing-based baseband (BB) signal-processing unit is shared
among distributed low-cost wireless access points. This architecture offers a number
of significant improvements over the traditional RANs, including better network scal-
ability, spectral, and energy efficiency. As such C-RAN has been identified as one
of the enabling technologies for the next-generation mobile networks. This chapter
focuses on examining the energy-efficient transmission strategies of the C-RAN for
cellular systems. In particular, we present optimization algorithms for the problem
of transmit beamforming designs maximizing the network energy efficiency. In gen-
eral, the energy efficiency maximization in C-RANs inherits the difficulty of resource
allocation optimizations in interference-limited networks, i.e., it is an intractable non-
convex optimization problem. We first introduce a globally optimal method based
on monotonic optimization (MO) to illustrate the optimal energy efficiency perfor-
mance of the considered system. While the global optimization method requires
extremely high computational effort and, thus, is not suitable for practical imple-
mentation, efficient optimization techniques achieving near-optimal performance are
desirable in practice. To fulfill this gap, we present three low-complexity approaches
based on the state-of-the-art local optimization framework, namely, successive convex
approximation (SCA).

11.1 Introduction

Recent years witness the rapid evolution of wireless technologies toward the fifth-
generation (5G) mobile networks to adapt the ever-growing demand of mobile data
volumes [1,2]. From the perspective of RAN, novel network architecture, namely,
C-RAN, has been emerging as a powerful candidate to be implemented in 5G and

1Nokia, Oulu, Finland
2Centre for Wireless Communications, University of Oulu, Oulu, Finland
3School of Electrical and Electronic Engineering, University College Dublin, Dublin, Ireland
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beyond [3–5]. In fact, C-RAN has been named by 5G-PPP initiative as a key
technology for the 5G network architecture [6]. Moreover, the first C-RAN solutions
for commercial 5G have already been developed and released by several companies,
such as Nokia (with Nokia AirScale C-RAN) [7] or Ericsson [8]. Unlike the conven-
tional RAN where both BB signal-processing and radio frequency (RF) functionalities
are installed at base stations (BSs), BB units (BBUs) in the C-RAN are reintegrated
at a central cloud-computing-based platform, referred to as BBU pool. The BSs only
need to carry the radio interfaces that can be replaced by low-cost low-power access
points called remote radio heads (RRHs). The BBU pools are connected to RRHs by
high-speed fronthaul links that are used to exchange the BB and control signals. The
data is conveyed through the fronthaul links mainly following either data-sharing or
compression-based strategies. For the former, users’ messages are directly forwarded
from the BBU to a set of cooperative RRHs, where they are precoded/beamformed
before being transmitted [9,10]. Alternatively, the users’ messages are centrally pre-
coded/beamformed at the BBU in the latter strategy; the processed signals are then
compressed before being forwarded to RRHs [11,12].

The innovative architecture of the C-RAN brings a number of advantages over the
conventional distributed RAN architecture. The centralized signal-processing mech-
anism at the cloud across the connected RRHs can provide an efficient allocation
of radio and computing resources. This feature also leverages the advanced interfer-
ence management techniques, such as multicell cooperative transmission, to improve
the system capacity. In addition to spectrum efficiency, the C-RAN also provides
substantial gain in the energy efficiency of mobile networks. In particular, RRHs
with simplified architecture require much reduced amount of power consumption
compared to the traditional BSs. Moreover, centralized resource management allows
BBU pool controlling the connected RRHs for power-saving purposes, i.e., some
RRHs can be switched off if needed to save power consumption, while others remain
active to guarantee required users’ quality-of-service (QoS). However, one of the
critical bottlenecks for the deployment of the C-RAN in practice is the requirement
of high-speed fronthaul links. Regardless of the recent development in fronthauling
technologies, the capacity of fronthaul links is physically limited [13].

With the mentioned advantages, the C-RAN is currently identified as one of the
key enablers to the deployment of essential technologies in 5G to deal with the increas-
ing capacity demand, such as small-cell and/or heterogeneous dense networks [14].
In fact the use of low-power RRHs reduces the size of the cells. This allows to deploy
more cells in the same covering geographic area of the traditional BSs. In addi-
tion, intercell interference, which constitutes the main limiting factor to the dense
deployment, can be efficiently managed at the cloud by means of the centralized
signal processing. Nevertheless, such scenarios raise a concern over the huge amount
of power consumption required to operate a large number of electronic circuit ele-
ments involved. As a result, developing energy-efficient transmission strategies for the
C-RAN is deemed important. This chapter presents optimization algorithms for the
energy efficiency maximization problems in the C-RANs.

This chapter is organized as follows. In Section 11.2, we provide mathematical
preliminaries of optimization techniques that lay the foundations for the development
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of solutions for energy efficiency optimization in C-RANs. In Section 11.3, the system
model of a C-RAN and the formulation of the energy efficiency maximization problem
are described, followed by the application of the introduced optimization approaches
in Section 11.2 to the design problem.

11.2 Energy efficiency optimization: mathematical
preliminaries

A general energy efficiency maximization problem for wireless networks with data
rate as the desired QoS metric can be expressed as

maximize
x

f (x)

g(x)
(11.1a)

subject to hi(x) ≤ 0, i = 1, . . . , m, (11.1b)

where f (x) : R
n → R represents the data rate of the system, g(x) : R

n → R is the
corresponding total power consumption, and hi(x) : R

n → R (i = 1, . . . , m) defines
the design constrains, i.e., it can be a function of transmit power of a transmit-
ter or an antenna, user-specific QoS, fronthaul capacity, etc. Function hi(x) can
be either convex or nonconvex. In either case, (11.1) is a nonconvex program due
to the fractional structure of the objective [15]. In the special case where f (x),
g(x), and hi(x) (i = 1, . . . , m) are convex, (11.1) is quasi-concave program of which
globally optimum solutions can be derived by linearly (or even superlinearly) conver-
gent optimization methods such as Dinkelbach’s algorithms or Charnes–Cooper’s
transformations [15]. In wireless communications, this likely corresponds to the
noise-limited scenarios [16]. However, this is not the case of the C-RANs where multi-
ple RRHs serve multiple users using the same sources of time and frequency, creating
interference-limited channels. To be specific, the rate function in the C-RAN is non-
convex with respect to power or beamforming variables. In such scenarios, globally
optimal solutions of nonconvex program (11.1) can be found by the non-polynomial
time global optimization frameworks such as MO [16]. Nevertheless, such methods
are suitable for benchmarking purposes only as it often requires prohibitively high
computational complexity. In practice, efficient optimization approaches that tend to
yield near-optimal solutions using lower computational resources are more desirable.
In the following, we discuss global and local optimization frameworks that can be
used to solve (11.1).

11.2.1 Global optimization method: monotonic optimization

Numerous nonconvex optimization problems in wireless communications fall to the
class of MO [17]. These can be solved globally by a powerful algorithm in the frame-
work of MO, namely, branch-reduce-and-bound (BRnB). In this section, we provide
some backgrounds of the MO and describe the BRnB method. To proceed, some basic
concepts of MO are first introduced [18].
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Definition 11.1. For any two vectors x, y ∈ R
n, writing y ≥ x (y > x, resp.) means

yi ≥ xi (yi > xi, resp.) for every i = 1, 2, . . . , n. If a ≤ b, then the box [a, b] ((a, b],
resp.) is the set of all x ∈ R

n satisfying a ≤ x ≤ b (a < x ≤ b, resp.).

Definition 11.2. (Increasing function)A function f :Rn
+ → R is said to be increasing

on R
n
+ if f (x′) ≥ f (x) when x′ ≥ x.

Definition 11.3. (Normal set) A set S ⊂ [a, b] is said to be normal in [a, b] (or
briefly, normal) if x ∈ S ⇒ [a, x] ⊂ S . For a closed normal set S in [a, b], a point
x̄ is called an upper boundary point if the cone K x̄ � {x | x > x̄} contains no point
of x ∈ S .

The standard form of an MO problem is generally written as [18]

maximize
x

f (x) (11.2a)

subject to hi(x)− h̃i(x) ≤ 0, i = 1, . . . , m (11.2b)

x ⊆ B � [a; b], (11.2c)

where f (x), hi(x), and h̃i(x) (i = 1, . . . , m) are increasing functions of variable x ,
and B is the box containing the feasible set of (11.2) i.e., {x|hi(x)− h̃i(x) ≤ 0, i =
1, . . . , m} ⊆ B. Vectors a and b are the lower and upper vertices of B, respectively. We
consider here a mixed-variable vector x of size N containing binary and continuous
variables, i.e., xj ∈ {0, 1} for j = 1, . . . , s and xj ∈ R for j = s+ 1, . . .N . The MO
problem can be solved by the BRnB method introduced in [18,19]. The following
presents the main steps of the BRnB.

Branch–reduce-and-bound algorithm
BRnB algorithm is an iterative procedure executing three basic operations at each
iteration: branching, reduction, and bounding. Starting from initial box [a; b], the
algorithm (i) iteratively divides it into smaller and smaller ones; (ii) removes boxes
that do not contain an optimal solution; and (iii) searches the remaining boxes for an
improved solution until an error tolerance is met. An example of the BRnB procedure
is illustrated in Figure 11.1.

It is worth mentioning that the BRnB algorithm was first developed for contin-
uous MO problems [19]. As a result, when applying to problems containing discrete
variables/feasible set as in (11.2), the algorithm may not return exact solutions of the
discrete variables, but approximated ones [18]. To avoid such drawback, a modifi-
cation of the BRnB was later developed for the discrete optimization programs in
which an adjustment step is additionally applied to the discrete variables to map them
into the corresponding discrete set. The details of BRnB method solving (11.2) are
provided next.

For the ease of exposition, we introduce the following denotations that are used
throughout this section: ej is a unit vector such that [ej] = 1 and [ei] = 0 if i 
= j; n
counts the iteration index; Bn denotes the set of candidate boxes at the nth iteration and
V = [p; q] ∈ Bn denotes an arbitrary box in Bn; fUpB(V ) denotes the upper bound of
V , i.e., fUpB(V ) ≥ max{f (x) | hi(x)− h̃i(x) ≤ 0, i = 1, . . . , m, x ∈ [p; q]}; the current
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Kx̄ Optimal point

a

b

p

q

p'

q'

(a)

q
q'

p
p'

(b)

Figure 11.1 Example of the BRnB procedure for branching and reduction
operations over two iterations: (a) Iteration 1 and (b) Iteration 2

best objective (CBO) stands for the known point in the feasible set that offers the best
objective value at the current iteration. Note that at the very first iteration, we have
B1 ≡ B, [p; q] ≡ [a; b], fUpB(V ) = f (b).

Branching
At iteration n, one box in Bn is picked to be branched into two new boxes. In partic-
ular, the candidate box, denoted as Vc, is bisected along the longest edge, which is
determined as l = arg max

1≤j≤N
(qj − pj). This results in two new smaller boxes of equal

size given by

V 1 = [p; q′] where q′j =

⎧⎪⎨
⎪⎩

qj if j 
= l,

0 if j = l ≤ s,

qj − (qj − pj)/2 if j = l > s,

(11.3)

V 2 = [p′; q] where p′j =

⎧⎪⎨
⎪⎩

pj if j 
= l,

1 if j = l ≤ s,

pj + (qj − pj)/2 if j = l > s.

(11.4)

We note that Vc in general should be selected such that it has the largest upper bound
among boxes in Bn, i.e., Vc = arg max

V∈Bn
fUpB(V ) [19]. This is to ensure the monotonic

decrease (increase, respectively) of the upper bound (lower bound, respectively) of
the resulting boxes.
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Reduction
The newly created boxes may contain some portions of no interest, i.e., those have no
feasible solution, or if they do, their feasible points give objective values smaller than
the CBO. Thus, efficiently cutting such regions out of the box shall limit the feasible
space, thereby accelerating the convergence. The reduction step is developed for this
purpose. In particular, given a box V = [p; q], we use reduction cut to find a smaller
box, denoted as r(V ) � [p′; q′] ⊂ V , such that an optimal solution (if it exists in V )
must be contained in r(V ). In other words, we eliminate the portions [p; p′) and (q′; q]
that are checked to not contain an optimal solution. To do so, we replace p by p′ ≥ p
where p′ = q−∑N

j=1ρ
(1)
j (qj − pj)ej and

ρ
(1)
j = sup{ρ(1)|0 ≤ ρ(1) ≤ 1, hi(p)− h̃i(q− ρ(1)(qj − pj)ej) ≤ 0,

f (q− ρ(1)(qj − pj)ej) ≥ CBO}, for j = 1, . . . , N . (11.5)

To find q′, we replace q by q′ ≤ q where q′ = p′ +∑N
j=1ρ

(2)
j (qj − p′j)ej and

ρ
(2)
j = sup{ρ(2)|0 ≤ ρ(2) ≤ 1, h(p′ + ρ(2)(qj − p′j)ej)− h̃i(q) ≤ 0}. (11.6)

The values of ρ(1)
j and ρ(2)

j can be found easily using the bisection method.
Remark that for j = 1, . . . , s (i.e., binary variables), we have qj − pj = 1, and

thus, p′j can be quickly obtained by

p′j =
{

0 if hi(p)− h̃i(q− ej) ≤ 0

1 otherwise.

If p′j = 0, then qj − p′j = 1, and thus q′j is computed as

q′j =
{

1 if h(p′ + ej)− h̃i(q) ≤ 0

0 otherwise.

Bounding
Bounding is the most crucial operation to ensure the convergence of the branch-and-
bound-type methods in general and the BRnB method in particular. In this step, we
update the upper and lower bounds of the boxes after reduction (i.e., r(V ) � [p′; q′]).
Due to the monotonicity, i.e., p′ ≤ x ≤ q′ for any x ∈ r(V ), the upper and lower bounds
of box r(V ) can be simply found as fLoB(V ) = f (p′) and fUpB(V ) = f (q′), respectively.
The convergence is declared when fUpB(V )− fLoB(V ) ≤ ε for small threshold ε > 0.

It is worth mentioning that if the newly updated upper bound of a box is smaller
than the CBO, we can remove that box to save the computational complexity. Thus,
together with bounding, efficiently updating the CBO is beneficial for improving the
algorithm’s efficiency.
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Algorithm 11.1: The SCA procedure solving (11.7)

1: Initialization: Set n := 0, choose an initial feasible point x(n)

2: repeat {n := n+ 1}
3: Solve (11.9) and obtain optimal value x∗

4: Update x(n) := x∗

5: until Convergence
6: Output: x(n)

11.2.2 Local optimization method: successive convex
approximation

For a general nonconvex program, optimal solutions could be found applying
the branch-and-bound-type methods but with the price of extremely high com-
putational complexity. Instead, using local optimization approaches to arrive at
near-optimal solutions is more appealing in practice [20]. Among the local optimiza-
tion approaches, the SCA method is increasingly applied for nonconvex problems in
wireless communications and also other fields.

SCA is an iterative method that aims at locating a Karush–Kuhn–Tucker (KKT)
solution to a nonconvex program. The central idea is to iteratively approximate the
nonconvex parts by the proper convex ones [21,22]. The general procedure of the
SCA is outlined in Algorithm 11.1, and the details are discussed next. Let us consider
a general optimization program given by

minimize
x

f0(x) subject to {fi(x) ≤ 0, i = 1, ..., m}, (11.7)

where fi(x) (i = 0, . . . , l) are all continuously differentiable functions over R
N .

The feasible set is denoted as S (x) � {x ∈ R
N | fi(x) ≤ 0, i = 1, . . . , m}, which is

assumed to be a compact set. In S (x), we also assume that fi(x) (i = 0, . . . , l) are
convex functions and fi(x) (i = l + 1, . . . , m) are nonconvex ones. Clearly the problem
is nonconvex due to the last l − m constraints. The central idea of the SCA is to itera-
tively approximate fi(x) (i = l + 1, . . . , m) by its convex upper bounds [21,22]. More
specifically, given a feasible point x′ ∈ S (x), fi(x) (i = l + 1, . . . , m) is replaced by
a convex function f̃i(x, g(x′)) satisfying the following properties:

(a) fi(x) ≤ f̃i(x; gi(x′))

(b) fi(x′) = f̃i(x′; gi(x′)) (11.8)

(c) ∇xfi(x′) = ∇x f̃i(x′, gi(x′)),

for all S̃ (x; x′) � {x ∈ R
N |fi(x) ≤ 0, i = 1, . . . , l; f̃i(x, g(x′)) 
= 0, i = l +

1, . . . , m}, where gi(x′): R
N → R

K is a parameter vector. We remark that S̃ (x; x′)
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needs to satisfy Slater’s constraint qualification [21]. The replacement leads to the
following convex subproblem:

minimize
x

f0(x) subject to {x ∈ S̃ (x; x′)}. (11.9)

Since the optimal solution of (11.9), denoted as x∗, belongs to S̃ (x; x′) due to the
conditions (a) and (b), it is relevant to use x∗ to form subproblem (11.9) for the next
iteration. To be specific, let x(n) denote the optimal solution at iteration n, then the
feasible set of the subproblem at iteration n+ 1 is S̃ (x; x(n)) (see Step 4 in Algorithm
11.1). The process is iteratively carried out until the convergence is established.

The update rule and the conditions (a) and (b) guarantee the convergence of
Algorithm 11.1. In particular, recall that S̃ (x; x(n)) is the feasible set of the subprob-
lem at iteration n+ 1. Thus, as x(n+1) is the optimal solution obtained by solving
(11.9) with S̃ (x; x(n)), we immediately have f0(x(n+1)) ≤ f0(x(n)) since x(n) is a point
in S̃ (x; x(n)) due to (11.8)(a) and (b). This implies the monotonic decrease of the
sequence of objective values. As a result, the convergence is ensured given that the
feasible set S (x) is bounded. On the other hand, the convergence points satisfy
the KKT optimality conditions due to the properties (b) and (c) as shown in [21,22].

It is worth noting that if fi(x) (i = l + 1, . . . , m) are not differentiable but subdif-
ferentiable at x′, the algorithm can still produce a monotonically decreasing sequence
of objective because (11.8)(a) and (b) remain satisfied in this case. However, the
approximation function here may not hold (11.8)(c), and thus achieved solutions at
the convergence may not satisfy the KKT optimality conditions. Another remark is
that the objective f0(x) might be nonconvex in some applications. In such problems,
we can apply the SCA principle for f0(x), i.e., f0(x) is replaced by f̃0(x; g0(x′)) satisfy-
ing the conditions in (11.8) in the approximate problem (11.9). For more convergence
results of the SCA, we refer the interested readers to references [21–23].

Obviously, it is important to find the convex approximations that hold the
conditions in (11.8). We provide next some SCA-applicable functions and their
approximated formulations that hold conditions in (11.8). Those are useful to derive
SCA-based algorithms for the energy efficiency maximization problems.

Useful approximate formulations
● Fractional-linear function: φ(x, y) � x

y where (x, y) ∈ R
2
++. Its convex approxi-

mation is given by

φfrac(x, y; λ) � 0.5
(
λx2 + 1

λy2

)
, where λ = 1

x′y′
. (11.10)

● Quadratic-over-linear function: φ(x, y; H) � xHHx
y where x ∈ C

n, y ∈ R++, and
H � 0. The approximation of φ(x, y; H) can be achieved by means of the first-
order Taylor series, i.e.,

φqol(x, y;x′, y′;H) � φ(x′, y′;H)+ 〈[∇xφ(x′, y′;H),∇yφ(x′, y′;H)]T, [x−x′, y− y′]T
〉

= (x′)HHx′

(y′)2
y − 2�((x′)HHx)

y′
. (11.11)
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● Power function: φ(x; p) � xp where x ∈ R++. An approximation of φ(x; p) is

φpo(x; x′; p) � (p− 1)(x′)p − p(x′)p−1x. (11.12)

11.3 Cloud radio access networks: system model and energy
efficiency optimization formulation

We focus on examining the problem of beamformer design maximizing the network
energy efficiency of a downlink C-RAN taking into account the impact of capacity-
finite fronthaul links. To address the fronthaul limitation, the idea is to reduce the
amount of BB signals exchanged through the fronthaul links. This is done by selecting
a properly small subset of users associated with an RRH, giving rise to the RRH-
user association problem that is jointly designed with the transmit beamforming. In
addition, to exploit the potential energy efficiency gain of the C-RAN, RRH selection
scheme is used in which some RRHs are properly switched into a sleep mode for
power-saving purposes. Noticeably, RRH-user association and RRH selection are
commonly adopted in the resource allocation for the C-RAN to cope with the fronthaul
constraints and/or to improve the energy efficiency.

The energy-efficient designs for the C-RAN employing RRH-user association
and RRH selection have been addressed in some recent works [24,25]. Therein,
however, energy efficiency is improved by minimizing the total power consump-
tion [24,26]. Since the data rate is not jointly optimized in the objective, energy
efficiency performance achieved by such methods may be far from the optimal one.
Very recently, approaches addressing the energy efficiency objective in C-RAN have
been developed in [10,12,27], which are summarized herein.

We present a global optimization method to the joint design problem based on
the BRnB. For practical applications, we provide three suboptimal solutions based on
the SCA that aim at achieving near-optimal solutions but with remarkably reduced
complexity compared to the globally optimal method.

11.3.1 System model

We consider the downlink of a C-RAN in which R RRHs, each equipped with M
antennas,∗ cooperatively serve K single-antenna users following joint transmission
scheme [28]. In particular, data information for each user is transmitted from multiple
RRHs. In this section, we focus on the data-sharing-based fronthauling strategy.
Energy-efficient transmission designs for compression-based CRANs can be referred
to [12,27]. For notational convenience, we denote by R � {1, . . . , R} the set of RRHs,
and K � {1, . . . , K} the set of users. The transmit signals are processed at a common
BBU pool, which are then forwarded to the RRHs via finite-capacity fronthaul links.
A simplified model of the considered system is illustrated in Figure 11.2. The BBU
pool is assumed to perfectly know the channel state information associated with all
the users in the network. We denote by hi,k ∈ C

1×M the channel vector between RRH

∗The assumption on the number of equipped antennas for all RRHs is merely for notational simplicity.



304 Green communications for energy-efficient wireless systems

Data link

Fronthaul link

RRH

RRHRRH

RRH

MS

MS

MS

BBU pool

RF

RF RF

RF

Figure 11.2 A simplified system model of the downlink of a multiuser C-RAN

i and user k . We also assume that linear beamforming scheme is adopted to form the
RF transmit signals at the RRHs. Let dk denote the unit-energy data symbol intended
for user k , i.e., E[|dk |2] = 1, and wi,k ∈ C

M×1 be the transmit beamformer for dk at
RRH i. The received signal at user k can be written as

yk =
(∑

i∈R
hi,kwi,k

)
dk

︸ ︷︷ ︸
desired signal

+
∑

j∈K \k

(∑
i∈R

hi,kwi,j

)
dj

︸ ︷︷ ︸
interference

+ nk

= hkwkdk +
∑

j∈K \k
hkwi,jdj + nk , (11.13)

where nk ∼ CN (0, σ 2
k ) is the additive white Gaussian noise at user k . In (11.13), we

have denoted hk � [h1,k , h2,k , . . . , hR,k ] ∈ C
1×MR and wk � [wT

1,k , wT
2,k , . . . , wT

R,k ]T ∈
C

MR×1 that are the aggregate vectors of all channels and beamformers from all RRHs
to user k , for notational simplicity. Assuming that each user decodes its own data
symbol while treating interference symbol as noise. Then the signal-to-interference-
plus-noise can be written as

γk (w) � |hkwk |2∑
j∈K \k |hkwj|2 + σ 2

k

. (11.14)

Let rk be the achievable data rate transmitted to user k . To guarantee reliable com-
munication, the rate must be below the instantaneous mutual information between
channel input and output or the constraint

rk ≤ W log(1+ γk (w)), ∀k ∈ K ,

where W is the transmission bandwidth, must hold.
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11.3.2 Power constraints

The power used for transmission at RRH i should not exceed its available power
budget, denoted as Pi. The power constraint for RRH i can be expressed as

∑
k∈K
‖wi,k‖2

2 ≤ Pi, ∀i ∈ R.

In addition, the power amplifier (PA) of each antenna chain has the maximum RF
output power. Let [wi,k ]m denote the beamforming coefficient in vector wi,k corre-
sponding to antenna m, and w̃i,m � [[wi,1]m; [wi,2]m; . . . ; [wi,K ]m] ∈ C

K×1 stack all
[wi,k ]m. The RF power radiated at antenna m should satisfy:

∑
k∈K
|[wi,k ]m|2 = ‖w̃i,m‖2

2 ≤ Pant
i,m,

where Pant
i,m is the maximum RF output power at the antenna m of RRH i. Without loss

of generality, we assume that Pi = P̄,∀i; and Pant
i,m = Pant,∀i, m.

11.3.3 Fronthaul constraint

We assume that the maximum capacity of a fronthaul link is C̄. For feasible trans-
mission, the total data rate of the wireless physical layer of RRH i should not be
larger than C̄. It is noted that the fronthaul rate in each link is proportional to the
number of users served by the corresponding RRH. As a result, under the fronthaul-
constrained scenario, each RRH might not need to serve all users in the network, but
a smaller group of selected users to which it can potentially provide the best network
performance [9,25]. In such cases, the RRH-user association method is needed.

For the formulation purpose, let us define the following indicator function:

I(x) =
{

1 if x 
= 0

0 if x = 0
. (11.15)

Now we can present by the indicator function on the beamforming vector wi,k , whether
RRH i sends information to user k as

I(‖wi,k‖2
2) =

{
1 if ‖wi,k‖2

2 > 0

0 if ‖wi,k‖2
2 = 0

.

Accordingly, the aggregate data rate, which can be reliably transmitted by the wireless
interface of RRH i, is calculated as

∑
k∈K I(‖wi,k‖2

2)rk . Thus, the fronthaul constraint
can be expressed as

∑
k∈K

I(‖wi,k‖2
2)rk ≤ C̄, ∀i ∈ R.
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In practice, the values of C̄ range from tens of Mbits/s to tens of Gbits/s, depending on
fronthaul transport solutions (e.g., passive optical networks, fiber, microwave, Eth-
ernet cables, and wireless communications) and deployments/network requirements
(e.g., indoor, outdoor, and urban or rural environments) [14,29,30].

11.3.4 Power consumption

The power consumption is the crucial element to quantify the energy efficiency mea-
sure. In this section, we model the network power consumption following those
in [31–34] which includes three main components: power for operating electronic
circuits, power for signal processing and fronthauling, and power dissipated on PAs.

11.3.4.1 Circuit power consumption
A significant amount of power is required for operating the RF chain of RRHs (e.g.,
analog-to-digital or digital-to-analog converters, filters, and mixers) as well as the
elements of network infrastructure. Assuming that RRHs and the associated network
units are configured to be switchable between sleeping and active modes, each of them
consumes a dedicated power Pact and Psl, respectively, with Pact � Psl. For power-
saving purposes, an RRH should be put into a sleep mode when it does not transmit
to any user, and otherwise it is active when having data to transmit. To represent the
operation modes of the RRH, we can use the indicator function introduced in (11.15).
By noting that

∑
k∈K ‖wi,k‖2

2 is the total radiated power at RRH i, the operation modes
of the RRH can be interpreted as I(

∑
k∈K ‖wi,k‖2

2). The circuit power consumption
can be then modeled as [32,33]

Pcir(w) �
∑
i∈R

I

(∑
k∈K
‖wi,k‖2

2

)
Pact +

∑
i∈R

(
1− I

(∑
k∈K
‖wi,k‖2

2

))
Psl + P0, (11.16)

where P0 includes the fixed power consumption to keep the network operating, e.g.,
power supply for the network infrastructures [32].

11.3.4.2 Signal processing and fronthauling power
The data needs to be encoded/decoded and modulated/demodulated. In general, a
higher data rate generally requires a larger codebook, and the larger number of bits
incurs higher power for encoding and decoding on the BB circuit boards. Moreover,
the fronthaul network transports the data signals, and, thus, also consumes power. In
fact, the power consumption for fronthauling varies with the data rate. For example,
in wireless fronthaul networks, higher fronthaul rate requires higher power consump-
tion. From this standpoint, the amount of power consumed for signal processing and
fronthauling is rate dependent. Assuming that this amount of power is linearly scaled
with the total fronthaul rate [31], the signal processing and fronthauling power can
be written as

PSP-FH(w, r) � δ
∑
i∈R

∑
k∈K

I(‖wi,k‖2
2)rk , (11.17)

where δ is a constant coefficient with unit W/(Gbits/s) and r � [r1, . . . , rK ]T.
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11.3.4.3 Dissipated power on PA
The amount of power dissipated on the PAs strongly depends on the PA’s efficiency
which is defined as the ratio between the total RF output power and the direct current
input power. Conventionally, PA’s efficiency is assumed to be a constant over the
operating range. However, this assumption may hold true for only some transceiver
types, in which advanced PA architectures can be implemented to make the PA’s
transfer function operating in its linear region (e.g., macro and micro BSs in LTE
systems). For smaller size and/or low-cost transmitter such as RRHs, such techniques
are expensive to employ [32]. Therefore, for this scenario, PA’s efficiency is highly
dependent on the output power region. To account for this, we consider the nonlinear
power consumption model of the PA, in which the PA’s efficiency is a function of its
radiated power [34,35], i.e.:

εi,m(w) �
√

Pant

εmax

√∑
k∈K
|[wi,k ]i|2 = ε‖w̃i,m‖2, (11.18)

where ε �
√

Pant

εmax
and Pant and εmax ∈ [0, 1] are the maximum power of the PA and the

maximum PA’s efficiency, respectively. Following the definition of the PA’s efficiency,
the power consumed at the PA m of RRH i for radiating the signals outward the
antenna is

PPA,(i,m)(w) � ‖w̃i,m‖2
2

εi,m(w)
= 1

ε
‖w̃i,m‖2, (11.19)

which is clearly a function of the beamforming vector. From (11.19), the total power
dissipated on all the PAs is calculated as

PPA(w) � 1

ε

∑
i∈R

M∑
m=1

‖w̃i,m‖2. (11.20)

11.3.4.4 Total power consumption
To summarize, the total consumed power in the considered system, denoted as P(w, r),
can be expressed as

P(w, r) � Pcir(w)+ PSP-FH(w, r)+ PPA(w)

= 1

ε

∑
i∈R

M∑
m=1

‖w̃i,m‖2 + (Pact − Psl)
∑
i∈R

I

(∑
k∈K
‖wi,k‖2

2

)

+ δ
∑
i∈R

∑
k∈K

I

(∑
k∈K
‖wi,k‖2

2

)
rk + RPsl + P0︸ ︷︷ ︸

�Pc

. (11.21)
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11.3.5 Problem formulation

We focus on maximizing the overall network energy efficiency of the C-RAN
while satisfying the user-specific QoS constraints, fronthaul constraints, and power
constraints. In particular, the joint design problem of beamforming, data rate, and
RRH-user association and RRH selection design is expressed as

maximize
w,r

∑
k∈K rk

P(w, r)
(11.22a)

subject to rk ≤ log(1+ γk (w)), ∀k ∈ K (11.22b)

rk ≥ r0, ∀k ∈ K (11.22c)∑
k∈K

I(‖wi,k‖2)rk ≤ C̄, ∀i ∈ R (11.22d)

∑
k∈K
‖wi,k‖2

2 ≤ P̄, ∀i ∈ R (11.22e)

‖w̃i,m‖2
2 ≤ Pant, ∀i ∈ R, m = 1, . . . , M . (11.22f )

where r0 is the predefined data rate threshold of a user. Problem (11.22) is a general
nonsmooth nonconvex optimization problem due to the nonconvex objective (11.22a)
and the constraints (11.22b) and (11.22d). In fact, by means of the RRH-user associ-
ation, the joint beamforming optimization in (11.22) can be viewed as finding group
sparse solutions of w. Hence we can apply some sort of sparse optimization algorithms
to solve (11.22) [25,36].

Nevertheless, (11.22) can be alternatively cast as a mixed integer program to
which a wider class of optimization tools are available. In particular, for beamforming
designs in wireless communications, indicator function (11.15) can be simplified by
the following constraints:

‖wi,k‖2 ≤ xi,k

√
P̄, xi,k ∈ {0, 1}, ∀i ∈ R, k ∈ K , (11.23a)

si ≥ xi,k ,∀k ∈ K ; si ≤
∑
k∈K

xi,k , si ∈ {0, 1}, ∀i ∈ R, (11.23b)

where xi,k can be seen as a preference variable representing the association between
RRH i and user k , i.e., RRH i does not transmit to user k if xi,k = 0, and it does if
xi,k = 1. Clearly we can see by (11.23a) that ‖wi,k‖2 = 0 if xi,k = 0, and ‖wi,k‖2 > 0
otherwise. Similarly, si is the preference variable representing the operating state of
RRH i, i.e., si = 0 if RRH i is in sleep mode, and si = 1 if RRH i is active. Constraint
(11.23b) is to tighten the relationship between si and xi,k , i.e., si = 1 if there exists
(i, k) such that xi,k = 1, and si = 0 otherwise. In other words, RRH i is active if it
transmits information to at least one user and sleeps if having no data to transmit.
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Based on the previous discussion, we can replace indicator I(·) by binary variables
xi,k and si and recast the considered problem as

maximize
w,x,s,r

∑
k∈K rk

P(w, r, s, x)
(11.24a)

subject to rk ≤ log(1+ γk (w)), ∀k ∈ K (11.24b)

rk ≥ r0, ∀k ∈ K (11.24c)∑
k∈K

xi,k rk ≤ C̄, ∀i ∈ R (11.24d)

‖wi,k‖2 ≤ xi,k

√
P̄, xi,k ∈ {0, 1}, ∀k ∈ K ,∀i ∈ R (11.24e)∑

i∈R
‖wi,k‖2

2 ≤ P̄, ∀i ∈ R (11.24f )

‖w̃i,m‖2
2 ≤ Pant, ∀i ∈ R (11.24g)

si ≥ xi,k ,∀k ∈ K ; si ≤
∑
k∈K

xi,k , si ∈ {0, 1}, (11.24h)

where x � [x1,1, . . . , xi,k , . . . , xR,K ]T, s = [s1, . . . , sR]T, and

P(w, r, s, x) � 1

ε

∑
i∈R

M∑
i=1

‖w̃i,m‖2 + (Pact − Psl)
∑
i∈R

si + δ
∑
i∈R

∑
k∈K

xi,k rk + Pc.

The new formulation is still a nonconvex optimization problem. However, (11.24)
allows the application of global optimization framework such as the ones in Section
11.2. In the following sections, we first introduce an optimal algorithm based on the
BRnB procedure to solve (11.24). Then efficient algorithms achieving near-optimal
performance are presented; two of which are derived based on(11.24) and the other
is based on (11.22).

11.4 Energy-efficient methods for cloud radio access networks

11.4.1 Globally optimal solution via BRnB algorithm

The BRnB algorithm cannot be applied to (11.24) since the optimization problem is not
in a standard monotonic form. In particular, we can quickly observe that the fractional
objective in (11.24a) is not an increasing function of the involved variables. Thus, the
idea is to apply the BRnB on an alternative problem, which admits a monotonic
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formulation while sharing the same optimal solution set with (11.24). To this end, we
consider the following formulation:

maximize
η,w,x,s,r,t

η (11.25a)

subject to ηP(s, x, r, t)−
∑
k∈K

rk ≤ 0 (11.25b)

M∑
m=1

||w̃i,m||2 ≤ ti, ∀i ∈ R (11.25c)

(11.24b)–(11.24h), (11.25d)

where η and t � [t1, . . . , tR]T are newly introduced variables and Ptotal(w, r, s, x)
is redefined as P(s, x, r, t) � 1

ε

∑
i∈R ti + (Pact − Psl)

∑
i∈R si + δ∑i∈R

∑
k∈K

xi,k rk + Pc. We can easily justify that (11.25b) and (11.25c) hold equality at the
optimality that guarantees the equivalence between (11.24) and (11.25) in terms of
optimal solution set. The application of the BRnB to (11.25) is inspired by the fol-
lowing key observations: (i) objective (11.25a) and constraints (11.24c), (11.24d),
(11.24h), and (11.25b) are monotone with respect to η, x, s, r, and t; (ii) given feasi-
ble values of (s, x, r, t), we can determine the corresponding beamforming vector w
by the following lemma.

Lemma 11.1. Let (x̂, ŝ, r̂, t̂, ŵ) be a feasible point of (11.25). Given the values of
(x̂, ŝ, r̂, t̂), then ŵ can be computed as

ŵ = find{w|(11.24b), (11.24e)–(11.24g), (11.25c)}, (11.26)

in which we replace (s, x, r, t) by (ŝ, x̂, r̂, t̂).

The proof of Lemma 11.1 can be found in [10]. Based on these observations, we
can develop a BRnB procedure to find optimal solution (x, s, r, t, η) of (11.25). The
optimal beamforming w can be derived accordingly by means of Lemma 11.1. This
is the central idea of the proposed algorithm as described next.

To apply the BRnB method introduced in Section 11.2.1, we first determine the
monotonic problem with respect to (s, x, r, t, η), i.e.,

maximize
η,x,s,r,t

η (11.27a)

subject to (11.24c), (11.24d), (11.24h), (11.25b) (11.27b)

[s, x, r, t, η] ∈ [a, b], (11.27c)

in which a � [s, x, r, t, η] and b � [s, x, r, t, η] define the lower and upper bounds of
the initial box. Vertices in a and b are calculated as follows. Since s and x are binary
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variables, hence sb = 0, sb = 1, xb,k = 0, xb,k = 1. By (11.22c), we have rk ≥ rk = r0,
and by (11.22b)

rk ≤ rk = min
{
C̄, log

(
1+ |hkwk |2/σ 2

k

)} ≤ min
{
C̄, log

(
1+ RP̄‖hk‖2

2/σ
2
k

)}
,

as |hkwk |2 ≤ ‖hk‖2
2‖wk‖2

2 by the Cauchy–Schwarz inequality, and ‖wk‖2
2 ≤ RP̄. We

also have ti ≥ ti = 0 and ti ≤ ti = M
√

Pant; and by (11.25b)

η �
∑

k∈K rk

P(s, x, r, t)
and η �

∑
k∈K rk

P(s, x, r, t)
. (11.28)

Since feasible set of (11.27) is upper bounded by the power and fronthaul constraints,
it satisfies the normal and finite properties required by the BRnB algorithm (see
Definition 11.3), thus, (11.27) is now in standard form of MO problem and can be
solved by the BRnB method.

Remark that our aim is to find optimal solutions of (11.25) through solving
(11.27). Therefore, we need to ensure that optimal solutions obtained by the BRnB
method are feasible to (11.25), thereby the desired optimal solutions can be found by
Lemma 11.1. To this end, every newly created box needs to be checked if potentially
containing feasible solutions to (11.25), otherwise that box should be eliminated. This
can be done by solving the following feasibility problem for a box V :

minimize
w

∑
i∈R

M∑
m=1

‖w̃i,m‖2 (11.29a)

subject to hkwk ≥
√

(erk − 1)
(∑K

j 
=k |hkwj|2 + σ 2
k

)
(11.29b)

siti ≤
M∑

m=1

||w̃i,m‖2 ≤ siti, i ∈ R (11.29c)

‖w̃i,m‖2
2 ≤ siP

ant, ‖wi,k‖2 ≤ xi,k

√
P̄, i ∈ R (11.29d)∑

k∈K
‖wi,k‖2

2 ≤ siP̄ ∀i ∈ R. (11.29e)

Specifically, (11.29) can be viewed as minimizing the power consumption subject to
minimum users’rate requirement r given the power budget t and RRH-user association
x̄ and s. Obviously, if there does not exist any beamformer set making r achievable,
then V is infeasible to (11.25) and needs to be immediately discarded.

To summarize, the globally optimal method solving (11.25) is described in Algo-
rithm 11.2. Noticeably, we have made modifications to the standard BRnB procedure
in the algorithm so as to accelerate the convergence rate of Algorithm 11.2. These



312 Green communications for energy-efficient wireless systems

Algorithm 11.2: The BRnB algorithm solving (11.25)

1: Initialization: Compute a, b and apply box reduction to box [a; b]. Let n := 1,
B1 = r([a; b]) and fUpB(B) = η

2: repeat {n := n+ 1}
3: Branching: select a box Vc = [p; q] ⊂ Bn−1 and branch Vc into two smaller

ones V 1
c and V 2

c , then remove Vc from Bn−1.
4: Reduction: apply box reduction to each box V l

c (l = {1, 2}) and obtain reduced
box r(V l

c ).
5: Bounding: for each box r(V l

c )
6: if solving (11.29) is feasible then
7: Achieve w∗, calculate t∗ and extract x∗.
8: Update t := t∗ and calculate fUpB(r(V l

c )) by (11.31).
9: Check x∗ with (11.33), if true, compute feasible objective η̂ as (11.32), and

update new CBO, i.e., CBO := max{η̂, CBO}.
10: Update Bn := Bn−1 ∪ {r(V l

c )|fUpB(r(V l
c )) ≥ CBO}.

11: end if
12: until Convergence
13: Output: With (x∗, s∗, r∗, t∗), recover w∗ by (11.26) to achieve the globally optimal

solution of (11.24), i.e., (w∗, x∗, s∗, r∗).

changes exploit some useful properties of the energy efficiency maximization in the
C-RAN. The modifications (compared to the generic framework) made in Algorithm
11.2 are presented next.

Improved branching dimension
Normally, one entry of [s, x, r, t, η] is branched at each iteration, and, thus, the total
number of iterations may increase exponentially with the problem size. Intuitively,
we can lower the computational complexity by minimizing the branching dimen-
sions while still guaranteeing convergence. For (11.25), it turns out that we can skip
branching on η and t. In particular, recall that lower and upper bounds of η can be
determined via those of [s, x, r, t] as (11.28). Thus, branching on η is not essential.
On the other hand, consider problem (11.29) and denote by w∗ the optimal solution
if solving (11.29) is successful, and t∗ � {t∗i }i with t∗i =

∑M
m=1 ‖w̃∗i,m‖2. Obviously, t∗

is the minimum power required to achieve r, and it holds t ≤ t∗. Also, t∗ is unique
solution because of the structure of the objective in (11.29) [37, Chapter 3]. At this
point, we can replace t by t∗ to yield a tighter lower bound on t. Thus, it is sufficient to
only branch (x, s, r) as the lower bound on t is always improved with r. The presented
properties significantly accelerate the convergence of the BRnB.

Improved branching order
In principle, we can randomly select a variable to perform branching in each iteration
of the BRnB algorithm, because this operation does not delete any feasible solution.
For the considered problem, we can potentially reduce the computational complexity
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if we start the algorithm by first branching on s due to its dependency on other
factors. Intuitively, the number of active RRHs provides the degrees of freedom that
can make the desired data rate r achievable. Moreover, we can immediately obtain
xi,k = 0,∀k ∈ K whenever si = 0, implying that the effective dimension in V is
reduced by K times. Therefore, by first keeping branching on s until s = s, we can
quickly determine that the combinations of {si}i make (11.25) infeasible. This is
done by solving (11.29) with given s and target rate r0 for all users. Moreover, since
the length of s is much smaller than that of x in most of wireless communications
applications, it is expected that branching on s may take a relatively small number of
iterations and, thus, may create a relatively small number of new boxes.

Improved upper bound
Upper bounding as in (11.28) is not tight enough and thus is inefficient for the
considered problem. To be specific, let us recall the lower bound of P(s, x, r, t), i.e.:

P(s, x, r, t) = 1

ε

∑
i∈R

ti + (Pact − Psl)
∑
i∈R

si + δ
∑
i∈R

∑
k∈K

xi,k rk + Pc, (11.30)

and observe that P(s, x, r, t) =∑i∈R ti/ε + Pc if x = 0 and s = 0. However, it
holds that

∑
i∈R si ≥ 1, since at least one RRH is active for transmission, and∑

i∈R
∑

k∈K xi,k rk ≥∑k∈K rk because the fronthaul networks must at least con-
vey the minimum required data rate for all users. In other words, the second and third
terms in (11.30) are always nonzero. Moreover, from the result of solving (11.29)
feasible, we have t ≤ t∗. Thus, we can upper tighten the bound of P(s, x, r, t) as

P(s, x, r, t) ≤ P(s, x, r, t∗) �
∑
i∈R

1

ε
t∗i + (Pact − Psl) max

{
1,
∑
i∈R

si

}

+ δmax

⎧⎨
⎩
∑
k∈K

rk ,
∑

i∈R,k∈K
xi,k rk

⎫⎬
⎭+ Pc.

One can see that replacing P(s, x, r, t) by P(s, x, r, t∗) does not remove any feasible
solution. As such a tighter upper bound on η over V can be recalculated as

η =
∑

k∈K rk

P(s, x, r, t∗)
. (11.31)

Updating the best current objective
As mentioned earlier in Section 11.2.1, boxes, the upper bounds of which are smaller
than the CBO, can be removed out of set Bn to reduce the complexity. Thus, efficiently
updating the CBO is deemed important for improving the algorithm’s efficiency. To
do so, we need to find a feasible point within each box in order to calculate the
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feasible objective value. In particular, let [ŝ, x̂, r̂, t̂] be some feasible point in box V .
The feasible objective is

η̂ =
∑

k∈K r̂k

P(ŝ, x̂, r̂, t̂)
. (11.32)

If η̂ > CBO, η̂ is updated to be the new CBO. We now present a heuristic method to
obtain a feasible point within box V . We first recall the feasibility problem (11.29)
and note that r is feasible if solving (11.29) is so. Thus, our idea is to set r̂ = r and
determine the values of the other variables (x̂, ŝ, t̂) corresponding to r. Particularly
for x̂, we can simply compute x̂ by setting x̂i,k = 0 if ‖w∗i,k‖2 = 0 and vice versa
x̂i,k = 1 if ‖w∗i,k‖2 > 0 where w∗ is an optimal solution obtained by solving (11.29).
The obtained solution is verified feasible if it stays in the feasible set of (11.27), i.e.,

x̂ ∈
{

x |
∑
i∈R

xi,k ≥ 1, k ∈ K ,
∑
k∈K

xi,k rk ≤ C̄, i ∈ R

}
. (11.33)

The value of ŝ is found based on x̂ according to (11.24h), while the value of t̂ is
t̂i =∑M

m=1 ‖w̃∗i,m‖2, ∀i ∈ R.
We can easily check that these modifications made in Algorithm 11.2 do not drop

off any feasible solution. As a result, Algorithm 11.2 is still guaranteed to converge
and its output is the globally optimal solutions of (11.24).

11.4.2 Suboptimal solutions via successive convex approximation

In general, a global optimization algorithm often takes enormous complexity to output
a solution that is in fact not practically preferable. Instead, it often serves as the perfor-
mance benchmark to evaluate the quality of other methods used in practice. Toward
more efficient algorithms, we next present three iterative suboptimal approaches that
aim at achieving near-optimal solutions but using much reduced computation. These
approaches apply different techniques to deal the binary variables, before employing
the SCA framework in Section 11.2.2 to find a stationary solution of the design prob-
lem. Noticeably, the first two methods are developed in accordance with formulation
(11.24), while the third method is based on (11.22).

11.4.2.1 SCA-based mixed integer programming
In the first method, we keep the binary variables unchanged while using the SCA
framework to convexify the nonconvex parts of problem (11.24) then solved using
modern mixed integer convex solvers. We shall refer this algorithm as SCA-MI in the
sequel.

To apply the SCA, recall that the nonconvexity must have a convex bound that
satisfies the conditions in (11.8). However, this is not the case of (11.24). Thus, we
first need to transform the problem into an equivalent form suitable for application of
the SCA. To be simple, we shall consider the following transformation of (11.24) of
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which the nonconvex parts have similar formulations with those introduced in Section
11.2.2, i.e.:

maximize
t,w,s,x,
r,g,q,v

∑
k∈K rk

t + δ∑i∈R
∑

k∈K v2
i

(11.34a)

subject to t ≥ 1

ε

∑
i∈R

M∑
m=1

‖w̃i,m‖2 +
∑
i∈R

(Pact − Psl)si + Pc (11.34b)

log(1+ gk ) ≥ rk ∀k ∈ K (11.34c)
K∑

j 
=k

|hkwj|2 + σ 2
k ≤
|hkwk |2

gk
, ∀k ∈ K (11.34d)

xi,k ≤
v2

i,k

rk
, ∀k ∈ K ,∀i ∈ R (11.34e)

∑
k∈K

v2
i,k ≤ C̄, ∀i ∈ R (11.34f )

(11.24c), (11.24e)–(11.24h), (11.34g)

where t, g � [g1, . . . , gK ]T, q � [q1, . . . , qK ]T, v � [v1, . . . , vR]T are newly intro-
duced slack variables. Specifically, the objective (11.24a) is equivalently rewritten by
(11.34a) and (11.34b) with t; (11.24b) is rewritten by (11.34c) and (11.34d) using g;
(11.24d) is replaced by (11.34e) and (11.34f) using v. It is easily checked that (11.24)
and (11.34) are equivalent in terms of the optimal set. We keep rewriting (11.34) as

minimize
θ∈S

f (θ ) � t∑
k∈K rk

+ δ
∑

i∈R
∑

k∈K v2
i∑

k∈K rk
(11.35a)

subject to (11.34d), (11.34e), (11.35b)

where θ � {t, w, s, x, r, g, q, v} denotes the involved optimization variables and

S � {θ |(11.24c), (11.24e)–(11.24h), (11.34b), (11.34c), (11.34f)},
is the set of convex constraints of (11.34). The nonconvexity of (11.35a) and (11.35b)
is obvious due to the first term of objective and the right side of (11.34d) and (11.34e).
These are the SCA-applicable functions (cf. Section 11.2.2). The application of the
SCA to (11.35a) and (11.35b) is now straightforward. In particular, the nonconvex
constraints can be replaced by the following convex ones:

K∑
j 
=k

|hkwj|2 + σ 2
k ≤ φqol

(
wk , gk ; w(n)

k , g(n)
k ; h

H
k hk

)
(11.36)

xi,k ≤ φqol
(

vi,k , rk ; v(n)
i,k , r(n)

k

)
, ∀i ∈ R, k ∈ K , (11.37)
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in which the right side of (11.34d) and (11.34e) have been approximated using (11.11).
For the objective, the nonconvexity can be approximated by the function in (11.10).
As a result, we have the following approximate objective:

f (θ ; θ (n)) � φfrac

(
t;
∑
k∈K

rk ; λ(n)

)
+ δ

∑
i∈R

∑
k∈K v2

i,k∑
k∈K rk

, (11.38)

where λ(n) = 1

t(n) ∑
k∈K r(n)

k

.

In summary, we solve the following approximate convex program of (11.35a)
and (11.35b) at every iteration of the SCA procedure outlined in Algorithm 11.3

minimize
θ∈S

f (θ ; θ (n)) subject to {(11.36), (11.37)}. (11.39)

The convergence of Algorithm 11.3 can be proved following the arguments in
Section 11.2.2 and those in the related references. Problem (11.39) is a mixed integer
convex program that can be solved effectively by off-the-shelf convex solvers such as
MOSEK [38].

It is interesting to see that most of constraints in (11.39) are second-order-
cone (SOC) representable except the logarithmic constraint in (11.34c) (cf. [39]
for SOC-presentable formulations). Thus, the complexity of solving (11.39) would
remarkably be reduced if (11.34c) can be approximated by SOC ones. For this pur-
pose, we can use approaches presented in [40]. By applying such method, the resulting
problem becomes SOC programming (SOCP) that allows more available off-the-
shelf convex solvers, such as CPLEX, GUROBI, applicable to solve it with lower
complexity.

The SCA-MI uses a significantly smaller number of iterations to find the solu-
tions compared to the BRnB method. In addition, it can achieve exact binary
solutions. However, since the SCA-MI method deals directly with binary variables
in each iteration, the per-iteration complexity is still relatively high, and so is the
total run time, as we shall see via numerical demonstrations. In the following,
we present the second and third approaches that have further lower per-iteration
complexity.

Algorithm 11.3: Proposed method for solving (11.34)

1: Initialization: Set n := 0, choose initial values for θ (0)

2: repeat {n := n+ 1}
3: Solve (11.39) and achieve θ∗

4: Update θ (n) := θ∗
5: until Convergence
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11.4.2.2 SCA-based regularization method
The second method also aims at using the SCA framework to solve (11.24), achieving
exact binary solutions. Unlike the SCA-MI method, the binary variables here are
equivalently represented by a constraint of continuous variables. A regularization
technique is then applied to make the resulting problem to be SCA applicable. More
specifically, we first use the well-known polynomial constraint of binary variables
for x which is given by

xi,k ∈ {0, 1},∀i, k ⇔
∑
i∈R

∑
k∈K

x2
i,k − xi,k ≥ 0, xi,k ∈ [0, 1]. (11.40)

We can adjust the previous representation by the fact that x2
i,k − xi,k < 0 for xb,k ∈

(0, 1). For s, we simply relax it as si ∈ [0, 1] because si is automatically binary when
xb,k is so, which is due to (11.24h). In the sequel of this subsection, xi,k and si are
seen as continuous over [0, 1], ∀i, k . Now, to apply the SCA method, we can utilize
the transformation presented in the previous subsection which leads to the following
equivalent problem of (11.24):

minimize
θ∈S

f (θ ) subject to {xi,k , si ∈ [0, 1], (11.40), (11.34d), (11.34e)},
(11.41)

while two nonconvex constrains (11.34d) and (11.34e) can be handled by the same way
as done in Section 11.4.2.1. Unfortunately, (11.40) is not suitable for the use of the
SCA. This is because its convex approximation does not satisfy Slater’s constraint
qualification, which is the necessary condition for the SCA. To understand this,
let us apply the SCA principle to (11.40) resulting in the following approximate
constraint:

φpo(x; x′; 2) �
∑
i∈R

∑
k∈K

(
2xi,kx′i,k − (x′i,k )2

)−∑
i∈R

∑
k∈K

xi,k ≥ 0, (11.42)

where x′i,k ∈ [0, 1] is a feasible point in (11.41). It is not difficult to check that
the set {xi,k ∈ (0, 1)|φpo(x; x′; 2) > 0} is empty violating Slater’s condition. To cope
with this issue, we can apply the regularization technique [41,42]. In particular,
auxiliary variable q ≥ 0 is added to (11.41) to arrive at the following regularized
problem:

minimize
θ∈S

f (θ )+ αq (11.43a)

subject to
∑
i∈R

∑
k∈K

x2
i,k − xi,k ≥ q, xi,k , si ∈ [0, 1] (11.43b)

(11.34d), (11.34e). (11.43c)

In (11.43), the last term in the objective stands for the cost that (11.43b) is violated
when xi,k 
= {0, 1}, which is the objective to be minimized; α > 0 is the penalty
parameter. We can justify that the use of q allows (11.43b) to be satisfied for any
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xi,k ∈ [0, 1], and (11.43) is identical with (11.41) when q = 0. At this point, the
SCA algorithm can be applied to (11.43) similarly to Section 11.4.2.1, leading to the
following convex approximation problem solved at each iteration:

minimize
θ∈S ,q

f (θ ; θ (n))+ αq (11.44a)

subject to
∑
i∈R

∑
k∈K

(
2xi,kx(n)

i,k − (x(n)
i,k )2

)
−
∑
i∈R

∑
k∈K

xi,k ≥ q, xi,k , si ∈ [0, 1] (11.44b)

(11.36), (11.37). (11.44c)

We outline the procedure solving (11.43) in Algorithm 11.4. The convergence of the
method can be justified following the discussion in Section 11.2.2. An important
point in Algorithm 11.4 is that the value of penalty parameter α is increased at each
iteration, i.e., Step 5. We note that a high value of α will encourage q to be zero which
means that xi,k ∀i, k are binary values. Thus, the idea is to start Algorithm 11.4 with
a small value of α to prioritize minimizing the original objective and then increase α
in subsequent iterations to force q to be zero.

Remark: For Algorithm 11.4, our expectation is that the obtained solutions at the
convergence shall eventually be exact binary values. To ensure this, we can replace
(11.24e) by

‖wi,k‖2 ≤ xp
i,k

√
P̄, (11.45)

where p is a constant. This maneuver is inspired by two observations. First, for all
value p > 1, (11.45) is equivalent to (11.24e) if xb,k ∈ {0, 1}. Second, xp

i,k ≥ xp+1
i,k for

xi,k ∈ [0, 1] with p > 0 which means that:

‖wi,k‖2 ≤ xp+1
i,k

√
P̄ ≤ xp

i,k

√
P̄ ≤ · · · ≤ xi,k

√
P̄. (11.46)

Thus, this replacement is nothing but to tighten the feasible set of (11.41) such that
a tighter continuous relaxation can be obtained with higher values of p. Remark that
(11.45) for p > 1 is nonconvex constraints and its right side is the power function.

Algorithm 11.4: Proposed method for solving (11.43)

1: Initialization: Set n := 0, choose initial values for θ (0) and set α(0) small
2: repeat {n := n+ 1}
3: Solve (11.44) and achieve θ∗

4: Update θ (n) := θ∗
5: Update α(n) := min{αmax;α(n−1) + ε} for small ε
6: until Convergence
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In light of the SCA principle, we can replace (11.45) by the following approximate
constraint when solving (11.44) (Step 3 in Algorithm 11.4), i.e.,

‖wi,k‖2 ≤ φpo
(

xi,k ; x(n)
i,k ; p

)√
P̄. (11.47)

We note that (11.45) has not been used in the development of the global optimization
algorithm and the SCA-MI method, since these methods do not work on the continuous
relaxation of the binary variables.

11.4.2.3 SCA-based �0-approximation method
In the third method, we use the formulation (11.22) to derive solutions for the joint
design problem. By viewing the joint design as finding sparse solutions of the beam-
formers, we can leverage the sparsity-based approach combining with SCA method
to solve the considered problem. In particular, the nonsmooth function I(·) is first
approximated by a continuous one using �0/�2 norm method [25,43]. As such the
SCA for the continuous optimization problem can be applied.

To proceed, we consider the simplified expression of (11.15)

I
(‖wi,k‖2

2

)⇔ I(ui,k ); I

(∑
k∈K
‖wi,k‖2

2

)
⇔ I

(∑
k∈K

ui,k

)
, where ‖wi,k‖2 ≤ ui,k ,

(11.48)

and ui,k is the slack variable associated with the power of wi,k . We justify (11.48)
by the fact that ui,k = 0 if ‖wi,k‖ = 0 and otherwise. We note that ui,k is addition-
ally introduced merely to make the presentation of the algorithm easier to follow,
as one can directly apply the method presented next on I(‖wi,k‖2

2) to find the solu-
tions. Following �0/�2 norm method, I(ui,k ) can be continuously approximated by
some (concave) functions. For example, Table 11.1 lists continuous approximations
of the indicator function that have often been used in sparse optimization problems in
wireless communications. We can see that I(ui,k ) � ψβ(ui,k ) when approximation

Table 11.1 �0-Approximation function ψβ(y) and the corresponding subgradient
∂ψβ(y) and first-order approximations ψ̄β(y;y(n)) [23]

Function ψβ (y) Subgradient ∂ψβ (y) Approximation ψ̄β (y; y(n))

Exp 1− exp(−βy) βe−βy 1− e−βy(n)
(1− β(y − y(n)))

Capped-�1 min{1,βy}
{

0 if y ≥ 1
β

β if otherwise

{
1 if y(n) ≥ 1

β

βy otherwise
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parameter β is sufficiently large. Replacing I(ui,k ) by ψβ(ui,k ), we arrive at the
following continuously approximated problem (11.22):

maximize
w,r,u

∑
k∈K rk

P(w, r, u)
(11.49a)

subject to ‖wi,k‖2 ≤ ui,k ,
∑
k∈K

u2
i,k ≤ P̄, ∀b ∈ B (11.49b)

∑
k∈K

ψβ(ui,k )rk ≤ C̄ (11.49c)

(11.22b), (11.22c), (11.22f), (11.49d)

where P(w, r, u) =∑i∈R(
1
ε

∑M
i=1 ‖w̃i,m‖2 + (Pact − Psl)ψβ(

∑
k∈K ui,k )+ δ∑k∈K

ψβ(ui,k )rk)+ Pc. We note that (11.49) is still nonconvex but can be solved following
the same manner with those in the previous subsections. In particular, we first recall
the transformation:

minimize
t,w,r,g,u,v,x̃,s̃

t∑
k∈K rk

+ pSP
∑

i∈R
∑

k∈K v2
i∑

k∈K rk
(11.50a)

subject to x̃i,k ≥ ψβ(ui,k ), ∀i ∈ R, k ∈ K (11.50b)

s̃i ≥ ψβ(
∑

k∈K ui,k ), ∀i ∈ R (11.50c)

t ≥ 1

ε

∑
i∈R

∑
k∈K
‖w̃i,m‖2 +

∑
i∈R

(Pact − Psl)s̃i + Pc (11.50d)

x̃i,k ≤
v2

i,k

rk
, ∀i ∈ R, k ∈ K (11.50e)

∑
k∈K

v2
i,k ≤ C̄, ∀i ∈ R (11.50f )

(11.22c), (11.22f), (11.34c), (11.34d), (11.49b). (11.50g)

In (11.50), x̃ � [x̃1,1, . . . , x̃i,k , . . . , x̃R,K ]T, s = [s̃1, . . . , s̃R]T are additionally introduced
to facilitate the transformation such that (11.50) has similar form with those noncon-
vex programs in Sections 11.4.2.1 and 11.4.2.2. Second, we apply the SCA to solve
the continuous problem (11.50). Observing that the nonconvexity of (11.50) is due to
the constraints (11.50b), (11.50c), (11.34d), (11.50e), and the objective. For the first
two constraints, they can be convexified as

x̃i,k ≥ ψ̄β
(

ui,k ; u(n)
i,k

)
(11.51)

s̃i ≥ ψ̄β
(∑

k∈K ui,k ;
∑

k∈K u(n)
i,k

)
, (11.52)

respectively, where ψ̄β(·) is the first-order approximation provided in Table 11.1. The
remaining parts of the nonconvexity are approximated as done in (11.36), (11.37),
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and (11.38), respectively. Finally, we arrive at the approximate convex program of
problem (11.50), i.e.:

minimize
θ̃∈S̃ f (θ̃ ; θ̃

(n)
) subject to {(11.36), (11.37), (11.51), (11.52)},

(11.53)

where θ̃ � {t, w, r, v, g, u, x̃, s̃} includes involved optimization variables and

S̃ � {θ̃ |(11.22c), (11.22f), (11.50d), (11.34c), (11.50f), (11.49b)},
defines the convex parts of (11.50). We describe the third suboptimal method in
Algorithm 11.5. Similarly to Algorithm 11.4, parameter β is also updated after each
iteration. The idea is the same as β is viewed to provide the tightness of the binary
approximation ψβ(·).

Convergence of Algorithm 11.5 is guaranteed following the discussion in Section
11.2.2. We remark that if the Capped-�1 function is adopted in the algorithm, the
achieved stationary point is not ensured to hold the first-order optimality of (11.50)
since the Capped-�1 function is not smooth.

11.4.3 Complexity analysis of the presented optimization algorithms

We now estimate the computational complexity of the optimization algorithms pre-
sented in this section. In particular, Table 11.2 provides the worst case per-iteration
complexity of Algorithms 11.2–11.5. Here, we remark that the complexity of

Algorithm 11.5: Proposed method for solving (11.50)

1: Initialization: Set n := 0, choose initial values for θ̃
(0)

and set β (0) small
2: repeat {n := n+ 1}
3: Solve (11.53) and achieve θ̃

∗

4: Update θ̃
(n)

:= θ̃∗
5: Update β (n) := min{βmax;β (n−1) + ε} for small ε
6: until Convergence and output θ̃

∗

Table 11.2 Estimated worst case per-iteration complexity of the optimization
algorithms presented in Section 11.2

Solved optimization program Per-iteration complexity

Algorithm 11.2 SOCP O(
√

R(K +M )R3K3M 3)
Algorithm 11.3 MI-SOCP O(2RK+R

√
R(K +M )R3K3M 3)

Algorithm 11.4 SOCP O(
√

R(K +M )R3K3M 3)
Algorithm 11.5 SOCP O(

√
R(K +M )R3K3M 3)
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Algorithm 11.2 is dominated by the step of solving the feasibility problem (11.29). For
suboptimal methods, the approximated programs solved at each iteration are general
convex programs but can be represented as SOCPs as discussed in [10,40]. Recall
that an SOCP can be solved by path-following interior-point method in most of the
available off-the-shelf convex solvers. Therefore, the complexity of the presented
optimization procedures can be estimated following [44, Lecture 6.6]. It is worth
noting that Algorithm 11.3 deals with the MI-SOCP (11.39) in each iteration. Indeed,
MI-SOCP is a combinatorial optimization problem. In some powerful convex solvers
such as MOSEK, the MI-SOCP can be solved by implementing conic branch-and-cut
and conic outer approximation frameworks [38]. Thus, its complexity is scaled expo-
nentially with the length of the involved Boolean variables and the size of the solved
SOCP.

We can see that Algorithms 11.2, 11.4, and 11.5 have similar computational cost
for each iteration. This is because they all deal with beamforming variables. This oper-
ation dominates the size of solved problems, i.e., the length of w is significantly larger
than the size of the other optimization variables. However, the use of Algorithm 11.2
is prohibited in practice due to the extremely high number of iterations required as will
be demonstrated in the numerical experiments. For Algorithm 11.3, its complexity
is higher than that of the other two suboptimal methods, because it needs to handle
the Boolean variables. Thus, Algorithm 11.3 is more suitable for problems of small
and moderate sizes. On the other hand, Algorithms 11.4 and 11.5 can be applied for
solving large-scale problems.

11.5 Numerical examples

We consider a network with R = 3 RRHs, each is equipped with M = 2 antennas,
and K = 4 single-antenna users. The RRHs are placed at the coordinates (−100, 0),
(100, 0), and (0, 100

√
3) m. Users are randomly distributed in the area covered by all

RRHs. We use the path loss model for the small-cell BS, i.e., 30 log10(Di,k ) + 38+
N (0, 8) in dB where Di,k is the distance in meters between RRH i and user k . The
operating bandwidth is 10 MHz and the noise power density is −143 dBW. We set
P̄ = MPant, εmax = 0.55 [34] and δ = 0.5 (W/Mbits/s). The minimum required data
rate for each user is r0 = 1 bit/s/Hz. For the penalty parameters, we take αmax = 103,
βmax = 106 and initialize α(0) = 10−3 and β (0) = 0.1. All the convex programs in this
chapter are solved by MOSEK solver in MATLAB® environment [38].

11.5.1 Convergence results

The first set of experiments demonstrates the convergence behavior of the presented
optimization algorithms. We first show the convergence of the globally optimal
method, i.e., Algorithm 11.2, for one channel realization in Figure 11.3. In particular,
the figure plots the upper bound returned when Algorithm 11.2 proceeds for a random
channel realization. It is seen that the upper bound monotonically converges to the
optimal value. In the figure, we also illustrate the convergence of the BRnB procedure
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without applying the presented modifications in Algorithm 11.2. As expected, the
result clearly shows that the modifications provide remarkable improvement to the
convergence speed of the BRnB.

The convergences of the SCA-based suboptimal methods are illustrated in
Figure 11.4, where we plot the sequence of energy efficiency objectives obtained by
Algorithms 11.3, 11.4, and 11.5 over iterations for two random channel realizations.
For comparison purposes, the optimal objective value from the BRnB method for
each case of considered channel is also provided. As can be seen, the three suboptimal
approaches are able to converge to a very close optimal performance while requiring
much smaller number of iterations compared to the globally optimal method. We also
note that the SCA procedure in Algorithms 11.4 and 11.5 does not show monotonic
convergence behavior as first few iterations. This is because the impact of the updat-
ing the parameters in Algorithms 11.4 and 11.5, which is specifically discussed in the
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context of the next figure. In fact, when the parameters are fixed after some number
of iterations (i.e., α(n) = αmax for Algorithm 11.4 and β (n) = βmax for Algorithm 11.5),
these approaches perform the monotonic convergence.

Figure 11.5 illustrates the convergence of Algorithms 11.4 and 11.5 when the
parameters are fixed, i.e., α(n) = αmax and β (n) = βmax ∀n, respectively. Note that the
result is plotted using Channel realization 2 in Figure 11.4 for the ease of compar-
ison. We can see that the considered methods converge quickly and monotonically
(compared to the result in Figure 11.4), but the achieved performances are far from
the optimal values. On the other hand, increasing the value of the parameters over the
iterations uses more iterations. However, doing so provides a better performance.

To compare the suboptimal methods in terms of time complexity, we provide in
Table 11.3 the average per-iteration and total run time of Algorithms 11.3, 11.4, and
11.5. As expected, the SCA-MI requires significantly higher per-iteration run time
compared to the other methods and so does the total run time. This is because the
SCA-MI in fact still deals with the combinatorial optimization problem and, thus, has
high computational complexity, whereas the other two approaches only need to solve
the continuous one. We can also see thatAlgorithms 11.4 and 11.5 have approximately
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Figure 11.5 Convergence of Algorithms 11.4 and 11.5, when the parameters are
fixed, for one random channel realization with P̄ = 27 dBm,
C̄ = 200 Mbits/s

Table 11.3 Comparison on average per-iteration and total run time (s) of the
SCA-based suboptimal methods with P̄ = 27 dBm, C̄ = 200 Mbits/s

Run time (s) Algorithm 11.3 Algorithm 11.4 Algorithm 11.5

Per-iteration 0.9 0.03 0.02
Total 25 2 1.5
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similar run time complexity. This result is understandable since they solve the problem
with the similar size of involved variables.

11.5.2 Energy efficiency performance

The second set of experiments illustrates the energy efficiency performance of the
C-RAN. For comparison purposes, we provide the achieved energy efficiency of
the existing design that is the sum rate maximization for C-RAN in [9], dubbed
as maxSR. In addition, the optimal energy efficiency of the design without apply-
ing RRH-user association and RRH selection (i.e., full cooperation scenario) is also
plotted to demonstrate the significance of these selection schemes.†

Figure 11.6 shows the average energy efficiency versus the different setting of
transmit power P̄. Our first observation is that, in the average sense, the performances
achieved by the suboptimal algorithms are relatively close to that of the optimal one
in all cases of P̄. We can also see that the energy efficiency performances achieved
by the introduced methods first increase and then, after some point, decrease. The
result can be explained as follows. In an energy efficiency maximization problem,
when we increase the transmit power in the small value region of P̄, the increase in the
data rate often outweighs the increase of the power consumption. On the other hand,
when P̄ is large enough, the energy efficiency optimization mechanism tends not to
use all available transmit power. For the linear model of PA’s efficiency, the optimized
transmit power and data rate would remain unchanged as P̄ increases beyond a certain
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Figure 11.6 Average energy efficiency performances of the considered schemes
versus the maximum transmit power with C̄ = 200 Mbits/s

†In the full cooperation scenario, we solve problem (11.24) but with variables x and s being fixed as x = 1
and s = 1. In this regard, the fronthaul constraints in (11.24d) are replaced by the following one:∑

k∈K
rk ≤ C̄.

The performance of this scheme is found by applying the BRnB algorithm to the resulting problem.
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value [45,46]. However, for the considered nonlinear model, a larger value of P̄
reduces the PA’s efficiency due to the nonlinear behavior of the PA as can been seen
by (11.18). This leads to the significant increase in the power consumption on PA,
and, thus, downgrades the energy efficiency. For the maxSR scheme in [9], the energy
efficiency performance monotonically decreases versus P̄. This is understandable,
since the sum rate performance of the maxSR is constrained by the fronthaul capacity
C̄. Thus, increasing P̄ does not result in the sum rate improvement when C̄ is fixed
but leads to the increase of the power consumption on the PAs, as discussed earlier.
On the other hand, the performance of the full cooperation scheme is inferior to
the others. To explain this, we recall that the optimized sum data rate for the full
cooperation transmission scheme is less than or equal to C̄. As a result, the achieved
sum rate is small when C̄ is so, and thus the optimized transmit power is small and
far from the maximum RF output power of the PAs. This implies the low efficiency
of the PAs resulting in high power dissipated on the RF chains. We shall see via
the next experiment that energy efficiency of the full cooperation scheme increases
significantly when C̄ grows sufficiently large.

In Figure 11.7, we plot the average energy efficiency performances versus the
maximum fronthaul capacity C̄. Similarly to Figure 11.6, we can observe a small gap
between the performance of the optimal and suboptimal schemes. Another important
observation is that the energy efficiency increases as C̄ increases for all considered
schemes and becomes saturated when C̄ is sufficiently large. The result can be under-
stood as follows. Recall that the capacity-finite fronthaul links restrict the number
of users that can be served by an RRH. In the small value region of C̄, increasing C̄
allows each RRH serving a larger set of users, which improves the cooperation among
the RRHs, i.e., more users can be served by multiple RRHs. This increases the system
cooperation gain and so does the system performance. When the fronthaul capacity
is large enough such that the additional cooperation gain provides no improvement
in the achieved performance, increasing C̄ does not change the performance. For the
full cooperation scheme, the energy efficiency increases proportionally with C̄ as
expected. However, in all cases of C̄, its achieved performance is far from that of the
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introduced methods. This result shows the benefit of the RRH-user association and
RRH selection in the fronthaul-constrained C-RAN designs.

11.6 Conclusion

In the C-RANs, the energy-efficient transmission strategies necessarily involve the
RRH-user association and RRH selection schemes to deal with the constraints of the
limited fronthaul capacity and to boost the energy efficiency. As such, the energy effi-
ciency optimization needs to deal with mixed integer nonconvex programs of which
optimal solutions are generally difficult to find. We have introduced a globally opti-
mal method via MO framework to access the optimal energy efficiency performances
of the considered C-RAN design. We have also discussed the possible modifications
on the generic global optimization framework to improve the optimal algorithm’s
efficiency, which are based on exploiting the specific properties of the C-RAN. The
presented global optimization methods can serve as benchmarks for the energy effi-
ciency optimization approaches in the C-RANs. For practically appealing methods,
we have discussed three suboptimal approaches via the SCA procedure. The presented
methods have been numerically shown to achieve very close to optimal performance
with much reduced complexity.

The introduced optimization algorithms in this chapter provide the design guide-
lines for not only the energy efficiency maximization, but also other resource
allocation problems in the C-RANs. Beyond the C-RAN architectures, many of the
presented methods are readily applicable to other wireless communications design
problems as well.

Some major challenges in the C-RAN need to be addressed in future research
[6,7,47]. One of the main practical issues is the requirement on strict phase-
synchronization among cooperative RRHs for coherent transmission. This poses a
barrier for practical C-RAN designs, especially in ultradense C-RANs where a very
large number of RRHs are co-deployed. A promising solution for this issue is to adopt
noncoherent transmission to C-RAN [48]. Another challenge for practical implemen-
tation of C-RAN is to meet the requirement of latency. In particular, the limited
capacity of the fronthaul links may cause a high latency as 5G RAN is expected to
transport a huge amount of data. Therefore, the BB signal rate requirement on the
fronthaul should be reduced. This could be done, e.g., by functional splitting such
that parts of BB signal-processing functionalities can be done at the RRHs and only
the really needed ones at the BBU [6,47].
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Chapter 12

Energy-efficient full-duplex networks
José Mairton B. da Silva Jr.1,

Christodoulos Skouroumounis2, Ioannis Krikidis2,
Gábor Fodor3,4 and Carlo Fischione1

As the standardization specifications of the fifth generation (5G) of cellular networks
mature [1], the deployment phase is starting up [2]. Hence, peaks of data rates in the
order of tens of Gbit/s as well as more energy-efficient deployments in the order of
tens of bit/J are expected [3,4]. Nevertheless, the quick development of new applica-
tions and services encourages the research community to look beyond 5G and explore
new technological components [5]. Indeed, to meet the increasing demand for mobile
broadband as well as internet of things type of services, the research and standard-
ization communities are currently investigating novel physical and medium access
layer technologies. The new technologies include further virtualization of networks,
the use of the lower terahertz bands, even higher cell densification, and full-duplex
(FD) communications [5].

FD has been proposed as one of the enabling technologies to increase the spec-
tral efficiency of conventional wireless transmission modes [6]. The FD technology
overcomes our prior understanding that it is not possible for radios to transmit and
receive simultaneously on the same time-frequency resource. Due to this, we can
also refer to FD communications as in-band FD. In-band FD transceivers have the
potential of improving the spectral efficiency of networks operating with half-duplex
(HD) transceivers by a factor close to two [7]. In addition to the spectral efficiency
gains, FD can provide gains in the medium access control layer. For Wi-Fi networks,
problems such as the hidden/exposed nodes and collision detection can be mitigated
and the energy consumption can be reduced [6]. For cellular networks, together with
the gains in spectral efficiency, the end-to-end delay may be reduced, which can lead
to an increase in the energy efficiency and a reduction of the latency [6].
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Engineering and Computer Science, KTH Royal Institute of Technology, Stockholm, Sweden
2Department of Electrical and Computer Engineering, University of Cyprus, Nicosia, Cyprus
3Ericsson Research, Stockholm, Sweden
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Until recently, in-band FD was not considered as a feasible technology for wire-
less networks due to the inherent interference created from the transmitter to its
own receiver, the so-called self-interference (SI). However, recent advancements in
antenna and analog/digital SI interference cancellation techniques demonstrate FD
transmissions as a viable alternative to traditional HD transmissions [8–11]. Given
the recent architectural progression of 5G toward higher densification, higher number
of antennas and utilizing the millimeter wave (mmWave) band, the integration of FD
communications into such scenarios is appealing. Although the SI remains a chal-
lenge, in-band FD communications are more suited for short-range communication
due to lower transmission power at the base station (BS) and shorter distance between
users and the BS. The use of multiple antennas and the transmission in the mmWave
band are allies that help to mitigate the SI in the spatial domain and provide even
more gains for spectral and energy efficiency. Therefore, FD communications appear
as an important technology to improve the spectral and energy efficiency of current
communication systems and help to meet the goals of 5G and beyond. To this end, it
is important to understand the challenges and solutions of using FD communications
to achieve the spectral and energy efficiency gains. In this chapter, the solutions for
the challenges are divided into resource allocation, protocol design, hardware design,
and energy harvesting.

This chapter starts with an overview of FD communications, including its chal-
lenges and solutions. Next, a comprehensive literature review of energy efficiency
in FD communications is presented along with the key solutions to improve energy
efficiency. Finally, we evaluate the key aspects of energy efficiency in FD communi-
cations for two scenarios: single-cell with multiple users in a pico-cell scenario and
a system-level evaluation with macro- and small-cells with multiple users.

12.1 Introduction

In-band FD in wireless networks is not recent, the concept of transmission and recep-
tion in the same frequency channel has been used since 1940 in radar systems [12].
SI was already a key challenge at that time, and the first circuits to mitigate the SI
were proposed and provided low levels of cancellation. Such mild SI cancellation
levels limited the transmit power and provided a reduced range of detectable targets.
In the last decade, wireless broadband systems, such as Wi-Fi and cellular, started to
experiment with in-band FD communications. Depending on the transmitter power,
the SI needs to be cancelled by more than 100 dB to reduce its value to the noise
floor [8], which is a significant level to be cancelled.

To cancel SI, we need to rely on techniques that can be tackled from the prop-
agation, analog, and digital domains [12]. Usually, the first cancellation happens in
the propagation domain, which includes the physical separation of the transmitter
and receiver antennas, the use of duplexers or circulators to share the transmitter
and receiver antenna, and in multiple antenna scenarios the use of the spatial separa-
tion [13,14]. Next, SI cancellation in the analog and/or digital domain suppresses the
residual SI, which may include the use of additional circuits.
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The best SI cancellation so far appears to have been achieved in [8], in which
110 dB of SI cancellation in Wi-Fi networks with bandwidth of 20 MHz were
achieved. According to the authors, such performance can also be achieved in current
fourth-generation (4G) systems regardless of the frequency band. More recently, SI
cancellation has achieved significant levels also for mobile devices [10], FD multiple
input–multiple output (MIMO) relays [15], device-to-device nodes using FD [16],
in mmWave bands [11,17], wideband communications [18], and real-time cancella-
tion [19]. As an example of practical success, researchers from Stanford University
have founded a start-up company, Kumu Networks, to develop practical FD radios
that are currently being deployed in small cell BSs [20].

With respect to the transmission configurations on different radio access tech-
nologies, such as Wi-Fi or cellular networks, we can envision in-band FD commu-
nications in three application areas: bidirectional FD, three-node FD, and relaying
FD [21]. Figure 12.1 shows an HD system, using a three-node configuration with
a BS, and two nodes, and the aforementioned FD configurations. In bidirectional
FD, two FD-capable nodes (either a user, access point, or BS) transmit and receive
on the same time–frequency resource that creates SI for both the nodes. For Wi-Fi
or IoT applications, this configuration is attractive due to the distributed aspects of
such networks. In contrast, three-node FD involves three nodes, but it requires FD
capability only at the BS (or access point). The FD-capable node transmits to its
receiver node while receiving from another transmitter node on the same frequency
channel, in which SI is present only at the FD-capable node. For cellular networks,
this configuration is attractive because instead of requiring all users to be FD, only
the BS can be assumed FD-capable, while users remain HD (Figure 12.1). In relaying
FD, one node transmits to an FD-capable relay and then retransmits the signal to the
second node, where all transmissions occur in the same time–frequency resource,
and Node1 cannot transmit directly to Node2 due to propagation conditions. Since the
relay is the only FD-capable node, SI is present only at the relay. This configuration
is appealing to general radio access technologies because it can represent a master–
worker architecture in IoT, as well as a relay or backhaul architecture in cellular
networks.

BS

Node1 Node2 Node1 Node2 Node1 Node2 Node1 Node2

Three-node half-duplex

SI SI

Bidirectional full-duplex

BS

SI

Three-Node full-duplex

Relay

SI

Relaying full-duplex

Freq. channel 1
Freq. channel 2

User-to-user interf.
Self-interf. (SI)

Figure 12.1 In-band FD schemes are divided into three configurations,
bidirectional FD, three-node FD, relaying FD, and the additional HD
mode in a three-node configuration. Some configurations are more
suitable to cellular networks with the BS as access points, whereas
others are also suited for general radio access technologies
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These new configurations extend the design options and allow for many bene-
fits such as higher spectral usage of the already available frequency resource, lower
power consumption in the physical and medium access layer, higher physical-layer
security through friendly jamming, higher detection of nodes, and higher coverage
area. Overall, the common challenges that all configurations face are the SI, which
must be mitigated using different cancellation methods, and the user-to-user interfer-
ence. For instance, the bidirectional FD configuration suffers from SI at both nodes,
while the three-node FD has to deal with SI only at the BS and has to mitigate the
user-to-user interference between uplink (UL) and downlink (DL) users.

Therefore, the FD technology is quickly approaching the phase of commer-
cial deployments in low-power wireless networks [20], which highlights the need
of addressing the energy efficiency aspects in FD communications. When the analog
domain cancellation of the SI signal is used, the inclusion of additional circuits may
incur higher energy consumption in the transceiver architecture. It is important to
take into account energy efficiency aspects in FD to guarantee that, together with
spectral efficiency gains, the energy efficiency of the system increases despite the
potentially higher circuit power consumption. For an energy-efficient design of FD
communications, the solutions for the challenges consist of techniques and tech-
nologies divided into four categories: resource allocation, protocol design, hardware
design, and energy harvesting.

Resource allocation techniques consider energy efficiency aspects in the opti-
mization of the physical layer, for scenarios considering a single- or a multicell
configuration. Protocol designs, either for cellular or Wi-Fi networks, use the ben-
efits of the FD capability in the medium access control layer to reduce the power
spent in retransmissions. Hardware designs include new analog/digital devices with
lower power consumption and the smaller sizes of current SI cancellation circuits.
Energy harvesting is a technology that uses different harvesting techniques to supply
wireless devices, including common energy sources such as solar, wind, and radio
frequency signals. For FD communications, the SI created by the FD node becomes
an additional energy source that can be harvested, which suggests that the energy
harvesting technology can be used to further improve the energy efficiency of FD
communications. The next section presents a comprehensive literature review and the
current advancements for the four solution categories.

Information-theoretic tools helped in clarifying the potential gains of the FD
technology compared to the HD operation by exploring the achievable rate regions.
Despite the maturity reached in the design of a single-link and the remarkable perfor-
mance gains achieved in small-scale networks, such as single-cell scenarios, a deep
understanding of the role played by FD technology in more complex networks deploy-
ments is, however, still elusive. Specifically, the concept of FD radio in large-scale
networks, such as multicell scenarios, triggers a nontrivial trade-off between spatial
reuse and aggregate interference. With the simultaneous bidirectional data exchange
within node pairs, more links per unit area can be active and can potentially lead to
enhanced performance. However, the additional amount of interference caused by
a more aggressive access to the medium decreases the probability of successfully
retrieving information. To understand the performance of FD communications on
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both scenarios, we address separately single- and multicell scenarios in our literature
review and analysis on Sections 12.3 and 12.4. For each section, we propose novel
solutions to address energy efficiency using tools ranging from optimization theory
to stochastic geometry.

12.2 Literature review

As it has been emphasized in many recent research reports, for FD communications
to become part of mainstream communication technologies, energy efficiency is
an important aspect. Figure 12.2 presents key references in the four categories of
techniques and technologies that enable energy-efficient FD communications.

12.2.1 Resource allocation

Resource allocation techniques include power control, user-frequency assignment,
user scheduling, and, in the case of multiple antenna systems, transmitter and receiver

Energy 
efficiency

Resource 
allocation
[7,22–31]

Protocol
design

[32–35]

Hardware
design
[11,15,

16,36,37]

Energy 
harvesting
[38–42]

Figure 12.2 For an energy-efficient design of FD communications, the solutions
consist of techniques and technologies divided into four categories:
resource allocation, protocol design, hardware design,
and energy harvesting
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beamforming. The techniques aiming at energy efficiency may appear in terms of
explicit energy efficiency maximization, total power minimization under quality of
service (QoS) constraints, such as minimum rate, or variants of both approaches afore-
mentioned with or without QoS constraints [22]. Notice that FD communications
experience different types of interference, such as SI and user-to-user interference,
and the aforementioned resource allocation techniques are used to mitigate the inter-
ference while promoting an energy-efficient FD network. For example, transmitting
with high power at the BS will increase the SI and impact negatively the rate of the
UL user. Then, the BS and UL should have a proper power control to not allow the
situation mentioned previously. Since single- and multicell scenarios experience dif-
ferent types of interference, such as the BS-to-BS interference, resource allocation
techniques can be further categorized into single- and multicell techniques.

In [23], the authors define two different optimization goals in an FD single-cell
MIMO environment: the first one is to maximize spectral efficiency, and the second
is to maximize energy efficiency. The energy efficiency objective function is defined
as the sum rate of both UL and DL users divided by the total power consumption of
both UL and DL. For total power consumption, the authors take into account both
the power amplifier efficiency and the circuit power. The numerical results indicate
that FD systems with an energy-efficient design are slightly outperformed by HD
systems in terms of energy efficiency. The reason is that FD systems increase the
spectral efficiency but consume more energy than HD systems, which is due to con-
tinuous transmission and reception on FD systems that impact negatively the energy
efficiency. In addition, the authors show that both designs, an energy and a spectral
efficient, achieve approximately the same energy efficiency when the transmitted
power at the BS is small, whereas the gap between the two designs widens as the
transmit power increases.

The authors in [24] present a survey of energy-efficient techniques for mmWave
FD relaying systems. An important insight in this work is that energy efficiency
in FD relaying systems is largely affected by the power consumption of the power
amplifier, circuit power, and the SI circuit. Due to FD communications, both transmit
and receiver chains are active at the same time, which leads to a naturally higher
power consumption than in HD systems. In addition, the power consumption may
increase if both analog and digital SI cancellation are employed. Analyzing the energy
efficiency of passive suppression, analog and digital cancellation, the authors show
that FD with passive suppression and analog cancellation outperforms FD employing
both suppression and digital cancellation.

In [25], the authors analyze the trade-off between energy and spectral efficiency
in a pico-cell. Assuming either a constant or linearly increasing residual SI term,
the authors propose power control and resource allocation solutions to maximize the
energy efficiency defined as in [23] with QoS constraints. The numerical results
indicate that the energy efficiency of FD systems outperforms HD systems, and that
the gap increases with the number of user pairs. In addition, the authors also show
that the point that reaches maximum energy efficiency in FD systems provides at
least the same spectral efficiency of HD systems. Hence, given a spectral efficiency
target, FD systems consume much less power than what HD systems do.
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The authors in [26] propose a green networking solution for a bidirectional FD
network with MIMO nodes and relying on precoding for interference mitigation
between nodes. The objective is to the minimize the total power consumption in
the network subject to QoS constraints related to minimum rate for each node. Using
game theory, the authors prove the existence and uniqueness of the Nash equilibrium
and design a medium access control protocol to implement the proposed solution in a
distributed fashion. The numerical results indicate that the proposed solution signif-
icantly outperforms a carrier sense multiple access-based design using FD commu-
nications and HD schemes in terms of both throughput and energy/power efficiency.

In [27], the objective is to design an energy-efficient hybrid beamforming solution
for FD mmWave relaying systems. The objective function is to maximize the energy
efficiency while taking into account QoS constraints, the analog/digital precoders
and combiners at the relay, the power amplifier efficiency, and the circuit power
consumption for splitters, phase shifters, and SI cancellation. The numerical results
indicate that the number of antennas is also an important factor, and that a very
large number of antennas may, in fact, decrease energy efficiency. The reason is
that there exist an optimal number of antennas that maximize the energy efficiency.
Hence, when deploying a higher number of antennas than the optimal, increasing the
spectral efficiency incurs a significant increase in the power consumption. Moreover,
a small number of radio-frequency chains provide higher energy efficiency than a
higher number of radio-frequency chains. When comparing the spectral and energy
efficiency for different number of antennas, both increase until reaching the optimal
point mentioned previously. Therefore, an important message of this work is that the
optimal energy efficiency can be reached by employing a certain number of antennas.

Different from the works mentioned earlier, the authors in [28] use FD jamming
to improve the system’s secrecy energy efficiency. The scenario takes into account
the additional power used for friendly jamming and SI cancellation at the FD nodes
in a MIMO scenario with and without perfect channel state information. The goal
is to maximize the secrecy energy efficiency, and the authors propose an iterative
solution to solve the problem. The numerical results indicate that the secrecy energy
efficiency gains are small for many scenarios. However, the gains increase when
the SI cancellation is high enough, or the distance between the FD node and the
eavesdropper is small, or when the transmitter and receiver use bidirectional FD.

Reference [7] lists energy efficiency challenges for FD communications in a
multicell indoor environment. When the scheduler does not aim to achieve high
energy efficiency, energy efficiency in FD systems can be lower than in HD systems
due to the strong impact of the SI and the user-to-user interference. Recognizing
these inherent problems of FD systems, the authors propose two solutions. The first
one considers beamforming and sectorization to cancel or mitigate the additional
interference due to FD systems. The second one considers a scheduler with a utility
function that takes into account the power allocation of users along with the total
system throughput. In the first solution, FD systems outperform HD systems in terms
of spectral and energy efficiency for high and low SI cancellation values. For the
second solution, FD systems still outperform HD systems in terms of spectral and
energy efficiency, but there are losses in the spectral efficiency when compared to
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the previous scheduling algorithm. Nevertheless, there are significant gains in terms
of energy efficiency.

In [29], the authors consider two fundamental FD architectures, two-node and
three-node, in the context of cellular networks where the terminals employ directional
antennas. Using a stochastic geometry model, the authors investigate how directional
antennas can control and mitigate the co-channel interference and also provide a
model that characterizes the way directional antennas manage the SI in order to pas-
sively suppress it. Finally, a composite architecture network is considered, where both
the architectures (two-node and three-node architecture) are employed in the network.
Numerical results illustrate the effect of self- and multiuser interference on the FD per-
formance, highlighting the significance of directional antennas in reducing the overall
interference and therefore increase the network throughput and energy efficiency.

In [30], the authors investigate the local delay for FD heterogeneous networks, in
which all BSs and user devices are FD capable. The objective is to model and analyze
the expected time required for a successful transmission from an arbitrary node to
its respective receiver in terms of system key parameters. Particularly, the authors
consider a distance-based mode selection scheme for the optimal mode selection for
the network nodes, and a silent-mode capability for all BSs to reduce the energy
consumption. The silent-mode capability allows BSs to be inactive, resulting in the
reduced interference observed by the receiver of interest and correspondingly, to the
increased chance of successful transmissions. In this chapter, by utilizing tools from
the stochastic geometry, the authors investigate the energy efficiency in single-layer
cellular networks and the energy efficiency in the FD-capable heterogeneous networks
by considering local delay in the analysis. Numerical results shown that, rising the
silent probability in the high signal-to-interference ratio (SIR) regime can improve
both the local delay and the energy efficiency. Finally, the authors shown that the
considered hybrid heterogeneous deployments can increase the optimal SIR range for
the energy efficiency.

The authors in [31] study the performance of FD radio in small cellular systems,
where all BSs are FD capable, while user equipment’s operate in the HD mode.
Using stochastic geometry, the authors propose a mixed system model that allows the
derivation of the outage and area spectral efficiency of such a system. The objective
is to find the proportion of FD BSs such that some given constraints in terms of area
spectral efficiency or, alternatively, of energy efficiency, can be met. Among the main
findings, the authors have shown that the fraction of FD cells can be used as a design
parameter to target different area spectral efficiency versus coverage trade-offs for
the network operator. In particular, by increasing the amount of FD cells in the mixed
system, the overall throughput increases at the cost of a drop in terms coverage and
vice-versa.

Reference [32] develops an analytical framework that comprises the codesign
of hybrid HD/FD heterogeneous cellular networks with mmWave communications,
where the users are classified as either cell-center user (CCU) or cell-edge user (CEU)
based on their location within a cell. In addition, the authors consider the employment
of a distance-proportional fractional power control for the users, aiming the mitigation
of the multicell interference caused by the FD operation. Based on stochastic geometry
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tools, the coverage and the sum-rate performance are derived, with and without the
employment of an ideal successive interference cancellation technique for both the
DL and UL transmissions. Numerical results indicate that the achieved performance
highly depends on the user location within the cell, and that heterogeneous mmWave
cellular networks can significantly improve the sum-rate performance of FD systems
and consequently the obtained energy efficiency, as compared with conventional
sub-6 GHz cellular networks.

Many energy efficiency aspects, as part of the resource allocation procedure,
for FD communications on single- and multicell scenarios have been addressed in
the literature. However, the abovementioned literature review clearly suggests that
there is a need to address energy efficiency aspects for FD communications when
combined with other technologies that are a natural part of 5G. For FD massive MIMO
systems, it is important to analyze the effect of a low number of quantization bits due
to their impact on the energy consumption and SI cancellation. For FD mmWave
communications, the phase shifters may also use low number of quantization bits to
further reduce complexity and energy consumption. In both cases, the beamforming
solutions need to be designed taking into account the energy efficiency of the system.

12.2.2 Protocol design

The protocol design techniques include enhancements in the medium access control
layer protocols aiming at a more energy-efficient FD network. Such techniques span
different applications and FD configurations, including Wi-Fi, sensor networks, and
cellular networks.

In [33], the authors propose an energy model for FD that is compatible with
current medium access control layer protocols used in wireless sensor networks.
Due to the nature of simultaneous transmission and reception of FD, the authors
propose a solution for the collision detection and the hidden node problems that takes
into account the energy consumption and delay. To address the energy consumption,
the authors analyze the different transmission states of an FD transceiver, such as
shutdown, idle, transmit, receive, and FD. Given these states, the authors derive
average power consumption and different delays along the FD transmission states.
The numerical results indicate that FD transmissions allow DL and UL traffic to
coexist without losses to the UL users, which does not happen in the HD mode
because of the collisions and prioritization of DL traffic. A key result of this work
is that when more users are connected to the network, FD mode has much lower
delays and higher energy efficiency than HD mode, which happens because of a
better collision detection in FD transmissions.

Reference [34] proposes a protocol focused on reducing the transmission power
of data and acknowledgment packets in order to improve the energy efficiency of the
network. Assuming bidirectional and relaying networks, the proposed protocol is able
to mitigate the hidden node problem while maximizing the energy efficiency of the
network. The numerical results indicate that the proposed protocol outperforms HD
and other FD protocols in terms of energy efficiency, and that the energy consumption
slightly increases with the bandwidth. In addition, the results indicate that the SI
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must be properly addressed to harness the gains of an energy-efficient FD network.
An interesting message of this work is the impact of the bandwidth in the energy
efficiency of the proposed protocol, which to the best of our knowledge has not been
carefully addressed in the literature.

In [35], the authors analyze on-and-off schemes in FD networks through the
medium access control layer. The proposed technique reduces the power consump-
tion by using specific beacon cycles and setting the medium on and off according to
such cycles. The authors assume three communication scenarios, including bidirec-
tional and three-node FD, and the HD, and consider scheduling schemes to reduce
the package exchange overhead and to allow users to send multiple packets in a
single beacon cycle. The numerical and experimental results indicate that the pro-
posed schemes outperform HD and other FD medium access solutions in terms of
energy efficiency, throughput, and low power consumption for different arrival rates,
number of users, SI circuit power consumption, and traffic asymmetry between UL
and DL.

The model developed in [36] takes into account spectrum-sharing schemes for
FD cognitive networks, in which the secondary users are willing to use the licensed
spectrum of primary users. The authors design a frame model that allows the sec-
ondary users to be in HD mode, referred to as learn-before-transmit, and in FD mode,
referred to as learn-and-transmit, depending on the traffic the primary users expe-
rience. Using the proposed frame model, the authors derive analytically the energy
efficiency and propose an adaptive spectrum sensing scheme to reduce the energy
consumption. The numerical results show that the proposed adaptive scheme pro-
vides more energy efficiency for low and high traffic arrival scenarios, and that it
outperforms the conventional HD mode and a modified HD mode using the proposed
adaptive scheme.

Overall, we notice a gap in the literature for protocols supporting FD in 5G and
4G networks in terms of addressing energy efficiency. Using the insights from the
FD literature on protocol design for Wi-Fi radio access technologies, energy-efficient
protocols supporting FD communications can be studied in various standardization
bodies. For example, 3rd Generation Partnership Project (3GPP) standardized the 5G
radio interface as 5G New Radio, in which there are different capabilities that handle
a large number of antennas and a sleep state of the radio network. Hence, it opens up
for possibilities for enabling an energy-efficient use of FD communications.

12.2.3 Hardware design

Due to recent advancements in SI cancellation techniques, the circuits and techniques
to mitigate the SI signal may consume less power for the cancellation and reduce
the circuit sizes allowing FD compact devices. With a compact device, the circuit
power consumption is expected to drop due to lower power dissipation, more efficient
circuits, and also allow the use of FD communications in handheld devices, such as
mobile phones, to improve the spectral efficiency. Therefore, reducing the scale of
the SI cancellation circuits and their energy consumption can impact directly in the
energy efficiency.
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The authors in [37] propose a novel SI cancellation technique using a lossless cou-
pling network, which interconnects the transceiver’s chains to the antenna elements.
The technique provides an SI cancellation method at the analog domain that can be
applied into FD MIMO transceiver arrays. Instead of focusing on a small-scale circuit
to cancel the SI interference, the energy benefits from this technique are the reduction
of the power dissipated for SI cancellation purposes. The authors conducted experi-
ments to validate the SI cancellation for a MIMO configuration with two antennas,
and the SI cancellation levels exceed 70 dB for all the analyzed scenarios.

Reference [38] focuses on compact analog SI cancellation solutions that can be
integrated in BSs, notebooks, sensor nodes, and mobile phones. The authors propose
two designs to achieve the desired small form factor. The first design aims at small-
cell BSs and notebooks as application areas, whereas the second design targets more
mobile phones and sensor nodes. The first design combines propagation and analog
cancellations by using a dual-port polarized antenna and a self-tunable circuit, which
offers up to 75 dB of SI cancellation. The preliminary implementation indicates an
antenna size of 90 mm× 90 mm, but it can be scaled down to 30 mm× 30 mm. The
second design uses a tunable electrical balance isolator in combination with a single-
port antenna, which offers up to 50 dB. The implementation of this design based
on low-cost plain complementary metal oxide semiconductor (CMOS) technology
(excluding the antenna) would measure less than 1 mm2.

A new architecture for a compact multi-antenna FD relay for different bandwidth
and transmit powers is proposed in [15]. Given the desired small size, it is neces-
sary to use other passive isolation techniques that are not only based on physical
antenna separation. Hence, the authors use wave traps to provide up to 70 dB of
passive SI cancellation while maintaining the compact size. In addition, the authors
analyze two scenarios to combine the propagation domain cancellation with either
analog or/and digital cancellation. The SI cancellation level increases to approxi-
mately 110 dB when all SI cancellations on all domains are assumed, while more
than 100 dB of SI cancellation is achieved using only propagation and digital domain
cancellation. When in a scenario with bandwidth of 80 MHz with either 30 or 24 dBm
of transmit power level, the SI cancellation levels are significant and also reach the
100 dB mark.

The work reported in [16] aims at providing a real-time compact multi-antenna
FD along with device-to-device communications that take into account not only the
SI cancellation level but also the compactness and power efficiency. To provide FD
operation, the authors consider dual polarization-based radio-frequency front-end
with high cross polarization for the passive SI cancellation. The benefit of using
this dual polarization is the high isolation without needing to consume additional
power from analog components such as the circulator. In order to further improve
the SI cancellation, the authors propose a digital cancellation that is robust against
frequency selective fading and compatible with current 4G systems. The proposed SI
cancellation scheme achieves more than 90 dB of cancellation for a wide range of
transmit power levels.

Finally, reference [11] summarizes recent efforts from the literature to make com-
pact FD radios and highlight some of their results in creating compact FD radios. To
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create small form factor FD radios, one of the biggest challenges is the implementation
of low-loss shared-antenna interface with high transmitter–receiver isolation. Using
shared-antenna interfaces, the compact form factor can be achieved and could provide
an easier application to multi-antenna systems while easing the system design through
channel reciprocity. One of their proposed architectures is a wideband, reconfigurable,
and orthogonally polarized antenna interface, which was employed in 4.6 GHz with a
bandwidth of 300 MHz and achieved 50 dB of SI cancellation. Moreover, the authors
extended the prototype to 60 GHz, which has a size of 1.3 mm× 3.4 mm and was
implemented on a CMOS chip. Along with digital cancellation, the proposed design
achieves approximately 80 dB over the 60 GHz and with a bandwidth of 1 GHz.

Due to these recent advances reported earlier, the hardware design has improved
since the first works in FD, and the implementation of smaller devices with FD
transceivers has gained momentum. Moreover, the use of polarized antennas and
implementation on CMOS is an important direction that needs further research, not
only in sub-6 GHz but also in the mmWave spectrum. Nevertheless, the literature on
SI cancellation techniques that reduce the power dissipation, such as the ones with
lossless networks, is still small and requires further research.

12.2.4 Energy harvesting

In general, the energy harvesting technology is attractive because it provides a cost-
efficient and almost perpetual energy supply to wireless networks. Specifically to FD
communications, energy harvesting is a natural ally for providing energy efficiency.
Both technologies are suited for short communication range, and in FD communica-
tions the SI signal can also be a source of energy to be harvested. We can divide the
techniques used for energy harvesting along two lines: simultaneous wireless infor-
mation and power transfer (SWIPT) and wireless-powered communications (WPC).
In SWIPT, the same transmitted signal is used simultaneously for wireless information
and energy, whereas in WPC the terminals communicate using the energy harvested
from wireless power transmissions [39].

In [39], the authors analyze WPC in FD communication systems in which the
access point broadcasts energy and the users transfer information to the access point.
The authors propose a novel protocol that enables energy transfer from the FD access
point in the DL and information transfer in the UL using time division. The proposed
protocol aims at weighted sum-rate maximization of the users while optimizing the
allocated time for the energy transfer in the DL and the information transfer in the UL,
and the average and peak transmit power at the access point. The numerical results
indicate that the proposed FD protocol outperforms HD in terms of average sum-rate
when the SI cancellation level and number of users are high. In scenarios with high
SI cancellation level, the performance gain in terms of average sum-rate between the
FD and the HD mode increases with the average power.

Reference [40] analyzes a model that is similar to that used in [39] but takes
into account a causality constraint for the users. The causality constraint implies that
the users cannot use the harvested energy after its transmission time, i.e., users can
only use all the energy harvested thus far before their transmissions. This constraint
creates a coupling between the energy harvested and the transmission time, which
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makes the problem more complicated than [39]. The authors have two different goals:
sum rate maximization with total charge and transmission time minimization. For each
goal, the authors provide an optimal and a suboptimal solution that are numerically
evaluated in the results. The numerical results indicate that the optimal solutions
outperform the baseline solutions with equal time allocation, and that the system is
able to maximize the throughput or minimize the total time for different number of
users and transmission powers.

Reference [41] considers an FD relaying system with multiple antennas in which
WPC is employed at the relay. The multi-antenna relay receives energy from the source
and transmits information to the destination, and it aims at instantaneous and delay-
constrained throughput maximization. The authors propose optimal and suboptimal
solutions for the linear transmitter and receiver beamformers, and the time-sharing
variable that allows the time switching between energy and information transfer. The
numerical results indicate that the time used for energy harvesting decreases as either
the number of relay’s receive antennas or the source’s transmit antennas increase,
which indicates that in such cases the relay can harvest the same amount of energy
in a shorter time. Moreover, the results show that the beamforming increases the SI
cancellation capability at the FD relay and that the suboptimal solutions based on
linear beamforming provide close performance to the optimum in many situations.

The interesting question whether SI is a friend or a foe in FD communications
is examined in [42]. The main assumption is that the SI signal could be used as an
energy harvesting source at the BS by switching off the SI cancellation circuit for a
period of time to allow the energy to be harvested, and then maintaining it on when
the concurrently UL and DL transmissions occur. The goal is to maximize the energy
efficiency, and as such the authors propose a solution with guaranteed convergence.
The numerical results indicate that the proposed solution outperforms in terms of
energy efficiency the solution without the energy harvesting through the SI signal.

A secure WPC scheme in an FD scenario with a power station, an information
transmitter, an eavesdropper, and multiple intended users is proposed in [43]. The
power station broadcasts a multicast service for multiple users and a confidential
unicast service to one user while protecting this information from the eavesdropper.
The objective of the authors is to maximize the secrecy-multicast rate while taking
into account the energy transmission, the multicast and the unicast service, and the
artificial noises to degrade the eavesdropper performance. To meet the objective,
the authors derive an approximate solution for scenarios with perfect and imperfect
channel state information. The numerical results indicate that the proposed solution
provides a better secrecy-multicast trade-off performance than HD systems for both
perfect and imperfect channel state information. Moreover, the authors show that
a larger number of antennas at the information transfer provide a better secrecy-
multicast trade-off. Hence, FD communications together with the energy harvesting
technology, through WPC techniques, also provide gains in terms of security when
compared to HD systems.

Techniques using the energy harvesting technology have been analyzed thor-
oughly, specially WPC. Based on our literature review, we believe that there is a
strong need for additional techniques that use the technology as a source of power
in different scenarios, including those employing a large number of antennas. With
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such techniques, it may be possible to benefit from the SI signal power to improve
the energy efficiency of the system.

12.3 Single-cell analysis

Coordination mechanisms are required in order to mitigate the negative effects of
interference, both SI and user-to-user interference, on the spectral and energy effi-
ciency of the system [7]. The two most important mechanisms are user-pair-frequency
assignment and power control [7,21,44]; together, these determine which users trans-
mit simultaneously on the frequency channels and with which powers the users and
the BS will transmit. Therefore, it is crucial to understand the trade-offs between UL
and DL performance of FD small-cell systems in the design of spectral and energy-
efficient medium access control protocols and also coordination mechanisms that help
to realize the FD potential. Hence, in this subsection, we focus on the problem of joint
power control and user-frequency channel assignment, assuming three-node FD trans-
missions and a frequency selective wireless environment. Specifically, we investigate
the fundamental problem of sum spectral efficiency maximization while minimizing
the sum power consumption in a single-cell system. Using a joint approach of spectral
efficiency maximization and sum power minimization, the aim is to achieve both a
spectral and energy-efficient solution to three-node FD in a single-cell system.

12.3.1 System model

We consider a single-cell and single-antenna cellular system in which the BS is FD
capable, whereas the users served by the BS are only HD capable. We assume that
within a large number of served users, a smaller subset is selected by an appropriate
scheduler for data transmission in the UL and reception in the DL. The numbers of
users in the UL and DL are denoted by I and J , respectively, which are constrained
by the total number of frequency channels in the system F , i.e., I ≤ F and J ≤ F .
We assume that the UL and DL users have already been preselected by a scheduler
for transmission, which explains the inequalities I ≤ F and J ≤ F .

We assume a frequency selective environment, such that the composite channel
gains depend on the frequency and consist of small- and large-scale fading. Let Gibf

denote the channel gain between transmitter user i and the BS on frequency channel f ,
Gbjf denote the channel gain between the BS and the receiving user j on frequency
channel f , and Gijf denote the interfering channel gain between the UL transmitter user
i and the DL receiver user j on frequency channel f . To take into account the residual
SI power that leaks to the receiver, we define β as the SI cancellation coefficient,
such that the SI power at the receiver of the BS is βPd

j when the transmit power is Pd
j .

The vector of transmit powers in the UL for all the users is denoted by pu =
[Pu

1 · · ·Pu
I ]T , whereas the vector of DL transmit powers by the BS is denoted by

pd = [Pd
1 · · ·Pd

J ]T . The user-to-user interference depends heavily on the geometry
of the co-scheduled UL and DL users, i.e., the pairing of UL and DL users, which
also depends on the frequency channels assigned to UL and DL users. Therefore, user
pairing and frequency channel allocation are key functions of the system. Accordingly,
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we define the assignment matrix, X ∈ {0, 1}I×J×F , such that xijf = 1 if user i is paired
with user j on frequency f , and 0 otherwise.

The signal-to-interference-plus-noise ratio (SINR) at the BS of transmitting user i
and the SINR at the receiving user j of the BS, both assigned to frequency channel f ,
are given by

γ u
if =

Pu
i Gibf

σ 2+∑J
j=1 xijf Pd

j β
, γ d

jf =
Pd

j Gbjf

σ 2+∑I
i=1 xijf Pu

i Gijf

, (12.1)

respectively, where xijf in the denominator of γ u
if accounts for the SI at the BS, whereas

xijf in the denominator of γ d
jf accounts for the user-to-user interference caused by user i

to user j on frequency f , and σ 2 is the noise power.
The achievable spectral efficiency by each user is given by the Shannon equation

(in bits/s/Hz) for the UL and DL as

Cu
i =

∑F

f=1
log2(1+ γ u

if ), Cd
j =

∑F

f=1
log2(1+ γ d

jf ), (12.2)

where the sums are taken along the frequency dimension because at most one SINR,
out of F , is nonzero for every UL/DL user. Thus, the energy efficiency of the system
can be defined as

EE =
∑I

i=1 Cu
i +

∑J
j=1 Cd

j∑I
i=1 Pu

i +
∑J

j=1 Pd
j + Pc + Ps

, (12.3)

where Pc accounts for the circuit power consumption at the transmitter and receiver
chains, and Ps accounts for the total power consumption at the SI cancellation circuit.
The term Ps is general enough to consider the power consumption regardless of the
SI cancellation assumed on the propagation, analog, or digital domains.

Our goal is to devise the pairing of UL and DL users, assigning each pair to
frequency channels and allocating the minimum sum transmit power such that the
overall spectral efficiency is maximized. Specifically, we formulate the problem as

maximize
X,pu ,pd

I∑
i=1

Cu
i +

J∑
j=1

Cd
j (12.4a)

subject to Pu
i ≤ Pu

max, ∀i, (12.4b)

Pd
j ≤ Pd

max, ∀j, (12.4c)
J∑

j=1

F∑
f=1

xijf ≤ 1, ∀i, (12.4d)

I∑
i=1

F∑
f=1

xijf ≤ 1, ∀j, (12.4e)

I∑
i=1

J∑
j=1

xijf ≤ 1, ∀f , (12.4f )

xijf ∈ {0, 1}, ∀i, j, f . (12.4g)
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The main optimization variables are pu, pd , and X. Constraints (12.4b) and (12.4c)
limit the transmit powers per-user and per-channel DL power constraint, whereas
constraints (12.4d)–(12.4f) assure that at most one user in the DL can share the
frequency resource with a user in the UL and vice versa.

We propose a close-to-optimal solution of problem (12.4), named G-FLIP, by
splitting it into two parts corresponding to power control and user-frequency channel
assignment problems. Due to lack of space, we discuss herein only the key steps of
our solution approach that combines the Fast-Lipschitz (FL) optimization to solve the
power control problem with a greedy assignment solution. For more details about the
power control and greedy assignment solutions, we refer the interested reader to [44].

For the power control, we assume that the assignment has already been done
and rewrite problem (12.4) in an equivalent form in terms of the transmit powers
and the adaptive spectral efficiency (or SINR) targets of a user pair. We notice that
the transmit powers are intertwined with the spectral efficiency targets through a
sequence of feasibility checking subproblems. The subproblems provide an inequal-
ity solely between the spectral efficiency targets and the channel coefficients of a
user pair (see [44, Lemma 1]). The remaining problem does not have the transmit
powers as variables, and it aims to maximize the sum spectral efficiency target of
a user pair while guaranteeing nonzero spectral efficiency for both users. With the
aforementioned inequality, the remaining problem is not concave, and we resort to the
FL optimization framework to obtain a close-to-optimal and fast solution. The main
advantages of the FL optimization framework [45] are that the objective function
or constraints are not required to be convex, and the optimal solution is found in a
distributed manner using fixed-point iterations that are known for fast convergence.
We rewrite the spectral efficiency target maximization problem in an equivalent FL
optimization form and prove that the optimal solution can be obtained through the
FL optimization framework (see [44, Lemma 2]). Using the spectral efficiency target
obtained from the FL optimization, we use the aforementioned sequence of feasibil-
ity checking subproblems to obtain in a distributed manner the transmit powers with
minimum sum. Notice that the problem formulation (12.4) has no minimum QoS
constraint, i.e., no minimum SINR or spectral efficiency that the users should obtain.

Due to our solution approach, it is not necessary to have fixed QoS constraints
because we optimize in an adaptive manner the spectral efficiency targets. The pro-
posed power control solution uses FL optimization to obtain the optimal spectral
efficiency targets with maximum sum and nonzero spectral efficiency for both users
and obtain the powers that achieve these spectral efficiency targets with minimum
sum. In the case that predefined QoS constraints on the SINR or spectral efficiency
are strictly enforced, the proposed solution approach can consider the SINR targets
as minimum spectral efficiencies on the feasibility set of the optimization problem
solved by the FL optimization (see [44, Problem 17]). For a summary of the FL
power control solution, we refer the reader to Algorithms 1 and 2 in [44]. For the user-
frequency channel assignment problem, notice that the problem can be written in an
equivalent form as the Axial 3-Dimensional Assignment Problem [44, Section VI],
which is a well-known non-deterministic polynomial-time (NP)-hard problem. To
solve this problem, we propose a greedy solution with provable guarantees to obtain
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the user-frequency assignment in polynomial time. For a summary of the greedy
solution, we refer the reader to Algorithm 3 in [44].

12.3.2 Numerical results

In order to evaluate the energy efficiency aspects in an FD cellular network, we
consider a single-cell system operating in two small-cell environments [46,47]: urban
micro and pico-cell environment, respectively. We assume 2.5 GHz carrier frequency
and a system bandwidth of 5 MHz, in which the maximum number of frequency
channels is F = 25. The total transmit power budget is 38 dBm [48, Table 6.0A], and
the transmitting power of the BS is 24 dBm per frequency channel [49, Table 4.5], due
to the bandwidth of 5 MHz and the 25 frequency channels considered. We assume
that the SI cancellation coefficient β varies from −150 to −70 dB with steps of
10 dB while showing the perfect SI cancellation (−∞ dB). Although the highest SI
cancellation obtained experimentally was 110 dB (i.e., β =−110 dB), we consider
higher cancellation values to understand the asymptotic performance until the SI is
perfectly cancelled. The parameters of this system are set according to Table 12.1.

In the following, we compare the performance of these algorithms in urban-micro
and pico-cell scenarios. Moreover, we refer to the algorithms as

1. proposed greedy assignment solution with the proposed FL power control, named
G-FLIP;

2. assignment according to the greedy solution but with equal power allocation,
named G-EPA;

3. random assignment with equal power allocation, named R-EPA;
4. random assignment but with the proposed FL power control, named R-FLIP; and
5. HD with maximum transmitted power, named HD.

Table 12.1 Simulation parameters

Parameter Value

Cell radius (urban-micro pico-cell) (100 m 40 m)
Number of users (I = J ) (25)
Monte Carlo iterations 400
Carrier frequency 2.5 GHz
System bandwidth 5 MHz
Number of freq. channels (F) (25)
Urban-micro LOS/NLOS path-loss model Set according to [46, Table 4-1]
Pico-cell LOS/NLOS path-loss model Set according to [47, Table 6.2-1]
Thermal noise power (σ 2) −116.4 dBm/channel
SI cancelling coefficient (β) (−∞ −150 · · · −70) dB
Total circuit power (Pc) 24 dBm
SI circuit power (Ps) 24 dBm
User max power (Pu

max) 24 dBm
BS max power (Pd

max) 24 dBm/channel
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Notice that the HD algorithm does not need a channel assignment because the UL
and DL do not share the resource. Since there is no user-to-user interference, the
spectral efficiency of the BS and UL transmissions is maximized by transmitting
with maximum power. Hence, the total power consumption is the sum of the DL-
transmitted power from the BS to all users and the sum of the UL-transmitted power
by the users.

Figure 12.3 shows the average spectral efficiency, total power consumption, and
energy efficiency versus the SI level in the urban-micro scenario. Figure 12.3(a) indi-
cates that the proposed joint solution with greedy assignment and optimal power
control, G-FLIP, outperforms HD by approximately 15% and 4% for high and
achievable SI cancellation levels (−110 and −100 dB). Due to the higher levels
of interference in the urban-micro scenario, the gains achieved by the FD algorithms
such as G-FLIP and G-EPA, are small. Although FD communications bring gains in
scenarios with wider cell radius, the gains are reduced.

We notice that the solutions with greedy assignment, G-FLIP and G-EPA, have
a similar performance when the SI cancellation levels are high and achievable but
diverge as the SI cancellation levels decrease. Hence, the impact of a smart assignment
is more important when the SI is mild, which is explained by that the system is limited

–Inf–150–140–130–120–110–100–90–80–70
SI cancellation (dB)

(a) (b)

(c)

–Inf–150–140–130–120–110–100–90–80–70
SI cancellation (dB)

–Inf–150–140–130–120–110–100–90–80–70
SI cancellation (dB)

100

200

300

400

500

600

700

800

A
vg

. S
um

 s
pe

ct
ra

l e
ff

ic
ie

nc
y 

(b
ps

/H
z)

G-FLIP
G-EPA
R-EPA
R-FLIP
HD

6

7

8

9

10

11

12

13

A
vg

. p
ow

er
 c

on
su

m
pt

io
n 

(W
)

G-FLIP
G-EPA
R-EPA
R-FLIP
HD

0

20

40

60

80

100

A
vg

. E
ne

rg
y 

E
ff

ic
ie

nc
y 

(b
ps

/H
z/

J)

G-FLIP
G-EPA
R-EPA
R-FLIP
HD

Figure 12.3 The average sum spectral efficiency in the urban-micro scenario
versus (a), average power consumption (b), and average energy
efficiency (c) SI level
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by the user-to-user interference instead of the SI. When the SI cancellation worsens,
i.e., the SI cancellation levels increase, the solution with smart power control, R-FLIP,
outperforms the solution with smart assignment, G-EPA. When the SI is almost or
perfectly cancelled, i.e., β from −∞ to −120 dB, both G-FLIP and G-EPA maintain
the best performance among FD algorithms. In addition, G-EPA slightly outperforms
G-FLIP, which is due to the proposed FL power control limiting the SINR targets that
can be achieved while minimizing the power consumption. Overall, the impact of a
smart power control is more important when the SI is strong, which is explained by
that the system is limited by SI instead of the user-to-user interference. Nevertheless,
the solution with a joint smart power control and assignment, G-FLIP, outperforms
other solutions that use either smart assignment or power control.

Figure 12.3(b) shows that the total power consumption of the solutions using the
smart FL power control is much lower than the total power consumption when using
equal power allocation. For instance, the proposed solution G-FLIP saves approxi-
mately 41% in total power when compared with HD. Interestingly, G-FLIP uses more
power than R-FLIP. With better user pairs due to a smarter assignment, G-FLIP uses
more power to maximize the spectral efficiency than the R-FLIP solution. Notice
that G-EPA and R-EPA consume slightly more power than HD. The reason is the SI
power consumption term, Ps, which is an additional power consumption not present
in the HD. This indicates that FD may consume more power than HD if a proper
power control is not applied. When the SI is almost or perfectly cancelled, the power
consumption of G-FLIP and R-FLIP gradually increases with a better SI cancellation.
This behavior is expected because with a lower interference SI level, the system will
dedicate as much power as it is allowed to improve the total spectral efficiency.

Figure 12.3(c) shows the average energy efficiency as defined in (12.3), and we
first notice that the proposed solution G-FLIP is always more energy efficient than
HD. Using G-FLIP, for −110 dB SI cancellation the relative gain in energy effi-
ciency is approximately 91%, whereas for −70 dB the relative gain is approximately
43%. Interestingly, when G-FLIP is outperformed by HD at −90 dB SI cancellation
level, the energy efficiency of G-FLIP is outperformed by R-FLIP. This shows that
although the spectral efficiency of G-FLIP is still higher than R-FLIP, the low power
consumption of R-FLIP compensates the lack of spectral efficiency. When the SI is
almost or perfectly cancelled, the energy efficiency initially increases when the SI
cancellation improves from−120 to−140 dB. However, the energy efficiency starts
to decrease when the SI cancellation reaches −150 dB. From Figure 12.3(a) and (b),
the increase in the spectral efficiency is very small, while the increase in the power
consumption is very high, which leads to a sharp decrease in the energy efficiency.
Therefore, this behavior shows that further improvements in the SI cancellation may
improve the energy efficiency at first but may also decrease the energy efficiency if
the transmit power level is too high.

For the urban-micro scenario, FD networks are more energy efficient than HD
networks, although not always providing more spectral efficiency than HD. The key
role for such behaviors is the smart FL power control solution proposed in [44], which
maximizes the spectral efficiency while minimizing the sum power consumption to
achieve such optimal spectral efficiencies.
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Figure 12.4 shows the average spectral efficiency, total power consumption, and
energy efficiency versus the SI level in the pico-cell scenario. Figure 12.4(a) shows
that G-FLIP outperforms HD in almost all the SI cancellation levels analyzed, where
the relative gain is approximately 29% for−110 dB SI cancellation level and it is out-
performed by HD with relative gain of approximately 2% for−70 dB SI cancellation
level. Similar to the urban-micro scenario in Figure 12.3(a), the solutions with smart
assignment outperform the solutions with smart power control when the SI cancel-
lation level is high, whereas the opposite happens when the SI cancellation level is
low. When the SI cancellation is almost or perfectly cancelled, the spectral efficiency
becomes similar to Figure 12.3(a); it increases quickly with an improvement in the
SI cancellation.

Figure 12.4(b) shows that G-FLIP uses approximately 29% less power than HD
and other solutions without smart power control. Similarly, to Figure 12.3(b), G-FLIP
consumes approximately 28% more power than R-FLIP, which is explained by the
better user-to-user interference with the greedy assignment and reduced path-loss of
the pico-cell scenario. As expected from Figure 12.3(b), G-EPA and R-EPA consume
slightly more power than HD, and the power consumption quickly increases when the
SI cancellation is almost or perfectly cancelled.
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Figure 12.4(c) shows that the energy efficiency of G-FLIP is outperformed by
R-FLIP quickly with a decrease in the SI cancellation level, i.e., from −110 to
−70 dB. Nevertheless, the solutions with smart power control, G-FLIP and R-FLIP,
always outperform HD. For instance, the relative gains of G-FLIP when compared to
HD and −110 dB SI cancellation level is approximately 77%, whereas the relative
gains of R-FLIP compared to HD and−70 dB SI cancellation level is approximately
63%. Moreover, we notice that the low power consumption from R-FLIP impacts
more the energy efficiency than the high spectral efficiency of G-FLIP. Similarly, to
Figure 12.3(c), when the SI cancellation is almost or perfectly cancelled, the energy
efficiency initially increases and later decreases due to the quick increase in the power
consumption.

Therefore, provided that a smart power control is available, FD communications
are more energy efficient than HD communications, and specifically for the pico-cell
scenario, are also more spectral efficient.

12.4 Multicell analysis

Several techniques have been proposed to alleviate the SI and multiuser interference
caused by the FD operation in the context of large-scale wireless networks. mmWave
communications are considered as a suitable environment for integrating FD systems
due to their unique features, such as the large available bandwidth and the antenna
directivity, which can boost the quality of the direct link [50]. Furthermore, recent
studies have shown that the higher path-losses of the mmWave signals and their sen-
sitivity to blockages can improve the network performance by mitigating the overall
interference [32]. Thus, the codesign of FD radio and mmWave networks is of crit-
ical importance in order to combat the severe multiuser interference caused by the
FD technology by exploiting the prominent properties of mmWave communications.
Moreover, the majority of works mainly focus on the average network performance
of a user at a random location within a cell. However, the link quality of a user is
subjected to its location. Motivated by the earlier, in this subsection, we propose an
analytical framework based on stochastic geometry, which comprises the codesign of
FD radio and mmWave cellular networks, where the users can operate either in FD
or in HD mode. In addition, the users employ distance-proportional fractional power
control and are classified either as CCUs or CEUs based on their location within a
cell. Analytical expressions for the coverage performance and the energy efficiency
are derived for the considered user classifications.

12.4.1 System model

Consider an mmWave cellular network, where the BSs are spatially distributed accord-
ing to a homogeneous Poisson Point Process (PPP) � with spatial density λ BS/m2

and transmit power Pd
max. Furthermore, the locations of the users follow an arbitrary

independent point process �u with spatial density λu � λ and transmit power Pu
max.

Assume that all BSs operate in FD mode, while the users can operate either in FD or
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in HD mode (e.g., legacy terminals) with probabilities δF and δH, respectively, where
δF + δH = 1. It is assumed that an FD user is served by its closest BS for both the DL
and UL transmissions, while for an HD user it is only considered the DL direction, for
which it is served by its closest BS. Moreover, all the FD nodes are assumed to have
both DL and UL communication links. Without loss of generality and by following
Slivnyak’s theorem [51], the analysis concerns the typical user located at the origin
but the results hold for all users of the network.

Both the BSs and the user are equipped with multiple transmit/receive antennas,
and the actual beam pattern is approximated by the sectorized model [32]. Particularly,
the antenna array gain is parameterized by three values: (1) the main-lobe beamwidth
φ ∈ [0, 2π ], (2) the main-lobe gain M (dB), and (3) the side-lobe gain m (dB), where
M > m. It is assumed that perfect beam alignment can be achieved between each user
and its serving BS, resulting in an antenna array gain of M 2, denoted by G0. On the
other hand, the beams of interfering links are assumed to be randomly oriented with
respect to each other. Therefore, the gain of an interference link seen by a user is a
discrete random variable and is given by G = {M 2, Mm, m2} with the corresponding
probabilities pG =

{
(φ/π )2, 2(φ/π )(π − φ)/π , ((π − φ)/π )2

}
.

All wireless signals are assumed to experience both large-scale path-loss effects
and small-scale fading. Specifically, the small-scale fading between two nodes is
modeled by Rayleigh fading with unit average power, where different links are
assumed to be independent and identically distributed. Hence, the power of the chan-
nel fading is an exponential random variable with unit mean, i.e., h ∼ exp(1). For
the large-scale path-loss, an unbounded singular path-loss model is considered, i.e.,
L(X , Y )=‖X − Y‖−a, which assumes that the received power decays with the dis-
tance between the transmitter located at X and the receiver located at Y , where a > 2
is the path-loss exponent. Furthermore, all wireless links exhibit additive white Gaus-
sian noise with zero mean and variance σ 2. Regarding the SI, it is assumed that the
FD-capable users and BSs employ imperfect cancellation mechanisms [52]. As such,
the residual SI channel coefficient is considered to follow a Nagakami-μ distribution
with parameters (μ,β). Therefore, the power gain of the residual SI channel follows
a Gamma distribution with mean μ and variance β/μ, i.e., hSI ∼ 
(μ,β/μ).

A link can be either line of sight (LOS) or non-LOS, depending on whether the
BS is visible to the user or not. Let p(r) be a step function that denotes the probability
that a link of length r is LOS, i.e., p(r) = pLOS1(r ≤ RB), where RB is the maximum
length of an LOS link, 1(X ) is the indicator function where 1(X ) = 1 if X is true,
otherwise 1(X ) = 0, and the constant pLOS ∈ [0, 1] represents the average fraction
of the LOS area in the ball of radius RB [32]. It is assumed that the interference
effect from the NLOS signals is ignored, since the dominant interference is caused by
the LOS signals [32]. Thus, for the PPP �, a PPP �L with inhomogeneous density
λL(r) = λp(r) is formed, based on the thinning property of the PPPs [51].

Let γ D and γ U represent the achieved DL and UL SINR for the typical receiver
(i.e., a user or a BS), which can be expressed as follows:

γ D = Pd
maxG0L0(x)hx∑

y∈�L\x Pd
maxGL0(y)hy +∑v∈� PuGL0(v)hv + 1FDhSIPu

max + σ 2
, (12.5)
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γ U = Pu
maxG0L0(x)̃hx∑

y∈�L Pd
maxGL0(y)hy +∑v∈�\x PuGL0(v)hv + hSIPd

max + σ 2
, (12.6)

where L0(x) is the path-loss between the transmitter located at X and the receiver
located at the origin, hx and h̃x are the channel fadings between the typical receiver
and its serving BS and user, respectively, and1FD is the indicator function for the event
“the typical user is FD-capable.” It is important to mention here that the interference
observed by the typical receiver (i.e., a user or a BS) is caused by both the nearby BSs
y ∈ �L and the active users v ∈ �, where � is the point process that represents the
active LOS users. The positions of the active users can be seen as a Voronoi-perturbed
lattice process that is not mathematically tractable. Hence, we adopt the approximation
proposed in [53] and characterize the point process � as an inhomogeneous PPP
with density λ̄L(r) = λL(r)

(
1− exp

(−πλδFr2
))

. Note that the user’s performance is
strongly dependent on its location with respect to the nearby BSs. In what follows,
the details of the considered location-based classification of a user is presented based
on the previous system model.

12.4.2 Location-based classification criteria

The spatial partition of a cell into two disjoint subregions, center and edge region,
aims to classify the users according to their location. The cell-center region is defined
as the region in which the user has significantly smaller distance from its serving BS
compared to the distance from the dominant interferer. On the other hand, a user is
located in the cell-edge region, if the distances from the serving BS and the dominant
interferer are relatively equal.

Let B represent the region in which a user is classified within a cell, i.e., B =
{C, E}, where C and E are the cell-center and the cell-edge regions, respectively. A
user is presumed to be in the cell-edge region, i.e., B = E, if its distances from the first
and the second closest BSs are relatively equal; otherwise, the user is presumed to be
in the cell-center region, i.e., B = C. Thus, a user is classified as CEU, if Rs/Rd > ζ ,
otherwise as CCU, where Rs and Rd denote the distances of the first and the second
closest BSs and ζ ∈ [0, 1] is a predefined fraction. Specifically, ζ is a metric that
determines the size of the cell-center and the cell-edge regions and consequently the
classification of users. Specifically, as ζ → 0 (ζ → 1), the cell-edge (cell-center)
region becomes larger; thus, the number of users that are classified in the cell-edge
(cell-center) region is also increased.

Let pB denote the probability that a user is classified in the region B. Hence,
with the use of the joint distance distribution of Rs and Rd , a user is classified in the
cell-center region with probability:

pC = Pr
[

Rs

Rd
≤ ζ

]
=

RB∫
0

⎛
⎝ vRB∫

0

(2πλpLOS)2rv exp
(−πλpLOSv2

)
dr

⎞
⎠ dv

= ζ 2
(
1− exp

(−πλpLOSR2
B

) (
1+ πλpLOSR2

B

))
, (12.7)
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while a user is classified in the cell-edge region with probability:

pE = Pr
[

Rs

Rd
> ζ

]
= 1− pC . (12.8)

Lemma 12.1. The cumulative distribution function of the distance between a user,
which is classified in the region B, and its serving BS is given by

FR(r|B)=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

e
− πλpLOSr2

ζ2 − e
− πλpLOSR2

B
ζ2 −πλpLOS(R2

B − r2)e−πλpLOSR2
B

pC
if B=C,

ζ 2

⎛
⎜⎝e
− 2πλR2

BpLOS
ζ2 − e

− πλr2pLOS
ζ2

⎞
⎟⎠− e−πλpLOSR2

B+ e−πλpLOSr2

pE
if B=E.

(12.9)

and therefore its probability density function (PDF), is given by

fR(r|B) = d

dr
(1− FR(r|B)). (12.10)

12.4.3 Hybrid-duplex heterogeneous networks

Success probability: An important performance metric is the ability of a receiver to
successfully decode the received signal. This metric is characterized by the probability
that the observed SINR at the receiver (i.e., a user or a BS), which is classified
in the region B, is greater than a predefined threshold θ , i.e., Pr [γ D > θ |B] and
Pr [γ U > θ |B] for the DL and UL transmission, respectively. Assuming that the
typical user is spatially classified in the region B, the DL success probability is
given by

Pr[γ D > θ |B] = δH

RB∫
0

L D(sD)L UE(sD, 0) exp
(−sDσ

2
)

fR(u|B)du

+ δF

RB∫
0

L D(sD)L UE(sD, 0)(
1+ sDβPu

max
μ

)μ exp
(−sDσ

2
)

fR(u|B)du, (12.11)

while the UL success probability is given by

Pr[γ U > θ |B] =
RB∫

0

L U(sU)L UE(sU, u)(
1+ sUβPd

max
μ

)μ exp
(−sUσ

2
)

fR(u|B)du, (12.12)

where

L D(s, u)=
∏

G

exp
(
−2πλpG

a− 2

sGPd
max

ua−2 2F1

[
1,

a−2

a
, 2− 2

a
,− sGPd

max

ua

])
, (12.13)
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L U(s, u) =
∏

G

exp
(
−2π2λpG

a

(
sGPd

max

) 2
a csc

(
2π

a

))
, (12.14)

L UE(s, x) =
∏

G

exp

⎛
⎝−2πpGsGPu

RB∫
x

r−a+1λ̄L(r)

1+ sGPur−a
dr

⎞
⎠ , (12.15)

s = {sD, sU} =
{

θua

Pd
maxG0

, θua

Pu
maxG0

}
, G = {M 2, Mm, m2}, csc (·) and 2F1[·, ·, ·, ·] denote

the cosecant and the hypergeometric functions, respectively.
Energy efficiency: Energy efficiency is another important performance metric

for wireless communication systems. Based on the user’s operation, i.e., FD or HD
mode, the energy efficiency is calculated as the ratio of the throughput to the total
power consumption and is given by

EEB = δF T D
B + T U

B

PF
tot

+ δH T D
B

PH
tot

, (12.16)

where T D
B and T U

B represent the achieved throughput for the DL and the UL direction,
respectively; PF

tot and PH
tot denote the total power consumption for scenario where

the typical user operates in FD and in HD mode, respectively, containing the power
consumed for the user’s communication, for the circuit and the SI cancellation process.
Hence, PF

tot and PH
tot can be expressed as

PF
tot =

Pu
max + Pd

max

ω
+ Pc + Ps and PH

tot =
Pu

max

ω
+ Pc, (12.17)

where ω is the power amplifier efficiency, Pc and Ps represent the power consumed
by the circuit and the SI cancellation process, respectively.

Regarding the user’s throughput in the context of the considered system model,
analytical expressions are obtained by using the derived success probabilities. Specif-
ically, by the change of variable τ → 2x − 1, the DL throughput of a user that is
classified in the region B is given by

T D
B =

∞∫
0

Pr[log2(1+ γ D) > x|B]dx = 1

ln(2)

∞∫
0

Pr[γ D > τ |B]

τ + 1
dτ , (12.18)

while the UL throughput of a user that is classified in the region B is given by

T U
B =

∞∫
0

Pr[log2(1+ γ U) > x|B]dx = 1

ln(2)

∞∫
0

Pr[γ U > τ |B]

τ + 1
dτ , (12.19)

where Pr[γ D > τ |B] and Pr[γ U > τ |B] represent the DL and UL success probabili-
ties of a user which is classified in the region B and are given by (12.11) and (12.12),
respectively.
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12.4.4 Numerical results

In this section, numerical examples are given for the energy efficiency of the
FD-enabled cellular networks presented earlier. The simulation system uses the
parameters: a = 4, λ = 5× 10−5, Pd

max = 30 dBm, Pu
max = 20 dBm, φ = π/3,

M = 10 dB, m = −10 dB,μ = 4, pLOS = 0.7, RB = 200 m, σ 2 = −40 dB,ω = 0.25,
Pc = 24 dBm, and Ps = 24 dBm. For the considered network deployment, a user can
be spatially classified either as CCU or as CEU.

Figure 12.5(a) plots the energy efficiency as a function of the fraction of FD
users for the spatial classifications considered with ζ = {0.6, 0.9} and β = −60 dB.
The energy efficiency curves are given by Monte Carlo simulations and perfectly
match with the expressions that are obtained by numerically evaluating (12.16). The
numerical evaluation of the theoretical expressions corresponds to the solid lines. The
first important observation is that CCUs obtain significantly better energy efficiency
compared to the energy efficiency obtained by the CEUs. This was expected since
the serving BS of a CCU is closer compared to its interfering BSs, and therefore,
higher SINR can be achieved. On the other hand, a CEU observes significantly

(a) (b)

(c)

Figure 12.5 The energy efficiency (EE) versus (a) the fraction of FD users,
(b) SI level, and (c) the trade-off between the coverage
performance and energy efficiency



Energy-efficient full-duplex networks 357

higher interference compared to the received signal strength, achieving a lower SINR
compared to the observed SINR of a CCU. Another important observation is that by
decreasing the cell-center region and consequently by increasing the cell-edge region,
i.e., ζ → 0, the energy efficiency of both CCUs and CEUs increases. This observation
was expected, since by decreasing the parameter ζ , the distance of both the CCUs and
the CEUs from their serving BS is decreased, and the distance from their dominant
interfering BS is increased; therefore, an enhanced SINR is observed. Finally, the
difference in terms of energy efficiency between a CCU and a CEU decreases as
ζ → 0, since by increasing the cell-edge region, the distance between a CEU and its
serving BS is comparable to the distance between a CCU and its serving BS.

Figure 12.5(b) illustrates the effect of the residual SI on the energy efficiency
of the considered system model for Pd

max = {10, 20, 30} dBm and ζ = 0.7. It can
be easily observed that by increasing the ability of the network’s nodes to cancel
the SI, i.e., β →−∞, the energy efficiency of the considered network is increased
for both user classifications. This observation was expected, since by decreasing the
residual SI at the BSs and the users, the aggregate received interference at the nodes is
decreased, and therefore an increased SINR is observed. Furthermore, Figure 12.5(b)
demonstrates the effect of transmit power on the energy efficiency. As can be seen, by
increasing the transmit power of the network’s nodes, the energy efficiency for both
user’s classification decreases.

Figure 12.5(c) demonstrates the trade-off between the energy efficiency and the
DL coverage performances with respect to the fraction of FD users δF, for different
blockage constants pLOS. Each point in the curves represents the trade-off between the
two performance metrics for a given fraction of FD users. As expected, by increasing
the fraction of FD users, the coverage performance decreases due to the increased mul-
tiuser interference. Conversely, the increased number of FD users positively affects
the energy efficiency, since the FD mode provides increased network throughput.
Another important observation is that the increased number of FD users and con-
sequently the increased multiuser interference mainly compromise the performance
of the CEUs. The main justification is that the CEUs are more vulnerable in inter-
ference changes due to their small distances from the BSs that cause interference.
Finally, Figure 12.5(c) reveals the negative impact of blockages on both the energy
efficiency and the DL coverage performance of the network. This was expected since
high blockage densities reduce the probability of a receiver to communicate with an
LOS transmitter, and therefore the observed SINR is decreased.

12.5 Conclusion

With the recent advancements in the SI cancellation for many scenarios, the promising
enhancements of FD in the spectral efficiency, medium access control layer, and short
distances are forthcoming. To make a smooth and efficient deployment, the energy
efficiency aspects must be taken into account and this is the goal of this chapter.

After the introduction of FD communications and some application areas and the
discussion about the challenges of energy-efficient FD networks, we proposed four
main design techniques to deal with such challenges. For each technique, we presented
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a comprehensive literature review highlighting different directions that were taken to
improve the energy efficiency. In addition, for each of the four techniques, we provided
interesting research directions that are still open and need further investigation from
the FD community.

Then, we presented results for enhancing the energy efficiency in a single-cell
scenario. Including urban-micro and pico-cell, we proposed a power control and user-
frequency assignment to maximize the sum spectral efficiency while minimizing the
total power consumption. For both scenarios, the results indicated that the impact
of a smart assignment in the spectral and energy efficiency is higher when the SI
cancellation level is high, whereas the power control impacts more when the SI can-
cellation level is low. Moreover, using our proposed solution, FD communications
are more energy efficient than HD communications for various SI cancellation levels
and, specifically for the pico-cell scenario, are also more spectral efficient.

In the multicell scenario, we proposed an analytical framework based on stochas-
tic geometry and studied the performance of FD-mmWave cellular networks. The
developed framework takes into account the ability of users to operate either in FD or
in HD mode and their classification either as CCUs or CEUs. We derived analytical
expressions for both the coverage performance and energy efficiency for each user
classification, and the impact of blockage density, residual LI, and fraction of FD
users has been discussed. The results reveal that HD is beneficial for CEUs since it
offers better coverage performance. On the other hand, FD provides a significantly
larger energy efficiency to CCUs, with the cost of a slightly reduced coverage per-
formance. Finally, we have shown that the combination of FD radio with mmWaves
provides significant gains to cellular networks, as it can potentially increase the energy
efficiency as well as mitigate the severe multiuser interference.

For both small- and multicell scenarios, the results illustrated the gains in terms
of energy efficiency provided due to FD communications. Nevertheless, the key chal-
lenges of FD communications—to provide energy and spectral efficient networks, the
SI and user-to-user interference, and the design techniques detailed in this chapter—
are still an area of ongoing research that requires further investigation. With the vast
application domain, including relaying, bidirectional, and cellular networks, as well
as the suitability to techniques essential to 5G such as massive MIMO and mmWave,
it is expected that FD communications will play an increasingly important role in
beyond 5G and sixth-generation communications.
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Chapter 13

Energy-efficient resource allocation
design for NOMA systems

Zhiqiang Wei1, Yuanxin Cai1, Jun Li2,
Derrick Wing Kwan Ng1 and Jinhong Yuan1

This chapter introduces the basic concepts on energy efficiency and non-orthogonal
multiple access (NOMA) to unlock the potentials of future communication networks.
The energy-efficient resource allocation design for NOMA systems is formulated
as a non-convex optimization problem. Based on the fractional programming and
successive convex approximation (SCA), a generic algorithm is proposed to achieve
a suboptimal solution of the formulated problem. Simulation results are provided to
verify the convergence of the proposed algorithm and to evaluate the system energy
efficiency of the proposed design.

13.1 Introduction

13.1.1 Background

The fast development of wireless communications worldwide fuels the massive
growth in the number of wireless communication devices and sensors for emerging
applications such as smart logistics and transportation, environmental monitoring,
energy management, safety management, and industry automation, just to name a
few. In the Internet-of-Things era [1], it is expected that there will be 50 billion wire-
less communication devices connected worldwide with a connection density up to a
million devices per km2 [2,3]. The massive number of devices and associated explo-
sive data traffic poses challenging requirements, such as massive connectivity [4] and
ultra-high energy efficiency for next-generation wireless networks [5,6].

Recently, NOMA has drawn a lot of attentions as an important enabling
technique to fulfill the challenging requirements of the next generation wireless net-
works, such as massive connectivity, high spectral efficiency, and improved energy

1School of Electrical Engineering and Telecommunications, University of New South Wales, Sydney,
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2School of Electronic and Optical Engineering, Nanjing University of Science and Technology, Nanjing,
China



364 Green communications for energy-efficient wireless systems

efficiency [6–9]. In contrast to conventional orthogonal multiple access (OMA)
schemes, NOMA allows multiple users to share the same degrees of freedom (DoF)∗

via power- and/or code-domain multiplexing at transmitter side and to perform mul-
tiuser detection (MUD) at receiver side to retrieve the messages of multiple users
[7–9]. One can refer to various survey papers in [7–9] for more details. It is known
that NOMA is beneficial to supporting a large number of connections to achieve effi-
cient communications by introducing controllable symbol collisions in the same DoF.
In recent years, NOMA has been extensively studied in the literature, e.g., [3,10–13],
and it has been shown that NOMA can achieve a considerable performance gain over
conventional OMA schemes in terms of spectral efficiency and energy efficiency. In
fact, the concept of non-orthogonal transmissions can be dated back to the informa-
tion theoretic results from the 1970s [14–16], which serves as a foundation for the
recent development of NOMA [17–21]. However, NOMA has rekindled the interests
of researchers, due to the benefit of the recent advances in signal processing and
silicon technologies [22,23]. For example, the industrial community has proposed
up to 16 various forms of NOMA as the potential multiple access schemes for the
forthcoming 5G networks [24].

Meanwhile, energy-efficient communications have become an important focus in
both academia and industry due to the growing demands of energy consumption and
the arising environmental concerns around the world [25,26]. The escalating energy
costs and the associated global carbon dioxide (CO2) emission of information and
communication technology devices have stimulated the interest of researchers in an
emerging area of energy-efficient radio management. Therefore, studying energy-
efficient radio management via exploiting limited system resources is critical to
strike a balance between system energy consumption and throughput [27–34]. The
optimization framework of sequential fractional programming for energy-efficient
resource allocation design was reviewed in [29]. A complete framework for the opti-
mization of energy efficiency is reviewed in [25], including fractional programming
and generalized fractional programming. The energy-efficient resource allocation
design problems of orthogonal frequency-division multiple access (OFDMA) com-
munication systems have been addressed in [30–33]. In this chapter, we focus on the
energy-efficient resource allocation design for NOMA communication systems.

13.1.2 Organization

The rest of the chapter is organized as follows. In Section 13.2, we discuss some basic
concepts on NOMA, including the code-domain NOMA, the power-domain NOMA,
the downlink NOMA, and the uplink NOMA. Then, the definition of the energy
efficiency of NOMA systems is presented and the trade-off between the spectral effi-
ciency and energy efficiency is revealed in Section 13.3. In Section 13.4, we formulate
the energy-efficient resource allocation design in a NOMA system as a non-convex
optimization problem. Also, we present a generic solution to solve the formulated
problem via the fractional programming and the SCA methods. In Section 13.5, as
an illustrative example, the energy-efficient power allocation and user scheduling

∗Note that DoF is defined as the received signal space according to [14].
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design is formulated for a downlink multicarrier NOMA (MC-NOMA) system and
is solved according to our proposed generic solution. Section 13.6 provides some
simulation results of the proposed algorithms for the considered MC-NOMA system.
Then, Section 13.7 concludes this chapter.

13.1.3 Notations

Notations used in this chapter are as follows. Boldface capital and lower case letters
are reserved for matrices and vectors, respectively. C

M×N denotes the set of all M × N
matrices with complex entries; R

M×N denotes the set of all M × N matrices with real
entries; Z

M×N denotes the set of all M × N matrices with entries of integer number;
and B

M×N denotes the set of all M × N matrices with binary entries. (·)T denotes the
transpose of a vector or a matrix; (·)H denotes the Hermitian transpose of a vector or a
matrix; |·| denotes the absolute value of a complex scalar; ‖·‖ denotes the Euclidean
vector norm; [·]−1 denotes the inverse of a matrix; ∇xf (x) denotes the gradient of f (x)
with respect to (w.r.t.) x; and diag{x} denotes a diagonal matrix with the entries of x
on its diagonal. The circularly symmetric complex Gaussian distribution with mean
μ and variance σ 2 is denoted by CN (μ, σ 2).

13.2 Fundamentals of NOMA

13.2.1 From OMA to NOMA

Radio access technologies for cellular communications are characterized by mul-
tiple access schemes. Up to now, OMA has been adopted in previous generations
of cellular networks, where different users are allocated to orthogonal resources in
either time, frequency, or code-domain in order to mitigate multiple access interfer-
ence. In particular, it is frequency-division multiple access for the first generation,
time-division multiple access (TDMA) for the second generation (2G), code-division
multiple access (CDMA) used by both 2G and the third generation, and OFDMA
for current 4G. However, OMA schemes are not sufficient to support the upcoming
wireless applications with massive connectivity and diverse quality of service (QoS)
requirements [7–9]. In fact, due to the limited DoF, some users with better channel
quality have a higher priority to be served, while other users with poor channel quality
are suspended from service temporarily, which leads to unfairness and large latency
in the system. Besides, the system resources are under-utilized when allocating some
DoF only to users with poor channel quality from the overall system performance
point of view.

In contrast to conventional OMA schemes, NOMA transmission techniques
intend to share DoF among users and consequently need to employ MUD to separate
interfered users sharing the same DoF, as illustrated in Figure 13.1. A comparative
study of OMA and NOMA was carried out in [35]. By allowing multiple users to share
the same DoF concurrently, NOMA mainly enjoys the following two advantages:

● Supporting overload transmission: The massive growth in the number of wire-
less communication devices and sensors creates a serious performance bottleneck
in realizing reliable and ubiquitous wireless communication networks [3,4,36].
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Figure 13.1 From OMA to NOMA via power-domain multiplexing the signals of
user equipments (UEs)

It is highly desirable to have an innovative multiple access technique that is able
to accommodate more users with limited system resource, i.e., time–frequency
resource block, spatial subspace, and/or radio frequency chain. In general, a set
of system resources can be interpreted as a kind of system DoF, which allows
multiple data streams to be transmitted on each DoF without interfering each
other. In other words, the system DoF is equal to the maximum number of the
independently deliverable data streams. When the number of users is larger than
the system DoF, an overload scenario occurs. In such a scenario, NOMA is an effi-
cient multiple access scheme that paves the way to support overload transmission
via DoF sharing. In particular, NOMA transmission technique allows multiple
users to simultaneously share the same DoF by introducing controllable interfer-
ence. Consequently, the system performance and user fairness can be improved
by increasing the number of supported connections. Conceptually, NOMA is a
generalization of OMA where the latter is more conservative, which does not
allow DoF sharing among users. Despite the inherent DoF-sharing feature of
NOMA, user scheduling and resource allocation design serve as the key to sup-
port overload transmission to achieve a spectral-efficient and/or energy-efficient
performance, which is one of the main focuses of this chapter.

● Improving flexibility in resource allocation: In contrast to OMA scheme where a
resource block is allocated exclusively to a single user, NOMA can utilize the lim-
ited spectrum more efficiently by allowing strong users to share the resource block
of weak users without compromising much their performance. From the optimiza-
tion point of view, NOMA relaxes the orthogonality constraint of OMA, which
enables a more flexible management of radio resources and offers an efficient
way to improve the spectral efficiency and/or energy efficiency via appropriate
resource allocation [37]. In addition, it is well known that the potential spectral
efficiency gain of NOMA over OMA is larger when channel conditions of the
multiplexed users become more distinctive [38]. However, a higher transmit power
is needed to satisfy the QoS requirement of the weak user if its channel condition
is unsatisfactory. Therefore, there is a nontrivial trade-off between the spectral
efficiency and energy efficiency that should be taken into account for resource
allocation algorithm design for NOMA.
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In general, according to the domain of multiplexing, we can divide the existing
NOMA techniques into two categories [9], i.e., code-domain NOMA and power-
domain NOMA.

13.2.2 Code-domain NOMA

The code-domain NOMA techniques, including low-density spreading (LDS)
[39–42], sparse code multiple access (SCMA) [43–45], pattern division multiple
access [46], etc., introduce redundancy via coding/spreading to facilitate users’signals
separation at the receiver. For instance, SCMA is a multidimensional codebook-based
non-orthogonal spreading technique, which enables SCMA to enjoy the shaping gain
of multidimensional constellation compared to simple repetition code of LDS multi-
ple access [43]. As the codewords of SCMA are sparse, it allows system overloading
to enable massive connectivity while keeping moderate complexity of the receiver.
The block diagram of a SCMA transmitter and a receiver in an uplink cellular system
is illustrated in Figure 13.2.†

At the transmitter side, the SCMA encoder maps the encoded bits to a sparse
complex vector via a constellation generation function and a sparse code mapper. The
SCMA codeword of user m is given by

xm = Vmgm(bm), (13.1)

where bm ∈ B
log2(L) denotes the encoded information bits of length log2(L) ∈ C. Func-

tion gm : B
log2(L) →Xm generates an Nm-dimensional constellation Xm of size L

for user m, which maps log2(L) information bits to an Nm-dimensional complex
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Figure 13.2 Block diagram of an uplink SCMA system

†In this chapter, we focus on the power domain NOMA [27] for the considered downlink communication
scenario. Although the code-domain NOMA, such as SCMA, may outperform power-domain NOMA,
SCMA is more suitable for the uplink communication where the reception complexity for information
decoding is more affordable for base stations (BSs).



368 Green communications for energy-efficient wireless systems

vector. Then the sparse mapping matrix Vm ∈ B
K×Nm maps the Nm-dimensional com-

plex vector to K-dimensional sparse codewords xm ∈ C
K . All xm have the same

positions of nonzero entries and constitute the codebook Cm for user m. Then, SCMA
codewords of M users are multiplexed over K subcarriers.

At the receiver side, the received signal over all K subcarriers can be
represented by

y =
M∑

m=1

diag(hm)xm + v, (13.2)

where hm ∈ C
K denotes the channel vector of user m on all subcarriers and v denotes

the additive white Gaussian noise (AWGN) at the BS. Owing to the sparse prop-
erty, there are only a few symbol collisions on each subcarrier. Therefore, similarly
to LDS multiple access, some message passing algorithm-based MUD technique
can be adopted to detect the multiplexed codewords with a moderate computational
complexity.

13.2.3 Power-domain NOMA

The principle of power-domain NOMA is to exploit the users’ power difference for
multiuser multiplexing together with superposition coding (SC) at the transmitter,
while applying successive interference cancelation (SIC) at the receivers for alle-
viating the inter-user interference (IUI) [9]. In fact, the concept of NOMA was
originally proposed for downlink multiuser communications or so-called broadcast
channels [14–16], where the two fundamental building blocks are SC and SIC. How-
ever, NOMA inherently exists in uplink communications, since the electromagnetic
waves are naturally superimposed at a receiving BS and the implementation of SIC
is more affordable at the BS than at user terminals. Therefore, the NOMA con-
cept was recently generalized to uplink multiuser communications [47–50], i.e.,
multiple access channel, which will be detailed in the latter subsection. In this
subsection, we introduce the concepts of SC and SIC in the context of downlink
communications.

At the transmitter side, the coded signals intended for different users are super-
imposed with different power levels. Without loss of generality, the channel gains of
users are assumed to be sorted with a particular ordering. In the literature [9,51,52],
the user with a better channel quality is usually called a strong user, while the user
with a worse channel quality is called a weak user. The transmit powers for the strong
and weak users are allocated according to their channel gain order. To provide fairness
and to facilitate the SIC decoding, the transmitter usually allocates more power to the
weak user with a poor channel condition.‡

‡We note that allocating a higher power to the user with the worse channel is not necessarily required
in NOMA, as shown in [53], especially when there is explicit minimum data rate requirement for each
user.
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At the receiver, SIC decoding is employed to exploit the heterogeneity in channel
gains and transmit powers. For an SIC receiver, it first decodes other users’signals one
by one based on a predefined decoding order before decoding its own signal. Usually,
practical decoding order depends on the order of the received signal powers, where
the user with a higher received power is decoded first during SIC decoding.§ Upon
finishing decoding one user’s signal, the receiver subtracts it from its received signal.
As a result, multiuser interference can be successively removed and the achievable data
rate is improved. For downlink communications, users with better channel conditions
can perform SIC to mitigate the IUI. Due to its advantages, SIC has been employed
in practical systems such as CDMA [54] and vertical-bell laboratories layered space–
time [55].

Compared to OMA schemes, SC combined with SIC can provide a comparable
rate to the strong user, while achieving a performance close to the single-user upper
bound for the weak user. Intuitively, the strong user, being at a high signal-to-noise
ratio (SNR), is DoF limited and SC allows it to exploit the full DoF of the channel
while being allocated only a small amount of transmit power, thus causing a small
amount of interference to the weak user. In contrast, an orthogonal scheme has to
allocate a significant fraction of the DoF to the weak user to achieve near single-user
bound performance that causes a large degradation in the performance of the strong
user. In fact, it has been proved that NOMA with SC and SIC is capable of achieving
the capacities of general degraded broadcast channels [56].

In summary, the non-orthogonal feature can be introduced either in the power-
domain only or in the hybrid code and power-domain. Although code-domain NOMA
offers a the potential coding gain to improve spectral efficiency, power-domain
NOMA is simpler since only minor changes are required in the physical layer oper-
ations at the transmitter side compared to current 4G technologies. In addition,
power-domain NOMA paves the way for flexible resource allocation via relaxing
the orthogonality requirement to improve the performance of NOMA, such as spec-
tral efficiency [51,57,58], energy efficiency [59–62], and user fairness [37,50,63].
As a result, this chapter focuses on power-domain NOMA for illustration. In the fol-
lowing, the system models for uplink and downlink NOMA will be first presented
and their multiuser capacity regions will be discussed then.

13.2.4 Downlink NOMA

In this subsection, to facilitate the presentation for the basic concepts of NOMA,
we consider a simple single-carrier two-user downlink NOMA system. The generic
system model for downlink NOMA is illustrated in Figure 13.3 with one BS and two
users. The BS transmits the messages of both user 1 and user 2, i.e., s1 and s2, with
different transmit powers, p1 and p2, on the same frequency band, respectively. The
corresponding transmitted signal is represented by

x = √p1s1 +√p2s2, (13.3)

§Note that the optimal SIC decoding order for uplink NOMA is different and will be detailed in
Section 13.2.5.
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Figure 13.3 The downlink NOMA system model with one BS and two users

where transmit power is constrained by p1 + p2 ≤ pmax. The received signal at user k
is given by

yk = hkx + nk , k ∈ {1, 2}, (13.4)

where hk ∈ C denotes the channel coefficient between the BS and user k , including
the joint effect of large- and small-scale fading. Variable nk denotes the AWGN at
user k with a noise power of σ 2, i.e., nk ∼ CN

(
0, σ 2

)
. We assume that user 1 is the

strong user with a better channel quality, while user 2 is the weak user with a worse
channel quality, i.e., |h1|2 ≥ |h2|2.

In downlink NOMA systems, the SIC decoding is implemented at the user side.
The optimal SIC decoding order for maximizing the system sum-rate is with the
descending order of channel gains normalized by noise [9]. It means that user 1
decodes s2 first and removes the IUI of user 2 by subtracting s2 from the received signal
y1 before decoding its own message s1. On the other hand, user 2 does not perform
interference cancelation and directly decodes its own message s2 with interference
from user 1. Since the considered downlink SISO-NOMA system model implies a
degraded broadcast channel [56], we can easily obtain the following equations for
characterizing the achievable rate region [51]:

R1,2 = log2

(
1+ p2|h1|2

p1|h1|2 + σ 2

)
, (13.5)

R1 = log2

(
1+ p1|h1|2

σ 2

)
, and (13.6)

R2 = log2

(
1+ p2|h2|2

p1|h2|2 + σ 2

)
, (13.7)
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where R1,2 denotes the achievable rate at user 1 to decode the message of user 2, R1

denotes the achievable rate for user 1 to decode its own message after decoding and
subtracting the signal of user 2, and R2 denotes the achievable rate for user 2 to decode
its own message. Note that the necessary condition for achieving the data rate R1 in
(13.6) is

R1,2 ≥ R2, (13.8)

which ensures successful interference cancelation at user 1. Furthermore, we can
observe that for any arbitrary power allocation p1 and p2, the condition in (13.8) can
always be satisfied whenever |h1|2 ≥ |h2|2. The system sum-rate for downlink NOMA
can be obtained by

RDL
sum = log2

(
1+ p1|h1|2

σ 2

)
+ log2

(
1+ p2|h2|2

p1|h2|2 + σ 2

)
. (13.9)

Note that SIC is not able to eliminate the interference caused by user 1 for user 2.
Fortunately, if the power allocated to user 2 is significantly larger than that to user 1 in
the aggregate received signal y2, it does not introduce much performance degradation
compared to allocating user 2 on this frequency band exclusively. The achievable rate
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region of downlink NOMA is illustrated in Figure 13.4 in comparison with that of
OMA. We can observe that the achievable rate region of OMA is only a subset of that
of NOMA. As a result, NOMA provides a higher flexibility in resource allocation
design for improving the system performance, especially considering the diverse QoS
requirements of users.

13.2.5 Uplink NOMA

The generic system model for uplink NOMA is illustrated in Figure 13.5 with one BS
and two users. Both users are transmitting their messages within the same frequency
band with the same transmit power constraint, i.e., p1 ≤ pmax

2 and p2 ≤ pmax
2 . The

received signal at the BS is given by

y = √p1h1s1 +√p2h2s2 + n, (13.10)

where hk ∈ C denotes the channel coefficient between the BS and user k , sk denotes
the modulated symbol of user k , i.e., k ∈ {1, 2}, and n ∼ CN (0, σ 2) denotes the
AWGN at the BS. Without loss of generality, we assume that user 1 is the strong user
and user 2 is the weak user, i.e.,|h1|2 ≥ |h2|2. Due to their distinctive channel gains,
the received signal power of user 1 is higher than that of the user 2, as shown in
Figure 13.5.

In uplink NOMA, SIC decoding is performed at the BS to retrieve the messages s1

and s2 from the superimposed signal y. In particular, the BS first decodes the message
of user 1 and then subtracts s1 from the superimposed signal y. Then, the BS can decode

Frequency

Power

User 2

User 1

. . .. . .
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decoding

Base station

Figure 13.5 The uplink NOMA system model with one BS and two users
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the message of user 2 without IUI. As a result, we can obtain the individual data rates
for user 1 and user 2 as follows:

R1 = log2

(
1+ p1 |h1|2

p2|h2|2 + σ 2

)
and (13.11)

R2 = log2

(
1+ p2 |h2|2

σ 2

)
. (13.12)

The system sum-rate for downlink NOMA can be obtained by

RUL
sum = log2

(
1+ p1|h1|2 + p2|h2|2

σ 2

)
. (13.13)

From (13.13), we can observe that the system sum-rate is actually independent of
the SIC decoding order. Different SIC decoding orders only change the individual data
rates of both users in (13.11) and (13.12) without affecting the total system sum-rate,
respectively. The achievable rate region of uplink NOMA is illustrated in Figure 13.6
in comparison with that of OMA. Similar to downlink NOMA, the achievable rate
region of OMA is also a subset of that of NOMA, which provides a higher flexibility
in resource allocation design.
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13.3 Energy efficiency of NOMA

Energy efficiency has emerged as a new prominent and fundamental figure of merit for
wireless communication systems as the energy consumptions and related environment
problems become a major issue currently. Based on the achievable sum-rate defined
in the last section, we introduce the basic definition energy efficiency of NOMA
adopted in this chapter. Then, we discuss the fundamental trade-off between the
spectral efficiency and energy efficiency for NOMA systems.

13.3.1 Energy efficiency of downlink NOMA

In general, the energy efficiency is essentially in the form of a benefit–cost ratio‖ to
evaluate the amount of data delivered by utilizing the limited system energy resource
(bits/J). Accordingly, the energy efficiency of downlink NOMA systems is defined
as [30,31,64]

EEDL = W · RDL
sum

δ(p1 + p2)+ PC

=
W ·

[
log2

(
1+ p1|h1|2

σ 2

)
+ log2

(
1+ p2|h2|2

p1|h2|2+σ 2

)]
δ(p1 + p2)+ PC

,

(13.14)

where PC denotes the static circuit power consumption associated with communica-
tions at both transceiver of downlink NOMA systems. Constant δ > 1 captures the
inefficiency of the transmit power amplifier. We assume that the power amplifier
operates in its linear region and the hardware power consumption PC is a constant.
Here, we note that σ 2 denotes the effective noise power in the considered frequency
band W .

Similarly, the energy efficiency of uplink NOMA systems is defined as

EEUL = W · RUL
sum

δ(p1 + p2)+ PC

=
W · log2

(
1+ p1|h1|2+p2|h2|2

σ 2

)
δ(p1 + p2)+ PC

. (13.15)

13.3.2 The trade-off between energy efficiency and
spectral efficiency

To illustrate the fundamental trade-off between energy efficiency and spectral effi-
ciency, we impose the same power allocation for both users in both downlink

‖We note that there are various types of energy efficiency definitions such as from facility level, equipment
level, and network level, respectively [65], depending on the design of particular systems.
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and uplink NOMA systems, i.e., p1 = p2 = pmax
2 . Then, the energy efficiencies of

downlink NOMA and uplink NOMA are given by

EEDL =
W ·

[
log2

(
1+ pmax |h1|2

2σ 2

)
+ log2

(
1+ pmax |h2|2

pmax |h2|2+2σ 2

)]
δpmax+PC

and (13.16)

EEUL =
W ·log2

(
1+ pmax(|h1|2+|h2|2)

2σ 2

)
δpmax + PC

, (13.17)

respectively. Furthermore, considering an OMA system, such as a TDMA system, we
equally allocate the DoF to both users, and the system energy efficiency is given by

EEOMA=
W ·

[
1
2 log2

(
1+ pmax |h1|2

σ 2

)
+ 1

2 log2

(
1+ pmax |h2|2

σ 2

)]
δpmax + PC

, (13.18)

where both users only have half DoF for data transmission but enjoy the total transmit
power and an interference-free link.

We can observe that the achievable sum-rate of uplink NOMA systems in the
numerator of (13.17) increases logarithmically with the maximum transmit power
pmax, while its total power consumption in the denominator of (13.17) is an affine
increasing function of pmax. As a result, there is a nontrivial trade-off between the
energy efficiency and achievable sum-rate that plays an important role in energy-
efficient resource allocation design in uplink NOMA systems. More importantly, the
trade-off between the energy efficiency and the achievable sum-rate is similar to that
of the OMA case in (13.18), since (13.17) can be viewed as the data rate of a single
user with a transmit power of pmax and a channel gain of |h1|2 + |h2|2. On the other
hand, for downlink NOMA systems, it can be observed that the achievable sum-
rate in the numerator of (13.16) also increases monotonically with pmax but becomes
interference-limited when keeping increasing pmax. As a result, the trade-off between
the energy efficiency and the achievable sum-rate for downlink NOMA might be
different from that of uplink NOMA.

Figure 13.7 illustrates the trade-off between the energy efficiency, transmit power,
and achievable sum-rate for both OMA and NOMA systems. We can observe that
all the curves of the three schemes have the same trend in both parts (a) and (b) of
Figure 13.7. In particular, all the three schemes have the same performance in both
low and high SNR regimes. For moderate transmit power, downlink NOMA offers a
better trade-off than that of uplink NOMA, while uplink NOMA outperforms OMA
schemes. When the total circuit power consumption is negligibly small, i.e., PC = 0 W,
the system energy efficiency is monotonically decreasing w.r.t. both the total transmit
power and the achievable sum-rate, as shown in Figure 13.7(a) and (b), respectively.
In other words, transmission with an arbitrarily small power, i.e., pmax → 0, is the
optimal operation point for maximizing the system energy efficiency and the obtained
system energy efficiency is

lim
pmax→0,PC=0

EEOMA = EEDL = EEUL = |h1|2 + |h2|2
2δσ 2

. (13.19)
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Furthermore, when PC > 0, the system energy efficiency first increases with pmax

and then decreases with pmax. In particular, when pmax is small, the system energy
efficiency is mainly limited by the fixed circuit power consumption PC, and the
system achievable sum-rate scales almost linearly w.r.t. the total transmit power pmax

in the low SNR regime. As a result, increasing the transmit power can effectively
increase both the system achievable sum-rate and the system energy efficiency. In
contrast, the total power consumption is dominated by the transmit power pmax in
the high SNR regime, while there is only a marginal gain in system achievable sum-
rate with increasing pmax. Therefore, after reaching the maximum system energy
efficiency, further increasing the transmit power pmax would decrease the system
energy efficiency rapidly as shown in Figure 13.7(a). Additionally, we can observe
in Figure 13.7(a) that the optimal operation point is pushed toward the high SNR
regime with increasing the circuit power consumption PC. This is due to the fact
that the larger the circuit power consumption, the higher transmit power is required to
outweigh the impact of the circuit power consumption on the system energy efficiency.
For a practical scenario of PC > 0, finding the optimal operation point via resource
allocation design to maximize the system energy efficiency has attracted significant
attention in the literature in the past few years [32,33]. In the following, the energy-
efficient resource allocation design for NOMA systems is formulated, and a generic
solution is presented then.

13.4 Energy-efficient resource allocation design

In wireless communications, resource allocation is the concept of making the best
use of limited communication resources based on the information available at the
resource allocator to improve the system performance, as shown in Figure 13.8.
Specifically, resource allocation designs rely on the application of the optimization
theory to optimize the system performance with taking into account various QoS
constraints. The available information at the resource allocator usually includes the
channel state information (CSI), the transmit power budget, and the available band-
width as well as time resource. The design objectives are usually maximizing the

Information collected
(CSI and available
system resources,

etc.)

Resource allocator Payload transmission

Design objective QoS constraints

Optimization theory

Figure 13.8 Optimization-based resource allocation design framework
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system sum-rate [66–68], maximizing the system energy efficiency [26,27,30–34,64]
or minimizing the system power consumption [12,69–74], etc. In this chapter, we
focus on the problem formulation and solution for energy-efficient resource allo-
cation design whose objective function is the system energy efficiency. The QoS
requirements, such as the minimum data rate requirement and outage probability
requirement, act as constraints in resource allocation optimization framework. Finally,
based on the obtained resource allocation strategy, including power allocation, user
scheduling, rate allocation, etc., the transmitter would transmit the payload accord-
ingly. As shown in the literature [12,26,27,30–34,64,66–74], optimization theories,
including convex [75] and non-convex optimization [76], play an important role for
resource allocation design. Interested readers are referred to [75,76] for more details.

13.4.1 Design objectives

Considering a communication system with K users, the objective function (utility
function) for maximizing the system energy efficiency is given by

EE(x) =
∑K

k=1 Rk (x)∑K
k=1 (δpk (x)+ PC,k )

, (13.20)

where x denotes the optimization variable, and it may include the variables for power
allocation, user scheduling, rate allocation, etc. The individual rate of user k , Rk (x),
is a function of the optimization variables. In the denominator, PC,k denotes the static
circuit power consumption associated with user k . Additionally, pk (x) represents the
transmit power for user k that is a function of other optimization variables, such as
power allocation for other users, user scheduling, rate allocation, etc.

13.4.2 QoS constraint

To satisfy diverse QoS requirements for different applications, different types of QoS
constraints can be incorporated in the problem formulation of resource allocation
designs. In fact, QoS constraints combined with the system resource limitations span
the feasible solution set X for the optimization variable, i.e., x ∈X . In general, two
kinds of QoS constraints commonly adopted in the literature are introduced in the
following.

13.4.2.1 Minimum data rate requirement
As the name implies, the minimum data rate requirement is a constant minimum data
rate Rmin

k to support the application of communication user k , i.e.:

Rk (x) ≥ Rmin
k , (13.21)

where Rmin
k is usually predefined and obtained during the information collection phase

in Figure 13.8. The minimum data rate requirement is imposed for resource alloca-
tion design to guarantee the QoS of each user [12]. In particular, when optimizing
the system performance, some users with poor channel conditions may suffer from
starvation since allocating resource to the weak user does not contribute so much gain
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to the system performance. Hence, introducing a minimum data rate requirement can
effectively balance the system performance and each user’s QoS requirement.

13.4.2.2 Outage probability requirement
For a communication system with imperfect CSI at the transmitter side, there exists
nonzero probability that the scheduled data rate exceeds the instantaneous channel
capacity [77]. In this case, even applying powerful error correction coding cannot
prevent packet error and thus an outage occurs. As a result, the outage probability for
the communication link of user k can be defined as

Pout,k (x) = Pr{Ck (x) < Rk (x)}, (13.22)

where Rk (x) is the allocated data rate for user k and Ck (x) is the channel capacity of
the communication link for user k . They both depend on the resource allocation policy
and thus the outage probability is a function of the resource allocation variables x.
The outage probability constraint has been employed for resource allocation design to
enhance the communication reliability [12,78]. In particular, the outage probability
of user k should be smaller than the maximum tolerable outage probability Pout,k , i.e.:

Pout,k (x) ≤ Pout,k . (13.23)

This probabilistic constraint takes the CSI imperfectness into consideration and hence
is very useful for robust resource allocation in wireless communications. We note that
the robust resource allocation design based on outage probability only needs to know
the statistical CSI at the transmitter, rather than the instantaneous CSI. This makes the
outage-constrained resource allocation design more practical since statistical CSI is
usually available based on the long-term measurements and does not change so fast
as the instantaneous CSI.

13.4.3 Fractional programming

The system-centric energy-efficient resource allocation design can be formulated as
the following optimization problem:

A generic problem formulation for energy-efficient resource
allocation design

maximize
x

EE(x) = f (x)

g(x)
(13.24)

s.t. x ∈X ,

where x ∈X ⊆ C
n is the optimization variables and X ⊆ C

n is the feasible solution
set spanned by the system resource limitations and the QoS constraints. The numerator
f (x) : X ⊆ C

n → R denotes the system data-rate produced by the resource allocation
strategy x. The denominator g(x) : X ⊆ C

n → R denotes the total system power
consumption.



380 Green communications for energy-efficient wireless systems

The formulated problem in (13.24) can be classified as fractional programming
[79]. Without loss of generality, we define the maximum energy efficiency of the
problem in (13.24) as follows:

EE∗ = maximize
x

f (x)

g(x)
, s.t. x ∈X . (13.25)

Now, the following theorem can transform the fractional objective function in (13.24)
to an equivalently subtractive form.

Theorem 1. Let x∗ be a feasible solution of the problem in (13.24) and (13.26). The
maximum energy efficiency EE∗ is achieved if and only if:

maximize
x∈X

f (x)− EE∗g(x) = f (x∗)− EE∗g(x∗) = 0, (13.26)

for f (x) ≥ 0 and g(x) > 0.

Proof. The proof can be found in Appendix A.1.

In the literature, Dinkelbach’s method has been proposed to find EE∗ iteratively
[79], as shown in Algorithm 13.1. In particular, in each iteration of the main loop, one
needs to solve (13.26) for a given temporary EEiter. The convergence of Dinkelbach’s
algorithm is stated in the following theorem.

Theorem 2. Dinkelbach’s algorithm converges to the globally optimal solution of the
problem in (13.24) if the problem in (13.26) can be solved optimally for a given EE.

Proof. The proof can be found in Appendix A.2.

We note thatTheorem 2 only requires that the problem in (13.26) can be solved but
it does not impose any assumption on the convexity or concavity of the function f (x),
g(x), and the feasible solution set X . Dinkelbach’s algorithm can be implemented
with a lower computational complexity when f (x) is a concave function, g(x) is a
convex function, and X is a compact convex set. Generally, the energy-efficient

Algorithm 13.1: Dinkelbach’s algorithm

1: Initialization
Initialize the convergence tolerance ε→ 0, the maximum number of iterations itermax, the iteration
index iter = 1 and the initial system energy efficiency EEiter = 0

2: repeat {Main loop}
3: Solve (13.26) for the given temporary EEiter to obtain the resource allocation strategy xiter

4: if f
(
xiter

)− EEiterg
(
xiter

)
< ε then

5: Convergence = true

6: return x∗ = xiter and EE∗ = f (xiter)
g(xiter)

7: else
8: Set EEiter+1 = f (xiter)

g(xiter)
and iter = iter + 1

9: Convergence = false
10: end if
11: until Convergence = true or iter = itermax
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resource allocation for uplink NOMA systems follows the problem formulation in
(13.24) with a concave f (x) and a convex g(x) over a compact convex set X , which can
be efficiently solved by the Dinkelbach method. Unfortunately, the achievable sum-
rate, f (x), for downlink NOMA systems is usually non-convex due to the existence
of IUI, as shown in (13.10). In this case, there is no systematic and computationally
efficient approach to solve (13.26) globally. As a compromise approach, one should
first convexify the associated function before applying the Dinkelbach method. In the
following subsection, the SCA technique [80,81] can be utilized to convexify f (x)
iteratively in the original problem formulation in (13.24).

13.4.4 Successive convex approximation

As mentioned in Theorem 2, the Dinkelbach method can efficiently handle the frac-
tional form objective function in (13.24) with a concave function over a convex
function. When the non-convexity arises only from f (x) in the numerator of the objec-
tive function in (13.24), before applying Dinkelbach’s method in Algorithm 13.1, we
perform an SCA to convexify f (x) [80,81] iteratively, which forms an outer loop of
the overall algorithm. To strike a balance between system performance and compu-
tational complexity, we propose a suboptimal iterative approach based on the SCA
technique [82,83]. The method has a polynomial time computational complexity and
usually achieves excellent performance. In particular, the achievable sum-rate f (x)
can be usually rewritten as the difference of two concave functions as follows:

f (x) = f1(x)− f2(x), (13.27)

where f1(x) and f2(x) are differentiable concave functions w.r.t. x. For a given feasible
solution xouter in the outer loop, we can obtain its lower bound as follows:

f (x) ≥ f outer(x) = f1(x)− f2(xouter)− ∇x f2(xouter)T(x− xouter), (13.28)

where ∇x f2(xouter) = [ ∂f2(x)
∂x1
|xouter , ∂f2(x)

∂x2
|xouter , . . . , ∂f2(x)

∂xn
|pouter ]T ∈ C

n×1 denotes the gra-
dient of f2( · ) w.r.t. x.

Now, given a feasible solution xouter, a lower bound for the problem in (13.24)
can be obtained by solving the following optimization problem:

maximize
x

EE(x) = f outer(x)

g(x)
(13.29)

s.t. x ∈X .

To tighten the obtained lower bound, we employ an iterative outer loop to generate
a sequence of feasible solution xouter successively, as shown in Algorithm 13.2. In
particular, the solution of (13.29) is denoted as xouter+1 and is further used for updating
the problem (13.29). The convergence of the outer loop can be easily proved. In the
outer-th iteration of outer loop, we can observe the following relationships:

f (xouter)

g(xouter)
(a)= f outer(xouter)

g(xouter)

(b)≤ f outer(xouter+1)

g(xouter+1)

(c)≤ f (xouter+1)

g(xouter+1)
. (13.30)
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The equality in (a) can be easily obtained by substituting xouter into (13.27) and (13.28).
The inequality in (b) is because xouter+1 is the optimal solution for the problem in
(13.29) and the inequality in (c) follows the system sum-rate lower bound in (13.28).
With a compact feasible solution set and a continuous objective function, the outer
loop can converge to a stationary suboptimal solution.

To solve the problem in (13.29) in each iteration of outer loop, an inner loop
following the Dinkelbach algorithm in Algorithm 13.1 is employed. In each iteration
of the inner loop (line 5 in Algorithm 13.2), we solve the following optimization
problem for the given EEinner and xouter:

maximize
x

f outer(x)− EEinnerg(x) (13.31)

s.t. x ∈X .

Note that the problem in (13.31) is a convex optimization, which can be solved
efficiently by standard convex problem solvers, such as CVX [84]. The solution of
(13.31) is denoted as x̃inner. The detailed proof of convergence for the inner loop
can be found in Appendix A.2. After the convergence of the inner loop, the fea-
sible solution of the outer loop is updated on the basis of the output of the inner
loop, i.e., xouter+1 = x̃inner, and the corresponding system energy efficiency is stored

in EEouter+1 = f outer(̃xinner)
g(̃xinner)

. The outer loop stops when the improvement of the sys-

tem energy efficiency is smaller than a predefined threshold, as shown in line 15
of Algorithm 13.2. After the convergence of the outer loop, the obtained resource

Algorithm 13.2: Energy-efficient resource allocation algorithm

1: Initialization
Initialize the convergence tolerance ε, the maximum number of iterations for outer loop outermax, the
maximum number of iterations for inner loop innermax, the initial iteration index outer = inner = 1,
the initial feasible solution xouter , and the initial energy efficiency EEouter = 0.

2: repeat {Outer loop}

3: Initialize the energy efficiency ẼE
inner = 0.

4: repeat {Inner loop}

5: Solve (13.31) for a given xouter and ẼE
inner

to obtain the resource allocation solution x̃inner .

6: if f outer
(̃
xinner

)− ẼE
inner

g
(̃
xinner

)
< ε then

7: Convergence = true

8: update xouter+1 = x̃inner and EEouter+1 = f outer (̃xinner)
g(̃xinner)

9: Set outer = outer + 1
10: else
11: Convergence = false

12: Set ẼE
inner+1 = f outer (̃xinner)

g(̃xinner)
and inner = inner + 1

13: end if
14: until Convergence = true or inner = innermax

15: until outer = outermax or |EEouter −EEouter+1|
EEouter ≤ ε.

16: Return the resource allocation solution x∗ = xouter and the energy efficiency EE∗ = EEouter
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allocation solution and the corresponding system energy efficiency are returned, i.e.,
x∗ = xouter and EE∗ = EEouter.

13.5 An illustrative example: energy-efficient design
for multicarrier NOMA

In this section, we provide an illustrative example to demonstrate the energy-efficient
resource allocation design for a downlink MC-NOMA system.

13.5.1 System model

We consider a single-cell downlink NOMA network with a cell radius of D meters,
as shown in Figure 13.9. The BS is located at the cell center and is serving K mobile
users randomly distributed within the cell. We consider a multicarrier system with
NF equally spacing subcarriers. We assume that NF ≥ K such that both OFDMA and
NOMA schemes can be utilized to multiplex multiple users, and we can compare
their system energy efficiency. All transceivers are equipped with a single antenna.
We assume that the CSI is perfectly known at the BS for energy-efficient resource
allocation design.

Let the binary variable uk ,i denote the user scheduling variable. In particular,
uk ,i = 1 if subcarrier i is assigned to user k . Otherwise, uk ,i = 0. The transmit power
allocated for user k on subcarrier i ∈ {1, . . . , NF} is denoted as pk ,i > 0. For simplicity,
we consider a normalized subcarrier spacing, i.e., Wi = 1 Hz, ∀i. The transmitted
signal from the BS to all the users on subcarrier i is given by

xi =
K∑

k=1

uk ,i
√

pk ,isk ,i, (13.32)

User k

User 1

User K

. .
 .

Base station

. . .

. . .

D

Figure 13.9 A single-cell downlink multicarrier NOMA system with a BS serving
K users simultaneously
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where sk ,i ∈ C denotes the modulated symbol for user k on subcarrier i. At the mul-
ticarrier demodulator output of user k , the received signal from the BS on subcarrier
i is given by

yk ,i = hk ,i

K∑
k=1

uk ,i
√

pk ,isk ,i + zk ,i, (13.33)

where zk ,i ∼ CN (0, σ 2) denotes theAWGN in subcarrier i at user k with a noise power
of σ 2. The variable hk ,i ∈ C represents the frequency-domain channel coefficient
between the BS and user k on subcarrier i. Without loss of generality, we assume∣∣h1,i

∣∣ > ∣∣h2,i

∣∣ > · · · > ∣∣hK ,i

∣∣. Note that on a different subcarrier, all the users may
have different channel order. But this assumption can be easily maintained via a
simple mapping relationship.

On each subcarrier, we assume:

K∑
k=1

uk ,i ≤ L,∀i, (13.34)

where L can be set such that an acceptable SIC decoding complexity and delay occurs
at user side.¶ Furthermore, due to the SIC decoding, user k only faces the IUI from
users 1, 2, . . . , k − 1 on subcarrier i. Then, the achievable rate of user k on subcarrier
i is obtained by

Rk ,i = uk ,i log2

(
1+ pk ,i

∣∣hk ,i

∣∣2∑k−1
k ′=1 uk ′,ipk ′,i

∣∣hk ,i

∣∣2 + σ 2

)
. (13.35)

The individual data-rate of user k is given by

Rk(p, u) =
NF∑
i=1

uk ,i log2

(
1+ pk ,i

∣∣hk ,i

∣∣2∑k−1
k ′=1 uk ′,ipk ′,i

∣∣hk ,i

∣∣2 + σ 2

)
, (13.36)

and the system sum-rate is given by

Rsum(p, u) =
K∑

k=1

NF∑
i=1

uk ,i log2

(
1+ pk ,i

∣∣hk ,i

∣∣2∑k−1
k ′=1 uk ′,ipk ′,i

∣∣hk ,i

∣∣2 + σ 2

)
, (13.37)

where p ∈ R
KNF×1 and u ∈ B

KNF×1 collect all the power allocation variables pk ,i and
user scheduling variables uk ,i, respectively.

The total system power consumption mainly consists of the transmit power and
circuit power and it can be modeled by

Up(p, u) = δ
K∑

k=1

NF∑
i=1

uk ,ipk ,i + PC, (13.38)

¶Although optimizing L can further improve the system energy efficiency, it is beyond the scope of this
chapter.
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where PC is the associated circuit power consumption at all the transceivers.∗∗ In
addition, the total transmit power should satisfy

K∑
k=1

NF∑
i=1

uk ,ipk ,i ≤ pmax, (13.39)

where pmax denotes system transmit power budget. Now, the system energy efficiency
can be defined as follows:

EE(p, u) = Rsum(p, u)
Up(p, u)

. (13.40)

13.5.2 Energy-efficient resource allocation design

To maximize the system energy efficiency of the considered MC-NOMA sys-
tem, we formulate the energy-efficient resource allocation design as the following
optimization problem:

maximize
p,u

EE(p, u) = Rsum(p, u)
Up(p, u)

(13.41)

s.t. C1: uk ,i ∈ {0, 1},∀k , i,

C2:pk ,i ≥ 0,∀k , i,

C3:
K∑

k=1

uk ,i ≤ L,∀i,

C4:
K∑

k=1

NF∑
i=1

uk ,ipk ,i ≤ pmax,

C5: Rk(p, u) ≥ Rmin,∀k ,

where C1 and C2 in (13.41) are the definitions of uk ,i and pk ,i, respectively. Constraints
C3 and C4 in (13.41) follow (13.34) and (13.39), respectively. Constraint C5 in (13.41)
imposes a minimum data rate requirement for each user.

The formulated problem is a mixed-integer non-convex optimization problem,
which in general cannot be solved with a systematic and computationally efficient
approach optimally. In particular, the non-convexity arises from the binary constraint
C1 on the user scheduling variables and the coupling between the binary variables
uk ,i and continuous variables pk ,i. In addition, the remained IUI in the rate function in

∗∗Here, we focus on the system energy efficiency maximization at the BS for the considered downlink
communication system where the power consumption of receiver is negligible compared to that consumed
by the BS and thus is not taken into consideration.
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the numerator of the objective function is also an obstacle in designing the resource
allocation efficiently. We note that the fractional form in the objective function sug-
gests the user of the Dinkelbach method to handle this problem. However, as the rate
expression is a non-convex function, following the idea of Algorithm 13.2, SCA is
first applied to approximate it by a convex function successively.

To start with, we aim to handle the coupling between binary user scheduling
variables uk ,i and continuous power allocation variables pk ,i. We introduce an auxiliary
variable tk ,i = uk ,ipk ,i and adopt the big-M formulation [85] to transform the problem
to its equivalent optimization problem as follows:

maximize
p,t,u

EE(t, u) = Rsum(t, u)
Up(t, u)

(13.42)

s.t. C1, C2, C3,

C4:
K∑

k=1

NF∑
i=1

tk ,i ≤ pmax,

C5: Rk(t, u) ≥ Rmin,∀k ,

C6: tk ,i ≥ 0, ∀k , i,

C7: tk ,i ≤ pk ,i, ∀k , i,

C8: tk ,i ≤ uk ,ipmax, ∀k , i,

C9: tk ,i ≥ pk ,i −
(
1− uk ,i

)
pmax, ∀k , i,

where new constraints C6–C9 are imposed following the big-M formulation [85] and
t ∈ R

KNF×1 collects all the auxiliary variables tk ,i. Furthermore, we rewrite the binary
constraint C1 in its equivalent form:

C1a: 0 ≤ uk ,i ≤ 1, ∀k , i, and

C1b:
K∑

k=1

NF∑
i=1

uk ,i −
K∑

k=1

NF∑
i=1

u2
k ,i ≤ 0. (13.43)

Then, we augment the constraint C1b into the objective with a penalty factor η � 1
[58,71], which results in the following optimization problem:

maximize
p,t,u

Rsum (t, u)− η∑K
k=1

∑NF
i=1

(
uk ,i − u2

k ,i

)
Up (t, u)

(13.44)

s.t. C1a, C2–C9.
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According to [58,71], the transformed problem in (13.44) is equivalent to the problem
in (13.42). Then, with adopting the auxiliary variables tk ,i, the individual rate and the
system sum-rate can be given by

Rk (t, u) =
NF∑
i=1

uk ,i log2

(∑k
k ′=1 tk ′,i

∣∣hk ,i

∣∣2
uk ,i

+ σ 2

)

−
NF∑
i=1

uk ,i log2

(∑k−1
k ′=1 tk ′,i

∣∣hk ,i

∣∣2
uk ,i

+ σ 2

)
and

Rsum (t, u) =
K∑

k=1

NF∑
i=1

uk ,i log2

(∑k
k ′=1 tk ′,i

∣∣hk ,i

∣∣2
uk ,i

+ σ 2

)

−
K∑

k=1

NF∑
i=1

uk ,i log2

(∑k−1
k ′=1 tk ′,i

∣∣hk ,i

∣∣2
uk ,i

+ σ 2

)
, (13.45)

respectively.
Now, the problem in (13.44) can be rewritten as

maximize
p,t,u

∑K
k=1 (Fk (t, u)− Dk (t, u))− η∑K

k=1

∑NF
i=1

(
uk ,i − u2

k ,i

)
Up (t, u)

(13.46)

s.t. C1a, C2–C4, C6–C9,

C5 : Fk (t, u)− Dk (t, u) ≥ Rmin,∀k ,

where

Fk (t, u) =
NF∑
i=1

uk ,i log2

(∑k
k ′=1 tk ′,i

∣∣hk ,i

∣∣2
uk ,i

+ σ 2

)
and

Dk (t, u) =
NF∑
i=1

uk ,i log2

(∑k−1
k ′=1 tk ′,i

∣∣hk ,i

∣∣2
uk ,i

+ σ 2

)
. (13.47)

Following the idea in Algorithm 13.2, before using the Dinkelbach method, we per-
form SCA to approximate the numerator of the objective function and the left-hand
side of constraint C5 in (13.46). In particular, in each iteration of the outer loop, given
a feasible solution

(
pouter, touter, uouter

)
, we can provide a lower bound for the problem

in (13.46) via solving the following optimization problem:

maximize
p,t,u

Zouter (t, u)
Up (t, u)

(13.48)

s.t. C1a, C2–C4, C6–C9,

C5 : Fk (t, u)− Douter
k (t, u) ≥ Rmin,∀k ,
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where

Zouter(t, u) =
K∑

k=1

(
Fk(t, u)− Douter

k (t, u)
)

− η
K∑

k=1

NF∑
i=1

(
uk ,i − 2uouter

k ,i uk ,i + (uouter
k ,i )2

)
and

Douter
k (t, u) = Dk

(
touter, uouter

)+ [∇tDk

(
touter, uouter

)]T
(t − touter)

+ [∇uDk

(
touter, uouter

)]T
(u− uouter). (13.49)

Vectors ∇tDk

(
touter, uouter

)
and ∇uDk

(
touter, uouter

)
denote the gradient vectors of

Dk (t, u) w.r.t. t and u at
(
touter, uouter

)
, respectively. The second and third terms of

(13.49) are given by[∇tDk

(
touter, uouter

)]T
(t − touter)

= 1

ln 2

NF∑
i=1

uouter
k ,i∑k−1

k ′=1 touter
k ′,i

∣∣hk ,i

∣∣2 + uouter
k ,i σ 2

∣∣hk ,i

∣∣2 k−1∑
k ′=1

(
tk ′,i − touter

k ′,i
)

and

[∇uDk

(
touter, uouter

)]T
(u− uouter)

= 1

ln 2

NF∑
i=1

K∑
k=1

ln

(∑k−1
k ′=1 touter

k ′,i
∣∣hk ,i

∣∣2
uouter

k ,i

+ σ 2

) (
uk ,i − uouter

k ,i

)

− 1

ln 2

NF∑
i=1

K∑
k=1

∑k−1
k ′=1 touter

k ′,i
∣∣hk ,i

∣∣2∑k−1
k ′=1 touter

k ′,i
∣∣hk ,i

∣∣2 + uouter
k ,i σ 2

(
uk ,i − uouter

k ,i

)
, (13.50)

respectively. Note that the approximation in constraint C5 in (13.48) results in a
smaller feasible solution set, and solving (13.48) yields a lower bound for the problem
in (13.46). Thus, following the similar idea in (13.30), we can prove the convergence
of the SCA in the outer loop.

According to the Dinkelbach method in Algorithm 13.1, the problem in (13.48)
can be solved by solving the problem as follows iteratively:

maximize
p,t,u

Zouter(t, u)− ẼE
inner

Up(t, u) (13.51)

s.t. C1a, C2–C4, C5, C6–C9.

In each iteration of the inner loop, the obtained solution of the problem in (13.52) is
denoted as

(̃
pinner, t̃inner, ũinner

)
, and the intermediate parameter EEinner is updated by

ẼE
inner+1 = Zouter

(̃
tinner, ũinner

)
Up

(̃
tinner, ũinner

) . (13.52)

Now, Algorithm 13.2 can be employed to solve the problem in (13.44) with
substituting xouter = (pouter, touter, uouter

)
, x̃inner = (̃pinner, t̃inner, ũinner

)
, f outer

(̃
xinner

) =
Zouter

(̃
xinner

)
, and g

(̃
xinner

) = Up

(̃
xinner

)
.
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13.6 Simulation results and discussions

In this section, simulations are performed to evaluate the performance of the pro-
posed energy-efficient resource allocation design algorithms based on the illustrative
example in Section 13.5. In addition, we unveil some interesting insights about energy-
efficient resource allocation design. Unless specified otherwise, the simulation setting
is given as follows. A single-cell system with a cell size D = 500 m is considered. A
single-antenna BS is located at the center of the cell. All the K = 8 single-antenna
users are uniformly distributed in the cell. The propagation path loss from the BS
to each user follows the path-loss model in [86] with a path-loss exponent 3.6. The
number of subcarriers in the considered MC-NOMA system is NF = 6, each with an
equal subcarrier spacing of W = 15 kHz. As the number of subcarriers is smaller than
the number of users, i.e., NF < K , NOMA is utilized to handle this overload scenario.
However, to obtain an acceptable SIC decoding complexity and delay at user side,
we assume L = 2 for the considered MC-NOMA system. In the power consumption
model in (13.14), the fixed circuit power consumption is PC = 1 W and δ = 2. The
maximum transmit power of the considered MC-NOMA system pmax ranges from 20
to 45 dBm. The noise power spectral density is N0 = −130 dBm/Hz and hence the
noise power in each subcarrier is σ 2 = −88.2 dBm. In addition, the requested mini-
mum data rate Rmin ranges from 0.25 to 1 bit/s/Hz for each user. The system energy
efficiencies obtained in the following simulation cases are averaged over multiple
channel realizations.

13.6.1 Convergence of the proposed algorithms

In this section, we verify the convergence of the proposed algorithms developed in
Algorithms 13.1 and 13.2. For initialization, we consider an equal resource allocation
strategy in the first iteration of outer loop, i.e., uk ,i = L

K and tk ,i = pmax
KNF

. In these
simulations, we consider pmax = 40 dBm and Rmin = [0.25, 0.5, 1] bit/s/Hz.

Figure 13.10 illustrates the convergence of the Dinkelbach algorithm in the first
round of the outer loop in Algorithm 13.1. We can observe that the system energy
efficiency monotonically increases with the number of inner loop iterations. In addi-
tion, the Dinkelbach algorithm enjoys both quick convergence and low complexity.
Figure 13.11 illustrates the convergence of the outer loop of the proposed energy-
efficient resource allocation algorithm in Algorithm 13.2. We can observe that the
system energy efficiency also monotonically increases with the number of outer loop
iterations and quickly converges to a stationary point. Besides, we can observe that
the higher the required minimum data rate, the smaller the converged system energy
efficiency. This is due to the fact that a more stringent data requirement, Rmin, results
in a smaller feasible solution set for the problem in (13.41) and thus leads to a smaller
system energy efficiency.

13.6.2 System energy efficiency versus the total transmit power

Figure 13.12 illustrates the system energy efficiency versus the maximum transmit
power pmax with Rmin = [0.25, 0.5, 1] bit/s/Hz. It can be seen that the system energy
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Figure 13.10 The convergence of the Dinkelbach algorithm
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Figure 13.12 The average system energy efficiency versus the maximum
transmit power

efficiency first increases with pmax and then saturates in the high SNR regime. In fact,
as demonstrated in Figure 13.7(a), in the low SNR regime, the system energy effi-
ciency is limited by the achievable sum-rate. Therefore, the energy-efficient resource
allocator fully exploits the increased transmit power in the low SNR regime. However,
there is a diminishing return in the spectral efficiency when allocating more trans-
mit power in the high SNR regime. Hence, the system power consumption would
outweigh the spectral efficiency gain when allocating more transmit power in the
high SNR regime. Therefore, in the high SNR regime, the energy-efficient resource
allocator only utilizes the right enough amount of the total power budget and further
increasing pmax cannot increase the system energy efficiency. It can be seen that for
small transmit power, the system energy efficiency is zero since the optimization
problem in (13.41) is infeasible due to an insufficient power to satisfy the data rate
constraint C5.

13.7 Conclusions

This chapter has introduced the fundamentals of NOMA and energy efficiency and
presented the energy-efficient resource allocation for NOMA systems. In particular,
the trade-off between energy efficiency and spectral efficiency for NOMA systems has
been revealed, which provides some insights for practical implementations of NOMA.
A generic problem formulation for energy-efficient resource allocation design for
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NOMA systems was proposed, which is in the form of fractional programming. We
proposed an iterative energy-efficient resource allocation algorithm, where an SCA-
based outer loop handles the non-convexity arising from the IUI in NOMA systems
and the Dinkelbach method serves as the inner loop to solve the transformed prob-
lem. The proposed can achieve a stationary point with a polynomial computational
complexity. As an illustrative example, we studied the energy-efficient resource allo-
cation design for an MC-NOMA system. The energy-efficient power allocation and
user scheduling were formulated as an optimization problem with taking into account
the minimum data rate requirements. The proposed energy-efficient resource allo-
cation algorithm was adopted to solve the formulated problem to strike a balance
between the system performance and the computational complexity. Our simulation
results have demonstrated the fast convergence of both the inner loop and outer loop
in our proposed algorithms. Excellent system energy efficiency can be achieved via
proposed resource allocation design.

Appendices

A.1 Proof of Theorem 1

We start the proof by verifying the forward via a similar approach in [79]. Without
loss of generality, let x∗ be a solution of the problem in (13.24), i.e.:

EE∗ = f (x∗)
g(x∗)

≥ f (x)
g(x)

, x ∈X . (A.1)

Hence, we have

f (x)− EE∗g(x) ≤ 0, x ∈X , (A.2)

f (x∗)− EE∗g(x∗) = 0. (A.3)

Comparing (A.2) and (A.3), we can observe that x∗ is the optimal solution of the
problem in (13.26).

Now, we prove the converse. Let x∗ be a solution of the problem in (13.26), i.e.,

f (x)− EE∗g(x) ≤ f (x∗)− EE∗g(x∗) = 0, x ∈X . (A.4)

Hence, we have

EE∗ ≥ f (x)
g(x)

, x ∈X , (A.5)

EE∗ = f (x∗)
g(x∗)

. (A.6)

Comparing (A.5) and (A.6), we can observe that x∗ is the optimal solution of the
problem in (13.24) and it results in the optimal value EE∗. It completes the proof of
Theorem 1.
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A.2 Proof of Theorem 2

Let us define the optimal value of the problem in (13.26) given the parameter EE as

F(EE) = maximize
x∈X

f (x)− EEg(x) . (A.7)

For any feasible solution x̃ ∈X and ẼE = f (̃x)
g(̃x) , we can observe that

F
(
ẼE
) = maximize

x∈X
f (x)− f (̃x)

g(̃x)
g(x) ≥ f (̃x)− f (̃x)

g(̃x)
g(̃x) = 0. (A.8)

Therefore, following the updating rule in line 8 of the Dinkelbach algorithm in
Algorithm 13.1, we have

F
(
EEiter

) = f
(
xiter

)− EEiterg
(
xiter

) = (EEiter+1 − EEiter
)

g
(
xiter

) ≥ 0. (A.9)

Since g(x) > 0, we have EEiter+1 ≥ EEiter. It implies that the system energy efficiency
EE monotonically increases with the number of iterations in the Dinkelbach algorithm.
Besides, we can observe that

F
(
EEiter+1

) = f
(
xiter+1

)− EEiter+1g
(
xiter+1

)
< f

(
xiter+1

)− EEiterg
(
xiter+1

)
≤ maximize

x∈X
f (x)− EEiterg(x)

= F
(
EEiter

)
, (A.10)

which implies the monotonically decreasing feature of F(EE) with the proceeding of
iterations in the Dinkelbach algorithm. It completes the proof of the convergence of
the Dinkelbach algorithm.

In the following, we prove the optimality of the Dinkelbach algorithm by con-
tradiction. Let EE∗ denote the optimal value of the problem in (13.24). According to
Theorem 1, we have

F(EE∗) = 0. (A.11)

Assuming the convergence point
{
xiter , EEiter

}
is not the optimal point, i.e., EEiter <

EE∗ and xiter = arg maximize
x∈X

f (x)− EEiterg(x). Thus we have F
(
EEiter

) = 0. How-

ever, according to (A.10), we have F(EE∗) < F
(
EEiter

) = 0, which contradicts to
(A.11).

Note that the proof shown before is based on the condition that the problem in
(13.24) can be solved optimally.
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Chapter 14

Energy-efficient illumination toward green
communications

Hany Elgala1, Ahmed F. Hussein1 and Monette H. Khadr1

The advancement in white light-emitting diodes (LEDs) technology makes it the most
preferred highly efficient lighting solution. Not only LEDs consume less energy and
reduce carbon emissions, but also their average life expectancy is above 10 years, i.e.,
50,000 h. Achieving more than 75% of energy savings has encouraged the widespread
use of LEDs for indoor and outdoor applications, as well. As a consequence of the
huge investments in the LED-based lighting industry, another emerging technology
has grown, which is visible light communications (VLC). For instance, LEDs can
switch to various light intensity levels at an extremely fast rate, i.e., imperceivable
by a human eye, which allows data to be modulated through light, enabling wireless
communications [1]. Recent research discusses how LEDs can be used for commu-
nication, positioning, and sensing [2]. Adopting VLC enables the use of an ultrawide
range of unregulated visible light, offering 10,000 times more bandwidth capacity
than radio frequency (RF)-based technologies. Rates of over 10 Gbps have already
been demonstrated using LEDs, and an enticing rate of 100 Gbps was reported using
laser diodes [3]. This chapter discusses state-of-the-art VLC modulation techniques,
potential indoor scenarios, and associated challenges. In the first section, advance-
ments in modulation schemes that are compatible with illumination requirements
are highlighted. Such schemes enable the simultaneous offering of multiple wire-
less services, including communication, sensing, and security, and will even promote
more efficient VLC systems. Then, this chapter discusses the possibility of coexisting
VLC with RF technologies, followed by recent advancements in VLC-based multiple-
input and multiple-output (MIMO) techniques. Finally, the potential of applying deep
learning (DL) algorithms to improve the performance of VLC systems is investigated.

14.1 Introduction

Internet applications are currently predominantly wireless, with cellular and wireless
indoor networks, such as Wi-Fi, leading the stage of wireless access. Smart devices

1Electrical and Computer Engineering Department, University at Albany – State University of NY, Albany,
United States
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such as handheld mobile computers, cellphones, and sensors are providing additional
capabilities aiming to increase the quality of life for users. According to Cisco, 1.5
mobile devices per capita are expected by 2020, with more than three-fifths of all the
devices connected will be smart [4]. Today, over 80% of data traffic is being consumed
indoors [5], resulting in a tremendous increase in energy consumption [6]. According
to a CNN report, Internet energy consumption in the United States was larger than
that of the automotive industry and about half that of the chemical industry in the year
2011. Imagine the number of available Wi-Fi access points around the world and the
amount of power they consume even while being idle. The Center for Energy-Efficient
Telecommunications at the University of Melbourne dedicated a white paper to study
the energy consumption of wireless cloud-based services [7]. Their findings showed
that energy calculations climbed from 9.2 TWh in the year 2012 to 43 TWh in 2015,
which is a 460% increase within only 3 years. As a result, there was an increase in
carbon footprint from 6 megatonnes of CO2 in 2012 to 30 megatonnes of CO2 in
2015, which is equivalent of adding 4.9 million cars to the roads. The demand for
Internet connectivity is expected to grow even further in the next decade; however,
this trend is alarming as the environmental costs of this growth will be detrimental.
Hence, alternative greener technologies are needed to off-load wireless traffic and
VLC is one of the strongest contenders [8].

14.2 Novel modulation techniques

14.2.1 Mixed-carrier communications

After a decade from introducing mobile devices, the age of untethered cloud virtual
reality headsets, and always-connected wireless medical devices are forthcoming.
However, the capabilities of current wireless technologies cannot meet the demand of
future high degree of heterogeneity in terms of services, device classes, deployment
environments, and mobility levels [9]. The present approach to deal with this issue
is a portfolio of wide-/local-/personal-/body-area connectivity solutions based on
standardized or proprietary technologies that have different types of transceiver front
ends, modulating waveforms, medium access protocols, and network features [10–
12]. Debates on the benefits of single-carrier modulation (SCM) and multi-carrier
modulation (MCM) schemes have led to the choice of different binary and M -ary
schemes depending on the targeted application, aiming for better spectral efficiency,
power efficiency, and more [13–16]. For instance, current IEEE 802.11 wireless local
area network (WLAN) (Wi-Fi) standards are based on the choice of specific SCM
and/or MCM schemes.

Most of the research efforts to evolve or revolutionize existing networks do not
consider a holistic approach to simultaneously support multiservice communication
and sensing for devices having different resource capabilities. They do not assess
composite waveforms offering parallel high and low bitstreams and simultaneous
transmission of SCM and MCM schemes with integrated beacons needed for sensing.
The same waveform could be processed by high-end and low-end devices. Research
efforts to enable the multiservice capability of VLC waveforms are very limited.
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For example, data communications and dimming are considered in reverse polar-
ity optical orthogonal frequency division multiplexing (RPO-OFDM) [17] to enable
high-speed and illumination compatibleVLC links. In this technique, OFDM samples
are conditioned to form a pulse-width modulated (PWM)-like envelope through the
reverse polarity concept, i.e., resembling PWM cycles for digital dimming control.
Accordingly, the signal-to-noise ratio (SNR) of the OFDM signal is independent of
the brightness level over a wide dimming range.

14.2.1.1 Binary-level transmission
In the lighting industry, pulsed dimming is favored over analog dimming, where a
PWM forward current is used to control the light source intensity to avoid color
shifts [18]. Based on the set duty cycle of the pulse and the proper pulse duration
(TPWM), an LED is driven to operate into “ON” and “OFF” intervals. For example,
turning on the light for half the period sets the LED to 50% brightness. The longer
the “ON” interval relative to the “OFF” interval, the brighter the LED becomes. The
PWM-dimming relies upon the human eye’s ability to assimilate the overall average
of the emitted light pulses. The rate of a few hundred to hundreds of thousands of
pulses per second ensures that flickering is unnoticed [19].

In mixed-carrier communications (MCC), beaconing is realized based on the
PWM digital-to-analog converter (PWM-DAC) concept, where each light source is
assigned an identity (ID), i.e., a unique frequency value. Specifically, every LED
transmits a unique beacon frequency, i.e., a DC-biased sinusoidal signal with Vb,
which is sampled by PWM cycles. Thus, the modulating waveform is a series of pulses
with a fixed amplitude ratio (1/k) of the peak-to-peak voltage (Vpp) of the beacon
waveform (i.e., Vpp/k) and varying duty cycles that are proportional to the sampling
amplitudes of the analog sinusoidal signal as shown in Figure 14.1(a). Based on the
PWM-sampled beacons received power from individual light sources, localization
algorithms can precisely determine the location of the receiver.

Any analog signal can be mapped into a PWM-like format. Accordingly, such
binary-level transmission aims at generating a PWM-sampled layer of beacons, SCM
or MCM signals. A 1-bit sigma–delta DAC is a potential candidate being a simple and
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Figure 14.1 (a) Individual PWM-sampled sinusoidal beacon, (b) a Layer-1 PWM
of a sinusoidal beacon and multilevel Layer-2 values
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theoretically linear approach to realize such 1-bit output [20]. Standard demodulation
could still be adopted after the regeneration of the signal at the receiver. Besides
a sinusoidal beacon-to-PWM mapping, PWM can be used to linearly represent the
bipolar OFDM signal [21]. It is worth mentioning that this approach can greatly
contribute to addressing the issues of high power consumption that DACs require for
high-order SCM quadrature-amplitude modulation (QAM) and associated high peak-
to-average-power ratio (PAPR) in the case of OFDM [22]. In contrast to high PAPR
associated with OFDM, the PAPR of such binary-level signals only depends on the
symbol length. However, practically, this approach trades off bandwidth efficiency for
power efficiency. Further mapping schemes can be optimized and evaluated based on
theoretical models and results from practical measurements in real-world scenarios.

14.2.1.2 Multilevel transmission
In Figure 14.1(b), the binary-level PWM mapping/transmission is referred to as
Layer-1 transmission. A cycle of a beaconing sinusoid having a certain magnitude
and frequency will be mapped into a string of PWM-like periods with varying duty
cycles representing magnitudes of individual samples. Toward integrating parallel data
streams using multiple SCM and MCM, Layer-1 transmission can form an envelope
for an additional Layer-2 transmission to realize an additional stream of bits [23,24].
Layer-2 could be formed based on discrete-level SCM such as pulse-amplitude mod-
ulation or continuous MCM signal such as OFDM (see Figure 14.1(b)). It is worth
mentioning that the addition of layers is not a superposition in the analog domain,
rather a pre-designed multilevel waveform in the digital domain. Different frame
structures to integrate different Layer-1 and Layer-2 modulation schemes, as well as
beaconing signals, are possible.

14.2.1.3 Frame structure
In this section, the multilevel waveform design and frame structure are presented. The
proposed design enables multiservice and device-independent capabilities based on
MCC. For instance, it offers two different paths for high-capacity and low-capacity
links to serve both high-speed wireless streaming and IoT connectivity. Also, indoor
localization and tracking applications based onVLC beacons can be realized. Further-
more, the frame enables dimming control capability that is considered as an essential
feature for energy conservation and extending the lifetime of LEDs.

Inspired by SCM phase-shift keying (PSK) and pulse-position modulation (PPM),
a transmission layer could be realized by controlling the phase and position of the
beacon within the frame. In other words, both position and phase of PWM-sampled
beacons can be manipulated to modulate low-capacity bits for IoT applications using
low-end devices. Inspired by PSK, PWM cycles with duration TPWM are rearranged
based on the target phase to modulate a stream of bits in what is called beacon PSK
(BnPSK). As shown in Figure 14.2, a beacon is manipulated to represent different
phases that correspond to modulated bits based on quadrature PSK (QPSK) modu-
lation. As a result, demodulating the beacons in Figure 14.2(a)–(d) results in a bit
pattern of “00”, “01”, “10” or “11”. In order to maintain dimming control capability,
the PWM-sampled beacons are allocated within a frame structure. The frame duration
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Figure 14.2 A PWM-encoded beacon showing corresponding duty cycles to
beacon samples. In parts (a)–(d), beacon’s phase control from 0◦ to
270◦ is shown to represent Quadrature BnPSK modulation as an
example of convenient modulation techniques to low-end receivers

Tf is decided based on the beacon refresh rate, i.e., periodicity of TB, required by the
localization and tracking application. The added PWM-like envelope after and/or
before the beacon is controlled to result in the target frame brightness ratio (FBR).
FBR is defined to be the effective brightness ratio after averaging the PWM-like enve-
lope, where the relation between the human eye response to light and the designed
FBR is nonlinear, as shown in (14.1), due to the eye pupil wideness at low brightness
levels [17].

Perceived light (%) = 100×
√

FBR (%)

100
(14.1)

Figure 14.3(a) illustrates three cases for the dimming control process by varying the
duty cycles of the PWM-like envelope, while the PWM-sampled beacon looks the
same for every case. In Figure 14.3(b), another layer of SCM is added by manipulat-
ing the position of the beacon within the full frame. This beacon-position modulation
(BPM) is inspired by the PPM concept. In this figure, 8-BPM is illustrated for
N frames, while every individual frame can be controlled to provide a different
brightness level.
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Figure 14.3 (a) A PWM-encoded beacon placed within different frame structures
with varying duty cycles to generate waveforms with varying
brightness levels. (b) BPM illustration with eight different time slots
per frame, as an example, to modulate the transmitted bits based on
BPM concept

In order to add another layer of MCM to serve reliable broadband links, OFDM
samples are conditioned to form the PWM-like envelope required to serve the previous
applications, i.e., dimming control, beaconing, BnPSK, and BPM. Thus, the SNR
is independent of the brightness over a wide dimming range. Different formats of
VLC-compatible OFDM techniques have been introduced in literature limited by the
intensity modulation/direct detection (IM/DD) requirements of transmitting positive
and real signals. For example, one of the well-known techniques that trades off power
efficiency for the sake of higher spectral efficiency is DC-biased optical (DCO)-
OFDM. Another technique that trades off spectral efficiency and extended bandwidth
for a higher power efficiency is asymmetrically clipped optical (ACO)-OFDM. The
stream of bits can be modulated by any of the unipolar optical OFDM techniques such
as ACO-OFDM or as introduced in literature, DCO-OFDM can be used with different
settings [25–27]. This is shown in Figure 14.4 where theACO-OFDM samples, shown
in blue, comprise a PWM-like envelope for the beacon and the dimming control duty
cycles, shown in black.

14.2.1.4 Spectrum management and interference analysis
Due to the nature of the proposed MCC, a thorough design procedure has to be in
process to avoid any possible interference between services. This arises from improper
spectrum management among the different streams and lack of interference analysis,



Energy-efficient illumination toward green communications 407

0

k/2

–k/2
BeaconDim Dim

Figure 14.4 ACO-OFDM samples are conditioned to formulate a PWM-like
sampled beacon within a PWM-like dimming control frame

leading to the degradation of the received signal quality. In this section, an analytical
framework is presented to investigate the spectral synthesis of MCC signals to achieve
proper spectrum management. The composite signal is genuinely investigated from
a novel perspective compared to the existing approach in literature, where analytical
investigation of baseband DCO-OFDM is considered and followed by the spectral
analysis of the composite signal.

Proper spectrum management is controlled by the design key parameters such as
the number of OFDM symbols per PWM-like cycle, the PWM-like duty cycle, and the
frequency components of the PWM-like envelope as well as the OFDM subcarriers.
In order to understand the design key parameters affecting the performance of MCC
transmission, the following equations represent the time-domain shape of the MCC
signal and its spectral profile. In (14.2), xh(t) represents the hth time-domain baseband
DCO-OFDM symbol within a frame of OFDM symbols based on [28,29]. In (14.3), a
PWM-like envelope of consecutive 50% duty cycles, EPWM(t), represents the dimming
control envelope of the composite signal. The 50% duty cycle is initially chosen to
demonstrate the analysis in a simplified form before being generalized for various
duty cycles. The samples of H OFDM symbols are reformed to take the PWM-
like envelope shape represented in (14.3). The samples of the OFDM symbols are
transmitted consecutively within this PWM-like envelope, where the samples that
form the odd PWM-like cycles are DC-biased with amplitude A after being reversed,
while the samples that form the even PWM-like cycles are not changed. This is
detailed in (14.4) that results in the generation of the dimming control time-domain
composite signal, wd(t), as shown in (14.5).

xh(t) =
N
2 −1∑

k=− N
2

ak ,h ej 2π fk (t−h TOFDM) (14.2)

EPWM(t) =
H∑

h=1

rect

(
t − (2h− 1) TOFDM

2

TOFDM

)
(−1)h (14.3)

EDC(t) =
H∑

h=1,3,5,...

A rect

(
t − (2h− 1) TOFDM

2

TOFDM

)
(14.4)
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wd(t) =
[

EPWM(t)×
H∑

h=1

xh(t)

]
+ EDC(t) (14.5)

where N is the length of the fast Fourier transform (FFT) and the inverse FFT (IFFT),
i.e., number of subcarriers, ak ,h is the data symbol modulating the kth subcarrier in
the hth OFDM symbol period, fk is the frequency of the kth subcarrier, and TOFDM is the
OFDM symbol duration. In the previous set of equations, the generation process of
the composite MCC signal in time-domain is clearly shown. The same set of equations
is used to synthesize the spectral profile of the designed waveform. The following
set of equations clarifies how the signal is presented in the frequency-domain. In
(14.6), Xh( f ) represents the spectrum of a single OFDM time symbol. In (14.7),
Wd( f ) represents the spectrum of the 50% dimming control composite signal, wd(t),
previously shown in (14.5). This set of equations highlights the spectral profile of a
composite signal with a 50% PWM-like envelope of one OFDM symbol per PWM-
like cycle. However, as previously explained the practical scenario requires more
flexibility over the duty cycles for dimming control, as well as the number of OFDM
symbols per PWM-like cycle associated with a larger bandwidth.

Xh( f ) =
N
2 −1∑

k=− N
2

ak ,h√
N

TOFDM (−1)k sin(π ( f TOFDM − k))

π ( f TOFDM − k)
(14.6)

Wd( f ) = 1

H

{
H∑

h=1

Xh( f )e−j φh (−1)h + A
sin(π f TOFDM)

π f TOFDM

i∑
h=1,3,5,...

e−j φh

}
(14.7)

where φh = 2π f(2h− 1) TOFDM
2 . In (14.8), Wdim( f ) illustrates the spectrum of an

RPO-OFDM signal with more generalized design parameters, for instance, vary-
ing PWM-like duty cycles, D, and varying number of OFDM symbols per PWM-like
period, TPWM:

Wdim( f ) = Wdim1( f )+Wdim2( f ) (14.8)

Wdim1( f ) =
L∑

l=1

⎡
⎣ C1∑

h=1

Xl,h( f )e−j[φh+φl+π ] −
C2∑

h=C1+1

Xl,h( f )e−j[φh+φl+π ]

⎤
⎦ (14.9)

Wdim2( f ) = AC1TOFDM

LTPWM

sin(π f C1TOFDM)

π f C1TOFDM

e−j[
φhC1

(2h−1)+φl ] (14.10)

where φl = 2π f (l − 1)TPWM, L is the number of PWM cycles per frame, Xl,h( f ) rep-
resents the spectrum of the hth OFDM symbol in the lth PWM cycle in the frame, the
number of OFDM symbols per TPWM is represented by C2 = TPWM/TOFDMand C1 = DC2.

In order to have a better insight on how the previous analysis could help in the
signal synthesis, MCC time-domain signals and frequency-domain profiles are shown
when C2 is equal to 2, i.e., two OFDM symbols per PWM-like cycle, in Figure 14.5(a)
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Figure 14.5 Two cycles of mixed carrier time-domain waveform with a 1 μs
OFDM symbol duration and a 2 μs PWM-like envelope in (a) and one
cycle showing a PWM-like envelope duration of 10 μs transmitting
five OFDM symbols of 1 μs duration each in (b). The spectrum for
both cases is shown in (c) and (d), respectively, illustrating
nonoverlapping spectrum of OFDM subcarriers, i.e., multi-colored,
and 50% PWM-like harmonics, i.e., red

and (c), and when C2 is equal to 10 in Figure 14.5(b) and (d). The signal conditioning
process differs in both the cases. For instance, in the former case each OFDM symbol
with duration, i.e., TOFDM, of 1 μs fits TPWM of 2 μs. The positive and negative samples
are conditioned to shape a PWM-like envelope of consecutive positive and negative
cycles. In this case C2 = 2, the orthogonality between the OFDM subcarriers and
the PWM-like harmonics is not lost. This is highlighted in Figure 14.5(c), where
there is no overlap between the PWM-like harmonics and the OFDM subcarriers. An
interesting fact is that increasing the number of OFDM symbols per PWM-like cycle
can still maintain orthogonality. This is shown in Figure 14.5(b), where the positive
samples of five OFDM symbols of duration 1 μs each are shaping the ON period of a
PWM-like cycle of duration 10 μs, while the negative samples are forming the OFF
period. As the PWM-like cycle duration increases from 2 to 10 μs, the fundamental
frequency is reduced and so as the harmonics, as shown in Figure 14.5(d). Note that
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the figures are adjusted, i.e., zoomed in, to precisely show the relation between the
frequency components, while the total number of subcarriers is 16.

Unlike the previous cases, Figure 14.6(a) illustrates the impact of the number
of OFDM symbols per TPWM, i.e., C2, on the orthogonality loss between PWM-like
harmonics and OFDM subcarriers. This is clearly represented by the overlapping
frequencies in Figure 14.6(a), where C2 = 3. This scenario arises from improper
design considerations resulting into an overlap between PWM-like harmonics and
some of the OFDM subcarriers, for instance, the odd subcarriers. However, there is
no impact of varying the duty cycle, i.e., D, while maintaining an integer value for
C1, on losing the orthogonality. As seen in Figure 14.6(b), the spectral profile shows
no overlap between OFDM subcarriers and PWM-like harmonics for three different
cases of varying D, while C2 = 10. This is clearly reflected on the energy saving,
where the communication quality is still maintained, while D can be at its minimum.
Both figures are properly zoomed in the same way as in Figure 14.5(c) and (d).

14.2.1.5 Performance and discussion
In this section, the performance of MCC is evaluated in terms of the reliability of the
services it can provide. One of the main services that the proposed approach should
not affect is the quality of illumination. Thus, the dimming control property is affected
by the PWM-like envelope quality, which is directly affected by the OFDM samples.
In order to evaluate and characterize the mixed carrier performance, a MATLAB®

simulation model is realized, in addition to experimental validation.
In this simulation, ACO-OFDM signal format is considered [26] to demonstrate

the proposed approach; however, the design can be generalized to be integrated with all
other forms of unipolar OFDM, for instance DCO-OFDM. The FFT length, i.e., N , of
128 is used in the simulation with 1 MHz separation between OFDM subcarriers. The
beacon and the PWM-like envelope are generated at frequencies of 20 and 100 kHz,
respectively. An LOS additive white Gaussian noise (AWGN) channel is considered.
In Figure 14.7, the trade-off between communication and illumination quality is
investigated. The necessity for such investigation is representing how the illumination
efficiency, i.e., dimming control range, is affected by increasing the communication
throughput. In Figure 14.7(a), the effect of conditioning OFDM samples to form a
mixed carrier envelope is illustrated. The x-axis represents the PWM-like envelope
without OFDM samples, while the y-axis represents the FBR of OFDM samples
conditioned to form a mixed carrier envelope. In this simulation, the beacon comprises
10% of the whole envelope in both the cases, where the effective brightness of a
PWM-sampled beacon will always be 50% due to the symmetry nature of a sinusoidal
waveform. This results in reducing the dimming control range, i.e., FBR, on x-axis
to be between 5% and 95%. Moreover, as the power of the OFDM samples increases,
the FBR range is reduced. In Figure 14.7(a), as the OFDM SNR increases to 24 dB,
the FBR becomes 23% rather than 5% and the maximum FBR is reduced from 95%
to 77%. This leads to reduction in the dimming control range to be 54% of the
capability of the light source and reduces the illumination efficiency, as shown in
Figure 14.7(b). However, reducing the SNR to 12 dB provides better control, i.e.,
80%, over the dimming range as shown in the same figure. There is a clear trade-off
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between the OFDM signal quality and the dimming range (i.e., SNR and dimming
range are inversely proportional). The maximum achievable dimming control range
depends on getting the minimum SNR for a BPSK modulation (i.e., 1-bit per symbol
constellation).

However, the bit error rate (BER) performance is still maintained at varying
brightness levels. This is illustrated in Figure 14.8 showing BER curves for the OFDM
data stream obtained at different brightness levels (5%, 50%, and 95% FBR) with
SNR ranging from 12 to 20 dB. These curves are generated for 256 kbits frame size
to achieve a BER confidence level better than 95% [30]. As shown in Figure 14.8,
BER values below 10−3 are obtained for SNR values above 18 dB, which is below
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Figure 14.6 (a) Spectrum of a 50% mixed-carrier waveform with overlapping
PWM-like harmonics and odd OFDM subcarriers, i.e., C2= 3, while
(b) shows the spectrum of a waveform with nonoverlapping PWM-like
harmonics and OFDM subcarriers at different duty cycles,
i.e., C2= 10
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the forward-error-correction (FEC) limit of 3.8× 10−3 [31], and the dimming level
has almost no effect on the bit-error performance of the system. This highlights the
amount of energy saving can be achieved by reducing the brightness level to 5% while
preserving the same BER performance.

The value of spectral analysis of a designed mixed carrier waveform emerges
from the proper spectrum and interference management it enables. For instance, a
mixed carrier waveform provides multiple services of dimming control, broadband
Internet access on top of sensing and positioning applications, and thus interservice
interference is to be avoided through spectrum management. Moreover, interference
analysis highlights the impact of nonlinearity in front ends, resulting in an overlap
between OFDM subcarriers and PWM-like harmonics of 25% duty cycle, i.e., D =
25%, on signal quality and BER performance. In addition, the analysis highlights the
impact of external sources of interference, i.e., surrounding light fixtures, whether
being only used for lighting or incorporating more services.
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Figure 14.7 Effect of OFDM SNR on dimming control illustrating (a) FBR with vs.
without OFDM and (b) dimming control range vs. SNR
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In order to support the validity of the analytical work, the BER performance
of a 64-QAM mixed carrier waveform is simulated under different interference sce-
narios in Figure 14.9. The investigated sources of interference are the ones resulting
from light fixtures that offer PWM-based lighting, in addition to those that transmit
beacon signals needed for sensing and positioning applications. The deviations in
hardware may lead to overlap between OFDM subcarriers and PWM-like harmonics.
This overlap has different impacts on the BER performance for different interference
scenarios. BER for a mixed carrier waveform without overlapping harmonics and
without being exposed to external interference, i.e., in red, is showing the best per-
formance, as expected. Being exposed to an external beacon signal that interferes
with the PWM-like harmonics only, i.e., no overlap between OFDM and PWM-like
harmonics, a mixed carrier waveform still maintains the best BER performance. How-
ever, being exposed to the same interfering signal while PWM-like harmonics and
OFDM subcarriers overlap, i.e., in gray, requires at least 5 dB increase in signal-to-
interference-plus-noise ratio (SINR) in order to target BER ≥ 10−3. It is essential to
emphasize that the amplitude of the interfering signal is fixed and independent from
the main signal amplitude. Another source of external interference on mixed carrier
waveform with overlapping harmonics is the surrounding light fixtures only used for
illumination, i.e., PWM dimming control. For the blue curve, the PWM frequency of
the interfering waveform is 500 kHz, which is the same as the PWM-like envelope
of the mixed carrier waveform. However, D of the former is 25%, while the same of
the latter is 50%. The BER performance is comparable to the scenario of not being
subject to external interference. However, varying the PWM frequency of the inter-
fering signal results in more degradation of the BER performance, as shown by the
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Figure 14.8 BER performance of the proposed system using 16-QAM
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magenta curve. A gap of 2–3 dB, from the no interference scenario, is obvious at
BER of ≥10−3. The constellations in Figure 14.9(b) and (c) represent the received
signal in the same interference scenario, i.e., a random beacon signal with the same
frequency as one of the OFDM subcarriers, at SINR of 26 dB, with and without har-
monics overlap, consecutively. The interference effect is observed on the real axis of
the constellation due to the real nature of the interfering signal.

14.2.2 Lightweight MCC

In this section, a new concept for modulating multiple light sources to realize a
lightweight version of OFDM communication chain is discussed. In the proposed
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Figure 14.9 (a) BER performance for 64-QAM mixed-carrier waveform under
different interference scenarios, whereas (b) and (c), respectively,
show received constellations for a received mixed-carrier waveform
exposed to an interfering beacon signal at SINR of 26 dB, with and
without harmonics overlap, i.e., C2= 3 and C2= 10
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scheme, different SCM streams are synchronously transmitted from a cluster of dif-
ferent LEDs carrying the encoded OFDM time-domain samples, thus enabling the
realization of the Fourier transformation in the optical domain. Accordingly, the FFT
operation required for the demodulation at the receiver side is eliminated, which is
crucial for resource-limited IoT devices. Moreover, this scheme enables the MCC
vision by generating sinusoidal streams that are responsible for SCM, while other
sinusoidal waveforms are added up over-the-channel to realize the subcarriers of a
wideband MCM. Thus, the proposed scheme enables parallel transmission of high-
speed and low-speed streams to serve multiple device capability. Finally, the proposed
concept (1) offers the same spectral efficiency as ACO-OFDM, (2) reduces the band-
width requirement of individual light sources, and (3) reduces the PAPR of the signal
formed and transmitted over the optical channel.

14.2.2.1 FFT-less concept
The structure of a transceiver supporting the proposed lightweight optical OFDM
(LwO-OFDM) system is shown in Figure 14.10. For the transmitter, comparing with
the conventional ACO-OFDM system using a single LED, the building blocks to
generate the time-domain samples X [n] are identical (i.e., in blue). After the IFFT
block, due to the anti-symmetry of an ACO-OFDM signal, the proposed LwO-OFDM
only requires the transmission of the first N

2 time-domain samples. These samples are
used to scale the amplitudes of different sinusoidal signals. The frequencies of these
signals are set based on the subcarrier frequencies and subcarrier separation of the
system. These sinusoidal signals are used to modulate the intensities of an array of
LEDs. To transmit a single OFDM symbol of period T , the N

2 samples are transmitted
over two symbols, where Xa(t) is transmitted at Ta and Xb(t) is transmitted at Tb. During
Ta and Tb (i.e., normally equal) samples are carried over cosine and sine signals,
respectively. A 180◦ is added to ensure the proper integration of the negative sign
before the imaginary component as shown later in the following analysis in (14.13).
A bank of N

2 − 1 oscillators is phase controlled by a 270◦ phase-shift controller to
generate cosine and negative sine signals with proportional amplitudes to the IFFT
time vector x[n]. There is no need for an extra oscillator to represent the 0th subcarrier
that represents the DC-bias of the signal, as it can be replaced by proper DC-biasing of
the remaining LEDs. Each sinusoidal waveform modulates one of the LEDs forming
the array and the optical power from all LEDs is summed on air. As the signal is
generated with the previous considerations, the summation process resembles the
FFT process in conventional ACO-OFDM receivers (i.e., FFT-on-air). Unlike RF,
VLC channel does not experience severe multipath fading as the size of the photo
detectors used in the receivers is typically millions of square wavelengths. Therefore,
as shown in the receiver block diagram, the equalization process is not highlighted to
reduce the system complexity [32]. In order to have better insight over the transmitted
signal shape, the digital samples x[n] after an IFFT of length N on the transmitter
side can be represented by (14.11).

x[n] = 1√
N

N−1∑
k=0

X [k] e
j2πkn

N , for 0 ≤ n ≤ N − 1 (14.11)
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where the first N
2 samples of the vector Xk represent the output samples of the mapper

(i.e., QAM-modulator) and the zero-forced odd subcarriers as in conventional ACO-
OFDM. The following N

2 samples are complex conjugates of the first N
2 samples in

order to ensure real (i.e., noncomplex)-valued IFFT output samples. Conventionally,
an OFDM receiver needs to perform FFT to get IQ samples for a QAM demodulator.
The X̂ [k] vector is obtained from the FFT process shown in the following equation:

X̂ [k] = 1√
N

N−1∑
n=0

x[n] e
−j2πkn

N , for 0 ≤ k ≤ N − 1 (14.12)

In this context, X̂ [k] can be rewritten as

X̂ [k] = 1√
N

N−1∑
n=0

x[n]
(

cos
2πkn

N
− j sin

2πkn

N

)
, for 0 ≤ k ≤ N − 1 (14.13)

As clearly shown by (14.13), using the bank of oscillators in LwO-OFDM enables
applying FFT-on-air. This enables the reception of an OFDM signal with a simple
FFT-less receiver. The transmitted signals follow what is indicted in Figure 14.10,
where analog signals X̂a(t) and X̂b(t) of durations Ta and Tb are detected by the PD
to represent the transmitted real and imaginary coefficients of X̂ [k] (i.e., should be
detected in a conventional ACO-OFDM system), respectively. These analog signals
are expressed in the following equations:

X̂a(t) = 1√
N

N
2 −1∑
n=0

x[n] cos(2π fnt), for 0 ≤ t ≤ T

2
(14.14)

X̂b(t) = 1√
N

N
2 −1∑
n=0

−x[n] sin(2π fnt), for
T

2
≤ t ≤ T (14.15)

where T is the LwO-OFDM symbol duration and Ta and Tb are both equal to T
2 . The

received signals are then digitized as in a conventional ACO-OFDM receiver using
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an ADC to convert X̂a(t) and X̂b(t) into X̂a[k] and X̂b[k], respectively. After that, X̂ [k]
is reconstructed as in the following equation:

X̂ [k] = X̂a[k]+ j X̂b[k], for 0 ≤ k ≤ N − 1 (14.16)

FFT-on-air process can be shown as described in Figure 14.11. From the previous
equations, it is noted that LwO-OFDM is designed to have a symbol duration T .
However, in order to transmit the real and imaginary coefficients on two different
time slots, the total symbol time should be doubled that of a conventional ACO-
OFDM. This will reduce the spectral efficiency to half ofACO-OFDM.An interesting
property of the proposed scheme can be illustrated in Figure 14.11(a) and (b). In
Figure 14.11(a), the obtained digital signal (i.e., X̂a[k]) from the spatial summation
of the sinusoidal (i.e., cosine) waveforms is symmetric. In other words, the second N

2

samples are the image of the first N
2 . This is also the case in Figure 14.11(b) but with

the image inverted. In fact, it is waste of resources to send these redundant images, so
the technique is adjusted to send only half of the time samples as in Figure 14.11(c)
and (d). As a result, the whole symbol duration of LwO-OFDM is the same as a
conventional ACO-OFDM.

As discussed in Section 14.2, anACO-OFDM signal has an anti-symmetry shape.
In a conventional ACO-OFDM system, the redundant negative values are clipped in
order to obtain higher power efficiency. This is illustrated in Figure 14.12(a) in blue.
In LwO-OFDM, the oscillators are phase controlled that enable the generation of
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Figure 14.11 LwO-OFDM sinusoidal waveforms summation in optical domain
with full symbol duration (i.e., T ) in the first rows of (a) and (b), and
half duration (i.e., T

2 ) in the first rows of (c) and (d). In the second

rows of (a) and (b), the digitized vectors X̂a[k] and X̂b[k] are
represented with full duration (i.e., T ) but half duration (i.e., T

2 ) in
(c) and (d)
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sinusoidal waveforms representing the negative values from the IFFT, as clear in
Figure 14.12(a) in red. Therefore, the zero-clipping process can be eliminated and
replaced by sending half of the subcarrier samples only (i.e., N

2 ) to avoid redundancy.
This has a direct benefit on the consumed bandwidth by each single LED, which
becomes half of the needed spectrum by an LED transmitting a conventional ACO-
OFDM signal that carries the same data. This is clearly presented in Figure 14.12(b),
with a simulated LwO-OFDM consuming 4 MHz, while ACO-OFDM that carries
the same data consumes 8 MHz. The simulation parameters to generate this curve are
detailed in the following section.

From the earlier, it is clear that LwO-OFDM transmits one symbol over two
time slots (i.e., Ta and Tb) each with half the number of IFFT coefficients (i.e., N

2 ).
Interestingly, this results in obtaining a symbol duration equal to that of an ACO-
OFDM and the same number of active and total subcarriers, as well (i.e., N

4 out of
N ). As expected, this results in the same spectral efficiency of a conventional ACO-
OFDM as shown in (14.17). Although the cyclic prefix is not discussed, it is still a
valid system parameter:

RLwO =
(

N
4

N + Ncyc

)
log2 M bits/s/Hz (14.17)

14.2.2.2 Performance evaluation
A simulation model is realized in MATLAB to demonstrate the performance of the
proposed scheme compared to the conventional ACO-OFDM systems. However, the
proposed scheme can be adopted using other forms of optical OFDM techniques.
An IFFT of length (N = 16) is exploited in the simulation model with a subcarrier
separation of 1 MHz. The sampling frequency (fs) complies with the Nyquist rate (i.e.,
double the maximum frequency) with a value of 16 MHz. On account of the fact that
the complex conjugate amplitudes after the IFFT are not transmitted, only seven light
sources and oscillators (i.e., N

2 − 1) are needed on the transmitter side. This number
can be increased to eight, while the first LED will only be responsible for DC-bias
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ACO-OFDM (i.e., in blue) and LwO-OFDM subcarriers (i.e., in red),
and (b) reduced bandwidth requirements for LwO-OFDM compared
to conventional ACO-OFDM due to sending half of the
subcarriers ( N
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Table 14.1 Simulation and system design parameters

System design specifications
OFDM technique ACO-OFDM
IFFT length (N ) 16
Subcarrier separation 1 MHz
Sampling frequency (fs) 16 MHz
QAM order 32, 64, 128, 256
Symbol duration (T ) 1 μ
Number of oscillators/light sources 7

Simulation parameters
LED dynamic range 0.5 V
Noise level −10 dBm
SNR range 10:40 dB
Number of symbols 10,000
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Figure 14.13 BER of conventional ACO-OFDM (i.e., blue) and LwO-OFDM
(i.e., red) at different SNR levels and showing clipping effects on the
signal performance for (a) 32-QAM, (b) 64-QAM, (c) 128-QAM, and
(d) 256-QAM

(i.e., 0th subcarrier), but in our case it can be replaced by biasing all the light sources
in the LED array with the appropriate DC-bias. BER is simulated for conventional
ACO-OFDM and LwO-OFDM using different modulation orders (32–256 QAM) in
order to study the effects of SNR and clipping on the transmitter side on the system
performance. Higher QAM orders are targeted to compensate for the low spectral
efficiency. Table 14.1 summarizes the simulation and system design parameters.
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In Figure 14.13, there is a clear enhancement in BER performance when LwO-
OFDM is compared to conventional ACO-OFDM. For low SNR values till about
23 dB, the LwO-OFDM performance is nearly the same as the ACO-OFDM. For a
fair comparison, the power of an ACO-OFDM symbol is divided on both real and
imaginary spatially summed symbols of LwO-OFDM. As expected, when the QAM
order increases the performance degrades and higher SNR levels are needed to achieve
the same BER as in lower QAM orders. Both curves of LwO-OFDM andACO-OFDM
approach a BER of nearly 10−4 at a range of 23–32 dB for 32–256 QAM orders. The
regions where the performance of both systems is matching are the regions where
there is nearly no clipping or clipping effects on the transmitted signals is negligible.
As the SNR exceeds 23 dB, signal clipping starts to degrade the performance due to
the increased signal power above the LEDs dynamic range. Unlike LwO-OFDM, the
clipping effect is severe and quick for ACO-OFDM signals due to relatively higher
PAPR. For instance, there is a gain of 10–12 dB in different modulation orders for the
favor of the proposed scheme. There is a good agreement between the obtained results
and the signal generation procedure for both techniques. In an ACO-OFDM system,
a single LED emits an OFDM symbol with high PAPR characteristics, while in LwO-
OFDM, multiple LEDs are responsible for generating sinusoidal waveforms with
fixed PAPR of nearly 3 dB that sum up on air. These results indicate that LwO-OFDM
signal is more resilient to light source clipping. The PAPR comparison between both
techniques is given by the complementary cumulative distribution function (CCDF)
of PAPR that denotes the probability that the emitted signals from LEDs exceed a
certain threshold PAPR0 and is given by

CCDF = P(PAPR > PAPR0) (14.18)

where a general expression for PAPR of a transmitted signal x[n] can be deduced
from:

PAPR = max|x[n]|2
E[|x[n]|2]

(14.19)

As previously stated, the LwO-OFDM symbol is mainly formed from the sum-
mation of the optical power of sinusoidal waveforms on air. Therefore, in (14.18) x[n]
is replaced by x[n] cos(2π fnt + φ). As a result, the proposed scheme shows 5 dB
PAPR reduction (i.e., fixed PAPR of nearly 3 dB) compared to ACO-OFDM at CCDF
of 10−2, which is clearly illustrated in Figure 14.14.

14.3 State-of-the-art VLC topics

As previously mentioned, LEDs are energy-efficient light sources, and thus, using
VLC can result in designing communication systems with high energy efficiency [33].
The high energy efficiency is achieved by realizing illumination and data transmission
at the same time. LED technology has been significantly successful in terms of
market share not only because of its highly energy efficiency, but also because it
has a long operational lifetime and it enables a more comfortable lighting system for
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humans [34]. For these reasons, LED lighting is expected to dominate future lighting
markets, and VLC systems can become a de facto solution for indoor and short-range
communications, as the energy used for the communication would not increase the
energy costs [35]. With the growing interest in VLC systems, new research topics
have emerged in recent years. This section is dedicated to highlighting some of the
state-of-the-art topics discussed in VLC research and presents the benefits and pitfalls
of the techniques presented in literature.

14.3.1 Security of coexistence with RF technologies

Instead of replacing the legacy RF technology entirely, other technologies can be
used concurrently with RF to meet the needs of present and future applications. Het-
erogeneous networks, or HetNets for short, are networks that adopt two, or more,
technologies. Thus, a diverse span of the spectrum can be utilized to provide high
quality-of-service for network users. Employing multiple radio interfaces in commu-
nication systems has proven to enhance energy efficiency in RF system [36]. VLC,
due to its high energy efficiency, is one of the most promising technologies to be
integrated with preexisting RF-based networks. The integration of both technologies
improves the system’s overall energy consumption, reliability, and coverage area.
Moreover, as the available spectrum increases, contention decreases and the stringent
requirements of the medium access protocols can be relaxed; hence, unprecedented
data rates can be offered [37]. Thus, attention needs to be forwarded toward common
protocols designed for these integrated systems. One of the interesting research topics
in hybrid RF/VLC systems is security.

Due to the nature of wireless radio propagation, the PHY, i.e., the lowest layer of
the protocol stack, is vulnerable to eavesdroppers [38]. However, security primitives
are usually implemented in the upper layers of the protocol stack, while lower layer
security functions are usually ignored and are system dependent. Thus, applications
that send sensitive and private data on-the-fly such as health-care sensor nodes, which
cannot perform the cryptographic methodologies’ expensive mathematical calcula-
tions, suffer and are prone to data hacking. Moreover, attackers can exploit the medium
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Figure 14.14 PAPR CCDF of conventional ACO-OFDM (i.e., blue) and
LwO-OFDM (i.e., red)
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access control header, which is sent in plain text, and reveal side-channel information,
including source and destination addresses, the mapping scheme, and synchroniza-
tion information, which can be used to perform various attacks [39]. Consequently,
PHY security is an emanating requirement for wireless communication systems.

There are numerous research efforts dedicated for PHY security enhancements
in RF-based systems, and they can be divided into two approaches: physical-layer
security (PLS) and physical-layer encryption (PLE). PLS techniques rely on the
unpredictability of the wireless multipath channel to defend the transmission [40].
However, unlike the RF channel, the optical channel is not rich scattering; hence, it
lacks the unpredictability criterion. On the other hand, PLE schemes aim to protect
the entire PHY packet by encrypting the data flow in the PHY modulation stages [41].
Then, decryption on the receiver’s end is performed using a pre-shared key between
the transmitter and the receiver. All cryptographic measures rely on the assumption
that it is computationally infeasible for an eavesdropper to decipher the data with-
out secret key knowledge, which is a statement that has not yet been mathematically
proven if the eavesdropper has sufficient time and computation resources [42]. For
VLC, approaches such as null steering and artificial noise insertion to combat eaves-
dropping were investigated in [43,44]. Eavesdropping mitigation using cooperative
jamming is another popular approach, adopted in [45], among others. In [46], a ran-
dom time reversal scheme that makes the signal focused on the legitimate receiver
while interfering with the eavesdropper’s channel with VLC multipath redundancy,
time reversal, and random choice technique was presented. Key-based approaches
were also investigated such as the work done in [47].

Despite of aforementioned techniques, there is a lack in research that is dedi-
cated for securing hybrid RF/VLC transmission. The subsequent subsection depicts
the challenges of designing a technology-independent technique using a state-of-
the-art physical-layer (PHY) security technique known as security-aware OFDM
(SA-OFDM) [48] as an example. SA-OFDM combines a PHY key-based approach,
i.e., symbol-level encryption key, along with a novel keyless approach that artifi-
cially degrades the eavesdropper’s channel by redesigning the time-domain samples
of the OFDM symbols, which causes the signal characteristics to be completely
masked. Thus, even if the eavesdropper is able to intercept the PHY encryption key
by exhaustive computation, a distorted signal will be received instead, and the secrecy
of the transmission is preserved. However, as will be discussed in the forthcoming
subsections, each technology has its own unique characteristics which makes design-
ing a technology-independent technique troublesome. SA-OFDM offers a unified
framework with only minor modifications required in data processing; however, the
transceiver architecture is common and only the front ends are varied based on the
utilized technology. Before discussing the details of SA-OFDM, a brief overview of
OFDM in VLC is presented.

14.3.1.1 OFDM in VLC
The de facto technique utilized in most recent wireless standards, i.e., IEEE 802.11
protocol suite and LTE, is OFDM. OFDM is used due to its high spectral efficiency
and robustness to inter-symbol interference, as well as fading. Thus, the analysis
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focuses on OFDM due to its wide adoption; however, the proposed scheme is generic
and can be applied to non-OFDM systems. The principle of OFDM is modulating
data sequences by applying N -point IFFT onto a series of orthogonal subcarriers;
producing N complex IQ samples corresponding to N subcarriers. Conventionally,
an N -point complex baseband time-domain OFDM symbol can be represented as

xn = 1√
N

N−1∑
i=0

Xie
j2π ni

N

= Re

{
1√
N

N−1∑
i=0

Xie
j2π ni

N

}
+ jIm

{
1√
N

N−1∑
i=0

Xie
j2π ni

N

}

= 1√
N

N−1∑
i=0

{(�i + j�i)(cos(niθN )+ j sin(niθN ))} (14.20)

where n is the time index of the signal and Xi is the ith subcarrier-modulated signal
and θN = 2π/N . Additionally, Xi can be expressed as �i and �i representing its
real and imaginary parts, respectively, and ej2π ni

N as cos(niθN )+ j sin(niθN ). Unlike
RF systems, VLC systems mostly use IM/DD. The baseband signal, x(t), does not
modulate the amplitude and phase of the optical carrier; it modulates its intensity
instead. Thus, x(t) must be positive and real. Conventional OFDM techniques cannot
be directly used in VLC, instead, at the transmitter’s side of IM/DD-based OFDM
systems, the input vector to IFFT is designed to have Hermitian symmetry. As a
result; the time-domain OFDM signal becomes real. Then, it becomes positive either
by adding a DC bias, as in DCO-OFDM, or by clipping at zero, as in ACO-OFDM. In
both schemes, the DC and the N/2 subcarriers are set to zero to ensure that the output
is real [1]. Moreover, in ACO-OFDM, the data is carried only on the odd subcarriers;
thus, only N/4− 1 input values are fed to the N point IFFT in ACO-OFDM. On
the other hand, DCO-OFDM has N/2− 1 inputs, making it more spectrally efficient
than ACO-OFDM. Thus, DCO-OFDM is adopted due to its spectral efficiency for
the optical link, while conventional OFDM is used for the RF link.

14.3.1.2 SA-OFDM transmission
First, the time-domain samples of the OFDM symbols, i.e., after IFFT, are divided
into groups. The amplitude of the IQ samples are manipulated by a parameter α.
This operation is equivalent to performing a nonlinear masking of the information
symbols in the frequency domain. Then, the modified samples are scrambled based
on a pre-shared key. Thus, the transmitted signal will be significantly varied over the
frequency spectrum and will no longer exhibit OFDM characteristics.

The OFDM symbol in (14.20) can also be represented as follows:

xT = (F−1
cos�T − F−1

sin �T
)+ j

(
F−1

sin�T + F−1
cos�T

)
(14.21)
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where F−1
cos equals:

1√
N

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 . . . 1
1 cos(θN ) . . . cos((N − 1)θN )
1 cos(2θN ) . . . cos(2(N − 1)θN )
...

...
...

1 cos(iθN ) . . . cos(i(N − 1)θN )
...

...
...

1 cos((N − 1)θN ) . . . cos((N − 1)2θN )

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(14.22)

with [·]T denoting the transpose operation and F−1
sin is identical to F−1

cos but the cosine
functions are replaced by sines. An SA-OFDM-modified signal, s, can be presented by

sT = (F−1
cos�T − F−1

sin �T + αaT
)+ j

(
F−1

sin�T + F−1
cos�T + αbT

)
(14.23)

where a and b are two vectors of length N, and their entries are equiprobable and
∈ [−1, 1] to average the signal power increase. The parameterα is adjusted to maintain
the PAPR of the OFDM symbol while preserving the security gain. Then, using an
N × N scrambling matrix, MZ , s is scrambled; mapping the ith element into the
jth location. The scrambling function Zn of N elements determines the scrambling
sequence. The scrambling matrix can be expressed as M T

Z =
(
eZ0 , eZ1 , . . . , eZN−1

)
,

where eZn denotes an N -dimension row vector with only one element equal to one in
the designated position and zero otherwise. An SA-OFDM transmitted signal, s̃, can
be presented by its transpose as s̃T = MZ sT . Thus:

s̃T = MZ

[ (
F−1

cos�T − F−1
sin �T + αaT

)+ j
(
F−1

sin�T + F−1
cos�T + αbT

) ]
(14.24)

The block diagram of the proposed system is shown in Figure 14.15, showing the
stages to generate s̃. For RF transmission, the front ends are antennas on the trans-
mitting and receiving sides, while in VLC the transmitting front end is a light source
and the receiving front end is a photodetector.

14.3.1.3 SA-OFDM reception
At the receiving end, since the legitimate user has the descrambling sequence based on
the pre-shared key, the scrambling operation can be reverted. Then, using an optimal
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Figure 14.15 SA-OFDM system block diagram with (a) transmitter and (b) receiver
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detector, i.e., the maximum likelihood (ML) decoding, the variables a and b are esti-
mated per OFDM symbol restoring back the signal to its original time-domain form.
The proceeding steps are common for any OFDM receiver, the frequency-domain
signal, X , is obtained after the FFT operation. Then, the signal is passed to QAM
demodulator and the transmitted data can be obtained, as depicted in Figure 14.16(b).
On the other hand, if the eavesdropper does not know the key, i.e., lacks the knowledge
of the scrambling matrix Mz, FFT will be directly performed on the received signal
to recover the message Ŝ:

ŜT = (Fcos + jFsin)s̃T = MZ (Fcos + jFsin)sT (14.25)

where Fcos = F−1
cos = cos(ikθN )0≤i,k<N and Fsin = −F−1

sin = sin(−ikθN )0≤i,k<N . Then,

ŜT = MZ (Fcos + jFsin)

×
[ (

F−1
cos�T − F−1

sin �T + αaT
)+ j

(
F−1

sin�T + F−1
cos�T + αbT

) ]
(14.26)

can be simplified as

ŜT = MZ [F2
cos�T + F2

sin�T + jF2
cos�T + jF2

sin�T + αFcosa
T + αFcosb

+ jαFsinaT − αFsinbT ]

= MZ [�T + j�T + αFcos(a+ b)T + αFsin(ja− b)T ]

= MZ [X T + αFcos(a+ b)T + αFsin(ja− b)T ] (14.27)

given that FcosFsin = 0 and F2
cos + F2

sin = I where I is an N × N identity matrix. As
observed in (14.27), the modification and scrambling operations cause constellation
rotation when viewed in the frequency domain. As a result, the eavesdropper’s constel-
lation is significantly distorted even at an SNR of 60 dB as shown in Figure14.16(b).
Even if the eavesdropper is able to obtain the scrambling key, the constellation will
be distorted by the components αFcos(a+ b)T + αFsin(ja− b)T , causing the constel-
lations given in Figure14.16(c). The derivations listed earlier are analogous for VLC
transmission, with the difference of the lack of the imaginary component and hence the
constellations in VLC will only vary on the real axis as portrayed in Figure14.16(d).
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While the legitimate receiver, based on the system design, has the ability to accurately
estimate the parameters a and b, the eavesdropper requires 22N operations per OFDM
symbol to guess them. For most wireless standards, the least number of OFDM sub-
carriers is 64, i.e., N = 64, which means that the eavesdropper requires 3.4× 1038

operations per OFDM symbol for every possible value of α in order to restore the
signal back to its original form in the time-domain.

14.3.1.4 SA-OFDM performance
SA-OFDM is first tested for RF transmission under flat fading Rayleigh channel
model with added AWGN noise, the results can be observed in Figure14.17. The
secrecy BER, which is the BER of the eavesdropper under the proposed technique, is
evaluated given the premises of the eavesdropper having knowledge of the secret key
and without. The eavesdropper’s BER without key-knowledge has a constant value
of 0.5, i.e., equivalent to random guessing. However, even if the key is intercepted,
assuming the signal is normalized to have a maximum of 1 and at α = 0.05, the
eavesdropper’s BER saturates within the range of 10−2. Since, this BER performance
is below the threshold for FEC, the security of the system can be maintained. On the
other hand, the legitimate user’s BER remains unaffected and is consistent with the
simulated BER of conventional OFDM, as depicted in Figure 14.17(a). As another
metric to quantify the security gain of the system, secrecy capacity is used [42].
Secrecy capacity, Cs, can be defined as the difference between the channel capacities
of the legitimate user Cu and the eavesdropper Ce as

Cs = Cu − Ce = log
(

1+ P

Nu

)
− log

(
1+ P

Ne

)
(14.28)

where Nu and Ne are the user’s and eavesdropper noise power, respectively, and P is
the signal power. The eavesdropper’s channel is degraded by the signal manipulation
process described in the preceding subsections, which can be seen as artificial noise
insertion; thus, it becomes of lower quality when compared to that of the legitimate
user. For an OFDM system, it can be redefined as

Cs =
N−1∑
n=0

(
log

(
1+ Pn

Nnu

)
− log

(
1+ Pn

Nne

))
(14.29)

where Pn
Nnu

and Pn
Nne

are the user and eavesdropper SNR on the nth subcarrier, respec-
tively. By definition, a positive Cs denotes that the system is able to avoid the data
being intercepted by the eavesdropper. The PHY security gain of SA-OFDM is also
depicted in Figure 14.17(b), showing the secrecy capacity of SA-OFDM with and
without the eavesdropper’s knowledge of the utilized key. SA-OFDM excels without
key knowledge, however, even with key knowledge the secrecy capacity always yields
a positive value which is intuitively proportional with SNR.

The performance of the SA-OFDM is also evaluated for the VLC link. To
quantify the effect of the parameter α on the eavesdropper’s BER performance, Figure
14.18(a) shows the BER performance vs. SNR for the (VLC) link at 16-QAM DCO-
OFDM at different values of α. As shown, even with key knowledge, the BER of the
eavesdropper is less than 10−2 and is proportional to α, consistent with the results
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obtained in the RF link. In Figure 14.18(a), the eavesdropper’s BER at α = 0.15 is
1.3× 10−2, while that at α = 0.05 is 0.4× 10−2 at SNR= 24 dBm, where the BER
remains constant. Given the eavesdropper has key knowledge, the system’s secrecy
capacity is calculated for the VLC link and is presented in Figure 14.18(b). Intuitively,
the secrecy capacity Cs improves with α. Yet, even at α = 0.05 the secrecy capacity
persistently has a positive value, which naturally increases as the SNR value increases.
In summary, efficient techniques can be proposed for deployment in multiple tech-
nologies; however, the techniques have to be designed in a manner that accommodates
the specific traits of the utilized technologies.

14.3.2 Augmented MIMO in VLC

MIMO techniques are one of the most renowned methods for multiplying the capacity
of a communication system using multiple transmission and receiving elements to
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exploit multipath propagation. MIMO has become an essential element of RF wireless
communication standards, including the IEEE 802.11 protocol suite and LTE. More
recently, MIMO has been applied to VLC, however, adopting MIMO in VLC has its
challenges. In VLC, due to the propagation properties of light, the channel variations
between transmitting elements in close proximity are insufficient for accurate MIMO
spatial identification [49]. Nevertheless, MIMO techniques rely on channel variations
to provide spectral efficiency gains [50]. MIMO in VLC has had extensive attention
from the research community. A performance comparison of the various MIMO tech-
niques proposed for indoor environments utilizing optical wireless communications
(includingVLC) was given in [51]. Experimental demonstrations ofVLC-MIMO sys-
tems were given in [52–54]. Extensive research was dedicated to designing receivers
optimized for MIMO-VLC systems such as in [55–57]. Additionally, various pub-
lications focused on interference cancellation between different users in multiuser
MIMO (MU-MIMO) settings, as in [58,59]. A thorough survey on MU-MIMO in
VLC can be found in [60] and a comprehensive investigation of both the illumination
and communication coverage of an indoor MIMO-VLC system in [61].

The simplest form of MIMO is repetition coding that simultaneously sends the
same signal over multiple transmitters. It has the advantage of transmit-diversity,
making it a technique that is resilient to noise and transmitter-receiver misalign-
ment [51]. However, it does not provide any spectral multiplexing gains, as the same
data is transmitted from all transmitters. In spatial multiplexing (SMP), parallel data
streams are emitted from the transmitters, enabling high data rates by harnessing
SMP gains [62]. To provide these gains, low channel correlation is required. Spatial
modulation (SM) comes as a compromise between the two previous techniques, by
setting one transmitter ON at a time. Hence, it eradicates interchannel interference
while improving the system’s complexity and spectral efficiency [51]. The concept
behind SM is extracting additional bits from the spatial dimension by identifying the
transmitting element from which the information was sent. Conventional techniques
require accurate channel state information (CSI) and complex precoding for spa-
tial identification, which is infeasible in low-complexity systems [62]. Accordingly,
MIMO spectral efficiency gains in low-complexity VLC-based systems are arduous.
A VLC MIMO communication system acceding IM and DD can be modeled as [63],

y = Hx + w (14.30)

where w represents the noise, H is the MIMO channel matrix, and x is the transmitted
signal. The noise in VLC is a result of the ambient shot light and thermal noise with
a distribution modeled as AWGN with zero mean and a variance of σ 2 [32,64]. The
channel in the optical domain is presented as real attenuation coefficients, relying
heavily on the transmitter–receiver alignment. The line-of-sight channel gain of each
propagation link can be calculated by [63]

hij =
{

(m+1)A
2πd2

ij
cosm φij cosϕij; 0 ≤ ϕ ≤ ϕ1/2

0; ϕ > ϕ1/2

(14.31)
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Figure 14.19 The simulated room modeled at different user location scenarios with
location 1 denoting (0, 0), location 2 (0, 1.25), and location 3
(−1.25, 1.25)

where the angle of irradiance is φ, ϕ is the angle of incidence, and d is the separating
distance between the transmitter i and the receiver j. Furthermore, ϕ1/2 denotes the
field-of-view (FOV) semi-angle at the receiver, m is the Lambertian emission, and A
is the photodetector area. The channel gain of the first reflection path is [32]

hrij =
{

(m+1)A
2(πd1ijd2ij )2 cosm φij cosϕij cosαij cosβij; 0 ≤ ϕ ≤ ϕ1/2

0; ϕ > ϕ1/2
(14.32)

According to [51], there are distinct channel transfer factors between each transmit-
ter and receiver pair; hence, the receiver can track the transmitting source and detect
spatial symbols. To verify the practicality of the previous statement, the channel gains
at three random locations shown in Figure 14.19 are calculated. A 4× 1 configura-
tion is considered, i.e., 4 transmitters and 1 receiver setup, also known as an MISO
(multiple-input–single-output) setting. The room dimensions are 5× 5× 3 m3 and
the LEDs are located on the ceiling with a spacing of 2.15 m from the receiving
plane. Further used simulation parameters are listed in Table 14.2. Applying (14.31)
into this scenario, the values of the channel gains are

Hloc1 ≈ 10−5 × (0.2211 0.2211 0.2211 0.2211)
Hloc2 ≈ 10−5 × (0.0933 0.0933 0.3333 0.3333)
Hloc3 ≈ 10−5 × (0.1192 0.0521 0.5667 0.1192)

(14.33)

Based on (14.33), spatial identification in the center of the room (location 1) is
almost impossible to achieve, as all the channel gains are equal. Moreover, location
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Table 14.2 System parameters for the VLC link

Parameters Values

Transmitter Number of LED grids 4
Transmitted power per LED 20 mW
Number of LEDs per array 60× 60= 3,600

Receiver Active area 1 cm2

Half-angle FOV 70◦
Height w.r.t. the floor 0.85 m

two and three, shown in Figure 14.19, also suffer from having equal channel gains.
Furthermore, the channel gains resulting from the first reflected path in the previously
given scenario are calculated, the values of the sum of first reflection channel gains
from the four walls are

Hrloc1 ≈ 10−6 × (0.1489 0.1489 0.1489 0.1489)
Hrloc2 ≈ 10−6 × (0.1144 0.1144 0.3420 0.3420)
Hrloc3 ≈ 10−6 × (0.1988 0.0734 0.5616 0.1470)

(14.34)

From (14.34), it is evident that even by considering the first reflection paths, spatial
variations remain very sensitive to receiver location and hence spatial identification
requires perfect and extremely sensitive CSI. Approaches such as link blockage and
transmitted power imbalance are proposed in [51]; however, their effect on illumi-
nation, which is the primary task of the LEDs, is not studied. As a result, a reliable
technique that is capable of identifying the transmitting element without relying on
CSI and is independent to transmitter–receiver alignment is needed. A novel technique
known as augmented SM (ASM) [65] addresses the aforementioned predicament and
will be explained in the forthcoming subsection. The perception ofASM is combining
two data streams on a single waveform. One stream supports a lower data rate, while
the second stream supports higher speeds. A possible utilization of such unique ASM
feature could be sending the identity of the transmitting element, i.e., transmitter PHY
ID, on the low-data rate stream while using the high-data stream to carry the informa-
tion. In ASM, the transmitted signal varies depending on which transmitter is sending
the signal. For illustration, Figure 14.20(a) depicts a 16-sample ACO-OFDM signal.
As an example, when only two transmitters are assumed, Figure 14.20(b) shows the
signal if transmitted by the first transmitter, while Figure 14.20(c) represents the signal
if transmitted by the second. ASM is built upon ACO-OFDM for its higher power effi-
ciency, which makes it apt for a multitude of applications, including IoT applications.
A transmitted ACO-OFDM signal after inverse fast Fourier IFFT is given by (14.20).
The complex bipolar symbols, X = [0, X1, . . . , XN/2−1, 0, X ∗N/2−1, . . . , X ∗1 ]T , are con-
verted into real non-negative intensity signals, s = [s0, . . . , sN−1]T . The superscripts
[·]T and [·]∗ denote the vector transpose and complex conjugate, respectively.
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14.3.2.1 ASM system model
Figure 14.21 shows the block diagram of the transmitter and receiver for the proposed
ASM VLC system. In ASM, the time-domain samples of the ACO-OFDM signal,
given in (14.35), are first adjusted and scaled to fit within the dynamic range, denoted
as 	, of the LED. The values of xn are redesigned in a manner that is estimated by
the designated receiver, allowing the receiver to distinguish between transmitters and
omit any data incoming from rogue transmitters. As shown in the transmitter block,
Figure 14.21(a), the data bits go through the conventional ACO-OFDM symbols for-
mation steps; QAM, Hermitian symmetry, and IFFT to produce the unipolar output.
The key to this original approach is in the blocks highlighted in green. At the trans-
mitter’s side, each transmitter has a specific control signal that is sent to the reshaping
block. Accordingly, a code word is generated that is tailored for this specific trans-
mitter; hence, each transmitter can be identified by the shape of the received signal. A
binary sequence, bn = [b0, b1, . . . , bN−1]T , is used to represent Nt transmitters, with
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Figure 14.20 A conventional ACO-OFDM signal (a) and examples of ASM signals
representing Tx1 and Tx2 signals for two different transmitters are
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bi = 0 or 1 representing an off-state or an on-state, respectively. The sign of the infor-
mation in the off-state is reversed, while those in the on-state maintain their polarity.
In order to differentiate between the transmitters, Nt code words are required, each
consisting of N bits that assign the different on-state/off-state to different portions
of the transmitted signal. In ASM, the time-domain ACO-OFDM signal is divided
into log2 Nt groups, with N/ log2 Nt bits in the code word taking identical values. A
general representation of sn can be given by

sn = pn

(
	

2
− μ · xn

)
(14.35)

where pn is related to the transmitter index code word and is given by pn = 2bn − 1
and μ is the scaling factor applied to the OFDM symbols. At the receiver end, an
ML detector is considered as an optimum detector to validate the ASM concept.
ML estimation is first invoked on the envelope-like lower rate stream, followed by
estimation of the bits encoded on the multilevel samples forming the relatively higher
speed stream. After synchronization, the received signal yn is fed into an ML estimator
block, shown in Figure 14.21(b). The received signal yn can be given by

yn = sn + Ic + wn (14.36)

with Ic denoting the DC biasing current and wn is theAWGN at the receiver. According
to [66], xn can be accurately modeled using an independent identically distributed
Gaussian random process with the following probability density function (PDF)

fx,n(x) = 1

2
δ(x)+ 1√

2πσ
exp

(
− x2

2σ 2

)
(14.37)

where δ(x) denotes Dirac delta function. The demodulation process can be modeled
as a hypothesis test with nuisance parameters [67]. The Nt hypotheses are denoted by
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Hi, i = 1, . . . , Nt , corresponding to the transmitter PHY ID code words conditioned

in the form of the vector pHi =
[
pHi

0 , pHi
1 , . . . , pHi

N−1

]T
. The auxiliary vectors, uHi ,

given by uHi = y − 	

2 pHi , where y = [y0, . . . , yN−1]T , are defined. Conditioned on
the hypotheses and the corresponding estimates, ŝHi , the likelihood function can be
expressed as the joint PDF of uHi given by

fuHi

(
uHi

0 , . . . , uHi
N−1

∣∣∣ŝHi , Hi

)

=
(

1√
2πσ

)N

exp

[
− 1

2σ 2

N−1∑
n=0

(
uHi

n + pHi
n ŝn,Hi − Ic

)2
]

(14.38)

The ML estimator, shown in Figure 14.21, leads to different values for the like-
lihood functions based on estimates calculated under various hypotheses for the
given received signal y. However, it returns only the hypothesis that maximizes the
likelihood function as the decoded binary sequence, i.e.:

b̂ = arg maxi

[
fuHi

(
uHi

0 , . . . , uHi
N−1

∣∣∣ŝHi , Hi

)]

= arg maxi

N−1∑
n=0

(
uHi

n + pHi
i ŝn,Hi − Ic

)2
(14.39)

Once the binary sequence is estimated, the inversion pattern used at the transmitter is
known, i.e., the transmitter PHY ID. Then, the signal is reverted back to its original
ACO-OFDM unipolar form, by the waveform extractor depicted in Figure 14.21(b),
and is demodulated by a conventional ACO-OFDM receiver. Without the ML estima-
tor, the received samples will remain in the pulse-shaped form and the amplitude of the
samples are degenerated. Hence, an eavesdropper using a conventional ACO-OFDM
receiver, i.e., without the ML block, will receive a distorted signal instead.

The spectral efficiency of previously realized ACO-OFDM system can be
expressed as

SEACO−OFDM = 1

4
log2(MNt) bps/Hz (14.40)

where Nt denotes the number of transmitters and M is the constellation order. However,
the performance of SM is significantly dependent on channel variations; thus, the
system’s throughput reliability is jeopardized in cases where spatial identification is
inaccessible; losing the additional bits extracted from the spatial domain. ASM, on
the other hand, eradicates these inconsistencies, allowing spatial identification by
design.

14.3.2.2 ASM performance evaluation
To evaluate the efficacy of the proposed system, the pre-discussed configuration is
assumed, i.e., a 4× 1 MISO configuration. The simulation parameters are 16-QAM
and the IFFT length is 64 with the presence ofAWGN. Figure 14.22(a) shows the trans-
mitter identification accuracy for various background noise levels vs. the separation
distance between the transmitter and the receiver. The accuracy at distance 2.15 m is
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highlighted for clarity. Following (14.31) and (14.32), the received signal is inversely
proportional to the square of the transmitter–receiver separation, i.e., d2. Results pro-
vided in Figure 14.22(a) show that almost 100% transmitter identification accuracy
can be achieved at SNR = 17 dBm, given the transmitted signal power is 17 dBm
and the noise power is equal to 0 dBm at d = 2.15 m. Intuitively, as the noise power
increase, the identification accuracy decreases. However, even at SNR = 12 dBm,
above 96% identification accuracy is achieved as depicted by the red curve in Fig-
ure 14.22(a). These notable findings demonstrate the competence of ASM for IoT
deployments, as this PHY identification capability is dependent solely on the design
and does not require high-complexity receivers that require CSI. Moreover, it can
be simply scaled up as it is independent of channel uniqueness, providing significant
spectral efficiency enhancements. Moreover, since an eavesdropper is oblivious to the
reshaping process and the pattern in which it is inserted, PHY security is added to the
gains of ASM. Figure 14.22(b) demonstrates this gain by showing the periodogram of
the received signal in comparison with that of the transmitted signal for a legitimate
receiver and an eavesdropper. It is visually obvious that without the ASM receiver, the
eavesdropper receives a signal that does not represent the transmitted signal due to this
redesigning process. In summary, in order to utilize MIMO in VLC, techniques need
to address the spatial uniqueness problems in VLC. This can be achieved by adjusting
and increasing the number of receiving elements, which, in return, will increase the
size and complexity of detection. Another alternative would be using digital signal
processing approaches, such as in ASM.

14.3.3 Deep learning in VLC

DL techniques are becoming a part of groundbreaking systems in various fields, par-
ticularly computer vision and speech recognition. They are applied in various fields
to make the systems more efficient. Mostly, they are used in images for applications
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such as object detection, handwritten digit classification, and face detection. How-
ever, there has been a surge of interest in using DL in communication systems. One
of the fundamental communication problems is the reliability in the reconstruction of
the transmitted messages from a noisy environment, i.e., communication reliability
between the transmitter and the receiver [68]. In classical communication, a profu-
sion of research has been done in order to improve communication reliability. In a
classical approach, all the processing blocks in the communication chain are sepa-
rately optimized in order to achieve performance close to the theoretical. However,
such optimization process is considered suboptimal. Alternatively, the idea of DL
in communication is based on end-to-end performance enhancement through joint
optimization of the whole model to map a set of inputs with certain distribution to a
finite set of outputs or targets. Consequently, DL has recently become a potential can-
didate to achieve reliable communication without any prior mathematical modeling
to achieve optimal performance through end-to-end training [69].

Communication techniques are developed based on probability and signal pro-
cessing theory for channel models. Practical imperfections in these models cannot
be replicated. These techniques when tested in scenarios, they have some degree of
inaccuracy, resulting in false performance evaluation [70]. DL-based systems can
detect faults in the systems without using complex equations. DL can perform a wide
range of applications in communication systems like channel modeling and predic-
tion, localization, modulation recognition, and spectrum sensing [69]. The problem
of modulation recognition can be solved by studying the use of DL techniques on
complex IQ samples. One of the technologies where DL can be applied is VLC.
The constraints of the optical signals such as, non-negativity for IM, as well as the
average and peak intensity restrictions by the LEDs and the targeted illumination pro-
files, can be met using deep neural networks (DNNs), which are capable of learning
more complicated tasks. Open-source software libraries like Theano, Keras, and Ten-
sorflow have been useful in building network architectures in different domains. In
combination with new hardware systems, new applications are designed for DNNs,
which have provided a framework for newfangled systems. In the succeeding sub-
sections, two pioneering DNN-based architectures are presented for VLC. The first
is the autoencoder OFDM-based VLC system proposed in [71] and the autoencoder
architecture presented for optical camera communications (OCCs) in [72].

14.3.3.1 Background
An autoencoder (AE) is a type of a DNN which comprises an encoder and a decoder
and serves the purpose of dimension reduction by making use of unsupervised learn-
ing. The encoder is a component of AE which compresses the given input into a few
numbers of bits. Space represented by these compressed bits is called latent space. The
decoder is another component of an AE and it reconstructs the input using the com-
pressed bits in the latent space. AE avoids features that are redundant and include only
the pivotal features. It enables capturing the statistical dependencies between differ-
ent elements of a signal and optimizes a loss function while reconstructing the signal
using stochastic gradient descent algorithm during backpropagation. Originally, AE
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was used for data compression due to the limitation of the memory resources. Prin-
cipal component analysis (PCA) is a technique to find a relation in data points in a
dataset to predict future models. The main difference between PCA and AE is that
AE uses nonlinear transformation, whereas PCA uses linear transformation. DNNs
work in two phases:

● Forward pass phase: It generates the output using feed-forward propagation in
the network.

● Backward pass phase: It calculates the weighted error for each node in each layer.

First, the entire network performs forward propagation and then the network is trained
using back propagation. In back propagation, the flow is from output nodes to input
nodes. At the output node, the error is calculated based on the cost function, which
can simply be observed as the difference between the actual and desired outputs.
Originally, AEs were used for data compression and were used in applications where
there was a limitation in memory resources. However, observing the structure of an
AE, it is obvious that there are similarities between an AE and a basic communica-
tion system. The encoder can be considered as the transmitter, the decoder as the
receiver, and the corruption added on the resulted compressed vector can be treated
as a communication channel. However, despite of the similarities between an AE
and a conventional communication system in terms of structure, they are different in
terms of the means of optimization. The optimization in the AE is considered as an
end-to-end process, so the reduced dimension and the way of encoding or decoding is
learned through the training phase. Figure 14.23 depicts the basic AE block diagram,
assuming a single hidden layer. Circles in each layer denote as neurons in the NN.
In Layer-1, x1, x2, and x3 are the inputs of the AE. Layer-2 is the hidden layer and
Layer-3 is the output layer. Values in the hidden layer are not included in the training
dataset. Neurons with value “+1” are the bias units. Then, function f maps the inputs
to the hidden layer, similarly another function maps the output of the hidden layer to
the final output layer, i.e., f (x) and g maps hidden to output layer which is g( f (x)).

14.3.3.2 Autoencoder OFDM-based VLC system
In order to demonstrate the viability of applying DL techniques in VLC, an OFDM-
basedVLC chain using anAE model is developed. TheVLC transmitter is fed with one
symbol s out of M possible symbols, determined by the modulation order of the M-
QAM under investigation. The encoder maps the input s ∈ Rl to a reduced dimension
X ∈ RM, where M < l. The decoder reconstructs the original input s through decom-
pression of the reduced input dimension X and thus obtains the estimation of the input
denoted by ŝ. l is the system’s degrees of freedom (time/frequency domain). The sys-
tem has a communication rate of R= k/c (bits/channel use), where k = log2 (M ).
The whole model is trained such that the values of the weights and biases for both
encoder and decoder layers are jointly optimized to minimize the cost function. The
categorical cross entropy cost function, Lcross, is considered and given by

Lcross = H (ŝ, s) = H (s)+ DKL(s||ŝ) (14.41)
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where H (s) is the probability mass function (PMF) of the transmitted symbol s and
DKL(·||·) is defined as the Kullback–Leibler divergence between the transmitted and
estimated PMF [74]. As shown in Figure 14.24, the inputs to the transmitter are one-
hot-encoded symbols s. One-hot encoding is when the element corresponding to the
transmitted symbol equals to 1, while the others are 0. For illustration, in the case of
4-QAM, symbol one is presented as (1, 0, 0, 0), symbol two is (0, 1, 0, 0), symbol
three is (0, 0, 1, 0), and symbol four is (0, 0, 0, 1). The transmitter consists of multiple
dense layers followed by a power normalization layer. The output of the normalization
layer is mapped to a complex representation. The complex numbers set by the number
of subcarriers N , i.e., length of the IFFT block are mapped and transformed from the
frequency-domain to the time-domain. An AWGN channel model is considered, as
it is widely used as an accurate channel model for different indoor VLC systems. At
the receiver side, the signal is transformed back to the frequency domain using the
FFT block then passed to a parallel-to-serial converter. The receiver also consists of
multiple dense layers followed by a Softmax activation layer and an argmax layer to
decode the highest probability received symbol as ŝ. Details of the NN architecture
are listed in Table 14.3 and the optimized hyperparameters are listed in Table 14.4
with E as the size of the training dataset. In this implementation, the batch size is
equal to the number of subcarriers. It is important to note that a challenging part in
the development of the model is to represent and reshape data in a complex form,
because NN layers only support real values. Accordingly, custom Keras layers are
created for this implementation.

The AE model is tested for different modulation orders, i.e., M = 4, 8, 16, and
32. The below graphs highlight the performance of π/2-shifted 4-QAM. MATLAB
is used to verify and compare the results obtained using the AE model with that of
a classical simulation model. Figure 14.25(a) shows the learned constellation at the
transmitter side after the training phase. It can be noticed that it converges to the ideal
case to minimize the cost function. The symbol error rate performance is shown in

x1 x1a1

a2

Encoder Decoder
Compressed

representation

x2

x3

+1
(b)

+1
(b)

x2

x3

Figure 14.23 Autoencoder architecture [73]
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Figure 14.25(b) for different numbers of subcarriers/IFFT lengths. Since, the batch
size varies with the number of subcarriers, the case of 8, 16, 32, and 64 subcarriers
are implemented. As depicted in Figure 14.25(b), the behavior of the obtained curves
from the AE model is consistent with the curves obtained using a classical simulation
model in MATLAB. Figure 14.25(c) shows the value of the loss function decreasing
as the number of epochs increases. A 100% accuracy can be achieved after less
than 15 epochs. In summary, even though this OFDM-based AE model was trained
using a single SNR value, its performance was approaching the simulation-based
performance that shows the potential of adopting DL in VLC applications.

14.3.3.3 Autoencoder-based optical camera communications
Recently, a VLC technique known as OCC is proposed. In such systems, an imag-
ing detector/camera is used as a receiver to capture the transmitted signals. In both
indoor and outdoor applications, OCC systems allow the implementation of various
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Figure 14.24 OFDM-based AE model

Table 14.3 AE OFDM-based VLC architecture

Encoder network Decoder network

Layer—activation Output dimension Layer—activation Output dimension

Input (E , M ) Dense—ReLU (E , M )
Dense—ReLU (E , M ) Dense—Softmax (E , c)
Dense—linear (E , c)
Normalize (E , c)

Table 14.4 Optimized hyperparameters for AE OFDM-based VLC model

M SNR (dB) Epochs Learning rate Training data Testing data

4 20 50 0.001 8,000 2,000
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applications using the cameras integrated in mobile devices, without requiring hard-
ware modifications. In OCC, signals are mainly modulated using single-carrier
schemes such as On–Off keying (OOK). This work is primarily focused on proposing
a convolutional AE (C-AE) to support OFDM-based OCC through DL, where the
OFDM symbol is translated into OOK signaling and transmitted using a 2D-array
of LEDs. This will enable an end-to-end performance enhancement by jointly opti-
mizing the LED array and the camera. An OFDM symbol is converted into an L× L
matrix that represents the On and Off states of the pixels of an LED array acting as
the transmitting element. Hence, the OFDM symbol is transformed into L× L OOK
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signaling. In order to achieve this transformation, the time-domain OFDM symbol
is first passed to an n-bit quantizer to create a message x ∈ M discrete levels, with
M = 2n. It is then represented as a one-hot vector and passed to the remaining C-AE
network layers, as depicted in Figure 14.26. A rudimentary optical channel is sim-
ulated by upscaling the L× L output from the encoder by 4 with zero-padding of 4
bits. Then, AWGN is applied to the signal with variance σ 2 = (1/Rγ ), where R is the
communication rate and γ is the SNR. At the receiving end, a camera captures the
LED array with dimension T × T such that T ≥ L. The captured image is then passed
to the decoding stage of the C-AE, in order to produce the estimate x̂. The detailed
structure of the proposed C-AE is given in Table 14.5. Keras with Tensorflow back-
end is used for the proposed C-AE implementation using a graphics processing unit
backend to perform a multistage training strategy. The C-AE is trained with a single
SNR value of 20 dB using the Adam optimizer algorithm and a learning rate of 0.001.
In order to achieve binary signaling, i.e., OOK, a parameterizable sigmoid activation
function using the Keras lambda layer with the function x = 1

1+e−δx is implemented.
Due to issues with exploding gradients when δ > 4, the network is trained until it
converges for δ = 1, 2, 3, 4 using an iterative process. Then, the trained weights are
fitted onto a network with δ= 1,000, which is feasible for OOK implementation. The
loss function is categorical cross-entropy, the optimum training occurs with batch
size=M , and the C-AE is trained for 100 epochs at each δ. Figure 14.27 shows the
normalized confusion matrices using 106 time-domain samples of OFDM symbols at
M = 16 and M = 64 for different SNR values during the testing stage. As shown in
Figure 14.27(a) and (b), when M = 16, samples are reconstructed with almost 100%
accuracy even at an SNR as low as 5 dB. On the other hand, at M = 64, the accuracy
is still maintained at SNR= 10 dB, giving about 99% accuracy. However, at an SNR
of 5 dB, accuracy drops to 60%.

In summary, applying DL in VLC is still in its primary stages and hence there is
still a great room for improvements. However, the preliminary results show that there
is a significant potential for applying DL in a multitude of applications, including
traditional VLC and OCC systems.

Table 14.5 Proposed network architecture

Encoder network Decoder network

Layer—activation Output dimension Layer—activation Output dimension

Dense—ReLU M × 1 Conv—ReLU T × T
Dense—ReLU 16L2 × 1 Max pooling T/2× T/2
Conv—ReLU 4L× 4L Conv—ReLU T/2× T/2
Max pooling 2L× 2L Max pooling T/4× T/4
Conv—ReLU 2L× 2L Dense—ReLU M × 1
Max pooling L× L Dense—Softmax M × 1
Conv—Sigmoid L× L
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14.4 Conclusion

The visible light spectrum is 1,000 times larger than the entire RF spectrum of
300 GHz, thus representing a high bandwidth medium. VLC is motivated by sev-
eral benefits, including license-free operation, minimal health concerns, and energy
efficiency. VLC has created a whole range of interesting applications in which dual
functionality of simultaneous illumination and data communication is provided. The
advancement in LED fabrication has resulted in producing high energy-efficient light
sources that can be adopted by VLC technology. As a result, communication can be
performed without any entailed energy cost as the cost has already been paid for
illumination. Nonetheless, there are a number of practical challenges to be addressed
before its widespread acceptance. Due to the potential synergy of lighting and com-
munication, it is unsurprising that VLC has been a subject of increasing interest
in academia and industry. In addition, there are standardization efforts in the IEEE
802.15.7 wireless personal area networks and 802.11 WLAN. This chapter discussed,
novel modulation techniques proposed in VLC, highlighting MCC and its lightweight
version. This chapter also discussed the state-of-the-art topics in VLC literature, such
as the coexistence of VLC with RF technology and the entailed challenge in design-
ing technology-independent techniques for hybrid networks. Augmented MIMO was
also discussed, and the spatial uniqueness problem in VLC was presented, with ASM
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introduced as a possible solution. The potential of adopting DL techniques in VLC
was explored, the end-to-end autoencoder design as a replacement for conventional
transceivers in VLC for applications with photodiode detection and OCCs was dis-
cussed. Future research inVLC is anticipated to continue the study of coexistence with
other technologies, multiuser access techniques, MIMO transmission, backscatter
communication, PHY security, and machine learning.
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Chapter 15

Conclusions and future developments
Himal A. Suraweera1, Jing Yang2,

Alessio Zappone3 and John S. Thompson4

This book has provided a thorough discussion of research trends in the field of energy-
efficient wireless systems and networks. Our treatment of this topic has been presented
in three main parts. The first part described new mathematical tools and concepts that
can be used to analyze communication systems in order that they can be configured
to operate in a very energy-efficient manner. The second part of this book moved on
to discuss how wireless devices and networks can be powered using either renewable
energy sources, such as wind or solar power, or even by energy harvesting, where
a radio receiver can exploit the energy available from the radio spectrum directly.
The final part of this book explores a number of promising new technologies for
energy-efficient operation, including concepts such as massive multiple input multiple
output (MIMO), interference cancellation approaches, and innovative visible light
communications.

Ever since the 3GPP standards body defined the first new radio release 15 in mid-
2018, the evolution of fifth-generation (5G) wireless technologies has progressed with
new opportunities to improve the energy efficiency [1]. In this concluding chapter,
we discuss some of them and take a look into several promising green solutions for
the realization of 5G phase II and beyond. These points are organized into two main
sections, dealing with “Flattening the Energy Curve to Support 5G Evolution” and
“Potential Solutions for a Green Future.”

15.1 Flattening the energy curve to support 5G evolution

5G has brought with it an increase in energy consumption due to the need to densify
the network, meet the rising traffic demands of end-users, and in the use of new

1Department of Electrical and Electronic Engineering, University of Peradeniya, Peradeniya, Sri Lanka
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high-frequency millimeter wave (mmWave) bands. As a result, operators are faced
with the challenge of improving the energy efficiency of 5G network deployment. In
order to meet energy efficiency targets, network should adopt the latest technology
solutions and operate the infrastructure intelligently.

A holistic approach for energy reduction considering the entire network will
yield significant energy savings. Traditionally, operators have focused on providing
capacity enhancements for hot spots, city centers, and populated urban areas. Traffic
volume carried in most real networks fluctuates from site to site, and it has been
observed that a small percentage of medium-to-high-capacity sites carry the signifi-
cant network traffic [2]. On the other hand, although a large percentage of sites carry
low traffic, they must remain active most of the time and thus waste large amounts of
energy. Clearly, there will be opportunities to improve the overall energy efficiency,
when such sites are also considered for energy optimization.

Softwarization and virtualization of resources in 5G will help to flatten the energy
curve. To this end, 5G network slicing technology allows operators to provide diverse
services by creating multiple logical networks with increased energy efficiency. Fur-
ther as 5G evolves, data analytics together with energy saving software will play a
key role in reducing the network energy consumption. For example, data analytics
is helpful to identify base station inactive periods. It is interesting to note that even
when there is no output power, most hardware components of a base station remain
operational to transmit synchronization and reference signals [3]. Therefore, when
there is no traffic, deep sleep modes are useful to lower the energy consumption.
Further, as temporal and spatial traffic variations occur during the day, software
can be used to switch off active hardware to promote energy sustainability. There is
also scope to reduce the signaling overhead so that base stations can go into pro-
long periods of sleep. Data analytics is also useful as a real-time assessment tool of
radio transceiver hardware performance. Hence, hardware anomalies that increase the
power consumption can be diagnosed or even predicted well in advance. Today, power
consumption in data centers is a major problem. A study published in [4] estimates
that in 2018, data center energy usage was 205 TWh of electricity or roughly 1%
of the world’s demand for electricity in that year. For a greener future, 5G operators
need to look for clean energy sources to run their data centers. As 5G evolves, it
is expected that more artificial intelligence (AI)-powered edge computing devices
will be deployed at the fringes of the network. However, training of AI models con-
sumes large amounts of power. In order to address this problem, it is worthwhile to
investigate on smart targeted data, new learning architectures, and low power custom
hardware.

Power amplifiers determine the power efficiency and battery lifetime of base
stations and mobile handsets. High-frequency mmWave power amplifiers required for
5G signal transmission are inefficient and pose a serious challenge for green operation.
The market of handset-dedicated power amplifiers at present are dominated by III–V
processes (such as Gallium Nitride or Gallium Arsenide) and these can also be used in
5G femtocell applications. Moreover, power amplifier integration on CMOS could be
beneficial for implementation in 5G macro cells [5]. In all cases, use of predistortion
can improve the power amplifier linearity.
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Newer 5G new radio releases are expected to address new verticals such
as massive industrial wireless sensor networks, intelligent transportation systems,
and vehicle-to-anything communications. The sensors in such applications will be
embedded everywhere and are further required to operate for years without battery
replacement. Such sensors can be powered by ambient energy sources such as solar,
wind, vibrations, or incoming radio signals similar to the passive RFID tags and
ambient backscattering systems discussed in Chapter 7 of this book. Another solution
to power these zero-energy devices is to adopt dedicated radio frequency beacons to
harvest sufficient amounts of energy. In addition, advancements in printed electronics
will allow miniaturization and embedding of simple tags almost into any surface or
packaging [6]. Finally, as the 5G ecosystem continues to expand and cover regions
such as oceans, sparsely populated remote areas of the earth and space. Networks
deployed in these environments would feature heterogeneous topologies, technolo-
gies, and devices coexisting together to provide connectivity and extend coverage.
It is important to consider green metrics and design principles for energy-efficient
implementation. On a parallel development, recently drone-based aerial communi-
cation for 3D coverage has received significant research interest [7]. 5G use cases
would benefit from drone deployment, for example, drones show promise in disaster
recovery situations, as aerial base stations or to handle increased traffic in hotspot
areas. However, limited available on-board power of drones reduces their usefulness
in many cases. As such, successful integration of 5G systems and drones will depend
on investigating solutions such as dynamic repositioning or design of energy aware
network optimization with drone base stations.

15.2 Potential solutions for a greener future

While 5G evolution continues to take place, research has already shifted toward the
initial design and development of the next generation of wireless communications.
As we move ahead into 6G [8], service providers are expected to further increase
the network capacity, extend coverage, and introduce different types of advanced use
cases. The following solutions are currently being studied for increasing the energy
efficiency of future wireless systems and networks.

AI-based energy-efficient design: AI is emerging as a promising technology to
enable the management of complex wireless networks in real time with limited com-
putational complexity [9]. The use of deep learning enables most of the processing
complexity to shift offline for training the neural network. The trained network can
then be used online, with a much lower complexity, to predict the best policy to follow.
AI-based techniques hold the promise to learn and dynamically adjust important sys-
tem and channel parameters for wireless transmission with minimal complexity. This
saves considerable energy that normally is used for overhead signaling and computa-
tions in the digital signal processor. On the other hand, training deep neural networks
is an energy-intensive process that requires a large amount of training data, and which
should be repeated when the wireless environment has significantly changed. Thus,
more research effort is needed to understand how deep learning methods perform
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in rapidly time-varying environments or to develop more efficient training methods
capable of operating with limited training data and low energy consumption. This is
also important to enable AI algorithms to run in low-cost devices with limited pro-
cessing capabilities, such as mobile terminal or Internet of Things sensors, which is
a key aspect to support the rise of truly self-organizing wireless networks.

Cell-free massive MIMO: Most centralized MIMO base stations are mounted
in towers and rooftops. Such installations are vulnerable to path loss blockage effects
and require transmissions at high power. An alternative solution would be to spread
antennas in the environment in order to create a distributed antenna system such as
cell-free massive MIMO setup [10]. In the cell-free massive MIMO architecture, a
particular user will be surrounded by several antennas and hence low power signals
can be used. However, antennas need to be connected with many meters of cables and
the complexity of controlling antennas in the network becomes high. One technology
to overcome this problem is Ericsson’s radio stripe that is a large-scale distributed,
serial, and integrated antenna system.

Reconfigurable intelligent surfaces (RISs): RISs are planar structures made
of several individually tunable elements, called meta-atoms or passive scatterers that
can be programmed and appropriately reconfigured to control the phase of the incom-
ing electromagnetic signal, by reflecting or refracting it toward specified locations.
Recently, RISs have emerged as a promising technique for future wireless networks
[11]. Together with the use of AI, they enable the concept of smart radio environ-
ments, wherein RISs are used to coat environmental objects that are present in the
propagation environments and are intelligently reconfigured to adapt to the temporal
evolution of the propagation channels. Being composed of elementary reflecting ele-
ments spaced at sub-wavelength distances over a sheet of special material known as
meta-material, RISs are not bound by conventional reflection and diffraction laws but
instead can modify the phase and direction of the radio wave impinging on them in a
fully customizable way. RISs can be deployed on the walls of buildings or can be used
to coat the environmental objects between the communicating devices, which effec-
tively makes the wireless channel a new variable to be optimized, besides the design
of the transmitters and receivers. Compared to traditional antenna arrays, RISs have
the advantage of granting a large amount of degrees of freedom to exploit, in a more
energy-efficient and cost-efficient way, being composed of cheap and nearly passive
reflecting elements. Preliminary results have shown that a RIS can be more energy-
efficient than traditional relaying schemes [12]. Further research in this direction is
required to shed light on the energy efficiency of RIS-based communications.

Combined communication, sensing, and localization: Beyond 5G systems are
expected to use new frequencies, including the sub-THz region of the radio spectrum.
Such frequencies are suitable for sensing of the wireless environment and obstacle
recognition [13]. For example, sensing can be performed so that the local propagation
environment of the users could be learnt and profiled in real time. Furthermore,
due to the high-rate 6G communication links, location information will be able to
rapidly distribute among sensing devices. In this way, there is a possibility to create
custom beams toward individual users to deliver a better performance with very high
energy efficiency. Sensing also allows localization through which energy-efficient
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solutions can be introduced. In cases where precise localization techniques are unable
to deploy, alternative solutions such as channel charting [14] will enable to obtain
pseudo-locations within the cell, thus ensuring beam space energy aware approaches
to be designed. 6G will present system designers with new opportunities to make
interpretations of the “context” and coupled with location information, such context-
aware applications can be made energy efficient through tailored algorithms and
intelligent transmission.

Seamless integration of satellite and terrestrial communications: Recently,
broadband satellite communications have gained renewed interest due to technological
advances and cost-effective manufacturing leading to new networks enabled by pri-
vate venture companies such as Starlink and OneWeb. The integration of satellite and
terrestrial communications can potentially transform the paradigm of next-generation
communications, leading to more energy and spectrum efficient solutions. For exam-
ple, the satellite can serve as the backhaul link for future terrestrial communication
systems operating in remote areas. With wide area coverage, the satellite backhaul
can broadcast or multicast by content groups of base stations, reducing the energy
consumption in multi-hop unicast terrestrial networks. Besides, satellites can also be
used for task off-loading from mobile users, which may significantly reduce latency
and improve the energy efficiency compared to the stand-alone 5G terrestrial network.
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