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Foreword

The book series Advances in Parallel Computing was launched in 1988. The first vol-

ume was published by Elsevier Science in September 1989. Until 2005 a total of four-

teen volumes were published. These  comprised conference and workshop proceedings 

as well as publications covering particular topics. 

Since the beginning of 2007 the publication of the book series is continued by IOS 

Press. The aims and scope remain as before. Thus the book series publishes material 

covering all aspects of parallel and high speed computing.  

Books published in the series can include material from conferences and work-

shops covering all aspects of parallel computing. This includes architectures, high 

speed networks, algorithms and software as well as any particular topics on high per-

formance processing to solve real-life problems in all areas, including scientific, engi-

neering and multidisciplinary applications.  

In order to maintain the high quality standard of the book series only refereed  

material is accepted for publication. 

Two new volumes have already been accepted and were completed during 2007. 

These will appear in print early in 2008. The original numbering of the series is contin-

ued, thus these volumes will be numbered 15 and 16 respectively.  

This sixteenth volume titled High Performance Computing and Grids in Action,

edited by Lucio Grandinetti, is an example of the high quality aimed at with the book 

series. The book comprises contributions by a number of the most well-known authors 

in the field of Grid computing and is a milestone publication in this field. 

Applications for the publication of material in Advances in Parallel Computing can 

be submitted to the Series Editor or IOS Press.  

Gerhard R. Joubert 

Series Editor 
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Editor’s Preface 

Advancement of Science and Technology and its impact on the real life applications  

is more and more strictly related to the progress and availability of high performance 

parallel computer systems and Grids, the novel networked infrastructures aimed to or-

ganize and optimize the use of a huge amount of distributed data processing and com-

puting resources. 

The book collects in four chapters a selection of papers presented at the 2006 In-

ternational Advanced Research Workshop on High Performance Computing and Grids 

in Cetraro, Italy; these papers are related to some fundamental advances in parallel 

computer systems and their future developments and to the establishment and evolution 

of Grids fundamentals, implementation, deployment. 

The aim is to cover different points of view in the field by actors playing different 

roles, to orchestrate and correlate their interconnection and coherence, and - above all - 

to show behaviours, impacts, performances of architectures, systems, services and or-

ganizations in action. 

Accordingly the expected audience would be broad, mainly made up by computer 

scientists, graduate students, post doc researchers, specialists of computing and data 

centers, computer engineers and architects, project leaders, information system plan-

ners, professional technologists. 

The book structure will help the reader to accomplish the objective mentioned 

above. An introductory monograph by I. Foster discusses the general and appealing 

issue on when and how to advance the state of the art in scientific software and infra-

structure. Chapters 1 and 2 deal with some fundamental topics on High Performance 

Computing and Grids. Chapter 3 surveys different aspects of Grid Computing use, in 

particular tools and services for making available and deployable grids. Chapter 4 deals 

with applications; these in general are an indispensable motivation for researching and 

developing new fields of science and related technologies. 

It is my pleasure thanking and acknowledging the contribution of many individuals 

that have made this book possible. 

Gerhard Joubert, the Editor of the IOS Press book series “Advances in Parallel 

Computing” which now includes this volume, for his support, encouragement and ad-

vice on editorial issues and for writing the Foreword. 

Jack Dongarra, Ian Foster, Geoffrey Fox, Miron Livny, among others, for advising 

on scientific issues before, during and after the workshop organization. 

My colleagues from the Center of Excellence on High Performance Computing 

and the Department of Electronics, Informatics and Systems at University of Calabria, 

Italy are thanked for their constructive comments. 

I feel indebted to Maria Teresa Guaglianone for her dedication in handling the 

book’s material and for keeping, nicely and effectively, relationships with the contrib-

uting Authors and the Publisher. 
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Finally, the support of Hewlett Packard towards the book publication is acknowl-

edged and in particular the persistent consideration and help given by Frank Baetke. 

Lucio Grandinetti 

Professor and Director 

Center of Excellence on 

High Performance Computing 

University of Calabria, Italy 
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Human-Machine Symbiosis, 50 Years On 
Ian FOSTER 
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Abstract. Licklider advocated in 1960 the construction of computers capable of 
working symbiotically with humans to address problems not easily addressed by 
humans working alone. Since that time, many of the advances that he envisioned 
have been achieved, yet the time spent by human problem solvers in mundane 
activities remains large. I propose here four areas in which improved tools can 
further advance the goal of enhancing human intellect: services, provenance, 
knowledge communities, and automation of problem-solving protocols. 

Keywords. Licklider, man-computer symbiosis, provenance, services 

Introduction 

In his classic 1960 paper, Man-Computer Symbiosis [22], L.C.R Licklider wrote of 
how monitoring his time spent at work led him to discover that: 

About 85 per cent of my “thinking” time was spent getting into a position to 
think, to make a decision, to learn something I needed to know. Much more 
time went into finding or obtaining information than into digesting it. Hours 
went into the plotting of graphs, and other hours into instructing an 
assistant how to plot. When the graphs were finished, the relations were 
obvious at once, but the plotting had to be done in order to make them so. 
At one point, it was necessary to compare six experimental determinations 
of a function relating speech-intelligibility to speech-to-noise ratio. No two 
experimenters had used the same definition or measure of speech-to-noise 
ratio. Several hours of calculating were required to get the data into 
comparable form. When they were in comparable form, it took only a few 
seconds to determine what I needed to know.  

Throughout the period I examined, in short, my “thinking” time was 
devoted mainly to activities that were essentially clerical or mechanical: 
searching, calculating, plotting, transforming, determining the logical or 
dynamic consequences of a set of assumptions or hypotheses, preparing the 
way for a decision or an insight. Moreover, my choices of what to attempt 
and what not to attempt were determined to an embarrassingly great extent 
by considerations of clerical feasibility, not intellectual capability.

These observations led him to advocate the use of computers to, in essence, 
“augment human intellect by freeing it from mundane tasks”—a goal that Doug 
Engelbart would soon also pursue, with great success [8]. 
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Almost 50 years later, we have personal computers, immensely powerful software, 
huge online databases [18], and a ubiquitous Internet (another Licklider idea [21]). Our 
intellect has indeed been augmented: we can, for example, perform computations and 
data comparisons in seconds that might have taken Licklider hours, days, or years. 

In other respects, however, the situation is less rosy. While we could probably 
process Licklider’s six speech datasets in seconds rather than hours, we will probably 
still struggle with incompatible formats, and may well be dealing with six million or 
even six billion objects. Meanwhile, while the advent of the Web has dramatically 
increased access to data, it can still be exceedingly difficult to discover relevant data 
and to make sense of that data once it is located. And as we automate various aspects of 
the problem solving process, other activities emerge as the time-consuming 
“mechanical” steps. For example, in biology, DNA microarrays allows ten of 
thousands of measurements to be performed in the time that a researcher might have 
previously taken to perform a single measurement [35]. However, the amount of time 
per day that a researcher spends in “mechanical” labor may be no less: experiments 
must still be set up, data collected and stored, results analyzed. In other words, there are 
still just as many opportunities to automate the routine and mechanical. 

This discussion emphasizes that as we near the 50th anniversary of Licklider’s 
paper, the need for man-computer symbiosis is no less urgent. However, we must 
demand far more from our computers than we did in 1960. 

In the spirit of celebrating Licklider’s legacy, I discuss here four related areas in 
which I believe significant progress can be made in further augmenting human intellect 
via the automation of the mundane and mechanical. 

First, I examine how service-oriented architectures can make powerful information 
tools available over the network, for discovery and use by both people and programs. 
By permitting distribution of function, “service oriented science” (SOS) systems can 
both greatly reduce barriers to accessing existing intellectual tools—and permit (via the 
creation of networks of interacting services) the creation of new tools. 

Second, I discuss how we can automate the documentation of data and 
computational results, so that users and programs alike can determine how much 
confidence to place in computational results. Such provenance mechanisms are an 
essential prerequisite to any serious attempt to realize SOS on a large scale. 

Third, I point out how technology can facilitate the construction of effective 
communities, and thus increase the scale at which SOS techniques are applied and 
sustained. 

Fourth and finally, I propose that the reach and impact of SOS, provenance, and 
community tools can be expanded by automating science protocols: extending the 
reach of automation to encompass not just simple computational tasks but also more 
complex procedures that may include experimental activities. 

None of this material is new or rigorous. Nor is my review of the state of the art 
anything more than suggestive. Nevertheless, I hope that this presentation spurs some 
thoughts in my readers on where and how to advance the state of the art in scientific 
software and infrastructure. 

1. Service Oriented Science 

Emerging “digital observatories” provide online access to hundreds of terabytes of data 
in dozens of archives, via uniform interfaces [39]. These systems allow astronomers to 
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pose and answer in seconds, and from their desk, questions that might previously have 
required years of observation in remote observatories. For example, astronomers can 
combine data from different archives to identify faint objects that are visible in the 
infrared spectrum but not the optical—so called brown dwarves [40].  

In order to build such systems, astronomers have defined conventions for 
describing the contents of data archives and for the messages used to request and 
receive data. Thus, clients can discover and access data from different sources without 
writing custom code for each specific data source. These conventions address both low-
level details of the format of the messages exchanged between clients and services and 
higher-level details concerning message contents. Web Services [5] specifications and 
software are widely used to address lower-level concerns; higher-level concerns tend to 
be addressed by more application-specific conventions, such as the VOTable 
specification [28]. 

Codified interfaces allow not only humans but also programs to access services. 
Indeed, it is arguably automated access by software programs that really makes such 
systems significant. In the time that a human takes to locate one useful piece of 
information, a program may access and integrate data from many sources and identify 
relationships that a human would never discover unaided. Thus, we can discover brown 
dwarves, integrate information automatically from genome and protein sequence 
databases to infer metabolic pathways [29], and search environmental data for extreme 
events. 

Not only data but also programs that operate on data can be encapsulated as 
services, as can sensors, numerical simulations, and programs that perform other 
computational tasks. Networks of such services can be constructed that perform 
complex computational activities with little or no human intervention. Systems that are 
thus structured in terms of communicating services are called service-oriented 
architectures. I use the term service-oriented science (SOS) [11] to refer to scientific 
research assisted or performed by such distributed networks of interoperating services.  

Many believe that SOS methods are vital for dealing with the rapidly growing 
volume of scientific data and the increasing complexity of scientific computing and 
research. In principle, SOS methods make it possible to decompose and distribute 
responsibility for complex tasks, so that many members of a community can participate 
in the construction of an eventual solution. 

The successful realization of SOS is not simply a question of using Web Services 
or similar technologies to encapsulate data and software. We also need: 

Resources (data, software, sensors, etc.) that are viewed as valuable by 
multiple people, and reward systems that motivate people to construct and 
operate services that provide access to those resources. These “reward 
systems” can range from payment to peer approval and professional 
advancement.  
Supporting software and services that allow clients to discover services, 
determine whether services meet their needs, and make sense of results 
returned by services. Depending on context, these mechanisms can range from 
simple natural language descriptions of service capabilities and contents to 
sophisticated metadata, constructed according to agreed-upon ontologies, 
describing contents, provenance, and accuracy [36]. In many cases, 
authentication, authorization, and management mechanisms and policies are 
also required to control who can access services. 
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The hardware infrastructure, operational support, and policies that allow 
services to be operated in a suitably convenient, reliable, secure, and 
performant manner, and that permit users to access services efficiently over 
local and wide area networks. 
A community of developers, operators, and users who have the technical 
expertise required to construct, operate, and use services. New approaches to 
education and training may be required to develop this community. 

Note that success in each area depends on both technological and sociological 
issues. Indeed, the nontechnical issue of incentives may be the most important of all. A 
scientist may work long hours in the pursuit of not only knowledge but also tenure, 
fame, and/or fortune. The same time spent developing a service may not be so 
rewarded. We need to change incentives and enable specialization so that being a 
service developer is as honorable as being an experimentalist or theorist. Intellectual 
property issues must also be addressed so that people feel comfortable making data 
available freely. It is perhaps not surprising that astronomy has led the way in putting 
data online, given that its data has no known commercial value [39]. 

1.1. Creating, Discovering, and Accessing Services 

For SOS to flourish, we need to kick start a virtuous cycle in which the following steps 
are performed repeatedly by many participants: 

Users discover interesting data and/or software services, and determine that 
they meet their purposes; 
They compose this service with others to create new capabilities; and 
They publish the resulting services for use by others (perhaps subject to access 
control). 

We can thus catalyze the creation of distributed networks of services, each 
constructed by a different individual or group, and each providing some original 
content and/or value-added product. 

The U.S. National Cancer Institute takes SOS seriously. Its caBIG project [34] 
(Figure 1) seeks to enable new approaches to cancer research and care by facilitating 
the sharing of data and software across the many cancer centers and related institutions. 
To this end, caBIG leaders have defined and implemented a comprehensive 
architecture that addresses every aspect of the service lifecycle, from authoring to 
publication, discovery, composition, and access. The resulting service oriented 
architecture builds on Web Services standards, vocabularies and ontologies developed 
within the medical community, and the Globus open source software [10]. 

Authoring is assisted by a tool called Introduce [17], which allows users to define 
stateful Globus-based services, specify deployment parameters, and specify access 
control policies for the new service. A complementary tool, the Remote Application 
Virtualization Environment (RAVE), builds on Introduce to allow for the wrapping of 
arbitrary applications as Web Services. Figure 2 shows the steps involved in Introduce-
RAVE service creation and deployment: 
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1. Using the RAVE-enhanced Introduce, the application service is defined in 
terms of its executable, the form of its input and output messages, its 
access control policies, and other metadata. 

2. The service code is generated and stored in a repository. 
3. The service is also registered in a service registry, so that users can 

discover its existence. 
4. When required (e.g., proactively, or in response to a user request), the 

service implementation is copied to an execution site … 
5. … and deployed. 

Once a service is deployed, users can then proceed to discover it and access it in 
the usual way: 

6. A user or program can discover the service’s existence … 
7. … and invoke it via conventional Web Services mechanisms. 

Of course, standard vocabularies are not always a prerequisite for automated 
analysis. To give one example, the GeneWays system mines the raw biological 
literature to identify experimentally derived relationships and to infer what credence to 
put in those relationships [33]. 

Figure 1: A caBIG deployment, showing data and compute services, portals, NCI infrastructure, and 
other components 

1.2. Hosting and Provisioning 

In order for this virtuous cycle to flourish, we must both minimize the costs of not 
only creating but also operating services and also make it possible to build services that 
can scale to meet application demands. Thus, we require efficient and convenient 
service hosting mechanisms. We take such mechanisms for granted when it comes to 
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Figure 2: Service creation and deployment steps 
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Web pages—few people run their own 
Web server nowadays—but they are still 
rare for services. These mechanisms 
should allow for the rapid and 
convenient deployment of new services, 
for the dynamic provisioning of services 
in response to changing demand, for 
access control, and for accounting and 
audit. 

Service deployment mechanisms 
need (in one way or another) to acquire 
required resources at a hosting site, 
configure those resources appropriately, 
install and configure service code, and 
initiate the service. Globus Toolkit 
support for these functions illustrates 
some of the different ways in which they 
can be achieved: 

Dynamic deployment of Java Web Services into an existing container allows 
for the rapid and lightweight creation of new services [31]. However, this 
approach only works for Java Web Services, and the Apache Axis container 
that Globus uses does not provide for resource management among different 
services running in the same container. 
The GRAM service provides for the dynamic instantiation, and subsequent 
monitoring and management, of arbitrary executable programs, which may 
themselves then operate as services [9]. GRAM is widely used for service 
deployment, for example when “gliding in” Condor, Sun Grid Engine [41], or 
Falkon agents. However, GRAM only provides limited control over how the 
computational resource is configured. 
The virtual workspace service [19] provides for the dynamic deployment, 
and subsequent monitoring and management, of arbitrary virtual machine 
(VM) images. A VM instance provides a high degree of control over 
execution environment and resource allocations, but is a more heavyweight 
construct than a process. 

Amazon’s Extensible Computing Cloud (EC2) is one of several providers 
operating on-demand computing resources. Like the virtual workspace service, it 
provides a Web Services interface for virtual machine deployment and management; 
however, it provides only simple security mechanisms. A workspace service interface 
to EC2 makes it easy for service creators to deploy services onto EC2 resources. 

Once a service is deployed, clients need to be able to monitor and manage its 
execution. They may also want to negotiate support for dynamic provisioning, i.e., for 
varying the resources allocated to a service in response to changing load. Services must 
often deal with data volumes, computational demands, and numbers of users beyond 
the capacity of a typical PC. Responding to a user request—or to the arrival of new 
data—can involve large amounts of computation. For example, the Argonne GNARE 
system searches periodically through DNA and protein databases for new and updated 
genomes and then computes and publishes derived values [37]. Analysis of a single 
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bacterial genome of 4,000 sequences by three bioinformatics tools (BLAST, PFAM, 
and BLOCKS) requires 12,000 steps, each taking on the order of 30 seconds of run 
time. GNARE is able to perform these tasks in a timely fashion only because it has 
access to distributed resources provided by two U.S. national-scale infrastructures, 
TeraGrid [7] and Open Science Grid [38]. 

Dynamic provisioning becomes increasingly important as data analysis tasks are 
increasingly automated. For example, it is improbable that even a tiny fraction of the 
perhaps 500,000 biologists worldwide will decide to access Genbank, GNARE, or any 
other service at the same time. However, it is quite conceivable that 50,000 “agents” 
operating on their behalf would do so—and that each such agent would generate 
thousands of requests.  

IBM’s Oceano project [4] pioneered important ideas in dynamic provisioning, 
which is now becoming quasi-mainstream in certain commercial sectors. In my group, 
we are applying dynamic provisioning to both individual scientific applications and to 
scientific workloads with time varying resource demands. Falkon [32] monitors 
application load and then uses GRAM commands to acquire and release resources. By 
varying resource acquisition and release policies, we can tradeoff responsiveness to 
user requests and total resource consumption. 

Finally, in a networked world, any useful service will become overloaded. Thus, 
we need to control who uses services and for what purposes. Particularly valuable 
services may become community resources requiring coordinated management. Grid 
architectures and software can play an important role [10]. We also need to be 
concerned with ensuring that SOS realize its promise of being a democratizing force, 
rather than increasing the gap between the “haves” and “have-nots.” 

2. Provenance

Progress in science depends on one researcher’s ability to build on the results of 
another. SOS can make it far easier, from a mechanical perspective, for researchers to 
do just this, by using service invocations to perform data access, comparison, and 
analysis tasks that might previously have required manual literature searches, analyses, 
or even experiments. However, the results of these activities are only useful when 
published if other researchers can determine how much credence to put in the results on 
which they build, and in turn convince their peers that their results are credible.  
       One approach to this problem emphasizes reputation as the primary basis for 
evaluating and enforcing quality [44]. If each published result is associated with an 
author, then others can judge whether to trust a result based on their prior experience 
with results published by that author—and the author, being concerned with their 
reputation, will seek to maximize quality. This process is, in essence, that followed 
with print publications today, with the rigor of the reviewing process in a particular 
journal or conference also playing a role. 

However, while reputation certainly has a role to play in trust, few researchers will 
be comfortable trusting a result on that sole basis. They will also want to see details on 
the method used to obtain a result. Such information can be used to determine whether 
a result can be trusted, can provide insights into when and where the result can be 
trusted, and can help guide new research. 

Such documentation corresponds, in a broad sense, to the “methods” section in 
experimental papers, which should in principle provide enough information to allow a 
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researcher to replicate an experiment. While that principle is perhaps honored more in 
the breach than in the observance, it is still a fundamental concept for science. 

Increased use of computational techniques introduces new challenges to the 
documentation of experimental procedures (e.g., what version of software was used? 
what parameters were set?), but also offers the potential for significant improvements 
in “reproducibility.” After all, while it may be impossible to capture the exact actions 
performed by an experimental scientist, the digital nature of computations means that it 
can be possible (in principle) to capture the exact sequence of computational steps 
performed during simulation or analysis. 

These observations have motivated growing interest in methods for recording the 
provenance of computational results. Initial work focused on databases [6, 43], but 
interest has broadened to encompass arbitrary computations [14, 23]. A series of 
workshops [24] have led to the formulation of a provenance challenge [25], in which 
many groups have participated. Approaches explored include the use of functional 
scripting languages to express application tasks [45], file system instrumentation [27], 
and the use of a general-purpose provenance store [23].  

3. Building Communities 

Research occurs within communities, and the formation and operation of communities 
can be enabled by appropriate technology. Thus, Bill Wulf introduced in 1993 the 
concept of the collaboratory: 

a center without walls, in which the nation’s researchers can perform their 
research without regard to geographical location—interacting with colleagues, 
accessing instrumentation, sharing data and computational resources, and 
accessing information in digital libraries [1]. 

Five years later, Carl Kesselman and I wrote that Grid technologies are concerned 
with: 

coordinated resource sharing and problem solving in dynamic, multi-institutional 
virtual organizations. The sharing that we are concerned with is not primarily file 
exchange but rather direct access to computers, software, data, and other 
resources, as is required by a range of collaborative problem-solving and resource 
brokering strategies emerging in industry, science, and engineering. This sharing 
is, necessarily, highly controlled, with resource providers and consumers defining 
clearly and carefully just what is shared, who is allowed to share, and the 
conditions under which sharing occurs. A set of individuals and/or institutions 
defined by such sharing rules form what we call a virtual organization (VO). [13] 

These two characterizations capture important aspects of the technology required 
to enable collaboration within distributed communities, emphasizing in particular the 
need for shared infrastructure, on-demand access, and mechanisms for controlling 
community membership and privileges. 

While great progress has been made in tools for forming and operating distributed 
scientific communities, many challenges remain. For example, mechanisms that work 
effectively for two or ten participants may not scale effectively to one thousand or one 
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million—not necessarily because implementations cannot handle the number of tasks, 
but because softer issues such as trust, shared vocabulary, and other implicit knowledge 
break down as communities extend beyond personal connections. 

One approach to solving some scaling problems is to build infrastructures that 
allow clients to associate arbitrary metadata (“assertions”) with data and services. 
Assuming that we can also determine whether such assertions can be trusted (perhaps 
on the basis of digital signatures, and/or yet other assertions), consumers can then make 
their own decisions concerning such properties as quality, provenance, and accuracy. 
Various popular systems demonstrate the advantages, costs, and pitfalls of different 
approaches to building such community knowledge bases: for example, the Wikipedia 
collaborative authoring system, the Flickr and Connotaea collaborative tagging systems 
[16], and game-based systems for improving tag quality [3]. 

4. Automating Protocols  

Science is not simply a matter of analyzing data or running simulations. Depending on 
context, it can involve planning and conducting experiments, collecting and analyzing 
data, deriving models from data, performing many different simulations to explore the 
implications of models, inferring new hypotheses from data, and planning new 
experiments. As the complexity of each of these steps increases, each becomes a 
candidate for automation. Thus, we encounter several related concerns: identifying 
what to automate, determining how to automate, and documenting automated 
procedures so that they can understood, validated, and replicated.  

In the natural sciences, a protocol is a: 

predefined written procedural method in the design and implementation of 
experiments [that] should establish standards that can be adequately assessed by 
peer review and provide for successful replication of results by others in the field 
[2].

These remarks were written in the context of procedures intended to be performed 
manually, albeit perhaps with the aid of automated equipment. However, they can also 
apply to procedures applied entirely by computers, in which case we may refer to an 
automated protocol.

Because automated protocols are performed by computers and without human 
intervention, they can operate far faster than manual protocols. Thus, it becomes 
increasingly important to document precisely what operations are performed. Arguably, 
the fact that operations are performed under computer control also makes it more 
feasible to describe the protocol’s operation, although as Muggleton [26] notes, “there 
is a severe danger that increases in speed and volume of data generation in science 
could lead to decreases in comprehension of the results.” 

Two areas in which automation has already had a major impact are data collection 
and integration [15]. In astronomy, automated sky surveys collect many terabytes of 
digital data per year, enabling new approaches to astronomy, as discussed above. In 
biology, the cost of DNA sequencing has reduced from around $10 per base pair in 
1990 to less than 1 cent per base pair today. Thus, it becomes possible to perform, for 
example, “genetic surveys” of many species, and integrate new data from different 
sources [29, 37]. 
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Sky surveys and genome sequencing both involve a comprehensive survey of an 
entire object (the sky or genome). In other cases, decision procedures are required to 
guide data collection, as when searching for transient events in astronomy or when 
exploring combinatorial spaces, such as the result of one (set of) experiment(s) helps 
guide the selection of the next. In that case, automated protocols can involve not only 
data collection and analysis but also the decision procedures used to operate 
experimental apparatus. In one suggestive project, King et al. [20] describe a “robot 
scientist” that uses automated mechanisms to identify experiments that can 
discriminate among competing hypotheses. They report that their best algorithm can 
outperform humans in terms of number of experiments required to achieve a given 
accuracy of prediction. Such algorithms may become a standard part of the scientist’s 
repertoire, and future papers may note that “we obtained these results using equipment 
X controlled by algorithm Y.” 

Technological improvements continue to reduce the cost and increase the speed of 
experimental apparatus. For example, microfluidic devices allow for cheaper and more 
easily automated laboratory experiments, by allowing the delivery of precise and 
minute quantities of experimental reagents. In an interesting twist, Prakash and 
Gershenfeld [30] describe how such apparatus can be controlled by embedded digital 
control, via what they call microfluidic bubble logic. Thus experimental protocols may 
extend to the configuration of multiple forms of digital and analog devices.  

5. Summary 

When Licklider expressed his vision of computer-human symbiosis, he was restating, 
in terms of the technology of his day, and with a particular focus on problem solving, 
Alfred Whitehead’s observation that: 

Civilization advances by extending the number of important operations which we 
can perform without thinking about them. [42] 

The computer has greatly expanded the number of operations that we can perform 
without thinking. However, as we have discussed in this paper, the number of 
operations that remain susceptible to automation remains large—indeed, is perhaps 
unbounded. 

In seeking further opportunities for optimization of human problem solving, we 
need to take a system-level [12] or end-to-end view, in which we study and seek 
opportunities for optimization in every aspect of the problem solving process, not only 
by the individual researcher or within an individual laboratory, but also within and 
across communities. For example, we may determine that (as I have argued here) 
service oriented architectures can be used to distribute and thus accelerate the processes 
of publishing, discovering, and accessing relevant data and software; that the encoding 
of provenance information can facilitate the reuse of computational resources; that 
software support for building communities can promote the collaborative development 
of knowledge; and that the representation as data objects of the protocols used to 
perform experiments, analyze data, construct simulations, test simulation codes, and so 
forth, can raise the level at which the results of thinking (“cognitive artifacts”) are 
reused. Many other opportunities can easily be identified. 
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In examining these issues, I have focused on the concerns of scientists and science. 
Scientists are certainly not alone in grappling with these issues. However, science is 
perhaps unique in the scope and scale of its problems and the subtlety of the questions 
that the methods discussed here can be used to answer. We may expect that methods 
developed for science can find application elsewhere, even as scientists look 
increasingly to computer science and information technology for tools that maximize 
the time that they spend thinking. 
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Abstract. By using a combination of 32-bit and 64-bit floating point arithmetic,
the performance of many dense and sparse linear algebra algorithms can be signif-
icantly enhanced while maintaining the 64-bit accuracy of the resulting solution.
The approach presented here can apply not only to conventional processors but also
to exotic technologies such as Field Programmable Gate Arrays (FPGA), Graphical
Processing Units (GPU), and the Cell BE processor. Results on modern processor
architectures and the Cell BE are presented.
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Introduction

In numerical computing, there is a fundamental performance advantage in using the sin-
gle precision, floating point data format over the double precision one. Due to more com-
pact representation, twice the number of single precision data elements can be stored
at each level of the memory hierarchy including the register file, the set of caches,
and the main memory. By the same token, handling single precision values consumes
less bandwidth between different memory levels and decreases the number of cache
and TLB misses. However, the data movement aspect affects mostly memory-intensive,
bandwidth-bound applications, historically have not drawn much attention to mixed pre-
cision algorithms.

In the past, the situation looked differently for computationally intensive workloads,
where the load was on the floating point processing units rather than the memory subsys-
tem, and so the single precision data motion advantages were for the most part irrelevant.
With the focus on double precision in the scientific computing, double precision execu-
tion units were fully pipelined and capable of completing at least one operation per clock
cycle. In fact, in many high performance processor designs single precision units were
eliminated in favor of emulating single precision operations using double precision cir-
cuitry. At the same time, a high degree of instruction level parallelism was being achieved
by introducing more functional units and relatively complex speculation mechanisms,
which did not necessarily guarantee full utilization of the hardware resources.
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Table 1. Floating point performance characteristics of individual cores of modern, multi-core processor
architectures.

Architecture Clock DP Peak SP Peak

[GHz] [Gflop/s] [Gflop/s]

AMD Opteron 246 2.0 4 8

IBM PowerPC 970 2.5 10 20

Intel Xeon 5100 3.0 12 24

STI Cell BE 3.2 1.81 25.6

That situation began to change with the widespread adoption of short vector, Single
Instruction Multiple Data (SIMD) processor extensions, which started appearing in the
mid 90s. An example of such extensions are the Intel MultiMedia eXtensions (MMX)
that were mostly meant to improve processor performance in Digital Signal Processing
(DSP) applications, graphics and computer games. Short vector, SIMD instructions are
a relatively cheap way of exploiting data level parallelism by applying the same opera-
tion to a vector of elements at once. It eliminates the hardware design complexity asso-
ciated with the bookkeeping involved in speculative execution. It also gives better guar-
antees for practically achievable performance than does runtime speculation, provided
that enough data parallelism exists in the computation. Most importantly, short vector,
SIMD processing provides the opportunity to benefit from replacing the double precision
arithmetic with the single precision one. Since the goal is to process the entire vector
in a single operation, the computation throughput doubles while the data storage space
halves.

Most processor architectures available today have been augmented, at some point,
in their design evolution with short vector, SIMD extensions. Examples include Stream-
ing SIMD Extensions (SSE) for the AMD and the Intel line of processors; Pow-
erPC’s Velocity Engine, AltiVec, and VMX; SPARC’s Visual Instruction Set (VIS); Al-
pha’s Motion Video Instructions (MVI); PA-RISC’s Multimedia Acceleration eXten-
sions (MAX); MIPS-3D Application Specific Extensions (ASP) and Digital Media Ex-
tensions (MDMX) and ARM’s NEON feature. The different architectures exhibit large
differences in their capabilities. The vector size is either 64 bits or, more commonly, 128
bits. The register file size ranges from just a few to as many as 256 registers. Some exten-
sions only support integer types while others operate on single precision, floating point
numbers, and yet others process double precision values.

Today, the Synergistic Processing Element (SPE) of the CELL processor can proba-
bly be considered the state of the art in short vector, SIMD processing. Possessing 128-
byte long registers and a fully pipelined fused, multiply-add instruction, it is capable of
completing as many as eight single precision, floating point operations each clock cycle.
When combined with the size of the register file of 128 registers, it is capable of deliver-
ing close to peak performance on many common computationally intensive workloads.

Table 1 shows the difference in peak performance between single precision (SP) and
double precision (DP) of four modern processor architectures. Following the recent trend
in chip design, all of the presented processors are multi-core architectures. However, to
avoid introducing the complexity of thread-level parallelization to the discussion, we will
mainly look at the performance of individual cores throughout the chapter. The goal here
is to focus on instruction-level parallelism exploited by short vector SIMD’zation.

1The DP unit is not fully pipelined, and has a 7 cycle latency.
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Although short vector, SIMD processors have been around for over a decade, the
concept of using those extensions to utilize the advantages of single precision perfor-
mance in scientific computing did not come to fruition until recently, due to the fact that
most scientific computing problems require double precision accuracy. It turns out, how-
ever, that for many problems in numerical computing, it is possible to exploit the speed
of single precision operations and resort to double precision calculations at few stages
of the algorithm to achieve full double precision accuracy of the result. The techniques
described here are fairly general and can be applied to a wide range of problems in lin-
ear algebra, such as solving linear systems of equations, least square problems, singular
value and eigenvalue problems. Here we are going to focus on solving linear systems of
equations, both dense and sparse, non-symmetric and symmetric, using direct methods,
as well as iterative, Krylov subspace methods.

In this paper, we are going to focus on solving linear systems of equations, non-
symmetric and symmetric, dense (Section 1) and sparse, using direct methods (Section
2), as well as iterative, Krylov subspace methods (Section 3).

1. Direct Methods for Solving Dense Systems

1.1. Algorithm

Iterative refinement is a well known method for improving the solution of a linear system
of equations of the form Ax = b [1]. The standard approach to the solution of dense
linear systems is to use the LU factorization by means of Gaussian elimination. First, the
coefficient matrix A is factorized into the product of a lower triangular matrix L and an
upper triangular matrix U using LU decomposition. Commonly, partial row pivoting is
used to improve numerical stability resulting in the factorization P A = LU , where P
is the row permutation matrix. The solution for the system is obtained by first solving
Ly = Pb (forward substitution) and then solving U x = y (back substitution). Due to
the round-off error, the computed solution x carries a numerical error magnified by the
condition number of the coefficient matrix A. In order to improve the computed solution,
an iterative refinement process is applied, which produces a correction to the computed
solution at each iteration, which then yields the basic iterative refinement algorithm (Al-
gorithm 1). As Demmel points out [2], the non-linearity of the round-off error makes
the iterative refinement process equivalent to the Newton’s method applied to the func-
tion f (x) = b − Ax . Provided that the system is not too ill-conditioned, the algorithm
produces a solution correct to the working precision. Iterative refinement is a fairly well
understood concept and was analyzed by Wilkinson [3], Moler [4] and Stewart [1].

The algorithm can be modified to use a mixed precision approach. The factorization
P A = LU and the solution of the triangular systems Ly = Pb and U x = y are com-
puted using single precision arithmetic. The residual calculation and the update of the so-
lution are computed using double precision arithmetic and the original double precision
coefficients. The most computationally expensive operations, including the factorization
of the coefficient matrix A and the forward and backward substitution, are performed
using single precision arithmetic and take advantage of its higher speed. The only opera-
tions that must be executed in double precision are the residual calculation and the update
of the solution. It can be observed, that all operations of O(n3) computational complex-
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Algorithm 1 The iterative refinement method for the solution of linear systems

1: x0 ← A−1b
2: k = 1
3: repeat
4: rk ← b − Axk−1
5: zk ← A−1rk

6: xk ← xk−1 + zk

7: k ← k + 1
8: until convergence

ity are handled in single precision, and all operations performed in double precision are
of at most O(n2) complexity. The coefficient matrix A is converted to single precision
for the LU factorization and the resulting factors are also stored in single precision. At
the same time, the original matrix in double precision must be preserved for the residual
calculation. The mixed precision, iterative refinement algorithm is outlined in Algorithm
2; the (32) subscript means that the data is stored in 32-bit format (i.e., single precision)
and the absence of any subscript means that the data is stored in 64-bit format (i.e., dou-
ble precision). Implementation of the algorithm is provided in the LAPACK package by
the routine DSGESV.

Algorithm 2 Solution of a linear system of equations using mixed precision, iterative
refinement. (SGETRF and SGETRS are names of LAPACK routines).

A(32), b(32) ← A, b
L(32), U(32), P(32) ← SGETRF(A(32))

x (1)
(32) ← SGETRS(L(32), U(32), P(32), b(32))

x (1) ← x (1)
(32)

i ← 0
repeat

i ← i + 1
r (i) ← b − Ax (i)

r (i)
(32) ← r (i)

z(i)
(32) ← SGETRS(L(32), U(32), P(32), r (i)

(32))

z(i) ← z(i)
(32)

x (i+1) ← x (i) + z(i)

until x (i) is accurate enough

Higham [5] gives error bounds for the single and double precision, iterative refine-
ment algorithm when the entire algorithm is implemented with the same precision (single
or double, respectively). He also gives error bounds in single precision arithmetic, with
refinement performed in double precision arithmetic [5]. The error analysis in double
precision, for our mixed precision algorithm (Algorithm 2), is given by Langou et al. [6].

The same technique can be applied to the case of symmetric, positive definite prob-
lems. Here, Cholesky factorization (LAPACK’s SPOTRF routine) can be used in place of
LU factorization (SGETRF), and a symmetric back solve routine (SPOTRS) can be used
in place of the routine for the general (non-symmetric) case (SGETRS). Also, the matrix-
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Table 2. Hardware and software details of the systems used for performance experiments.

Architecture Clock Memory BLAS Compiler

[GHz] [MB]

AMD Opteron 246 2.0 2048 Goto-1.13 Intel-9.1

IBM PowerPC 970 2.5 2048 Goto-1.13 IBM-8.1

Intel Xeon 5100 3.0 4096 Goto-1.13 Intel-9.1

STI Cell BE 3.2 512 – Cell SDK-1.1

vector product Ax can be implemented by the BLAS’ DSYMV routine, or DSYMM for
multiple right hand sides, instead of the DGEMV and DGEMM routines for the non-
symmetric case. The mixed precision algorithm for the symmetric, positive definite case
is presented by Algorithm 2. Implementation of the algorithm is provided in the LA-
PACK package by the routine DSPOSV.

Algorithm 3 Solution of a symmetric positive definite system of linear equations using
mixed precision, iterative refinement. (SPOTRF and SPOTRS are names of LAPACK
routines).

A(32), b(32) ← A, b
L(32), LT

(32) ←SPOTRF(A(32))

x (1)
(32) ←SPOTRS(L(32), LT

(32), b(32))

x (1) ← x (1)
(32)

i ← 0
repeat

i ← i + 1
r (i) ← b − Ax (i)

r (i)
(32) ← r (i)

z(i)
(32) ←SPOTRS(L(32), LT

(32), r (i)
(32))

z(i) ← z(i)
(32)

x (i+1) ← x (i) + z(i)

until x (i) is accurate enough

1.2. Experimental Results and Discussion

To collect performance results for the Xeon, Opteron and PowePC architectures, the
LAPACK iterative refinement routines DSGESV and DSPOSV were used, for the non-
symmetric and symmetric cases, respectively. The routines implement classic, blocked
versions of the matrix factorizations and rely on the layer of Basic Linear Algebra Sub-
routines (BLAS) for architecture specific optimizations to deliver performance close to
the peak. As mentioned before, in order to simplify the discussion and leave out the as-
pect of parallelization, we have decided to look at the performance of individual cores
on the multi-core architectures.

Figures 1-8 show the performance of the single-core serial implementations of Al-
gorithm 2 and Algorithm 3 on the architectures in Table 2.

These figures show that the mixed precision, iterative refinement method can run
very close to the speed of the full single precision solver while delivering the same ac-
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curacy as the full double precision one. On the AMD Opteron, Intel Woodcrest and IBM
PowerPC architectures (see Figures 1- 6), the mixed precision, iterative solver can pro-
vide a speedup of up to 1.8 for the unsymmetric solver and 1.5 for the symmetric one, if
the problem size is big enough. For small problem sizes, in fact, the cost of even a few
iterative refinement iterations is high compared to the cost of the factorization and thus,
the mixed precision, iterative solver is less efficient than the full double precision one.

For the Cell processor (see Figures 7 and 8), parallel implementations of Algo-
rithms 2 and 3 have been produced in order to exploit the full computational power of the
processor. Due to the large difference between the single precision and double precision
floating point units (see Table 1), the mixed precision solver performs up to 7× and 11×
faster than the double precision peak in the unsymmetric and symmetric, positive definite
cases respectively. Implementation details for this case can be found in [7, 8].
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Figure 1. Performance of mixed precision, iterative refinement for unsymmetric problems on Intel Woodcrest.

2. Direct Methods for Solving Sparse Systems

2.1. Algorithm

The mixed precision, iterative refinement methods apply to sparse operations as well as
to dense operations. In fact, even for sparse computations, single precision operations are
performed at a higher rate than double precision ones. The reason for this difference is
different than in the dense case. As already pointed out, in the dense case the difference is
due to the fact that vector units in the processors can exploit a higher level of parallelism
in the single precision computations than in the double precision ones.

Sparse computations are very difficult to vectorize due to their nature (mostly be-
cause of the very irregular memory access patterns and because of the heavy use of in-
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Figure 2. Performance of mixed precision, iterative refinement for symmetric, positive definite problems on
Intel Woodcrest.
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Figure 3. Performance of mixed precision, iterative refinement for unsymmetric problems on AMD
Opteron246.

direct addressing). Even in the case where they can be vectorized, this optimization does
not have a significant effect on performance because sparse operations are inherently
memory bound, which means that the number crunching phase is much cheaper than the
cpu-memory communication phase. Despite all this, single precision computations can
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Figure 4. Performance of mixed precision, iterative refinement for symmetric, positive definite problems on
AMD Opteron246.
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Figure 5. Performance of mixed precision, iterative refinement for unsymmetric problems on IBM PowerPC
970.

be performed at a speed that is up to 2× as fast as in double precision, since the amount
of data that is moved through the memory bus is halved. The mixed precision, iterative
refinement technique is thus applicable to the solution of sparse linear systems, which is
commonly achieved with either direct of iterative methods.
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Figure 6. Performance of mixed precision, iterative refinement for symmetric, positive definite problems on
IBM PowerPC 970.
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Figure 7. Performance of mixed precision, iterative refinement for unsymmetric problems on CELL Broad-
band Engine.

Most sparse direct methods for solving linear systems of equations are variants of
either multifrontal [9] or supernodal [10] factorization approaches. Here, we focus only
on multifrontal methods. For results on supernodal solvers see [11]. There are a number
of freely available packages that implement multifrontal methods. We have chosen for
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Figure 8. Performance of mixed precision, iterative refinement for symmetric, positive definite problems on
CELL Broadband Engine.

our tests the software package called MUMPS [12–14]. The main reason for selecting
this software is that it is implemented in both single and double precision, which is not
the case for other freely available multifrontal solvers such as UMFPACK [15–17].

Using the MUMPS package for solving systems of linear equations can be described
in three distinct steps:

1. System Analysis: in this phase the system sparsity structure is analyzed in order
to estimate the element fill-in, which provides an estimate of the memory that
will be allocated in the following steps. Also, pivoting is performed based on
the structure of A + AT , ignoring numerical values. Only integer operations are
performed at this step.

2. Matrix Factorization: in this phase the P A = LU factorization is performed.
This is the computationally most expensive step of the system solution.

3. System Solution: the system is solved in two steps: Ly = Pb and U x = y.

Once steps 1 and 2 are performed, each iteration of the refinement loop needs only
to perform the system solution (i.e., step 3). The cost of the iterative refinement steps is
lower than the advantage obtained by performing the system solution in single precision
if the number of iterations is limited. The implementation of a mixed precision, iterative
refinement method with the MUMPS package can thus be summarized as in algorithm 4.

At the end of each line of the algorithm, we indicate the precision used to perform
this operation as either εs , for single precision computation, or εd , for double precision
computation. Based on backward stability analysis, the solution x can be considered as
accurate as the double precision one when

‖b − Ax‖2 ≤ ‖x‖2 · ‖A‖ f ro · ε · √
n
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Algorithm 4 Mixed precision, Iterative Refinement with the MUMPS package

1: system analysis
2: LU← P A (εs)
3: solve Ly = Pb (εs)
4: solve U x0 = y (εs)

k ← 1
5: until convergence do:
6: rk ← b − Axk−1 (εd )
7: solve Ly = Prk (εs)
8: solve Uzk = y (εs)
9: xk ← xk−1 + zk (εd )

k ← k + 1
10: done

where ‖ · ‖ f ro is the Frobenius norm. The iterative method is stopped when the double
precision accuracy is achieved or a maximum number of iterations is reached.

2.2. Experimental Results and Discussion

The method in Algorithm 4 can offer significant improvements for the solution of a
sparse linear system in many cases if:

1. the number of iterations is not too high.
2. the cost of each iteration is small as compared to the cost of the system factoriza-

tion. If the cost of each iteration is too high, then a low number of iterations will
result in a performance loss with respect to the full double precision solver. In
the sparse case, for a fixed matrix size, both the cost of the system factorization
and the cost of the iterative refinement step may substantially vary depending on
the number of nonzeroes and the matrix sparsity structure.

The efficiency of the mixed precision, iterative refinement approach on sparse direct
solvers is shown in Figures 9, 10 and 11. These figures report the performance ratio be-
tween the full single precision and full double precision solvers (light colored bars) and
the mixed precision and full-double precision solvers (dark colored bars) for six matri-
ces from real world applications. The number on top of each bar shows how many itera-
tions are performed by the mixed precision, iterative method to achieve double precision
accuracy.

The data in Figures 9, 10 and 11 have been measured using the architectures listed
in Table 1 (except for the Cell processor) on a number of matrices from real world ap-
plications. These matrices are reported in Table 3 and are grouped into symmetric and
unsymmetric ones because the MUMPS package uses different numerical methods for
these two classes of matrices.

3. Iterative Methods for Solving Sparse Systems

Direct sparse methods suffer from fill-ins and, consequently, high memory requirements
as well as extended execution time. There are various reordering techniques designed to
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Figure 9. Mixed precision, iterative refinement with the MUMPS direct solver on an Intel Woodcrest 3.0 GHz
system.
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Figure 10. Mixed precision, iterative refinement with the MUMPS direct solver on an AMD Opteron 246 2.0
GHz system.

minimize the amount of fill-ins. Nevertheless, for problems of increasing size, there is a
point where they become prohibitively high and direct sparse methods are no longer fea-
sible. Iterative methods are a remedy, since only a few working vectors and the primary
data are required [18, 19].
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Figure 11. Mixed precision, iterative refinement with the MUMPS direct solver on an IBM PowerPC 970 2.5
GHz system.

Table 3. Test matrices for sparse mixed precision, iterative refinement solution methods.

num. Matrix Size Nonzeroes symm. pos. def. Cond. Numb.

1 SiO 33401 1317655 yes no O(103)

2 Lin 25600 1766400 yes no O(105)

3 c-71 76638 859554 yes no O(10)

4 cage-11 39082 559722 no no O(1)

5 raefsky3 21200 1488768 no no O(10)

6 poisson3Db 85623 2374949 no no O(103)

As an example, let us first consider the iterative refinement itself, described in Algo-
rithm 1 as

xi+1 = xi + M(b − Axi), (1)

where M is (LU)−1 P . Iterative methods of this form (i.e. where M does not depend on
the iteration number i ) are also known as stationary. Matrix M can be as simple as a
scalar value (the method then becomes a modified Richardson iteration) or as complex
as (LU)−1 P . In either case, M is called a preconditioner. It should approximate A−1,
and the quality of the approximation determines the convergence properties of (1). In
general, a preconditioner is intended to improve the robustness and the efficiency of the
iterative algorithms. Note that (1) can also be interpreted as a Richardson iteration in
solving M Ax = Mb (called left preconditioning). Another possibility, which we will use
in the mixed precision, iterative methods to be described later, is to have right precondi-
tioning, where the original problem Ax = b is transformed into a problem of solving

AMu = b, x = Mu
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iteratively. Related to the overall efficiency, M needs to be easy to compute, apply, and
store. Note that these requirements were addressed in the mixed precision methods above
by replacing M (coming from LU factorization of A followed by matrix inversion), with
its single precision representation so that arithmetic operations can be performed more
efficiently on it. Here, we go two steps further: we consider replacing not only M by an
inner loop of incomplete iterative solver performed in single precision arithmetic [20] ,
but also the outer loop by more sophisticated iterative methods (e.g., Krylov type).

3.1. Mixed Precision, Inner-Outer Iterative Solvers

Note that replacing M by an iterative method leads to nesting of two iterative methods.
Variations of this type of nesting, also known in the literature as an inner-outer iteration,
have been studied, both theoretically and computationally [21–27]. The general appeal
of these methods is that computational speedup is possible when the inner solver uses an
approximation of the original matrix A that is also faster to apply (e.g., in our case, using
single precision arithmetic). Moreover, even if no faster matrix-vector product is avail-
able, speedup can often be observed due to improved convergence (e.g., see [23], where
Simoncini and Szyld explain the possible benefits of FGMRES-GMRES over restarted
GMRES).

To illustrate the above concepts, we demonstrate the ideas with a mixed precision,
inner-outer iterative solver that is based on the restarted Generalized Minimal RESid-
ual (GMRES) method. Namely, consider Algorithm 5, where for the outer loop we take
the flexible GMRES (FGMRES [19, 22]) and for the inner loop the GMRES in single
precision arithmetic (denoted by GMRESS P). FGMRES, a minor modification to the
standard GMRES, is meant to accommodate non-constant preconditioners. Note that in
our case, this non-constant preconditioner is GMRESS P . The resulting method is de-
noted by FGMRES(mout )-GMRESS P(min) where min is the restart for the inner loop
and mout for the outer FGMRES.

The potential benefits of FGMRES compared to GMRES are becoming better un-
derstood [23]. Numerical experiments confirm cases of improvements in speed, robust-
ness, and sometimes memory requirements for these methods. For example, we show a
maximum speedup of close to 15 on the selected test problems. The memory require-
ments for the method are the matrix A in CRS format, the nonzero matrix coefficients
in single precision, 2 mout number of vectors in double precision, and min number of
vectors in single precision.

The Generalized Conjugate Residuals (GCR) method [26, 28] is comparable to the
FGMRES and can replace it successfully as the outer iterative solver.

3.2. Numerical Performance

Similar to the case of sparse direct solvers, we demonstrate the numerical performance
of Algorithm 5 on the architectures from Table 1 and on the matrices from Table 3.

Figure 12 shows the performance ratio of the mixed precision, inner-outer FGMRES-
GMRESS P vs. the full, double precision, inner-outer FGMRES-GMRESD P , i.e., here
we compare two inner-outer algorithms that do the same, with the only difference being
that their inner loop’s incomplete solvers are performed in correspondingly single and
double precision arithmetic.
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Algorithm 5 Mixed precision, inner-outer FGMRES(mout )-GMRESS P(min)
1: for i = 0, 1, ... do
2: r = b − Axi

3: β = h1,0 = ||r ||2
4: check convergence and exit if done
5: for k = 1, . . . , mout do
6: vk = r / hk,k−1
7: One cycle of GMRESS P(min) in solving Azk = vk , initial guess zk = 0
8: r = A zk

9: for j=1,. . . ,k do
10: h j,k = r T v j

11: r = r − h j,k v j

12: end for
13: hk+1,k = ||r ||2
14: if hk+1,k is small enough then break
15: end for
16: // Define Zk = z1, . . . , zk, Hk = {hi, j }1≤i≤k+1,1≤ j≤k

17: Find Wk = w1, . . . , wk
T that minimizes ||b − A(xi + Zk Wk)||2

18: // note: or equivalently, find Wk that minimizes ||βe1 − Hk Wk ||2
19: xi+1 = xi + Zk Wk

20: end for

1 2 3 4 5 6
0

0.5

1

1.5

2

2.5

matrix number

sp
ee

du
p

GMRES SP−DP/DP−DP

Intel Woodcrest 3.0 GHz
AMD Opteron 246 2.0 GHz
IBM PowerPC 970 2.5 GHz

Figure 12. Mixed precision, iterative refinement with FGMRES-GMRESS P from Algorithm 5 vs. DP
FGMRES-GMRESD P .

Figure 13 shows the performance ratio of the mixed precision, inner-outer FGMRES-
GMRESS P vs. double precision GMRES. This is an experiment that shows that inner-
outer type iterative methods may be very competitive compared to their original counter-
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Figure 13. Mixed precision, iterative refinement with FGMRES-GMRESS P from Algorithm 5 vs full double
precision FGMRES-GMRESD P .

parts. For example, we observe a speedup for matrix #4 of up to 15 which is mostly due
to an improved convergence of the inner-outer GMRES vs. GMRES (e.g., about 9.86 of
the 15-fold speedup for matrix # 4 on the IBM PowerPC architecture is due to improved
convergence). The portion of the 15-fold speedup that is due exclusively to single vs.
double precision arithmetic can be seen in Figure 12 (about 1.5 for the IBM PowerPC).

4. Conclusions

The algorithms presented focus solely on two precisions: single and double. We see them
however in a broader context of higher and lower precision where, for example, a GPU
performs computationally intensive operations in its native 16-bit arithmetic, and conse-
quently the solution is refined using 128-bit arithmetic emulated in software (if neces-
sary). As mentioned before, the limiting factor is conditioning of the system matrix. In
fact, an estimate (up to the order of magnitude) of the condition number (often available
from previous runs or the physical problem properties) may become an input parame-
ter to an adaptive algorithm that attempts to utilize the fastest hardware available, if its
limited precision can guarantee convergence. Also, the methods for sparse eigenvalue
problems that result in Lanczos and Arnoldi algorithms are amenable to our techniques,
and we would like to study their theoretical and practical challenges.

It should be noted that this process can be applied whenever a Newton or "Newton-
like" method is used. That is, whenever we are computing a correction to the solution as
in

xi+1 = xi − f (xi )

f ′(xi )
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or

xi+1 − xi = − f (xi )

f ′(xi )

this approach can be used. We see solving optimization problems as a natural fit.
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A Model for the Design and Programming 
of Multi-cores 
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Abstract. This paper describes a machine/programming model for the era of 
multi-core chips. It is derived from the sequential model but replaces sequential 
composition with concurrent composition at all levels in the program except at the 
level where the compiler is able to make deterministic decisions on scheduling 
instructions. These residual sequences of instructions are called microthreads and 
they are small code fragments that have blocking semantics. Dependencies that 
would normally be captured by sequential programming are captured in this model 
using dataflow synchronisation on variables in the contexts of these microthreads. 
The resulting model provides a foundation for significant advances in computer 
architecture as well as operating systems and compiler development. The paper 
takes a high-level perspective on the field of asynchronous distributed systems and 
comes to the conclusion that dynamic and concurrent models are the only viable 
solution but that these should not necessarily be visible to the users of the system. 

Keywords. Programming models, Concurrency, Multi-cores 

Introduction 

This paper presents the results of more than ten years of research that started in the mid 
1990s and whose goal has been to produce an architectural model that can provide 
solutions for effectively programming distributed multiprocessor systems. Initially, the 
goal was to support a programming model based on the data-parallel abstraction [1,2]. 
Today, the goal posts have moved and our aim is to support the programming of 
distributed multiprocessor systems using sequential languages, while also supporting 
other forms of concurrent software engineering, such as data-parallel, streaming and 
threaded, etc. The architectural landscape has also changed and a whole new generation 
of engineers and scientists are tackling the challenges of a new era of multi-core chips. 
The fact is however, that the problems remain unchanged, at least in principal issues, 
with only a minor shift in a few of the underlying parameters. 

The work described here offers systematic solutions that can be applied across 
design spaces represented by large parametric ranges. This makes it applicable both to 
multi-cores as well as to so-called Grids. Indeed, in reflection on the period described 
above, one could argue that it is the Grid bandwagon, an utterly pragmatic diversion of 
resources that has been responsible for the lack of funding in systematic research in the 
general area of concurrent computing.  

Systematic solutions, that span the entire range parameters from multi-cores to 
distributed systems, are rooted in the design of processor architectures that are both 
efficient and can tolerate a large latency in responding to external events, such as 
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accessing distributed memory or in the communication between distributed processes 
or threads. To achieve this requires the asynchronous scheduling of some unit of 
concurrency so that the processor is able to dynamically schedule work in order to hide 
latency.  This use of concurrency to hide latency is called parallel slackness [3] and the 
concept predates this reference by probably another decade. 

The first direction our work has focused on was therefore in reducing latency in 
communication [4], as there is always a cost in supporting parallel slackness. To 
increase the amount of latency that can be tolerated means providing additional 
synchronising memory for scheduling the units of concurrency. The more latency to be 
tolerated the more synchronising memory is required for a given granularity. 
Synchronising memory in its most general form detects an enabling event (e.g. arrival 
of remote data) and schedules the unit of concurrency dependent on it. 

The second research direction was in being able to manage the finest level of 
granularity in terms of the frequency and size of the unit of concurrency that was 
scheduled, as this also has an impact on efficiency and can be best explained by 
analogy. Were scheduling to use regular units of concurrency with statically known 
parameters, we could use the analogy of building a wall. Whatever the size of brick, 
our wall would always contain the same amount of matter as we can arrange regular 
units without any gaps (this analogy ignores the mortar). However, scheduling is 
dynamic and the units of concurrency are irregular. A better analogy therefore, is a 
bucket of sand vs. a bucket of stones. Because they are irregular, the larger the unit, the 
less matter can we pack into a bucket.  

This led us to look at instruction-level scheduling of small units of concurrency 
and resulted in a proposal for a dynamically scheduled RISC processor [5]. This model 
of scheduling microthreads in a DRISC processor has been developed over the 
intervening years and the recent resurgence of interest in architecture has accelerated 
these results following the rather sudden and recent realisation that superscalar 
architectures must give way to multi-cores. The result for us is a machine/programming 
model that gives all of the advantages of our current sequential one, yet can be used to 
program multi-cores through to the end of silicon scaling with similar properties in 
terms of binary-code compatibility. 

1. Influences on this work 

There are a number of significant results that have influenced this work. By far the 
earliest of these was the pioneering work by Burton Smith. A number of processors he 
designed have successfully managed units of concurrency at the instruction-level. 
These included the Delencor HEP [6] in the early 1980s, the Horizon, and culminated 
in the Tera architecture [7].

The HEP supported multiple blocking processes interleaved on a cycle-by-cycle 
basis in an eight-stage pipeline. This required at least eight active processes to keep the 
pipeline full. The HEP used parallel slackness to tolerate latency in accessing its 
distributed memory, by using a queue of suspended processes that were rescheduled by 
the arrival of data or a write acknowledgment from memory. The concurrency required 
in a single processor for accessing memory was estimated to be about 20 processes per 
processor for a 4-processor system [6].  The HEP supported synchronisation between 
processes by adding full-empty bits to data in memory, so that a read to an empty 
location or a write to a full location would suspend the process until the operation 
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completed. By providing both normal and blocking operations to memory, various 
programming models could be supported. Delencor exposed this model in HEP-
FORTRAN, which added asynchronous variables, which defined synchronisation 
between processes, and a CREATE construct that was used for creating processes and 
which mapped onto the machine instruction that implemented it. 

The Tera, which later became the basis for Cray’s MTA product (The Tera 
Computer Company bought the remains of the Cray Research division of Silicon 
Graphics in 2000 and renamed itself Cray Inc.) incrementally improved on the earlier 
architectures.  It could support up to 512 processors and a similar number of I/O and 
cache processors connected by a sparse 4096-node indirect network implemented as a 
three-dimensional torroid. Memory was randomised and with the larger number of 
processors, the latency of memory access in Tera increased to around 70 processor 
cycles on average [7].  Tera also supported  the issue of multiple instructions from a 
single instruction stream reducing the number of threads required to tolerate the latency 
by  allowing the compiler to statically schedule instructions with known delays. Tera 
processors still supported 128 streams each with 32 GP registers and 8 branch target 
registers per stream, giving 4096 GP registers and 1024 target registers per processor. 
Given that Tera had a mildly wide instruction issue (3 operations per cycle), the 4096 
by 9-port GP register file would have been a major implementation issue. 

Both HEP and Tera were significant architectural achievements but neither was a 
commercial success. The problem in both cases was twofold. Firstly Delencore forced 
a new programming model on the user, when at the same time, vector supercomputers 
could be programmed using a sequential model, even though code had to be tweaked in 
order to obtain optimal performance. The advantage of the vector platform was that 
reasonable performance could be obtained immediately and then by incrementally 
transforming the code, the vectorising compiler could begin to approach the peak 
performance. With HEP it was parallel or nothing, as sequential code ran at 1/8th of a 
single processor’s peak performance. This fact was exacerbated by the technology 
used, for example, GaAs logic was used in implementing the HEP, which although 
fast, was only implemented in small scale integration leading to cost and reliability 
problems. Only in 1999 did Tera switch to CMOS technology. Indeed, technology 
seems to have a history of killing off innovative computer solutions, as it was also 
partly responsible for the demise of the next milestone in this area, the transputer. 

The transputer [8] was developed by INMOS and, like the HEP and Tera, 
supported multiple processes explicitly at the ISA level. In the transputer, concurrency 
was supported by two instructions in its ISA to start and end a process, as well as the 
implementation of a read and write instruction on a channel, which could be 
virtualised. Whereas the HEP supported parallel slackness and scheduling through 
instructions reading and writing memory, the transputer supported it by reading and 
writing a channel. Virtualisation was introduced using a static, link-time mapping of 
processes to processors. If communicating processes are mapped to the same processor, 
the communication channel is implemented by a memory word rather than a physical 
link (each transputer had only four physical links).  Communication over channels was 
implemented by two further instructions that implicitly managed scheduling and 
process suspension was achieved by holding the suspended process identifier in the 
channel word. Channels therefore provided synchronising communication between 
processes implemented in a CSP style of programming defined by a language called 
occam [9].
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Similar work was also undertaken in the dataflow community, especially work by 
Papadopoulos and Culler on the Monsoon architecture [14], which had many 
similarities with the work by Burton Smith. The difference between their work was that 
in Monsoon, programs were implemented in the context of dataflow graphs rather than 
the explicit management of threads of conventional instructions (i.e. instructions target 
other instructions rather than named locations in the register file). The authors later 
realised that evaluating simple arithmetic expressions suffered in this implicit model 
[15]. The work reported here also commenced with a study of dataflow techniques and 
we too were convinced that exposing concurrency through concurrency management in 
a conventional RISC processor was the most fruitful direction for efficiency in 
implementation.  

2. Machine/programming models 

If we consider machine/programming models generally, we can identify three kinds of 
model. The first is the sequential model, which has been around for some 50 or so 
years and which has changed very little in that time; the second might be called ad-hoc 
parallel, where a range of limited concurrency primitives are grafted onto the 
sequential model and finally we have fully parallel models, where concurrency is 
treated as a first-class concept. Perhaps the best way to differentiate between the latter 
two is to ask whether the model is used to expose the concurrency of the machine or 
used to capture the concurrency of the problem being solved? 

The MTA and transputer provide good examples of these different views. From 
the Cray web site we can read: “Each MTA processor has up to 128 RISC-like 
hardware threads” (http://www.cray.com/products/programs/mta_2/). Thus, even 
though virtualisation of the processor supported parallel slackness, the concurrency 
described was the hardware, a bounded concurrency of 128 threads/processor. The 
transputer on the other hand described the concurrency of the application, as occam 
allows the user to create an arbitrary number of processes only weakly bounded, 
through limitations on memory size. 

2.1. Sequential model 

Before we discard the sequential model completely, there is much we can learn from it 
and its many advantages. Perhaps the first is that programmers find it easy to 
understand the model and to write correct programs. The main issue here is one of 
determinism. Sequential programs are deterministic and give the same results however 
long it takes to execute its component parts. Concurrent programs on the other hand 
must introduce synchronisation. Too much synchronisation induces deadlock and too 
little introduces non-determinism in the results. The issue of non-determinism in 
programming models is explored more deeply in a recent paper by Lee [10]. 

Sequential programs are also safely composable under certain reasonable 
constraints (e.g. encapsulation of data, pure functions etc.) through the well-understood 
concept of hierarchy. This is not the case for unconstrained parallel models and it is 
one of the biggest pitfalls to CSP-based languages, such as occam, where deadlock 
could be easily induced through composition. It is possible to construct programs from 
networks of processes that are deadlock free by design but these must conform to 
certain restricted patterns [11]. When patterns of networks are provably equivalent to 
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such design patterns it is also possible to design programs in a hierarchical fashion 
[12]. Ideally however, the constraints should be imposed on the machine or at least the 
programming model in order to preclude deadlock entirely. 

There are a number of other practical advantages of the sequential model. Source 
code is universally compatible and can be compiled to any target without modification; 
one cannot say the same for many ad-hoc concurrent models. Moreover, over the last 
decade, binary-code compatibility has been one of the biggest marketing forces in the 
computer industry. Enormous resources have been directed at keeping binary code 
compatible in a sequential ISA, over a range of machine generations, each of which 
increased the concurrency of execution marginally. There was however, an enormous 
cost in hardware to support this.  

The goal of the work described here is to obtain the same benefits of the sequential 
model, as described above, but from the perspective of a concurrent programming 
model. That is a deterministic model that is free from deadlock under concurrent 
composition and one that is binary compatible across a range of implementations from 
a single processor to the highest level of concurrency a particular application can 
support. Finally, the Holy Grail is that such binary code should be relatively easy to 
derive from existing sequential programs, which is not such a mystery. Prior work on 
parallelising compilers has had the dual problem of exposing concurrency and then 
scheduling it. Removing the requirement for the latter by providing a true concurrent 
model that abstracts scheduling removes the most difficult task from that goal. 

2.2. The SVP model 

The SVP model described here was developed in the AETHER project to define a 
SANE virtual processor (http://www.aether-ist.org/), where SANE refers to a self-
adaptive network entity. The goal of the project is to explore self-adaptivity in complex 
computing systems, which in turn requires dynamic concurrency. The model was based 
on a substantial amount of prior research that started with DRISC [5] and developed 
through various ad-hoc concurrency models based on microthreading [13]. SVP 
however, puts the concurrency at its core and provides a full range of concurrency 
control mechanisms. In doing so, it subsumes various facets of both programming 
model and operating system functionality. 

Figure 1. Concurrent composition in SVP 
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2.3. Composition in the model 

In SVP, composition is concurrent and also dynamic. The result of this is that a 
program in the model can be represented by a dynamically evolving concurrency tree, a 
snapshot of which is shown in Figure 1. Concurrent composition replaces sequential 
composition, which is the key to flexibility in terms of implementation granularity. The 
concurrent composition is based on the sequential model and maps to the constructs 
found there. Serialisation is therefore trivial and is the mechanism for controlling the 
granularity of implementation. It is a tacit assumption in what follows, that the leaf 
nodes are microthreads, i.e. just a few machine instructions sharing a small context of 
registers. In Figure 1 then, the nodes represent microthreads and branching at a node 
represents concurrent composition. Sequence is introduced into the model in one of 
two distinct and separate ways: 

1. the microthreads comprise sequences of one or more machine instructions. In 
an implementation, complexity of the nodes at the lowest levels depends on 
the parameters of the target architecture. In a microthreaded microprocessor, 
this may only be a couple of instructions, due to its efficient management of 
concurrency. It should be noted however, that a leaf node could also be a 
complete binary program that has no understanding of the model at all. 

2. explicit dependencies are allowed between microthreads but in a very 
restricted manner. The dependencies allowed are between the creating thread 
and its subordinate threads and between all subordinate threads at one level. 
These are defined as an acyclic dependency chain from the creating thread 
through each thread created in some defined order. 

Figure 2. The events in creating a family of threads 

Concurrency is introduced in the model through the dynamic creation of a 
parameterised family of microthreads; defined on a single thread definition, see Figure 
2. The creating thread A executes a create action, which causes an ordered set of 
threads to be created subject to resource constraints, i.e. not all of the threads need be 
created simultaneously although they may be. The set may also be semi-infinite, so that 
an unbounded number of threads may be defined, executed on finite set of resources 
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and terminated dynamically. The second event in the creating thread A is when all 
threads in the family have terminated and is identified by a sync action. A proceeds 
asynchronously with Bi but must wait on the sync action associated with any family of 
threads that it creates. This is not optional in most circumstances, as the family Bi 
cannot reliably communicate any information back to the creating thread without this 
action. The exception is where the created family is a continuation of the current thread 
and in this case it must be a family comprising a single thread. Synchronisation is 
described in more detail in Section 4. 

Create is a concurrent analogue to both function invocation and loop structure in 
the sequential model. The parameterisation of the family captures both static and 
dynamic loop bounds. As described above, a family is defined as an ordered set and 
this set is defined over a sequence of index values captured by three parameters: {start,
limit, step}. Each thread in the set has available to it, through the implementation of 
create, a unique value from this implied sequence. Dynamic loop bounds are obtained 
by setting limit to infinity (or as close to this as is possible in a finite machine) and 
terminating the family from any of the threads created using a break action. Note that if 
SVP is serialised by executing each thread to completion in index sequence, the 
analogue above is exact. 

The use of the family in creating concurrency is in order to amortise the 
implementation overhead. As already indicated, at the lowest level in the concurrency 
tree, threads will comprise just a few basic machine instructions and creating them one 
at a time would cause a significant overhead. 

2.4. Communication in the model 

Threads in SVP are blocking and can participate in synchronising communication. This 
communication is deliberately restricted and is implemented as a blocking read or 
dataflow-like synchronisation. In future silicon systems, communication and 
synchronisation should be localised and must be exposed to the compiler in some way, 
as communication costs across chip will be expensive.  For this reason we assume that 
synchronising communication within a family of threads is implemented locally in the 
machine’s registers (or some form of synchronising memory close to the processor).  

SVP communication is fine grain (i.e. on scalar values) and where required, 
defines a set of events that cascade through the set of threads in a created family. The 
creating thread, A in Figure 2, may write data only to the first thread created in the 
family, B0, which will block on the first action requiring that data. Thread B0 can in 
turn write to the next thread in index sequence and so on, so that each thread is able to 
write to the next in index sequence until we get to Bn. To provide closure to this 
sequence of communications, corresponding data written by Bn is available to the 
creating thread, A, but this is not a synchronising communication. To maintain 
symmetry and to enable concurrency controls to be implemented efficiently, this data 
overwrites the same variable that initiated the dependency chain and is only defined on 
the sync for the family. 

It has been suggested that this restricted communication, equivalent to a loop with 
a loop-carried dependency from one iteration to the next, is too restricted. To put this 
criticism in perspective however, any regular dependency over an iteration space with a 
skip distance of greater than one can be transformed by nesting families, so that an 
independent family of extent equal to the skip distance is based on a thread that creates 
a subordinate family containing a local dependency. This is illustrated in Figure 3 in 
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terms of adjacency; it is a transformation on the index space from one to two 
dimensions. 

Figure 3. Transforming an index space to achieve local communication of dependencies. 

Another technique that can be used to transform non-local dependencies to local 
ones is static routing between threads in a family. This is achieved by defining scalar 
buffers in each thread and copying values from one buffer to the next so that each 
buffer represents a skip distance from one up to the number of buffers used. In a fine 
grain model, this compiles to a register-to-register copy and is very efficient. The 
technique is illustrated in Figure 4. Finally, dynamic, index-set transformations can be 
achieved by data copying in memory, exactly as would be achieved in a vector 
machine, i.e. gather and scatter operations. However this could be inefficient in some 
distributed implementations. 

Figure 4. Static routing between buffers in a thread to achieve non-local dependencies 

There are very good reasons for this restriction on communication in SVP. It 
guarantees freedom from communication deadlock within a family. It exposes local 
communication to the compiler and finally, it allows the compiler to analyse resource 
deadlock in the case of bounded recursion of families of threads. 

There are two other forms of communication in the SVP model. These occur at a 
higher level of abstraction (and of granularity) and are implicit rather than explicit. The 
first is that the model assumes a shared memory abstraction and while this may or may 
not be a basis for implementation, there will certainly be communication involved in 
any implementation. For example, coherence protocols in a distributed-shared memory 
or direct communication between distributed memories. The final form of 
communication is in the implementation of binding a unit of work to a resource, which 
is described in more detail in section 6. 

2.5. Concurrency control 

To provide closure on concurrent composition within the model, some form of 
concurrency management is required. This has far reaching implication in an 
implementation but is a necessity in the context of implementing self-adaptation in the 
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AETHER project.  In a retrospective on the Monsoon architecture, Papadopoulos and 
Culler first reiterated the need for concurrency at the machine level: “Threads are a 
key agent within all modern machines, and yet there are no operations defined on them 
at the machine level. Thread operations, such as create and terminate are implemented 
in software by the operating system...” and also explored this further: “Imagine in a 
conventional instruction set architecture that the register reservation bits are exposed 
in the instruction set, so it would be possible to branch on the result of a load being 
‘not yet present’.” Although I do not believe the solution they propose is at an 
appropriate level of abstraction for the explicit management of concurrency, the notion 
of reflection on the state of a concurrent computation must be introduced. In SVP, both 
creation and reflection are supported as explicit actions in the model, which in turn are 
implemented in the ISA of a microprocessor. 

We have already encountered the create action and normal termination identified 
collectively by the sync action, possibly initiated by a break action in one of the 
threads. To this we add two further reflective actions on families of threads, namely kill
and squeeze. Kill terminates a complete family of threads losing all the state of that 
computation, whereas squeeze terminates a family by identifying and capturing an 
intermediate state, so that the family can be recreated and completed, probably on 
different resources. These two actions are executed, not in the creating thread or any of 
the threads it creates, but in an independent and asynchronous control thread that is 
monitoring some aspect of the computation or its environment (see Figure 5). These 
actions require that families must be identified within the machine. It may seem that 
this is also required for the sync action but this action is internal to the creating thread 
and can be implemented by allocating a local register to receive a return code from the 
create action, which is blocking. 

Figure 5. Reflection in the model by named families of threads and concurrency control 

Managing concurrency asynchronously requires that any reflective action be 
observed. Typically this would be in the creating thread, for example root in Figure 5. 
In SVP this is achieved by providing a return code and possibly a return value to the 
creating thread via the sync action. The return code identifies how a family was 
terminated, it may be one of the following codes: {normal, break, kill squeeze}, where 
normal is the result of the execution to completion of all threads specified in the create,
and break, squeeze and kill indicate that the family was terminated by the action with 
the same name. A return value is set only by break and squeeze. In the former it is set 
by the break action in the thread that succeeds in executing its break and in the latter it 
captures a unique squeeze point in the index sequence and is described in more detail 
below.  
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One of the far-reaching implications of reflection is the fact that such actions are 
extremely powerful, especially when implemented at the level of instructions in an 
ISA. Typically these would be controlled by some user identity in an operating system. 
I.e. only the user of root is allowed to terminate a job in typical operating systems. 
Here we have a self-similar model and the capability to implement these actions must 
be granted to a thread. Only in this way can they be implemented in a manner that can 
be guaranteed to be secure. In SVP, the family identifier contains a capability, for 
example a random token generated on creation, which is passed securely to a 
controlling thread and which must be matched before kill and squeeze actions are 
executed. In SVP, a secure channel may be implemented using memory and 
appropriate memory protection domains or using a synchronised communication, 
which passes a value by a shared register accessible only to the creating and control 
threads. 

Another issue that must be considered in implementing these reflective actions is 
whether to implement them as deep or shallow actions, i.e. whether they are propagated 
down the concurrency tree illustrated in Figure 1 or not. For kill it does not make sense 
to implement the action shallowly, so a kill should be propagated from one family to its 
subordinate families. For squeeze the appropriate implementation is not clear. For 
threads that perform computation it may not be efficient to preempt them, as this may 
cause as much work in preserving the partial state as in completing the computation 
itself. However, for control threads that create a significant amount of work in their sub 
trees, some depth of action may be required in order minimise the latency of the action. 

The solution adopted in SVP is to allow for a program-controlled depth of 
propagation of the squeeze action. Threads may take on the attribute squeezable, which 
implies that a family defined on this thread is able to propagate any squeeze action it 
receives to its subordinate families. It is the responsibility of the thread to capture any 
state required to re-create the subordinate thread when re-executed itself. Because of 
the restriction on communication, the state is limited to one or more scalar values 
communicated between threads so long as the squeeze identifies a partition on the 
family, the squeeze point, which must also be captured as an index value. 

Squeeze returns this index value via the sync action in the creating thread. The 
value is defined as the first thread in index sequence not yet executed to completion.  
This is the first thread not to have been allocated resources if the thread is not 
squeezable. Alternatively, if it is squeezable, it will have created subordinate threads, 
which were also squeezed. Thus any thread that terminates with a squeeze return code 
will have to be re-executed. The result on a family receiving the squeeze action is to 
cease the creation of new threads and allow all currently active threads to complete. In 
addition, the family will send a squeeze action to any subordinate families created by 
its threads but only if the thread is labeled as being squeezable.

The algorithm to determine the index value therefore depends on whether the 
thread is squeezable or not. If the thread is squeezable, the index value captured by 
sync is defined as the index of the first thread in index sequence to have been allocated 
a context of synchronsing memory but which has not yet terminated normally. This 
index partitions the family into those threads that have completed and those threads 
must be re-executed because they created a subordinate family and that family was 
squeezed. A squeezable thread must update the start index of the create parameters of 
its subordinate family with the return value at sync so that on re-execution it will create
only those subordinate threads that had not completed. 
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Figure 6 illustrates three partitions over the ordered set of threads in a family on 
receiving a squeeze action. The first, identifies those threads that have all completed, 
these are not re-executed. The second, those threads that have been allocated contexts 
and which may already have completed, these are allowed to complete, if necessary by 
squeezing their subordinate families, but they will all be re-executed when the family is 
re-created; this partition is identified by at least one thread (the first) that has not yet 
completed. Finally, there are those threads in the family not yet allocated a context of 
synchronising memory, which will of course need re-execution when the family is re-
created.

Figure 6. Determining the squeeze point in an executing family of threads 

If the family is not squeezable it will not pass the squeeze action onto any 
subordinate family and all threads in partition 2 in Figure 5 will eventually terminate 
normally and the return value at sync is set to the index of the first thread not to have 
been allocated a context of synchronising memory.  

On synchronisation, the value of any dependency at the squeeze return index is 
automatically saved to the variable that initialised the dependency chain in the creating 
thread, again allowing the family to be re-created from the squeeze index position to 
complete it. 

Squeezing a family of threads allows the task defined by that family to be 
preempted and restarted at a different place (set of processors). By using the concept of 
a squeezable thread a disciplined approach to the rapid preemption of a concurrently 
executing program can be provided in the model. This concept is at the heart of the 
model and provides one of the most important features for implementing self-
adaptivity. 

2.6. Summary of the model 

The SVP model provides a number of actions that initiate and control concurrency. 
These actions are summarised below and captured schematically in Figure 7. 

create - defines a parameterised family of microthreads, which are allocated 
contexts for execution as resources become available. Microthreads may 
themselves create subordinate families of microthreads;
sync - identifies the termination of all threads in a particular family. Using a 
create/sync pair allows the creating thread to continue asynchronously with 
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the threads it creates. Create returns a code via its sync, which defines how the 
family terminated. If termination was by a break or squeeze action the sync
also provides a return value;
break - terminates a family of threads on a condition being met within one of 
its threads, the thread successfully executing a break will set the return value;
kill - terminates an identified family of threads so that no state set by that 
family can be guaranteed. The kill action is propagated to all subordinate 
families;
squeeze - terminates a family of threads so that its state can be captured and 
the family can be re-executed. Squeeze is preemption over a concurrency tree 
and returns an index value of the first thread to be executed when the family is 
recreated. A squeeze action is only propagated to a subordinate family of 
threads if those threads are defined as being squeezable.

Figure 7. A schematic summary of the SVP model 

It should be emphasised that SVP is a dynamic model that creates threads 
dynamically on resource availability. Both the extent of the family and the resources 
that the family are executed on are defined when the create action is executed.  The 
create action captures all parameterisation within the model; it defines: 

the threads’ code - possibly in many different forms (e.g. specialised 
implementations on reconfigurable logic);
the family’s parameters, i.e. extent and index range;
whether the family has dependencies between threads;
the extent of concurrency of a unit of work - can be inferred from the above 
two facets applied recursively;
where the unit of work is to execute - i.e. the delegation of a family to some 
place or resource set;
whether the create requires mutual exclusion or not where it is executed;
the notion of a timer, if required for partial failure;
any other meta-data required, e.g. real-time constraints, power constraints etc.
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3. SVP memory model 

The state of the SVP model at any given time is defined by two abstractions, the first 
and most persistent is an asynchronous shared memory, which comprises a number of 
addressed locations, each of which may be read and written to by a thread but subject 
to certain constraints. The constraints are due to the asynchronous and concurrent 
update of the memory by multiple threads. No guarantees can be given about the access 
time to this memory. The second abstraction is a context of syncronising memory 
associated with each thread, which provides the operands to all arithmetic or logical 
operations in the thread. It provides synchronisation on scalar values produced by other 
threads in the same family or from values input from shared memory.  

3.1. Shared memory 

SVP is based on units of work, which comprise families of threads (and their 
subordinate threads). A family has inputs and outputs, which are defined by the thread 
used to create it. These inputs and outputs are the locations in shared memory that the 
threads read and write. The output can only be defined on the sync for a family, i.e. the 
memory is bulk synchronous. Prior to this event, because we are dealing with a 
potentially asynchronous concurrent system, there will always be a subset of locations 
whose state cannot be determined. This means that in order to give deterministic 
programs, no two concurrent threads may read after write to the same location of 
memory and no two concurrent threads may write to the same location. 

Note that this abstraction of shared memory may be implemented in any manner 
including using distributed memories and message passing between them. In the latter 
case, before a family of threads is created at a place, a synchronising communication 
must provide the place with the data that the family will read as input and before the 
family can be deemed to have synchronised, all of its output must be returned. Figures 
8 and 9 show the shared and distributed view of family creation. 

3.2. Synchronising memory 

Synchronising memory provides the mechanism by which threads within a family can 
synchronise with each other and their creating thread; it also provides the mechanism 
for suspending and rescheduling threads. All operands must be loaded into this 
memory before the processor can perform the corresponding operations. It therefore 
provides the mechanism by which the processors can synchronise with asynchronous-
shared memory. 

Synchronising memory is dynamic and transient. An implementation dynamically 
provides a context of scalar variables for a thread, which are allocated empty, written 
once identifying a synchronising event and which are discarded when the thread 
completes. Each location provides a blocking read or dataflow-like synchronisation and 
dependencies between operations in different threads are enforced by this 
synchronising memory. It is assumed that this memory is fast, distributed and “close” 
to the processor or logic cells implementing the thread.  

Note that threads may be sequentialised on their index order if synchronising 
memory is limited. So, during the execution of a family, there may only be a subset of 
the family’s threads active and contributing to this synchronising state. This constrains 
thread creation to be performed in index order, at least for dependent families of 
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threads. The amount of synchronising memory allocated will limit the parallel 
slackness and hence extent of latency that can be tolerated. 

Figure 8. Family creation in a shared-memory environment one thread creates a new family of threads. 

Figure 9. Family creation showing the dynamic resource management required with SVP. Again one thread 
creates a new family but this time it acquires a new place to execute the family. Here a place is a set of 
processors and associated distributed memory. 

4. Resources in the model 

Programming models are abstract but when implemented they have to deal with 
physical entities, i.e. resources such as processors and memory, access to hardware 
such as I/O registers and security issues such as access controls. SVP binds resources 
dynamically by creating a family at a place where the threads will be executed. 
Typically a place will be one or more processors, an accelerator, FPGA cells etc. This 
process of binding a family to a place is called delegation and is like a remote-
procedure call, where the “procedure” is the unit of work defined by the family being 
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created and any subordinate families that it may create. Like the model itself, 
delegation is hierarchical and a unit of work can delegate one of its subordinate 
families to yet another place.

To make the model amenable to static analysis, regardless of the fact that the 
number of processors and extent of the family may be dynamic, the distribution of 
threads to processors on family creation is deterministic. This will be implementation 
dependent and will typically be a cyclic or block-cyclic distribution. Thus, if each 
processor at a place has access to: 

the number of processors in the ordered set of processor allocated for a 
delegation; 
its own location in the set; 
the parameters defining the set of threads, {start, limit, step};

then each processor can independently allocate only those threads that comprise its 
distribution.  

One of the key parameters in family creation is the number of threads created at 
once on a single processor, called the block size. This parameter can be used to manage 
resources and avoid resource deadlock at a place, at least this is possible with bounded 
recursion of creates.

Note that the concept of place must deal with more than processor resources; it 
must also deal with security and system services. A place will be identified by some 
namespace (address) through which the creating thread can communicate parameters to 
the processors for thread creation. For security, there must be a capability associated 
with a place, so that an arbitrary thread cannot interfere with any legitimate families 
executing. Again this can be a random token given to the place and creating thread on 
resource allocation, which is then matched on delegation. 

Creating at the default place executes the family on the same resources that are 
being used to execute the creating family of threads. Another identified place is local, 
which forces a family to execute all of its threads on the same processor as the creating 
thread. This allows for control of locality. A local family may only create parallel 
slackness. 

More generally, a place is an abstraction, which gives a union of: 
a communication address defining a physical place to which the family’s 
parameters are sent on delegation; 
a capability to execute the family at that place;
optionally - a service provided at a particular place, which requires exclusion.

4.1. Resource deadlock 

Although the model is designed to be free of communication deadlock by design, like 
all data-driven models, it is still susceptible to resource deadlock. However, resource 
deadlock is easier to manage than communication deadlock and can be analysed and 
controlled. 

Resource deadlock occurs through the unfettered exposure of concurrency with 
dependencies on a finite set of resources. As SVP restricts dependencies between 
threads, i.e. communication between adjacent threads in index (creation) order, then 
resource usage in a family, i.e. size of the contexts of synchronising memory required 
to avoid deadlock can be statically analysed; the minimum resource required is the sum 
of one producer’s and one consumer’s contexts. 
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However, in SVP there are also dependencies between a thread and any families of 
threads that it creates. With finite resources and unbounded recursion of creates 
resource deadlock cannot be avoided. This is illustrated in Figure 10. When 
synchronising memory is exhausted, no family can be created and any failed create
will block the creating thread from completing and so on back up to the root thread. 

Figure 10. Resource deadlock caused by the limitation of synchronising memory with unbounded recursion 
of creates. No thread can release its resources until its subordinate families have completed. When 
synchronising memory runs out no thread can complete. 

This situation can always be identified although it does not always indicate 
deadlock. However, with constraints on the way units of work are allocated, deadlock 
can be detected, e.g. the example in Figure 10. Even more generally, given unbounded 
recursion, the weaker signal of possible deadlock can be used to trigger resource 
acquisition and to resolve the potential problem by delegation. Note that this is 
conceptually no different to stack overflow in the sequential model. The difference is 
that here, it is synchronising memory rather than main memory that is the limitation.  

5. Implementation of the model 

SVP can be implemented at a number of different levels of granularity. The key issue is 
at what level in the concurrency tree are units of work distributed and synchronisations 
achieved. For example a coarse-grain implementation could be implemented on 
distributed systems of conventional processors, provided that any units of work below 
the distribution level are serialised in order to amortise the communication and 
synchronisation overheads. 

At the University of Amsterdam, we are interested in very fine-grain 
implementations, where the model is captured in the ISA of a microthreaded processor. 
We have implemented prior microthreaded processors that supported a single level 
family via software emulation [16,17], as well publishing estimates of the area required 
for the support structures required in a silicon implementation [18]. During the last year 
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we have implemented a further software emulation of the model described here based 
on the Alpha ISA. The only additional support structures required for the hierarchical 
model is a table to store family-related information. However, the implementation also 
requires some re-partitioning of thread-related information, such as queues of active 
threads, waiting threads etc, as well as requiring family identifiers to be propagated 
through to the load/store unit in the pipeline for synchronisation purposes. Results on 
this work will be published soon. 

The model has also been captured as an extension to the C language called μTC 
and we are developing a compiler from this intermediate language to target the 
emulation of the Alpha-based DRISC microprocessor [20]. Another development we 
have started is the compilation of C to μTC. Although many parallelising compilers 
have been attempted, we believe that the lack of success in generating commercial 
interest in this approach is not the exposure of concurrency in the compiler. Rather it is 
the requirement to statically schedule the concurrency exposed. With SVP this is no 
longer a requirement, as the parallelising compiler can simply express all concurrency 
exposed and leave the scheduling and resource management to run-time systems, in the 
case of a DRISC implementation, implemented in the instruction set. 

6. Conclusions 

This paper has summarised the results of a significant research effort carried out over 
the last ten years. The culmination of this research is a hierarchical model of 
concurrency that has dynamic data-driven scheduling as well as dynamic management 
of resources. It can be argued that as systems become more and more complex, i.e. 
with the introduction of more and more processors servicing a user task, then it is no 
longer possible to statically analyse and schedule the execution of that task. 

The model has all of the attributes of the sequential model. It is deterministic; its is 
deadlock free by construction and most importantly, when code is compiled to 
processors that support this model at the instruction level, then that binary code is 
binary compatible across any number of processors up the limits of concurrency 
dictated by the application itself. This is a significant property and one that should 
provide serious consideration of this model. 

Finally we believe that it is possible when using this model to be able to compile 
from sequential code and thus realise the holy grail of being able to take existing 
sequential code bases and distribute these across distributed systems, be they fine-grain 
implementations based on DRISC processor or coarse-grain implementations based on 
existing distributed environments, such as we have in today’s globally networked 
world. 

We do not underestimate the difficulties in achieving these goals. The model is 
disruptive in its efforts to push the management of concurrency into the lowest levels 
of granularity in processing systems, i.e. at the level of basic machine instructions. 
These instructions usurp operating system functionality and turn the current perception 
of operating systems on their head. Currently operating systems apply the principle that 
processor cycles are expensive and share these cycles between user tasks. Of course 
concurrency is required on a single processor in the form of parallel slackness but this 
concurrency should only be used to tolerate latency and should be derived from single 
user task. It is OK for a processor to be idle, in the world of multi-cores, what is not 
acceptable is for idle processors to be drawing power. Data-driven rather than 

C. Jesshope / A Model for the Design and Programming of Multi-Cores 53



speculative models also provide the necessary mechanisms to recognise this property. 
For example the DRISC processor measures work not by the number of created 
processes but by the number of threads in its active queue. The threads will still exist in 
synchronsing memory but may be inactive waiting for long latency events.  

In a modern operating system, on-chip storage and locality of communication are 
far more important issues and the operating system should be optimising these rather 
than doling out processor cycles. SVP therefore will have an impact on compilers, 
operating systems and indeed middle-ware in current distributed systems. These are 
indeed exciting times to be working in the area of computer systems architecture! 
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Abstract:  In this chapter we describe an end-to-end workflow management 

system that enables scientists to describe their large-scale analysis in abstract terms, 

then maps and executes the workflows in an efficient and reliable manner on 

distributed resources. We describe Pegasus and DAGMan and various workflow 

restructuring and optimizations they perform and demonstrate the scalability and 

reliability of the approach using applications from astronomy, gravitational-wave 

physics, and earthquake science. 

Keywords: workflow management, workflow optimization, abstract workflow, 

workflow provenance, cyberinfrastucture 

Introduction 

Scientific workflows are becoming an enabler of complex scientific analyses. They 

provide a representation of complex analyses composed of heterogeneous models 

designed by groups of scientists. At the same time, workflows have also become a 

useful representation that is used to manage the execution of large-scale computations.  

This representation not only facilitates overall creation and management of the 

computation but also builds a foundation upon which results can be validated and 

shared. Since workflows formally describe the sequence of computational and data 

management tasks, it is easy to trace back how particular data were derived. Workflows 

have also become a tool capable of bringing sophisticated analysis to a broad range of 

users, enhancing scientific collaboration and education.  There are many workflow 

systems currently being developed [7]. In this chapter we concentrate on two 

complimentary systems Pegasus [28, 31] and DAGMan [22, 34] that together enable 

efficient and robust execution of large-scale scientific workflows in distributed 

environments. 

In order to facilitate workflow creation, scientists need to be allowed to formulate 

the workflows in a way that is meaningful to them using high-level abstractions that 

specify the overall structure of the analysis and the data to be operated on (via a visual 

or  textual interface) in a resource-independent way. This abstract workflow (or 

workflow instance) is important because it uniquely identifies the analysis to be 

conducted at the application level without including operational details of the execution 
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environment. The instance can thus be published along with the results to describe how 

a particular data product was obtained.  

In order to support the abstract workflow specifications which let scientists 

concentrate on the science rather than on the operational aspects of the 

cyberinfrastructure (such as the Open Science Grid [2] or the TeraGrid [1]), mapping 

technologies are needed to automatically interpret and map the user-defined workflows 

onto the available resources. This is an approach analogous to traditional computer 

programming methods, where high-level languages are used to describe the 

computation without needing to specify the use of specific registers or memory 

locations. In this analogy, the “workflow mapping engine” is a compiler that translates 

between the high-level specifications and the underlying execution system and 

optimizing the executables based on the target architecture. The mapping includes 

finding the appropriate software and computational resources where the execution can 

take place as well as finding copies of the data indicated in the workflow instance. The 

mapping process can also involve workflow restructuring geared towards optimizing 

the overall workflow performance as well as workflow transformation geared towards 

data management and provenance information generation.  The mapping process is 

usually automated and in our work it is done by Pegasus [28, 31].   

The result of the mapping process is an executable workflow, which can be 

executed by a workflow engine that follows the dependencies defined in the workflow 

and executes the activities defined in the workflow nodes. DAGMan [35], our 

workflow engine relies on the resources (compute, storage, and network) defined in the 

workflow to perform the necessary actions. As part of the execution, data are generated 

along with their associated metadata and any provenance information that is collected.  

The separation of concerns between workflow generation, workflow mapping, and 

workflow execution allows us to design software in a modular way and to optimize the 

components based on their functionality. Additionally it allows us to interface to a 

variety of workflow generation systems. 

In this chapter we describe Pegasus and DAGMan and illustrate the workflow 

optimizations and restructuring techniques and their use in large-scale scientific 

applications. 

1. Pegasus and DAGMan 

Currently, Pegasus takes a workflow description in a form of a Directed Acyclic 

Graph in XML format (DAX). We recognize that not every scientist would be willing 

to write workflows in XML (or write scripts to generate XML), and that users may 

want to use simple languages or point and click GUIs. Thus we have integrated 

Pegasus into a variety of workflow instance generation systems such as VDL (Virtual 

Data Language) [33], Wings [36], Triana [52], and most recently we have developed a 

prototype integration with Kepler [44].   

Of particular interest is the integration with Wings [37]. Wings uses rich semantic 

descriptions of components and workflow templates expressed in terms of domain 

ontologies and constraints.  Wings has a workflow template editor to compose 

components and their data flow. Wings assists the user by enforcing the constraints 

specified for the workflow components. Wings also helps with data selection to ensure 

the datasets selected conform to the requirements of the workflow template.  With this 
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information, Wings generates a workflow instance that specifies the computations (but 

not where they will take place) and the new data products.  For all the new data 

products, it generates metadata attributes by propagating metadata from the input data 

through the descriptions and constraints specified for each of the components. 

In some cases, scientific applications want to provide users with an interface, 

which is only in the form of a metadata query. For example, in astronomy, users often 

do not want to know the details of the underlying system, instead they want to retrieve 

images of an area of the sky of interest to them. In such cases Pegasus is usually 

integrated into a portal environment where the user is presented with a web form to fill 

in the desired metadata attributes. Inside the portal, the workflow instance is generated 

automatically based on the user’s input and is given to Pegasus for mapping and then to 

DAGMan for execution [50]. Examples of this approach can be seen in the Montage 

project (an astronomy application) [18, 40], the Telescience portal (a neuroscience 

application)[42], and the Earthworks portal (an earthquake science application) [46].  

In all these applications, Pegasus and DAGMan are being used to run the application 

workflows on national infrastructure such as the TeraGrid.  

Pegasus can map workflows onto a variety of target resources such as those 

managed by PBS [39], LSF [55], Condor [32], and individual machines.  Figure 1 

shows an overview of the workflow generation and execution process. The executable 

workflow produced by Pegasus has directives to DAGMan for the execution of the 

workflow components. These directives include remote job execution, data movement, 

and data registration. Authentication to remote resources is done via GSI [54]. During 

the workflow execution, we capture provenance information about the execution tasks. 

Provenance includes a variety of information such the hosts where the tasks have 

executed, the runtime, environment variables, etc.   

 

 

Figure 1: A General Overview of Pegasus and DAGMan Managing Workflows on the National 

Cyberinfrastructure.

The workflow mapping and workflow optimizations we perform as well as the 

scalability and robustness of our workflow execution enable us to efficiently and 
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reliably run large-scale scientific workflows. Below we describe some of these key 

features. 

1.1. Automatically locating physical locations for both workflow components and data.

Mapping the workflow instance to an executable form involves finding the 

resources that are available and can perform the computations, the data that is used in 

the workflow, and the necessary software. We assume that data may be replicated in 

the environment and that users publish their data products into some data registry. This 

registry can be a private or community resource. Some communities, such as Laser 

Interferometer Gravitational-Wave Observatory (LIGO) [13] maintain project-wide 

registries of the data coming off the detectors. Pegasus uses the logical filenames 

referenced in the workflow to query a data registry service such as the Globus Replica 

Location Service (RLS) [21] to locate the replicas of the required data. Given the set of 

logical filenames, RLS returns a corresponding set of physical file locations. Optionally, 

Pegasus also adds nodes to the workflow to register the final and intermediate 

workflow data products into the registry. In this way, new data products can be easily 

discovered by the user, the community, or another workflow. In order to be able to find 

the location of the logical application component names (transformations) defined in 

the workflow instance, Pegasus queries the Transformation Catalog (TC) [25] and 

obtains the physical locations of the transformations (on possibly several systems) and 

the environment variables and libraries necessary for the proper execution of the 

software. Pegasus also supports staging of statically linked executables on demand.  In 

that case, the executables are treated as input data for the corresponding workflow tasks. 

The executables are transferred to the remote grid sites along with other input data 

required by the jobs. 

1.2. Finding appropriate resources to execute the components  

Pegasus queries cyberinfrastructure monitoring services (the Globus Monitoring 

and Discovery Service (MDS) [24], the OSG VORS system [6], or any information 

service) to find the available resources and their characteristics (machine load, 

scheduler queue length, available disk space, and others). This information is combined 

with information from the Transformation Catalog to make scheduling decisions. When 

making a resource assignment, Pegasus prefers to schedule the computation where the 

data already exist; otherwise it makes a random choice or uses simple scheduling 

heuristics such as min-min [19], or HEFT [53]. Oftentimes it is difficult to apply 

sophisticated scheduling algorithms because of the incomplete or out-of-date 

information about resources, in-exact or missing models of the application performance, 

and the size of the workflows that may result in significant runtimes for the scheduling 

algorithms.  

Pegasus also uses information services to find information about the location of the 

data movement services (GridFTP [10], RFT [11], or SRB [14] servers) that can 

perform wide-area data transfers, job managers [23] that can schedule jobs on the 

remote sites, storage locations, where data can be pre-staged, shared execution 

directories, site-wide environment variables, etc. This information is necessary to 

produce the executable workflow that describes the necessary data movement, 

computation and catalog updates. Registries of code and data as well as information 
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services allow Pegasus to provide a level of abstraction to the user and give it the 

freedom to automatically optimize the workflow execution. 

 

1.3. Performance optimization through workflow restructuring  

During the mapping process, Pegasus is able to restructure the workflow to 

improve the overall workflow performance. One of the optimizations involves 

clustering of workflow tasks so that they are treated as one for the purpose of 

submission to a remote site and where they are then expanded automatically into a 

sequence of tasks or a parallel set of tasks (via MPI [38]) for the purpose of execution.  

 

Pegasus currently implements level- and label- based clustering. In level-based 

clustering, tasks at the same level can be clustered together. The user can specify either 

the number of clusters to be created per level or the number of tasks to be grouped in a 

cluster. We apply clustering techniques in applications such as Montage [5, 16, 17], an 

application, where there are often many (~10,000) short duration (order of seconds) 

tasks. This type of application usually incurs large overheads if each task is submitted 

individually. Figure 2 shows a small Montage workflow in its original form (left), 

clustered with two clusters per level (middle) and two tasks per cluster (right).  
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Figure 2. Montage workflow: original (left) clustered with two clusters per level (middle) and two tasks per 

cluster (right).  

 

In label-based clustering, the user can label the tasks in the workflow to be 

clustered together. The tasks in the workflow with the same label are grouped into a 

single cluster. Figure 3(1) shows a workflow where tasks are labeled as cluster_1 and 

cluster_2 and the resulting clustered workflow is shown in Figure 3(2). Note that if the 

tasks in the clusters are executed sequentially implicit dependencies between tasks are 

added. Any clustering scheme can be implemented using an appropriate labeling 

scheme. 

Each cluster whether generated using level- or label- based clustering must satisfy 

the convexity requirement that dictates that all paths between any two tasks in a cluster 

must be completely contained within it. The cluster shown in Figure 4 is non-convex 

since the path from t1 to t3 through t4 is not contained within the cluster. The difficulty 

here is that t4 must start execution after t1 has completed and before t3 starts execution. 
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Thus it creates co-scheduling requirements between clusters. However, due to the best 

effort nature of the execution environment, it is not possible to achieve co-scheduling 

without explicit resource control.  

 

 

 

 

Figure 3. Example of label based clustering. 

 

 

Figure 4. A non-convex cluster. 
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Pegasus does error checking to ensure that each cluster created by grouping the 

tasks with the same label satisfies the convexity requirement. Note that the clusters 

generated using level-based clustering trivially satisfy the convexity requirement since 

all the tasks at a level are independent of each other and no path exists between them. 

Another restriction of clustering is that the tasks within a cluster be scheduled to the 

same resource. 

 

Figure 5: Improving Workflow Scalability With the Use of Clustering Techniques [40]. 

 

Figure 5 shows the results of the application of this optimization to Montage. The 

figure shows the results when Pegasus groups the nodes of the workflow into as many 

tasks per cluster as there are processors. Pegasus then schedules the clusters through 

DAGMan. Each cluster is executed as an MPI job on the TeraGrid. The figure shows a 

good speedup of approximately 15 on 32 processors. As the number of processors 

increases, the speedup decreases due to sequential aspects of the Montage workflow 

structure.  

 

1.4. Workflow footprint optimization 

 In many execution environments, data storage available for executing applications 

can be limited. In our recent work [48, 51] we are studying mechanisms for minimizing 

the amount of disk space a particular workflow requires by adding nodes to the 

workflow to explicitly remove the data when they are no longer needed. The purpose of 

the cleanup job is to delete the data file from a specified computational resource to 

make room for the subsequent computations. Since a data file can be potentially 

replicated on multiple resources (in case the compute tasks are mapped to multiple 

resources) the decisions to add cleanup jobs are made on a per-resource basis. The 

algorithm is applied after the executable workflow has been created but before the 

workflow is executed. Details of the algorithm are described in [51], here we just 

provide a simple illustration.  
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Figure 6 shows an executable workflow containing 7 compute jobs {0,1,..,6} 

mapped to two resources {0,1}. The algorithm first creates a subgraph of the 

executable workflow for each execution resource used in the workflow. The subgraph 

of the workflow on resource 0 contains jobs {0,1,3,4} and the subgraph on resource 1 

contains jobs {2,5,6}.  The cleanup nodes added to this workflow using our algorithm 

are shown in Figure 7. The cleanup job for removing file f on resource r is denoted as 

C
fr
.  

 

Figure 6: The Original Executable Workflow Mapped by Pegasus to Two resources. 

 

 

Figure 7: The Workflow with Dynamic Cleanup Nodes Added.

For each task in the subgraph, a list of files either required or produced by the task 

is constructed. For example, the list of files for task 1 mapped to resource 0 contains 

files b and c. For each file in the list, a cleanup job for that file on that resource is 
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created (if it does not already exist) and the task is made the parent of the cleanup job. 

Thus, a cleanup job, C
c0

, which will remove file c on resource 0 is created and task 1 is 

made the parent of this cleanup job. The cleanup jobs for some files might already have 

been created as a result of parsing previous tasks. For example, the cleanup job C
b0

 for 

removing file b on resource 0 already exists (as a result of parsing task 0). In this case 

the task being parsed is added as a parent of the cleanup job. Thus, task 1 is added as a 

parent of cleanup job C
b0

.  When the entire subgraph has been traversed, there exists 

one cleanup job for every file required or produced by tasks mapped to the resource. If 

a file required by a task is being staged-in from another resource, then the algorithm 

makes the cleanup job for the file on the source resource a child of the stage-in job, 

ensuring that the file is not cleaned up on the source resource before it is transferred to 

the target resource. For example, file b required by task 2 mapped to resource 1 is being 

staged-in from resource 0 using stage-in job I
b012

, and so the cleanup job for file b on 

resource 0 (C
b0

) is made a child of I
b012

. Finally, if a file produced by a task is being 

staged-out to a storage location, the cleanup job is made a child of the stage-out job. 

For instance, the cleanup job C
h0

 for removing file h on resource 0 is made a child of 

the stage-out job S
oh

 that stages out file h to permanent storage. By adding the 

appropriate dependencies, the algorithm makes sure that the file is cleaned up only 

when it is no longer required by any task in the workflow.  In this version of the 

algorithm there are as many cleanup jobs as there are files. For large scientific 

workflows, this solution is not scalable, so for the final version of the algorithm, we 

reduced the number of clean up jobs to be at most as many as there are computational 

tasks in the workflow. 

Figure 8: Actual Data Space Optimization for a Montage Workflow.  The figure shows the amount of space 

used by a workflow over time on resources of Open Science Grid with and without space optimization[51]. 

In real experiments using the resources of the Open Science Grid, we were able to 

reduce the workflow data footprint of a 2 square degree Montage workflow by 

approximately 48% [51]. Figure 8 shows the storage space used by the workflow 

without and with cleanup during the execution of the workflow. Cleanup opportunities 

are widespread in the workflow as can be seen by the execution of cleanup jobs in the 

figure leading to a significant reduction in maximum storage used. For some workflows 

such as LIGO these opportunities might be concentrated towards the end of the 
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workflow execution resulting in relatively small savings in the storage space. For these 

workflows we use restructuring techniques in order to minimize the amount of storage 

space used. We are currently evaluating those techniques using real applications and 

cyberinfrastructure deployments. 

1.5. Adapting to the changing execution environment 

Very large workflows (on the order of thousands of tasks) should not be mapped 

all at once as the state and the availability resources can change significantly over the 

execution time of the workflow. Rather, portions of the workflow need to mapped and 

executed before the remaining portions are mapped and executed. In our work we have 

developed a workflow partitioning technique where the workflow is divided into 

smaller sub-workflows [26]. The partitioning algorithm is a pluggable component of 

Pegasus. The only restriction is that the partition preserves the dependencies in the 

original workflow and that there cannot be any cyclic dependencies between the 

partitions, or in other words, the partitions need to be convex as defined in the 

clustering section. Currently, we have implemented three basic partitioning algorithms: 

level-based, which creates partitions based on the depth of the workflow—all tasks at 

the same depth are in the same partition; single-node where each node is its own 

partition, and label-based partitioning. Single node partitioning is equivalent to just-in-

time mapping, where each task is mapped to a resource only when it is ready to run. In 

label-based partitioning, the partitions are built based on the labels assigned to them 

allowing for a flexible partition structure. Figure 9 shows how a label-based 

partitioning works. Figure 9 (a) shows the original workflow labeled for partitioning. 

Figure 9 (b) shows this workflow partitioning into three partitions. In this workflow 

Partition 1 will execute first, then the other two partitions can execute in parallel. We 

also notice that although this partitioning is correct as it does not violate any 

dependencies, it does introduce additional dependencies, in particular between tasks C 

and D and task B.  This may result in performance degradation. 

L = 1

L = 1L = 2 L = 1

L = 2 L = 3

L indicates the label name

F

A

C D

B

E

Partition 1

Partition 2 Partition 3

B C

A

D

E
F

(a)

(b)
 

Figure 9: (a) A Workflow Labeled for Partitioning. (b) Resulting workflow. 

E. Deelman et al. / Pegasus and DAGMan from Concept to Execution 65



Each partition is mapped by Pegasus and executed by DAGMan before the 

dependent partitions are treated in the same fashion. The entire process of managing the 

mapping and execution of workflows and following the dependencies between them is 

performed by DAGMan. The workflow partitioning approach combined with node 

clustering is often used by LIGO workflows running on the OSG and in SCEC 

workflows running on the TeraGrid to adjust to the dynamic grid conditions and to 

improve the overall workflow performance.

1.6. Support for reliable execution across a variety of platforms 

Pegasus’ partitioning and data reuse play an important role in the reliability of the 

workflow execution, especially in very dynamic execution environments. Breaking up 

the workflow into smaller pieces and mapping and executing at that level of granularity 

enables us to re-plan and re-execute the individual partitions when failures during 

execution occur [28]. If a partition fails during the mapping or the execution, we can 

trigger a retry (or several retries) of that partition. Additionally when the re-planning 

occurs within the partition, not everything needs to be re-executed because of the data-

reuse capabilities of Pegasus. If for example the original sub-workflow consisted of 

three sequential tasks t1, t2, t3, each producing file f1, f2, f3 respectively and task t3 

failed, then upon re-planning, Pegasus would discover that files f1 and f2 already exist 

and thus tasks t1 and t2 do not need to be re-executed and the only task that will be re-

mapped and re-executed is task t3.  

Additional reliability is provided by the DAGMan execution engine. DAGMan sits 

as a layer "above" the batch system in the software stack.  DAGMan utilizes the batch 

system's standard API and logs in order to submit, query, and manipulate jobs, and 

does not directly interact with the jobs independently. While DAGMan currently only 

works with Condor [43] as a batch system, it can uses Condor's grid abilities (known as 

Condor-G) to submit to many other batch and grid systems. DAGMan reads the logs of 

the underlying batch system to follow the status of submitted jobs rather than invoking 

interactive tools or service APIs.  Reliance on simpler, file-based I/O allows 

DAGMan's own implementation to be simpler, more scalable and reliable across many 

platforms, and therefore more robust. For example, if DAGMan has crashed while the 

underlying batch system continues to run jobs, DAGMan can recover its state upon 

restart (by reading logs provided by the batch system) and there is no concern about 

missing callbacks or gathering information if the batch system is temporarily 

unavailable ─ it is all in the log file. 

Workflow management includes not only job submission and monitoring but job 

preparation, cleanup, throttling, retry, and other actions necessary to ensure the 

successful workflow execution. DAGMan attempts to overcome or work around as 

many execution errors as possible, and in the face of errors it cannot overcome, it 

allows the user to resolve the problem manually and then resume the workflow from 

the point where it last left off.  This can be thought of as a "checkpointing" of the 

workflow, just as some batch systems provide checkpointing of jobs. 

1.7. Scalability of Pegasus and DAGMan 

The scalability of our workflow management system can be seen in the context of 

scientific applications that use our technologies. 
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The Southern California Earthquake Center (SCEC) [8] uses our tools to produce 

more accurate seismic hazard maps. These maps, generated as part of the CyberShake 

project [45], indicate the maximum amount of shaking expected at a particular 

geographic location over a certain period of time. The hazard maps are used by civil 

engineers to determine building design tolerances. Figure 10 shows the results of one 

of two major CyberShake executions. The run was performed on the TeraGrid in the 

fall of 2005 and used Pegasus and DAGMan. The two workflows ran over a period of 

23 days and processed 20TB of data using 1.8 CPU Years. The total number of tasks in 

the two workflows was 261,823. CyberShake workflows have tasks with very varied 

runtimes as can be seen in Figure 11. The task times range from l minute to almost 70 

hours. 

 

  

Figure 10: Execution of SCEC Workflows on the TeraGrid in 2005 [29, 30]. 

 

Figure 11: Distribution of Seismogram Tasks in the SCEC CyberShake Workflow.  
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After several months of validation, result interpretation, code modification and 

improvement, SCEC conducted 10 more runs of CyberShake in the Spring of 2006. 

The total number of tasks was over 212,000 and the runtime was approximately 8 CPU 

months.  Since then the scientists have been analyzing the results and trying to 

understand why the results differ from the traditional calculations. Now, a new wave of 

simulations is underway. As the result of many simulations, SCEC scientists now 

believe that CyberShake may be more accurate than traditional methods because it 

models rupture directivity and sedimentary basin effects which contribute to the 

shaking experienced at different geographic locations. As a result more accurate hazard 

maps can be created. SCEC is also using Pegasus and DAGMan in the Earthworks 

Portal [46], a TeraGrid Science Gateway, hosted at Washington University that allows 

users to configure and execute earthquake wave propagation simulations structured as 

workflows through a simple portal interface.  

Pegasus and DAGMan are used in the LIGO project to map binary inspiral 

analysis workflows onto the OSG [20]. A month of LIGO data requires many 

thousands of jobs, running for days on hundreds of CPUs. Figure 12 illustrates the use 

of OSG for the LIGO workflows over the period of November 2006 to early January 

2007. The figure was created using the Monalisa monitoring software used on OSG [9]. 

The workflows were run across several OSG sites and used a total of 2.5 CPU years of 

computing over a period of two months.  

   

Figure 12: LIGO's CPU Hours Usage of OSG Resources.

 

Currently DAGMan is also used by a broad range of application in both scientific 

and commercial domains.  Some examples of DAGMan use in science are in the areas 

of bioinformatics, machine translation, computational fluid dynamics, high-energy 

physics, and others. In particular DAGMan is used in production by BioMagResBank 

(BMRB) [3] at UW-Madison to execute BLAST workflows, which consist of 

approximately 500 nodes and run for approximately 24 hours on 100 processors. 

During a workflow run, the BMRB's BLAST setup compares 4,000 sequences against 

multiple databases containing a total of ~4.5 million entries. Another use of DAGMan 

is the NMI build and test infrastructure [4].  This infrastructure automatically builds a 
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set of software packages every day on a variety of platforms and performs automated 

tests on the resulting builds. The builds are represented as DAGMan workflows, where 

the dependencies reflect the dependencies between the builds of the software packages. 

Figures 13 and 14 show some of the details of the execution of the workflows over 28 

months starting in October of 2004.  Over that time period there were ~2,800 

workflows submitted each month, with a total of over 105,000 workflow tasks 

executed each month. 

 

Figure 13:  The Number of Workflow Submitted Each Month in Support of the NMI Build and Test.  

 

Figure 14: The Number of Workflow Tasks Submitted Each Month in Support of the NMI Build and Test. 
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1.8. Provenance Tracking 

One promising area in large-scale applications in general and in workflow 

technologies in particular is the generation, management and querying of provenance 

which provides information about how data was produced. In our current system, 

Pegasus stores provenance information related to the execution of the workflow 

components. This information describes the execution environment of the tasks, where 

they were executed, how long the execution took place, which files were used and 

generated and other task-level information. We are also exploring the use of 

provenance tracking capabilities to record the workflow transformations performed by 

Pegasus during the workflow mapping process [41].  

2. Other Applications Using Pegasus and DAGMan 

Pegasus and DAGMan are used in astronomy, and in particular in the Montage 

application which delivers science-grade mosaics of the sky.  Our workflow 

technologies were used to transform a single-processor Montage code into a complex 

workflow and parallelized computations to process larger-scale images. Montage 

workflows mapped by Pegasus to the existing cyberinfrastructure are characterized by 

tens of thousands of executable tasks and the processing of thousands of images. 

Recently, Montage was used to make a scientific discovery: the verification of a bar in 

the spiral galaxy M31 [15].  Although there have been hints of a bar in M31 from 

optical data, none of the analyses were convincing because the effects of interstellar 

extinction at optical wavelengths were severe. However, the universe is much more 

transparent in the infrared, and this enabled astronomers to overcome the effects of 

interstellar extinction.   There was one more problem: the variable background in the 

infrared images hid the structure of the galaxy.   By using Montage, which was able to 

rectify the backgrounds to a common level, the astronomers were finally able to see the 

structure.  

Pegasus and DAGMan are also used in the Telescience project [42] and portal to 

support 3D reconstruction of electron tomography images. The UCSD scientists plan to 

continue to rely on our workflow technologies to expand the set of Grid applications 

they support within their portal environment and to develop new techniques that can 

provide real-time feedback from the 3D reconstruction to the scientists manipulating 

the instrument. Data mining and natural language processing applications are new user 

communities that are exploring the use of our workflow technologies to manage the 

large-scale computations on today’s cyberinfrastructure.  

Within GriPhyN [12], Pegasus was made available as part of the Virtual Data 

System (VDS) and interfaced with VDL. Today several applications use Pegasus and 

DAGMan it in that fashion. Among them are: a climate modeling application, where 

simulations which used to take 2.5 months to run manually, took only 2.5 days to run 

using our tools [47]. Another example is the GADU project (Genome Analysis and 

Database Update) [49], where the researchers at Argonne National Laboratory use 

Pegasus and DAGMan to conduct genome analysis on OSG.  
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3. Conclusions 

We have shown the ability of the end-to-end Pegasus/DAGMan to efficiently and 

robustly execute computational workflows in a variety of application domains. 

Although we were able to address many issues faced by today’s large-scale analyses 

running on the distributed cyberinfrastructure resources, many challenges still remain. 

Through our work with data-intensive computations, we have recognized that data 

management is at least just as important as computation scheduling. When data sets 

being processed or generated by workflows are significant—sometimes on the order of 

Terabytes, it is critical to employ workflow scheduling techniques that are aware of the 

storage necessary to support the successful workflow execution.  

Since many scientific collaborations are managing their experimental data across 

the distributed environment, it is also necessary for the workflows to be aware of these 

systems and collaborate with them in order to support the overall analysis. Examining 

these data-versus computation-placement issues that are being implemented by 

independent systems remains a challenge and we plan to continue our work in this area 

[27].  
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Abstract. Large-scale scientific computing is playing an ever-increasing role in
critical decision-making and dynamic, event-driven systems. While some compu-
tation can simply wait in a job queue until resources become available, key deci-
sions concerning life-threatening situations must be made quickly. A computation
to predict the flow of airborne contaminants from a ruptured railcar must guide
evacuation rapidly, before the results are meaningless. Although not as urgent, on-
demand computing is often required to leverage a scientific opportunity. For exam-
ple, a burst of data from seismometers could trigger urgent computation that then
redirects instruments to focus data collection on specific regions, before the oppor-
tunity is lost. This paper describes the challenges of building an infrastructure to
support urgent computing. We focus on three areas: the needs and requirements of
an urgent computing system, a prototype urgent computing system called SPRUCE
currently deployed on the TeraGrid, and future technologies and directions for ur-
gent computing.

Keywords. Urgent Computing, On-Demand, Emergency, Disaster Response

Introduction

Since the days of the first supercomputers, computation has been playing an ever-
increasing role in science. While the earliest supercomputers were used primarily to in-
crease the speed of basic calculations that could otherwise be performed by hand, modern
scientific simulation and modeling programs are extremely sophisticated. Often, large-
scale codes represent decades of programmer effort. As the computer models have in-
corporated better computational methods and improved physics and chemistry, they have
become more accurate. Their ability to accurately model and predict complex systems
has led to advances in areas ranging from weather prediction to better traffic planning.
For example, the latest report from the Intergovernmental Panel on Climate Change [1]
relies heavily on computer models to peer into the future and explore what the Earth will
be like as warming continues. While decision makers would like simulation results as
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soon as possible, there is often little urgency or a deadline to complete the computation.
Developing public policy is rarely fast.

However, there is a growing number of problem domains where key decisions must
be made quickly with the aid of large-scale computation. In these domains, “urgent com-
puting” is essential, and late results are useless. A computer model capable of determin-
ing where tornadoes will form must provide early warning to local residents. A computa-
tion to predict coastline flooding or avalanche danger must guide evacuation while there
is still time. Furthermore, on-demand computing is often required to take advantage of
a scientific opportunity, for example, to process data and steer activities during an ex-
periment or observation of an unpredictable natural event. Without immediate access to
large computational resources, the opportunity may be lost.

These on-demand, large-scale computations cannot wait endlessly in a job queue for
Grid resources to become available. However, neither can the scientific community afford
to keep multimillion dollar infrastructures idle until needed by an urgent computation.
Instead, we must develop technologies that can support urgent computation dynamically
and yet preserve overall machine utilization and the productivity of the scientists working
daily on the systems.

1. The Needs of Urgent Computing

Urgent computing stems from dynamic work-flows and deadline-driven activities. Some
computation needs more interactivity and immediate attention, while other computation
is more time tolerant and suitable for traditional batch computing environments. This
notion is not at all new; and in our daily computing, we have a rich range of models.
Many new Web-based applications, from instant messengers to wikis, require users to
be connected to the Internet. These applications are tolerant to network delays, how-
ever, and response delays can be several seconds before the user experience is signif-
icantly impacted. Even more tolerant are mail programs and source code repositories
that queue transactions for later. At the other end of the spectrum are applications where
users need near-instant feedback, such as voice-over-IP, remotely editing documents, or
using a mouse to control the rendering and display of a large parallel data-set. Unfor-
tunately, this rich continuum of responsiveness that we have come to expect from our
Internet-based computing is not supported at most high-performance computing (HPC)
centers. For most HPC systems, jobs are submitted to a batch queue where they will sit
for some unknown length of time, or the user can request a reservation. Reservations fix
the start time for the job; but because the scheduler uses worst-case execution times to
guarantee the reservation, start times are pessimistic and often worse than what a user
would experience by simply submitting to the batch queue.

Urgent computation is event-driven and deadline-based. To build an international in-
frastructure to support such computation, however, we must address more than the tech-
nical challenges. While questions such as “Which applications have execution deadlines
not met by standard batch queues?” and “Under what circumstances should executing
jobs be preempted?” are difficult to answer, we must begin to build a framework for dis-
cussing these topics and formulating fair policies to support the diverse user community.
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2. A Framework for Urgent Computing

An urgent computing system requires more than a mechanism for elevating job priority.
Some existing queueing systems and schedulers permit users to begin jobs sooner by us-
ing extra accounting units or by contacting an administrator for the computing resource.
But effective urgent computing must be supported within a larger framework that sup-
ports interactions with user communities, applications, job queues, and decision makers.
We believe it must also specifically address five important concepts: urgent computing
session, priority policies, participation flexibility, allocations, and verification drills.

2.1. Session Activition

We are all familiar with on-demand, urgent situations at work and in our community.
From the warning light on an automobile dashboard to an automated phone pager alert
that a supercomputer is down, urgent situations begin with a trigger. Based on operat-
ing protocols, the event may initiate a response, or “session.” Once initiated, the session
is not concluded until someone evaluates the circumstances and determines that special
actions are no longer required. Likewise, urgent computing jobs must occur within a
clearly defined session. For some applications, hundreds or thousands of jobs might be
submitted and run during a session. For others, a workflow requiring several machines
and instruments might be required. The details surrounding the activation of an urgent
session must be carefully logged and recorded. In all cases, an audit trail that can be
later scrutinized and used to improve policies and response times must be created. For
urgent computing, system administrators must be notified when sessions begin, permit-
ting periods of increased attentiveness and, if needed, human intervention to provide
the resources required. When the session completes, everyone must also be notified that
operations have returned to regular service.

2.2. Elevated Priority for Resources

A key component to urgent computing procedures is deadline and priority-based resource
management. An ambulance with sirens blaring and lights flashing forces non critical
vehicles to slow and yield the right-of-way. An urgent computing framework must per-
mit important jobs to gain priority access to the CPU, disk, networking, and other key
components required for simulations. Tasks and activities that slow or hamper the speedy
completion of computer simulations must be avoided when time is critical. On some sys-
tems, deadline-based elevated priority may simply grant shorter wait times in the queue.
On others, it may translate to immediate, dedicated access. Furthermore, simulations are
always part of a workflow that includes setting up the problem, data acquisition, com-
putation, and analysis of the results. Some applications may require the movement of
massive quantities of data, where network bandwidth can become a limiting constraint.
In such situations, elevated priority might be implemented with prioritization of data
streams in the routers or with guaranteed bandwidth reservations.

2.3. Flexible Participation Policies

Unless deployed on a set of resources owned and managed by a single stakeholder, an
urgent computing system must be able to accommodate many types of resources and
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policies. The NASA Columbia supercomputer was designed to provide simulation and
modeling support for active launch missions [2]. As such, operational policies and expec-
tations can be designed from the top down. To build an international network of diverse
resources to support urgent computation, however, participation policies must be flexi-
ble. Furthermore, the system must coexist with ongoing operations. For example, some
HPC centers may support preemption for certain applications or priorities, while other
HPC centers may provide only “next-to-run” priority following the normal completion
of existing jobs. There may also be regional influences based on stake-holders. For ex-
ample, California supercomputer centers may link all of their resources to support urgent
modeling of infrastructure, such as roadways and gas lines, immediately following an
earthquake, while supercomputer centers in the Rocky Mountains may work together to
build a capability that can quickly predict where a wildfire might travel based on current
weather data and fuel models of the terrain.

2.4. Allocation and Usage Policies

The first question that arises when discussing priority access for resources is “Who gets
it?” Naturally, a key element to supporting on-demand and urgent computing is creating
a clear set of policies for both allocation and activation. At the Urgent Computing Work-
shop held at Argonne National Laboratory in April 2007 [3], participants suggested that
science teams needing urgent computing should quantify their requirements, from the
frequency of need to the size and length of jobs, so HPC centers can better plan for their
response. They should also explain their need, so requests can be prioritized. Similarly,
even after an allocation for urgent computing is provided, clear activation policies must
be formulated. A scientist given an urgent computing allocation for calculating flood
levels should not use it to meet a paper deadline. Since urgent computing is a relatively
new concept, clear policies for allocation and usage are needed to allay user concerns of
favoritism or misuse.

2.5. Practice and Verification Drills

No system, regardless of its level of technical sophistication, can operate reliably without
careful testing and verification. A system to support urgent computation must include
support for testing and verification of components as part of the core infrastructure, not
as an afterthought. In the same way that office buildings must periodically perform fire
drills to test both the methods for alerting occupants as well as their training to evacuate
quickly and calmly, an urgent computing framework must have periodic tests of the pro-
cedures, policies, and technology. We refer to urgent computing applications that have
been periodically tested and their correctness verified as being in “warm standby.” They
are ready to run as soon as inputs are provided. Scientists must know both when the last
successful test was performed and how often the application runs correctly and to com-
pletion on a particular platform. These values can help in the prediction and selection of
computational resources.

3. SPRUCE

SPRUCE, the Special PRiority and Urgent Computing Environment, is our implemen-
tation of the underlying components required to build an urgent computing framework.
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SPRUCE uses a token-based authorization system chosen to facilitate allocation and
tracking of urgent sessions. As a raw technology, there are no dictated policies within
SPRUCE; resource providers have full control and flexibility to choose the policies they
are comfortable with and implement them as they see fit. To build a complete solution for
urgent computing, SPRUCE must be combined with allocation and activation policies,
local participation policies for each resource, and procedures to support “warm standby”
drills. These application drills not only verify end-to-end correctness, they also generate
performance and reliability logs that can aid in resource selection.

3.1. Right-of-Way Tokens

Many possible authorization mechanisms could be used to let users initiate an urgent
computing session, including digital certificates, signed files, proxy authentication, and
shared-secret passwords. In time-critical situations, however, simpler is better. Rely-
ing on complex digital authentication and authorization schemes could easily become
a stumbling block to quick response. Hence, simple transferable tokens were chosen
for SPRUCE. This design is based on existing emergency response systems proven in
the field, such as the priority telephone access system supported by the U.S. Govern-
ment Emergency Telecommunications Service within the Department of Homeland Se-
curity [4]. Users of the priority telephone access system, such as officials at hospitals,
fire departments, government offices, and 911 centers, carry a wallet-sized card with an
authorization number. Cardholders can use the number to place high-priority phone calls
that jump to the top of the queue for both land- and cell-based traffic even if circuits are
completely jammed because of a disaster.

The SPRUCE tokens (see Figure 1) are unique 16-character strings that are issued to
scientists who have permission to initiate an urgent computing session. The token need
not be physical and could be hidden behind a Web portal or other middleware and used
by automated systems. When a token is created, several important attributes are set.

• Resources that can be used for urgent jobs
• Maximum urgency that can be requested on any job
• Session lifetime (period for which urgent jobs may be submitted)
• Expiration date of the token
• Project name
• People to be notified if the token is used (e.g., local administrators)

A token represents a unique “session” that can include multiple jobs and lasts for
a clearly defined period. A token can also be associated with a large group of collab-
orators; once the token is activated, anyone in the group can submit jobs with elevated
priority. Users may be added or removed from the token at any time, providing flexible
coordination. We emphasize that the right-of-way token is not related to machine access
or authentication. Users must already have an account and be able to log on and authen-
ticate in the traditional manner. The token allows the users only to begin and end an ur-
gent computing session, during which they may request elevated priority for jobs. With-
out an active session, requests for elevated job priority are logged and ignored. More-
over, job priority is not elevated by default. Only jobs submitted with special, urgent job
parameters, described in Section 3.4, receive unique treatment.

To support token-based session activation and access to elevated-priority resources,
the SPRUCE architecture has three main components: user workflow and client-side job

P. Beckman et al. / Building an Infrastructure for Urgent Computing 79



Figure 1. SPRUCE “right-of-way" token

submission tools, the SPRUCE portal for token management and urgent request authen-
tication, and local resource provider agents that respond to priority requests.

3.2. SPRUCE User Workflow

The SPRUCE workflow is designed for application teams that provide computer-aided
decision support or instrument control. Each application team is organized by a principal
investigator (PI). The PI selects the computational “first responders,” senior staff who
may initiate an urgent computing session by activating a token. First responders are re-
sponsible for evaluating the situation in light of the policies for using urgent computing.
They must decide whether usage of the urgent resources is indeed warranted and meets
the guidelines. The team must also have analysts or interpreters who can translate the
raw data and simulation output into advice for decision makers or possibly feedback to
instruments or controls. An application that models airflow across a city to evaluate con-
tamination scenarios may have many subtle details that need interpretation and presenta-
tion to city managers as they formulate response scenarios.

Figure 2 illustrates how the SPRUCE workflow is initiated. The workflow begins
as the result of a trigger, which may be automatic (e.g., an automated warning message
from a weather advisory RSS feed parser) or human-generated (e.g., a phone call to the
PI). SPRUCE token holders are expected to use tokens with discretion and according to
coordinated policies, similar to the way that citizens are expected to use good judgment
before dialing 911. Token usage will be monitored and reviewed. Administrators can
revoke tokens at any time.

The first responder begins interaction with the SPRUCE system by initiating a ses-
sion. Token activation can be done through a Web-based user portal or via a Web service
interface. Systems built from the Web service interface can be automated and incorpo-
rated into domain-specific toolsets, avoiding human intervention. Activation is described
in greater detail in Section 3.5.2. Often, running a large simulation involves numerous
scientists who are responsible for tasks ranging from acquiring the most recent data-set
to producing a visualization for analysis. The initiator of the SPRUCE session can in-
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Figure 2. SPRUCE token activation

dicate which scientist or set of scientists will be able to request elevated priority while
submitting urgent jobs. This set may later be augmented or edited.

3.3. Resource Selection

Once a token is activated and the application team has been specified, scientists can or-
ganize their computation and submit jobs. Naturally, there is no time to port the appli-
cation to new platforms or architectures or to try a new compiler. Applications must be
prepared for immediate use—they must be in “warm standby.” All of the application de-
velopment, testing, and tuning must be complete prior to freezing the code and marking
it ready for urgent computation. Grids such as the TeraGrid have dozens of large-scale
computational resources. The SPRUCE architecture supports large, diverse Grids; but
ultimately, the science teams must select the best resources for their application. Main-
taining and validating the accuracy of a simulation requires programmer resources, and
often application teams narrow their efforts to a handful of favorite platforms and sites.
Additionally, these sites should have their urgent computing priority policy in place and
clearly defined. In the same way that emergency equipment, personnel, and procedures
are periodically tested for preparedness and flawless operation, SPRUCE proposes to
have applications and policies in warm standby mode, being periodically tested and their
date of last validation logged (see Figure 3).

From this pool of warm standby Grid resources, the team must identify where to
submit their urgent jobs. In a distributed Grid of independent resource providers, different
urgent computing policies will exist. For example, one site may provide only a slightly
increased priority to SPRUCE jobs, while another site may kill all the running jobs and
allow an extremely urgent computation to use an entire supercomputer. On resources
where existing jobs are not killed or preempted, current job load will affect resource
selection. For urgent applications that produce or consume massive amounts of data,
data movement may also place constraints on resource selection. Moreover, how a given
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Figure 3. Example of the warm standby log, which tracks the validation history of urgent applications on
specific resources

Figure 4. The SPRUCE advisor helps choose the best resource.

application performs on each of the computational resources must also be considered. To
support resource selection, SPRUCE users may select resources manually or may use an
automated SPRUCE “advisor” (see Figure 4).

The SPRUCE advisor, currently under development, must determine which re-
sources offer the greatest probability to meet the given deadline. To accomplish this task,
the advisor must consider a wide variety of information, including the deadline, histori-
cal information (e.g., warm standby logs, local site policies), live data (e.g., current net-
work/queue/resource status), and application-specific data (e.g., the set of warm standby
resources, performance model, input/output data repositories). To determine the likeli-
hood of an urgent computation meeting a deadline on a given resource, the advisor must
calculate an upper bound on the total turnaround time for the job (i.e., the amount of time
from when a job is submitted to when the output is ready to be analyzed). Generally, the
turnaround time can be divided into three parts: the data movement for input and output
data-sets, the resource acquisition delay before the computation begins execution, and
the time executing the computation.

The data movement delay includes the time to stage data in as well as the time it
takes to transfer output to a destination for analysis. There are several approaches to pre-
dicting large file transfer delay by combining sporadic, historic transfer delay data with
frequent, lightweight network probe data [5,6]. Additionally, recent work [7] incorpo-
rated into the Network Weather Service (NWS) [8] implements two strategies for de-
termining an upper bound on the expected network bandwidth. Both approaches make

P. Beckman et al. / Building an Infrastructure for Urgent Computing82



Figure 5. Time series display of the queue delay predictions for next-to-run jobs requesting 17 to 32 nodes on
the UC-TeraGrid IA-64 cluster (image courtesy Rich Wolski, UCSB).

forecasts based upon a historical time series, generated via suitably sized NWS network
probes that estimate the available bandwidth between the source and destination.

In general, the resource acquisition delay represents the time a job waits prior to
execution. For SPRUCE, this delay entirely depends upon the requested urgency and the
local policy for each resource. Since each resource provider implements a local policy
for handling urgent computation, it becomes a key variable for determining the bound on
the queue delay. A prototype implementation of a bounds-predictor for next-to-run jobs
has been created by the NWS team. The predictor analyzes the batch queue logs of a
particular resource and generates a bound with a given level of confidence on the amount
of time a next-to-run job will wait in the queue. An example of these bounds is depicted
in Figure 5. Current research is geared toward determining similar methods for bounds
calculations for other resource policy choices, such as preemption and checkpoint/restart.

Ideally, the execution time will be predicted from a performance model of the ap-
plication on a given resource. If no performance model is available, a prediction may
be generated by the warm standby validation logs that track the performance of certain
configurations of the application on all warm standby resources.

The total turnaround time can then be bounded by combining the three predicted
delays. Additionally, the advisor can consider other aspects that affect the turnaround
time, for example, “Can the likelihood of meeting a deadline be improved by increasing
or reducing the number of CPUs the urgent job requests?” Increasing the number of
CPUs used in the computation should decrease the execution time but may result in an
increase in the queue delay.

The turnaround time is not the only factor a user must consider when selecting a
resource. The reliability of the application on a given resource is also important. For
instance, the user may choose a resource that has a slower predicted turnaround time
but on which the application has performed more reliably. As part of the warm standby
mechanism, SPRUCE can create a reliability metric based on historical validation tests.
Also, the current queue state for each resource (which can be provided via MDS4 [9] on
the TeraGrid) can be analyzed. The current queue delay methodology predicts bounds
based on historical queue data for each resource, and not on the current state of the queue.
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However, the user may be able to detect certain situations that may impact their decision,
such as an idle resource or a resource that just began executing a long-running job that is
consuming the entire resource.

An important question is how to handle job failures. When successful completion
of an urgent job is paramount, it may be prudent to simultaneously submit the job to
multiple resources. Not only is the likelihood of successful completion increased, but the
results may also be compared for validation. In the event that a resource fails while a job
is in the queue, the job should be automatically routed to another resource. This resource
may be selected by the advisor or specified a priori by the user. If the job fails or the
machine goes down during execution, the user should be supplied with a list of alternate
resources. We propose this approach rather than automatic rerouting, for two reasons.
First, enough time might have elapsed that it is no longer possible to meet the deadline
on any available resource; as a result, the computation would be wasted. Second, the
execution may have produced partial results that could be used to guide a subsequent
computation.

3.4. Prioritized Job Submission

SPRUCE provides support for both Globus-based urgent submissions and direct submis-
sion to local job-queueing systems. Currently SPRUCE supports all the major resource
managers such as Torque, LoadLeveler, and LSF and schedulers such as Moab, Maui,
PBS Pro, and Catalina. The system can be extended to any scheduler with little effort.
Authorized users who have active tokens need only to specify an additional “urgency”
parameter when submitting their jobs.

The Globus Toolkit [10] for Grid computing provides the TeraGrid with uniform
tools for authentication, job submission, file transfer, and resource description. By ex-
tending the Resource Specification Language (RSL) [11], which is used by Globus to
identify user-specific resource requests, the ability to indicate a level of urgency for jobs
is incorporated. A new “urgency” parameter is defined for three levels: critical (red), high
(orange), and important (yellow). These urgency levels are guidelines that help resource
providers enable varying site-local response protocols to differentiate potentially com-
peting jobs. Users with valid SPRUCE tokens can simply submit their original Globus
submission script with one additional RSL parameter (of the form ‘urgency = <level>’),
to gain priority access.

Unlike the Globus RSL, local job queue submission interfaces, such as the PBS
command qsub [12], are often not trivially extended to accept new parameters. Specifi-
cation of urgency level when submitting directly to a resource’s local job queue typically
requires a modified job submission command or a wrapper script. SPRUCE provides a
spruce_sub script that accepts an additional command line parameter specifying the job’s
requested urgency level.

From the user’s perspective, the next step after submitting the job is to analyze the re-
sults once the job successfully completes execution. On the computing resource, behind
the scenes, the job script is parsed, and a check is performed with the SPRUCE server to
verify the user has permission to run urgent jobs before taking the corresponding action
(see Section 3.5.3).
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Figure 6. Internal configuration of the SPRUCE portal

3.5. SPRUCE Portal

The SPRUCE portal provides a single-point of administration and authorization for ur-
gent computing across an entire Grid. It consists of three parts:

• The Web-based administrative interface allows privileged site administrators to
create, issue, monitor, and deactivate right-of-way tokens. It features a hierarchi-
cal structure, allowing management of specific sub-domains.

• The Web service-based user interface permits token holders to activate an urgent
computing session and to manage user permissions.

• The authentication service verifies urgent computing job submissions. A local site
job manager agent queries the remote SPRUCE server to ensure that the submit-
ting user is associated with an active token that gives permission to run urgent
jobs on the given resource at the requested urgency.

The internal architecture of the SPRUCE portal is depicted in Figure 6. Both the
user interface and the authentication service communicate with the SPRUCE server via a
Web services interface. The user interface is implemented on top of Apache Axis 2 [20],
while the portal is implemented in PHP and uses MySQL. External portals and work-
flows can become SPRUCE-enabled simply by incorporating the necessary Web service
invocations.

SPRUCE users can interact with the system using a Web browser, requiring only
minimal additional training, and making SPRUCE appropriate for emergency situations.
Likewise, administrators will find the interface easy to navigate and use regardless of
their environment.

3.5.1. Administration Interface

Distributed Grids typically span multiple administration domains. For the TeraGrid, the
Grid Infrastructure Group (GIG) coordinates the software infrastructure, allocation, us-
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age reporting, user support, and Grid security. While each resource provider, such as
the San Diego Supercomputer Center or the University of Chicago, has a defined “ser-
vice level agreement” for participation in the TeraGrid, they are nevertheless indepen-
dent organizations. To support multiple administrative domains and virtual organiza-
tions, SPRUCE maintains a hierarchical Web-based administration interface, organized
into three domains. Ordered by increasing privileges, these domains are the site (Grid
resource provider), virtual organization, and root administrator.

All administrators have the ability to create and distribute tokens that are limited to
particular resources and levels of priority within their domain, along with the privilege to
revoke any tokens they created. They also have access to the token activation and urgent
job submission history, user logs, and related statistics for their respective domain.

To permit distinct resource and management policies at each site, SPRUCE main-
tains sites within a virtual organization as independent entities. This strategy enables the
site administrator to use SPRUCE in the wider context of a large multisite Grid, as well
as privately for local machines and users. A virtual organization, such as the TeraGrid,
spans multiple sites. An administrator in this domain may issue tokens that are valid
across any sites that are a part of the virtual organization. Additionally, virtual organi-
zation administrators can add new sites. The most privileged administrative domain is
the SPRUCE super-user, who is responsible for managing the virtual organizations. We
note that SPRUCE does not support tokens that span multiple virtual organizations. The
reason is that one of the defining features of a virtual organization is that their users are
uniquely identified (e.g., certificate-based Distinguished Name, UNIX user name). How-
ever, sites belonging to distinct virtual organizations that utilize different user identity
mechanisms and wish to allow cross-site tokens may form a new virtual organization
with a shared identity mechansim.

3.5.2. User Interface

The intended users of the SPRUCE Web interface are scientists responsible for organiz-
ing the application team. Their tasks include monitoring the status of tokens, activating
sessions, and organizing the team that will participate in an urgent computing session.
This interface must be simple, fast, and modeled after the workflow described earlier in
Section 3.2.

The Web services architecture enables SPRUCE integration with existing scientific
Web portals and workflows. Users who prefer to use a Web-based interface can use the
SPRUCE user portal. When a token is activated, the urgent computing session begins
immediately; it terminates once the lifetime of the token has lapsed. We note that the
session lifetime refers only to the period when urgent jobs can be submitted. Once the
session ends, jobs that are currently executing will be allowed to continue uninterrupted.
For convenience, members of the team who can submit jobs can be organized (added or
removed) before the token is activated or any time during an active session. Changes to
the set of users associated with a token are propagated without delay. All SPRUCE users
may monitor basic statistics such as the remaining lifetime of the token and can query
SPRUCE to find out the tokens with which they are currently associated.

3.5.3. Job Authentication Interface

At the core of the SPRUCE architecture is the invariant that urgent jobs may be submit-
ted only while a right-of-way token is active. In order to support this invariant across a
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distributed Grid system, a remote authentication step must be inserted into the job sub-
mission tool-chain for each resource supporting urgent computation. Since the SPRUCE
portal contains the updated information regarding active sessions and users permitted to
submit urgent jobs, it is also the natural point for authentication.

When an urgent computing job is submitted via Globus or the local queue system,
the urgent priority parameters trigger authentication. This authentication is not related
to a user’s access to resource, which has already been handled by the traditional Grid
certificate or by logging into the Unix-based resource. Rather, it is a “Mother, may I”
request for permission to enqueue a high-priority job. This request is sent to the SPRUCE
portal, where it is checked against active tokens, resource names, maximum priority, and
associated users. Permission is granted if an appropriate right-of-way token is active and
the job parameters are within the constraints set for the token. All transactions, successful
and unsuccessful, are logged.

3.6. Resource Providers

To provide urgent computing capabilities for a supercomputer with SPRUCE, the re-
source providers must take three actions: register with the SPRUCE portal, formu-
late a resource specific policy for responding to urgent computing requests, and install
SPRUCE components that interface with the job manager and the queueing system.

3.6.1. Portal Registration

Sites that use SPRUCE need an administrative account on the SPRUCE portal. Using this
account, administrators can specify the details for each of the computational resources
supporting urgent job submissions. The site administrator will also provide important
contact information that can be used for emergency notifications when tokens are acti-
vated or critical errors occur. Once a site is registered, the administrator may begin gener-
ating and issuing right-of-way tokens. If the site is a member of a larger distributed Grid
system that is already a part of SPRUCE, it may be incorporated into the corresponding
virtual organization.

3.6.2. Responding to Urgent Computation

The SPRUCE architecture does not define or assume any particular policy for how sites
respond to urgent computing requests. This approach complicates some usage scenarios,
but it is unavoidable given the way we build Grids from distributed resources of indepen-
dent autonomous centers, and the diversity of resources and operating systems available
for computing.

When small-memory vector computers were the standard for HPC computing, pre-
empting jobs was natively supported. Long-running jobs were routinely suspended,
not to support urgent decision calculations, but to permit shorter jobs to achieve fast
turnaround times during compile or debug sessions. Unfortunately, almost all modern
supercomputers have lost this key feature, and therefore the SPRUCE architecture cannot
simply standardize the strategy for responding to urgent computation as immediate pre-
emption. Instead, we are left with many possible choices for supporting urgent computa-
tion depending on the systems software and middleware as well as on constraints based
on accounting of CPU cycles, machine usability, and user acceptance. Given the current
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technology for Linux clusters and more tightly integrated systems such as the Cray XT3
and the IBM Blue Gene, the following responses to an urgent computing request are
possible:

• Scheduling the urgent job as “next-to-run” in a priority queue. This approach
is simple and is highly recommended as a possible response for all resource
providers. All modern queueing and job management systems support priority
queues that are used for selecting the next job to run. No running computation
is killed; and from the perspective of the user community, the impact on normal
use is low. The urgent job will begin when all of the running jobs complete for a
given set of CPUs.

• Suspending running jobs and immediately launching the urgent job. Some sys-
tems allow jobs to be suspended but remain resident in memory (via STOP sig-
nal). Running the urgent job will then force some memory paging, but the sus-
pended job could be resumed later. Some applications that use external data
sources and network connections may fail (connections time out and reset) if they
are suspended. If a node crashes, both the suspended and the urgent jobs will
be lost. The benefit of this policy is that urgent computation will begin almost
immediately, making this option very attractive in some cases.

• Forcing a checkpoint/restart of running jobs and enqueueing the urgent job as the
next to run. This response is similar to the previous response but safely moves
the checkpoint to a location where it can then be used to restart on alternate re-
sources, and is safe from node reboots. Some architectures support system-based
checkpoint/restart; and, where it is reliable, it could be used to support urgent
jobs. The urgent job begins execution when the checkpoint completes, which for
large-memory systems could take 30 minutes or more depending on I/O and disk
rates.

• Killing all running jobs and enqueueing the urgent job as next to run. Clearly this
response is drastic and frustrating to the users who will lose their computation.
Nevertheless, for extremely urgent computation, what user would demand that a
black-hole simulation complete before launching an emergency hurricane or flood
modeling scenario? In this response, an urgent job would begin immediately after
running jobs are killed. Often, the delay to start is only several minutes.

Another factor in choosing the response policy is accounting and stakeholder ac-
countability. Certain machines are funded for specific activities, and only a small amount
of discretionary time is permitted. In some cases, there may be no specific “charge code”
for urgent computing cycles. Furthermore, in order to improve fairness, some form of
compensation could be provided to jobs that are killed to make room for an urgent job.
For example, users could be refunded their CPU hours, given extra time for their trouble,
and rescheduled with higher priority in order to avoid being relegated to the back of the
job queue.

Another idea is to provide discounted CPU cycles for jobs that are willing to be
terminated to make room for urgent computations. Some users have extremely robust
and well-integrated problem solving environments that can perform checkpoint/restart
easily. Some users design their software so only one or two hours of work is lost should a
CPU fail or the entire system go down. Such users should be rewarded, and a discounted
rate would allow them to recover lost work and run more inexpensively.
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Figure 7. Resource provider architecture

The calculation of “maximum time to begin” (i.e., resource acquisition delay) dis-
cussed in Section 3.3 may play an important role in choosing a response strategy.
For checkpoint/restart and killing of running jobs, the maximum time to begin can be
bounded, possibly on the order of a few minutes to tens of minutes. If it is easy to cal-
culate or determine, it can be used in conjunction with the computation deadline for se-
lecting resources. Unfortunately, jobs with next-to-run priority could wait hours or days
before running jobs complete. In any case, resource providers are encouraged to map all
three levels of urgency—critical, high, and important—to clearly defined responses.

3.6.3. Handling Urgent Job Submissions

Figure 7 gives an overview of how the job requests are handled at the resource provider.
In the Globus architecture, incoming jobs are routed through a job manager. When
SPRUCE is installed on the resource, a job manager tailored to handle the additional ur-
gency job parameters is added. This generates a job script dynamically when the urgent
job is submitted and passes it to the native resource manager such as PBS Pro or Torque.
It then authenticates the request against the SPRUCE portal (see Section 3.5.3). For ex-
ample, in the case of the Torque scheduler, a submit-filter [13] script specific to SPRUCE
is run every time a job is submitted. This filter authenticates the job script and confirms
that it was prepared by the job manager rather than a malicious user attempting to submit
a job into the high-priority queue without SPRUCE validation. If the user does not have
sufficient permission, the request is rejected. If the request passes the verification stage,
the actions needed to grant urgent access are performed based on the local site policy
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and the requested priority level. After verification, the native job scheduler sends the job
ID back to Globus, and when the requested resources become available, the queued job
is launched.

Local sites can also support the command line version of the urgency job submission
mechanism in the form of spruce_sub. Submission requests of this type are also routed
through the SPRUCE job manager; the implementation mechanism remains the same.
The only difference between these two submission methods is the interface.

3.7. Future Work

The SPRUCE system is currently running in production on many sites. Our current re-
search focus is the automated “advisor” (see Section 3.3). This capability will need
some job-specific information such as running time, data dependencies, and other pos-
sible computer-specific characterizations that can be collected periodically via verifica-
tion drills. Work is under way to create a framework that can automatically handle these
warm standby runs to verify application and policy readiness. We plan to leverage the
INCA monitoring system [14] and MDS4 of the Globus Toolkit for this purpose. An im-
portant challenge is to be able to “encode” local site policies in such a way that they can
be probed by the advisor.

Another goal is to incorporate more flexibility into job submissions and tokens. Cur-
rently, users can specify only the urgency level in their RSL. The inclusion of more in-
formation such as deadline can help the advisor select a suitable resource for the job to
run. Some applications, such as hurricane and tornado modeling, have a lead time before
they will need priority access. In such cases, the policy would need to be able to clear
off the queues within the lead time, rather than providing next-to-run or preemptive ac-
cess. Additionally, token holders might want the ability to aggregate tokens, rather than
manage back-to-back separate sessions.

Yet another aspect that we are considering is providing a priority resubmit coupon to
users whose jobs have been preempted during an urgent session. This coupon is similar
to a token but would be valid for a single submission that is constrained to be similar to
the preempted job (e.g., similar number of requested CPUs, requested wallclock time,
etc.). The coupon would allow users to return to the top of the queue rather than the
bottom, where they may wait days before getting back on the machine. This strategy
provides a straightforward bound on the delay incurred when users are preempted - they
will be inconvenienced no longer than is required for the urgent job to complete.

Currently, SPRUCE does not provide tools for prioritized data movement, which is
crucial for many high-performance computations. Existing data movement strategies and
tools such as the GridFTP project [15] will facilitate SPRUCE in the future. In addition,
network provisioning that reserves bandwidth may be needed for applications with large
data requirements [16].

One drawback of the current design is that there exists a single point of failure - the
SPRUCE portal. If the portal is experiencing downtime or the user fails to access it, the
only alternative is to abort an urgent submission. In order to counteract this weakness,
the portal and the backend database will require redundancy and remote fail-over loca-
tions. The existing version of the portal is also subject to the same variety of attacks as
other Internet Web servers, including denial of service, spoofing, and abuse of software
vulnerabilities. These and other research topics have received considerable attention; we
hope to take advantage of these efforts in our future work.
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Figure 8. Screenshot of SPRUCE integrated into the LEAD automated workflow

3.8. Experiences

Currently, SPRUCE is deployed at the University of Chicago/Argonne National Labo-
ratory (UC/ANL), Purdue University, Texas Advanced Computing Center (TACC), San
Diego Supercomputer Center (SDSC), and the National Center for Supercomputing Ap-
plications (NCSA) and is being deployed at Indiana University. Virginia Tech Univer-
sity is one of our early non-TeraGrid adopters planning to use this system for simulating
epidemiological spread patterns as a part of EPISIMS [17]. Louisiana State University is
also considering installing SPRUCE on it’s local cluster for the SCOOP [18] project.

Collaboration between the LEAD weather forecasting and analysis project [19] and
the UC/ANL TeraGrid resources resulted in real-time, on-demand severe weather mod-
eling and forecasting during May and June 2007. Additionally, the UC/ANL IA64 ma-
chine currently supports preemption for the highest priority urgent jobs. As an incentive
to use the platform even though jobs may be killed, users are charged at a rate of 90
percent of the standard CPU service unit billing. Deciding which jobs are preempted is
determined by an internal scheduler algorithm that considers several aspects, such as the
elapsed time for the existing job, number of nodes and jobs per user. The complete policy
mapping on the IA64 UC/ANL resource is as follows.

• Yellow - elevated priority
• Orange - next-to-run status
• Red - preemptive access

The LEAD collaboration clearly demonstrates the capability that SPRUCE can pro-
vide to existing workflows. LEAD was given a limited number of tokens for use through-
out the tornado season. Urgent runs are triggered automatically by parsing the RSS feed
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of advisories published by National Weather Service for possible warning flags. A right-
of-way token at the required urgency level is activated based on the warning, and a list of
users is added onto the token automatically via the Web service interface to the SPRUCE
server. Alternatively, community users can activate tokens given to them from the LEAD
portal directly, without logging into the SPRUCE portal (see Figure 8).

A significant challenge involved allowing local sites to establish their own policies
while keeping the SPRUCE installation as simple as possible. Each site needs a cus-
tomized version of the job manager (dependent on the site policy and scheduler), which
cannot be bundled into a common distribution. Hence, site administrators must make
minor modifications to the distributed SPRUCE job manager to integrate SPRUCE into
their systems. All these changes are well documented.

4. Discussion

Apart from the framework, urgent computing needs to focus on three key areas in the
long run: Policy, Planning and Technology.

4.1. Policy

Most resource providers and users support the basic ideas of on-demand and urgent com-
puting. However, the realities of resource utilization, user expectations, and current poli-
cies make supporting urgent computing challenging. At this time, funding agencies such
as the NSF and DOE evaluate HPC centers on utilization and delivered flops per dollar.
Viewed in this narrow scope, support for urgent computing has few benefits to the par-
ticipants in this market. Warm standby computing drills and eager scheduling of urgent
jobs depress resource utilization. Urgent runs can disrupt running jobs and delay those
waiting in the queue. Drill runs to provide application warm standby are also costly, with
no clear answer as to which allocation should be charged for the continual testing of an
urgent application. However, these issues stem from the priorities and metrics used by the
stakeholders. Traditionally, the General Accounting Office has asked large government-
funded supercomputer centers for measures including system utilization, cost, and aver-
age time waiting in a queue. Hand-in-hand with building support for urgent computing
we must create new metrics and policies to reflect priorities other than peak flops per
dollar.

Because urgent computing is by its very design disruptive to the normal operation of
a center, incentives and pricing models must be explored to encourage user participation
and adoption. For example, urgent computing can create incentives for application devel-
opers to develop codes that can be checkpoint/restarted or preempted. Providing rewards
or CPU-pricing incentives to use special “interruptible” job queues can help free more
resources for urgent computing. In return, jobs from these queues will be offered a dis-
counted rate. There is also an implicit benefit for applications to be compatible with ur-
gent computing because it encourages development of code that is robust to interruptions
and failures.

Another challenge is the human response to disruptions caused by urgent comput-
ing. For example, SPRUCE changes the established model of resource control. In hand-
ing out a SPRUCE token to a resource, the administrator is making a promise to a po-
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tential future computation. The administrator is also delegating the decision to preempt
jobs to someone else. It removes some of the hands-on control administrators are used
to. Outstanding SPRUCE tokens increase the probability of an urgent computing job dis-
rupting regular use of the resource. Since urgent computations are unplanned, they also
jeopardize resource utilization in the long run. To participate in an urgent computing net-
work, the rewards for the resource provider must outweigh the reduced utilization and
decreased predictability of the system.

4.2. Planning

During security breaches, professionals rely on playbooks to dictate a swift course of
action. Likewise, emergencies require fast and thoughtful response based on early plan-
ning and organization. Playbooks, or step-by-step instructions on a course of action dur-
ing emergency scenarios, are especially valuable in this regard. Urgent computing is not
something that can be organized on the fly, and we believe that resource providers, ur-
gent application programmers, scientists, and decision makers should all maintain urgent
computing playbooks for preparedness. Besides thorough instructions, an urgent com-
puting playbook can contain essential contact information for all the participants in a
scenario response to mitigating the overhead of organizing a team during an emergency.
Playbooks can also increase awareness of how applications and their output contribute
to a coherent response plan that may span multiple organizations, and many time zones.

For many situations where urgent computing could provide insight, the set of rele-
vant codes can be organized in advance. However, there will always be situations outside
the planned scenarios or playbooks. Locating application codes and science teams rele-
vant to a particular scenario can take a prohibitively long time. During emergencies, of-
ficials should know what relevant applications and scientists might be able to help guide
a response scenario. To facilitate this process, we envision a database that aggregates
information about applications that could be useful for constructing a dynamic response.

4.3. Technology

Virtualization technologies such as VMWare [21] and Xen [22] hold considerable
promise for urgent computing. Virtualization has the benefit of standardizing a runtime
environment that can be transported to a resource without worrying about an applica-
tion’s library and architecture dependencies. Urgent codes maintained in virtual ma-
chines can be deployed to the resource and begin execution immediately without any
overhead of manual configuration. This will lower turnaround time and simplify applica-
tion maintenance and drill procedures. Another benefit of using virtual machines is that
they minimally impact already running virtualized applications through graceful degra-
dation. In a virtualized environment, checkpointing or killing a running job is not nec-
essary to simultaneously execute an urgent job, since the urgent job can time share the
CPU and other resources. Or, the virtual machine for a preempted job could be moved to
a smaller or slower resource. One drawback to using virtual machines, however, is their
large memory and disk footprint. A virtual machine image needs to include libraries,
configuration settings, and other data that is usually not bundled with the application.

In building and deploying SPRUCE we have concentrated our efforts primarily on
federally sponsored supercomputing centers. However, there are commercial alternatives

P. Beckman et al. / Building an Infrastructure for Urgent Computing 93



to computing and storage resources. For example, Amazon provides the EC2 (Elastic
Compute Cloud) service [23] and S3 (Simple Storage Service) [24] frameworks. Al-
though they are “best effort” resources, these commercial services can be potential re-
sources during urgent need, especially in cases when other infrastructure is unavailable.
Amazon’s services are competitive alternatives because, unlike other resource providers,
they fully support virtualization and can prioritize and coordinate large reservations for
customers who are willing to pay the premium.

5. Conclusions

Urgent computing is a new and evolving field made possible by the improved fidelity and
utility of high-performance computing to decision making and near-real-time instrument
steering and control. To support this new field, scientists must work together to develop
not only the technology but also the policies to support research and development for
emerging urgent computing applications. The community must organize policies that
can be used to help guide answers to the questions of “who,” “why,” and “under what
circumstances” application teams will receive permission to initiate urgent computing
sessions. To build an international infrastructure to support urgent computing, we must
solve both challenges: political and technical. We believe that by deploying prototype
systems such as SPRUCE, the community can test and explore this new way to use
applications and resources.
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Abstract. In widely distributed systems generally, and in science-oriented Grids in 

particular, software, CPU time, storage, etc., are treated as “services” – they can be 

allocated and used with service guarantees that allows them to be integrated into 

systems that perform complex tasks. Network communication is currently not a 

service – it is provided, in general, as a “best effort” capability with no guarantees 

and only statistical predictability. 

In order for Grids (and most types of systems with widely distributed com-

ponents) to be successful in performing the sustained, complex tasks of large-scale 

science – e.g., the multi-disciplinary simulation of next generation climate model-

ing and management and analysis of the petabytes of data that will come from the 

next generation of scientific instrument (which is very soon for the LHC at 

CERN) – networks must provide communication capability that is service-

oriented: That is it must be configurable, schedulable, predictable, and reliable. In 

order to accomplish this, the research and education network community is under-

taking a strategy that involves changes in network architecture to support multiple 

classes of service; development and deployment of service-oriented communica-

tion services, and; monitoring and reporting in a form that is directly useful to the 

application-oriented system so that it may adapt to communications failures. 

In this paper we describe ESnet’s approach to each of these – an approach 

that is part of an international community effort to have intra-distributed system 

communication be based on a service-oriented capability. 

Keywords. Energy Sciences Network (ESnet), networks for large-scale science, 

network planning, networks and service oriented environments 

1. The Network Today 

1.1. ESnet’s Mission 

ESnet’s mission is to provide an interoperable, effective, reliable, high performance 

network communications infrastructure, along with selected leading-edge Grid-related 

and collaboration services in support of the large-scale, collaborative science that is 

integral to the mission of DOE’s Office of Science (SC). 

ESnet must provide services that enable the SC science programs that depend on: 

• Sharing of massive amounts of data 

• Supporting thousands of collaborators world-wide 

• Distributed data processing 

• Distributed data management 
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• Distributed simulation, visualization, and computational steering 

• Collaboration with the US and International Research and Education commu-

nity.

To this end, ESnet provides network and collaboration services to DOE laborato-

ries. ESnet also serves programs in most other parts of DOE. 

1.2. ESnet Defined 

ESnet is: 

• A large-scale IP network built on a national circuit infrastructure with high-

speed connections to all major US and international research and education 

(R&E) networks. 

• An organization of 30 professionals structured for the service. 

• An operating entity with an FY06 budget of $26.6M. 

• A tier 1 ISP providing direct peering will all major networks – commercial, 

government, and research and education (R&E). 

• The primary DOE network providing production Internet service to almost all 

of the DOE Labs and most other DOE sites. This results in ESnet providing 

an estimated 50,000–100,000 DOE users and more than 18,000 non-DOE re-

searchers from universities, other government agencies, and private industry 

that use SC facilities with global Internet access. 

Figure 1. ESnet provides global high-speed Internet connectivity for DOE facilities and collaborators (ESnet 

in early 2007). 
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1.3. ESnet’s Place in U.S. and International Science 

A large fraction of all of the national data traffic supporting U.S. science is carried by 

three networks – ESnet and Internet2, and National Lambda Rail. These three entities 

fairly well represent the architectural scope of science-oriented networks. 

ESnet is a network in the traditional sense of the word. It connects end-user sites to 

various other networks. Internet2 is primarily a backbone network. It connects U.S. 

regional networks to each other and International networks. NLR is a collection of light 

paths or lambda channels that are used to construct specialized R&E networks. 

ESnet serves a community of directly connected campuses – the Office of Science 

Labs. In essence ESnet interconnects the LANs of all of the Labs to the outside world. 

ESnet also provides the peering and routing needed for the Labs to have access to the 

global Internet. Internet2 serves a community of regional networks that connect univer-

sity campuses. These regional networks – NYSERNet (U.S. northeast), SURAnet (U.S. 

southeast), CENIC (California), etc., – have regional aggregation points called Giga-

PoPs and Internet2 interconnects the GigaPoPs. Internet2 is mostly a transit network – 

the universities and/or the regional networks provide the peering and routing for end-

user Internet access. This is very similar to the situation in Europe where GÉANT (like 

Internet2) interconnects the European National Research and Education Networks 

(NRENs) that in turn connect to the LANs of the European science and education insti-

tutions. (The NRENs are like the US regional networks, but organized around the 

European nation-states). 

The top-level networks – ESnet, Internet2, GÉANT, etc. – work closely together to 

ensure that they have adequate connectivity with each other so that all of the connected 

institutions have high-speed end-to-end connectivity to support their science and edu-

cation missions. ESnet and Internet2 have had joint engineering meetings for several 

years (Joint Techs) and ESnet, Internet2, GÉANT, and CANARIE (Canada) have also 

formed an international engineering team that meets several times a year. 

An ESnet goal is that connectivity from DOE Lab to US and European R&E insti-

tutions should be as good as Lab to Lab and University to University connectivity. The 

Figure 2. The large-scale data flows in ESnet reflect the scope of Office of Science collaborations. ESnet’s 

top 100 data flows generate 50% of all ESnet traffic (ESnet handles about 3×10
9

 flows/mo.) 91 of the top 100 

flows are from the DOE Labs (not shown) to other R&E institutions (shown on the map) (CY2005 data). 
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key to ensuring this is engineering, operations, and constant monitoring. ESnet has 

worked with the Internet2 and the international R&E community to establish a suite of 

monitors that can be used to continuously check a full mesh of paths through all of the 

major interconnection points. 

2. Next Generation Networks 

2.1. Evolving Science Environments Drive the Design of the Next Generation ESnet 

Large-scale collaborative science – big facilities, massive amount of data, thousands of 

collaborators – is a key element of DOE’s Office of Science. The science community 

that participates in DOE’s large collaborations and facilities is almost equally split be-

tween SC labs and universities, and has a significant international component. Very 

large international (non-US) facilities (e.g., the LHC particle accelerator at CERN in 

Switzerland and the ITER experimental fusion reactor being built in France) and inter-

national collaborators participating in US based experiments are now also a key ele-

ment of SC science, requiring the movement of massive amounts of data between the 

SC labs and these international facilities and collaborators. Distributed computing and 

storage systems for data analysis, simulations, instrument operation, etc., are becoming 

common, and for data analysis in particular, Grid-style distributed systems predominate. 

(See, e.g., the Open Science Grid – an SC led distributed Grid computing project – 

http://www.opensciencegrid.org/.) 

This Grid-based science environment is very different from that of a few years ago 

and places substantial new demands on the network. High-speed, highly reliable con-

nectivity between labs and US and international R&E institutions is required to support 

the inherently collaborative, global nature of large-scale science. Increased capacity is 

needed to accommodate a large and steadily increasing amount of data that must trav-

erse the network to get from instruments to scientists and to analysis, simulation, and 

storage facilities. High network reliability is required for interconnecting components 

of distributed large-scale science computing and data systems and to support various 

modes of remote instrument operation. New network services are needed to provide 

bandwidth guarantees for data transfer deadlines, remote data analysis, real-time inter-

action with instruments, coupled computational simulations, etc. 

There are many stakeholders for ESnet. Foremost are the science program offices 

of the Office of Science: Advanced Scientific Computing Research, Basic Energy Sci-

ences, Biological and Environmental Research, Fusion Energy Sciences, High Energy 

Physics, and Nuclear Physics – see http://www.science.doe.gov/. ESnet also serves labs 

and facilities of other DOE offices (e.g., Energy Efficiency and Renewable Energy, 

Environmental Management, National Nuclear Security Administration, and Nuclear 

Energy, Science and Technology). Other ESnet stakeholders include SC-supported 

scientists and collaborators at non-DOE R&E institutions (more than 85% of all ESnet 

traffic comes from, or goes out to non-DOE R&E organizations), and the networking 

organizations that provide networking for these non-DOE institutions. 

Requirements of the ESnet stakeholders are primarily determined by three ap-

proaches: 1) Instruments and facilities that will be coming on-line over the next 

5–10 years and will connect to ESnet (or deliver data to ESnet sites in the case of LHC 

and IETR) are characterized by considering the nature of the data that will be generated 

and how and where it will be stored, analyzed, and used. 2) The process of science in 

W. Johnston et al. / Network Communication as a Service-Oriented Capability 99



the disciplines of direct interest to SC is examined to determine how the process of that 

science will change over the next 5–10 years and how these changes will drive demand 

for new network capacity, connectivity, and services. 3) ESnet traffic patterns are ana-

lyzed based on the use of the network in the past 2–5 years to determine the trends, and 

then projecting this usage forward in time, thus determining how the network must 

change to accommodate the future traffic patterns implied by these trends. 

2.2. A Case Study: The Data Analysis for the Large Hadron Collider
1

The major high energy physics (HEP) experiments of the next twenty years will break 

new ground in our understanding of the fundamental interactions, structures and sym-

metries that govern the nature of matter and space-time. Among the principal goals are 

to find the mechanism responsible for mass in the universe, and the “Higgs” particles 

associated with mass generation, as well as the fundamental mechanism that led to the 

predominance of matter over antimatter in the observable cosmos. 

The largest collaborations today, such as CMS [12] and ATLAS [13], which are 

building experiments for CERN’s Large Hadron Collider program (LHC [14]), each 

encompass some 2000 physicists from 150 institutions in more than 30 countries. The 

current generation of operational experiments at Stanford Linear Accelerator Center 

(SLAC) (BaBar [15]) and Fermilab (D0 [16] and CDF [15]), as well as the experiments 

at the Relativistic Heavy Ion Collider (RHIC, [18]) program at Brookhaven National 

1

Material for this sections is drawn from the “Report of the Standing Committee on Inter-Regional Con-

nectivity (SCIC), Networking for High Energy Physics,” February 8, 2007 [7], and from conversations be-

tween WEJ and Harvey Newman of Caltech. 

Figure 3. The Large Hadron Collider at CERN. An aerial view of CERN and a graphic showing one of the 

two large experiments (the CMS detector). The LHC ring is 27 km circumference (8.6 km diameter) and 

provides two counter-rotating, 7 TeV proton beams collide in the middle of the detectors. (Images courtesy 

CERN.)
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Lab, face similar challenges. BaBar, for example, has already accumulated datasets 

approaching a petabyte. 

The HEP problems are among the most data-intensive known. Hundreds to thou-

sands of scientist-developers around the world continually develop software to better 

select candidate physics signals from particle accelerator experiments such as CMS, 

better calibrate the detector and better reconstruct the quantities of interest (energies 

and decay vertices of particles such as electrons, photons and muons, as well as jets of 

particles from quarks and gluons). These are the basic experimental results that are 

used to compare theory and experiment. The globally distributed ensemble of comput-

ing and data facilities (e.g., see Fig. 4), while large by any standard, is less than the 

physicists require to do their work in an unbridled way. There is thus a need, and a 

drive, to solve the problem of managing global resources in an optimal way in order to 

maximize the potential of the major experiments to produce breakthrough discoveries. 

Collaborations on this global scale would not have been attempted if the physicists 

could not assume the existence of reliable, high capacity, feature-rich networks: to in-

terconnect the physics groups throughout the lifecycle of the experiment, and to make 

possible the construction of Data Grids capable of providing access, processing and 

analysis of massive datasets. These datasets will increase in size from petabytes to ex-

abytes (10
18

 bytes) within the next decade. Equally as important is highly capable mid-

dleware (the Grid data management and underlying resource access and management 

services) that is used to facilitate the management of world wide computing and data 

resources that must all be brought to bear on the data analysis problem of HEP [6]. 

Tiered Model of Regional Computing and Analysis Centers 

Building on developments in the early HEP grid projects (PPDG and GriPhyN/iVDGL 

in the US, and the EU DataGrid), the LHC experiments have adopted the Data Grid 

Hierarchy of four “Tiers” of globally distributed computing and storage resources. Data 

at the experiment are stored at the rate of 200–1500 Mbytes/sec throughout the year, 

Figure 4. A refined view of the LHC Data Grid Hierarchy, developed in the DISUN project, where opera-

tions of the Tier-2 centers and the U.S. Tier-1 center are integrated through network connections with typical 

speeds in the 10 Gbps range. 
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resulting in many Petabytes per year of stored and processed binary data that are ac-

cessed and processed repeatedly by worldwide collaborators. 

Referring to Fig. 4, processing and analyzing the data requires the coordinated use 

of the entire ensemble of Tier-N facilities. The relatively few large Tier-0 and Tier-1 

facilities are best suited for the high priority large-scale tasks of systematic data proc-

essing, archiving and distribution, and data curation. Moving down the hierarchy to the 

smaller and more numerous Tier-2 and Tier-3 facilities, individuals and small groups 

have greater control over how these resources are allocated to small and medium-sized 

tasks of special interest to them. The Tier-2s, which comprise an estimated 40% of the 

overall CPU resources, are also foreseen to be the source of most of the simulated data 

and where most of the later-stage data analysis will take place. 

The basic effectiveness of the grid hierarchy concept in a large-scale production 

setting is being shown clearly in the large-scale grid-based production operations of the 

LHC experiments, in partnership with the major grid projects OSG and EGEE [19]. 

The increasing scale and efficiency of these operations supporting the LHC and other 

major HEP experiments, as well as other science communities, has been accompanied 

by an increasing efficiency and scale of network usage. 

While the top-down picture of the hierarchical computing model and its use in the 

LHC service challenges has been relatively simple until now, effective use of the com-

pute and storage resources at Tier-2s would benefit greatly from more opportunistic 

data distribution and local data access. There will therefore be a tendency towards more 

dynamic data flow among the Tiers, as a growing number of physics groups learn to 

use the production-oriented and standalone tools effectively. In the longer run, when 

the community of thousands of physicists will share both local and more remote re-

sources to analyze their data, dynamic and efficient use of the network would enable 

the community to balance its resource usage, and to make more effective use of local 

and regional resources where a group may have higher priority. 

Refined View of the LHC Computing Model 

At the start of LHC data-taking in 2007–2008, a typical Tier-2 site is expected to com-

prise of order 500–1000 kSi2000
2

 of CPU power, and 100–300 TBytes of useable disk 

space for each experiment served. 

Given the scale and nature of storage at the Tier-2s, none of the individual Tier-2 

sites will have sufficient resources to host all the relevant data samples for its regional 

user community. Instead, there will be a need to dynamically move data and user appli-

cations among the collection of Tier-2 sites and the corresponding Tier-1 center (for 

example, the U.S. Tier-2s and U.S. Tier-1s at Fermilab or Brookhaven) in order to op-

timally exploit the physics potential of the experiment. Accordingly, there will be a 

corresponding need for the Tier-2 centers to be connected by high bandwidth networks. 

Responding to this vision and the corresponding needs, four of the U.S. CMS 

Tier-2s have initiated the DISUN project, illustrated in Fig. 4. The physics data caches 

depicted at the center of the ring in the figure are distributed across Tier-2 sites, and are 

made available to scientists as a managed and high-throughput data resource supported 

by high throughput data transport services which are currently under development. It is 

also important to note that the diagram is schematic. The European Tier-2s are con-

nected via the GÉANT2 network infrastructure, while the US Tier 1s and Tier 2s are 

2

CINT2000 is a measure of compute-intensive integer performance; kSi2000 is units of a thousand times the 

CINT2000 metric. An Intel P4 Xeon at 2.8GHz is approximately 1 kSI2000. See www.spec.org.

W. Johnston et al. / Network Communication as a Service-Oriented Capability102



interconnected via high-bandwidth peerings between ESnet and Internet2 at the major 

points of presence in Chicago (StarLight) and New York (MANLAN). 

Nature of the Distributed Data Management and Analysis Systems 

The LHC data management system has several characteristics that result in require-

ments for the network and its services. 

• The systems are widely distributed – typically spread over continental or in-

ter-continental distances. The systems are data intensive and high-

performance, typically moving terabytes a day for months at a time (see 

Fig. 5). 

• The system are high duty-cycle, operating most of the day for months at a 

time in order to meet the requirements for data movement. 

• Such systems clearly depend on network performance and availability, but 

these characteristics cannot be taken for granted, even in well-run networks, 

when the multi-domain network path is considered. In fact, they cannot be 

taken for granted even within a single well-run, high-capacity network. 

• The applications must be able to get guarantees from the network that there is 

adequate bandwidth to accomplish the task at hand. The applications must be 

able to get information from the network that allows graceful failure and auto-

recovery and adaptation to unexpected network conditions that are short of 

outright failure (which is much more common than complete failure). 

In other words, the network has to behave like a service that provides guarantees 

and information to support recovery when the guarantees are not met. The application 

then must be capable of using such information to implement dynamic reconfiguration 

strategies and so on. 

Figure 5. Data transfers by the CMS PhEDEx application. The graphs illustrate one of the LHC “Ser-

vice Challenges” – application, site, and network readiness exercises – during 2006. In this case 1–2 

petabytes/month data movement operated for 5 months. (Courtesy the CMS collaboration. See 

http://cmsdoc.cern.ch/cms/aprom/phedex/.) 
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As more experience is gained with the current generation of applications and pro-

totype network services, several things are becoming clear. One is that the network has 

inadequate tools to monitor the new services like virtual circuits (“VC”) and report 

back to the application in sufficient detail for the application to respond in an intelli-

gent way. Another is that because VC services are relatively coarse-grained with re-

spect to applications (VCs are typically set up between sites at this point), the applica-

tion will have to share the bandwidth of a VC. 

2.3. Network Requirements from Data and Collaboration Characteristics of DOE 

Office of Science Instruments, Facilities, and Science Practice 

There are some 20 major instruments and facilities currently operated or being built by 

SC, plus the LHC (CERN, Switzerland) and ITER (France). To date, ESnet has charac-

terized 14 of these for their future requirements. Facilities such as DOE’s big accelera-

tors (RHIC at Brookhaven, SNS at Oakridge) and supercomputer centers (NERSC at 

Lawrence Berkeley, NLCF at Oak Ridge, and ALCF at Argonne), as well as the LHC 

at CERN, are typical of the hardware infrastructure of the science supported by the 

Office of Science. These facilities generate four types of network requirements: band-

width, connectivity and geographic footprint, reliability, and network services. 

In order to determine the requirements of SC science based on how the process of 

conducting scientific research will change, a set of case studies were developed in 

which the science communities were asked to describe how they expected to have to be 

doing their science in five and ten years in order to make significant progress. Com-

puter scientists then worked with the scientists to translate the new processes into net-

work requirements – in particular those related to collaboration, data sharing and re-

mote analysis, remote instrument control, and large-scale simulations coupled with 

each other and/or with external sources of data (e.g., operating instruments) [2]. Band-

width needs are determined by the quantity of data produced and the need to move the 

data for remote analysis. Connectivity and geographic footprint are determined by the 

location of the instruments and facilities, and the locations of the associated collabora-

tive community, including remote and/or distributed computing and storage used in the 

analysis systems. These locations also establish requirements for connectivity to the 

network infrastructure that supports the collaborators (e.g., ESnet connectivity to Inter-

net2 and the US regional R&E networks, and GÉANT and the European national R&E 

networks – the NRENs). 

The reliability requirements are driven by how closely coupled the facility is with 

remote resources. For example, off-line data analysis – where an experiment runs and 

generates data and the data is analyzed after the fact – may be tolerant of some level of 

network outages. On the other hand, when remote operation or analysis must occur 

within the operating cycle time of an experiment (“on-line” analysis, e.g., in magnetic 

fusion experiments), or when other critical components depend on the connection (e.g., 

a distributed file system between supercomputer centers), then very little network 

downtime is acceptable. The reliability issue is critical and drives much of the design of 

the network. Many scientific facilities in which DOE has invested hundreds of millions 

to billions of dollars, together with their large associated science communities, are 

heavily dependent on networking. Not surprisingly, when the experiments of these fa-

cilities depend on the network, then these facilities and scientists demand that the net-

work provide very high availability (99.99+%), in addition to very high bandwidth. 
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The fourth requirement is in the area of types of service. In the past, networks typi-

cally provided a single network service – best-effort delivery of data packets
3

 – on 

which are built all of today’s higher-level applications (FTP, email, Web, socket librar-

ies for application-to-application communication, etc.), and best-effort IP multicast 

(where a single outgoing packet is, sometimes unreliably, delivered to multiple receiv-

ers). In considering future uses of the network by the science community, several other 

network services have been identified as requirements, including bandwidth guaran-

tees,
4

 traffic isolation,
5

 and reliable multicast. 

Bandwidth guarantees are typically needed for on-line analysis, which always in-

volves time constraints. Another type of application requiring bandwidth guarantees is 

distributed workflow systems such as those used by high energy physics data analysis. 

The inability of one element (computer) in the workflow system to adequately commu-

nicate data to another will ripple through the entire workflow environment, slowing 

down other participating systems as they wait for required intermediate results, thus 

reducing the overall effectiveness of the entire system. 

Traffic isolation is required because today’s primary transport mechanism – TCP – 

is not ideal for transporting large amounts of data across large (e.g., intercontinental) 

distances. There are protocols better suited to this task, but these protocols are not 

compatible with the fair-sharing of TCP transport in a best-effort network, and are thus 

typically penalized by the network in ways that reduce their effectiveness. A service 

that can isolate the bulk data transport protocols from best-effort traffic is needed to 

address this problem. 

Reliable multicast is a service that, while not entirely new, must be enhanced to in-

crease its effectiveness. Multicast provides for delivering a single data stream to multi-

ple destinations without having to replicate the entire stream at the source, as is the 

3

Packet management by IP networks is not deterministic, but rather statistical. That is, the IP packets that 

make up, e.g., a TCP stream are injected into the network from many computers that are all connected to a 

single router – e.g. a typical large SC Lab will have many internal “subnets” all of which connect through 

different interfaces to a single site gateway router that provides connectivity to the outside world. The pack-

ets are queued in the router in whatever order they reach the routing processor (also called the forwarding 

processor). The packets in the queue waiting to be forwarded to their next-hop destination are intermixed 

indiscriminately by virtue of being queued immediately from several different input connections. As long as 

the queue does not overflow this is not an issue (in fact it is the norm) since every packet is routed through 

the network independently of every other packet. If the packets come into a router through several interfaces 

and they are all processed out through a single interface – as is typical, e.g., for a site gateway router that has 

several connections on the site side and a single connection on the Wide Area Network side – then it is possi-

ble for the forwarding processor to fall behind. This can happen either because the forwarding processor is 

not fast enough to keep up with the routing (which is rare in modern routers) or because the aggregate input 

traffic bandwidth exceeds the bandwidth of the single output interface (a circumstance that, in principle, is 

easily realized). When this happens the input queue for the forwarding engine will fill and “overflow” – this 

is called network congestion. The overflow process is a random discard of the incoming packets, and the 

overall effect is that there is no guarantee that a packet sent to a router is forwarded on to its next hop toward 

its destination – packet forwarding is a “best-effort” process. (Users typically see congestion as a slowdown 

in the network – they do not see the packet loss directly because most applications use TCP as a reliable 

transport protocol. TCP uses IP packets to move data through the network and it detects packet loss and 

automatically resends the lost IP packets in order to ensure reliable data delivery.) 

4

Bandwidth guarantees are provided in IP networks by doing two things: First, the packets in a bandwidth-

guaranteed connection are marked as high priority and are forwarded ahead of any waiting best-effort packet. 

Second, the bandwidth-guaranteed connections are managed so that, in aggregate, they never exceed the 

available bandwidth anywhere in the path to their destination. This entails limiting the input bandwidth of a 

bandwidth-guaranteed connection to an agreed upon value, and then by limiting the number of such connec-

tions so as not to exceed the available bandwidth along the path. 

5

Traffic isolation is provided in a way similar to bandwidth guarantees in that the packets are queued and 

forwarded in such a way that they do not interact with other classes of traffic such as best-effort. 
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case, e.g., when using a separate TCP-based connection from the source to each re-

ceiver. This is important when the data to be delivered to multiple sites is too volumi-

nous to be replicated at the source and sent to each receiving site individually. Today, 

IP multicast provides this capability in a fragile and limited way (IP multicast does not 

provide reliable delivery as TCP-based transport does). New services may be required 

to support reliable and robust multicast. 

In the case studies that have been done to date [5], one or more major SC facilities 

have identified a requirement for each of these network capabilities.  

The case studies of [2,4], and [5] were picked both to get a good cross-section of 

SC science and to provide realistic predictions based on highly probable changes in the 

scientific process in the future. The case studies were conducted over several years and 

included the following Office of Science programs and associated facilities: Magnetic 

Fusion Energy, NERSC, ACLF, NLCF, Nuclear Physics (RHIC), Spallation Neutron 

Source, Advanced Light Source, Bioinformatics, Chemistry/Combustion, Climate Sci-

ence, and High Energy Physics (LHC). 

Summary of the Conclusions of the Case Studies 

There is a high level of correlation between network requirements for large and small-

scale science – the primary difference being bandwidth – and so meeting the require-

ments of the large-scale stakeholders will generally provide for the requirements of the 

smaller ones, provided the required services set is the same. 

Some of the non-bandwidth findings from the case studies included: 

• The geographic extent and size of the user base of scientific collaboration is 

continuously expanding. As noted, DOE US and international collaborators 

rely on ESnet to reach DOE facilities, and DOE scientists rely on ESnet to 

reach non-DOE facilities nationally and internationally (e.g., LHC, ITER). 

Therefore, close collaboration with other networks is essential in order to pro-

vide high-quality end-to-end service, diagnostic transparency, etc. 

• Robustness and stability (network reliability) are essential. Large-scale in-

vestment in science facilities and experiments makes network failure unac-

ceptable when the experiments depend on the network. 

• Science requires several advanced network services for different purposes. 

There are requirements for predictable latency and quality of service guaran-

tees to support remote real-time instrument control, computational steering, 

and interactive visualization. Bandwidth guarantees and traffic isolation are 

needed for large data transfers (potentially using TCP-unfriendly protocols), 

and network support for deadline scheduling of data transfers. 

The aggregation of requirements from the 14 case studies (see [5]) results in: 

• Reliability 

− The Fusion requirements of 1 minute of down time during an experiment 

that runs 8–16 hours a day, 5–7 days a week, implies a network availabil-

ity of 99.999%. LHC data transfers can only tolerate a small number of 

hours of outage in streams that operate continuously for 9 months per 

year, otherwise the analysis of the data coming from the LHC will fall too 

far behind to ever catch up. This implies a network availability of 

99.95%. 
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− These needs result in a requirement for redundancy (which is the only 

practical way to achieve this level of reliability) both for site connectivity 

and within ESnet. 

• Connectivity 

− The geographic reach of the network must be equivalent to that of the sci-

entific collaboration. Multiple peerings with the other major R&E net-

works are needed to add reliability and bandwidth for inter-domain con-

nectivity. This is critical both within the US and internationally. 

• Bandwidth 

− A bandwidth of 10 Gb/s site-to-site connectivity is needed now, and 

100 Gb/s will be needed by 2010. Multiple 10 Gb/s peerings (intercon-

nections) with the major R&E networks will be needed for data transfers. 

The network must have the ability to easily deploy additional 10 Gb/s cir-

cuits and peerings as needed by new science projects. 

Bandwidth and service guarantees are needed end-to-end, so all R&E networks must 

interoperate as one seamless fabric. Flexible rate bandwidth guarantees are needed – 

that is, a project must be able to ask for the amount of bandwidth that it needs and not 

be forced to use more or less. 

The case studies include both quantitative and qualitative requirements. 

2.4. Requirements from Observing Traffic Patterns 

From the analysis of historical traffic patterns, several clear trends emerge that result in 

requirements for the evolution of the network so it can handle the projected traffic load. 

The first, and most obvious, pattern is the exponential growth of the total traffic 

handled by ESnet (Figs 6 and 7). This traffic trend represents a 10× increase every 47 

months on average since 1990 (Fig. 7). ESnet traffic just passed the 1 petabyte per 

month level with about 1.5 Gb/s average, steady-state load on the New York-Chicago-

San Francisco path. If this trend continues (and all indications are that it will acceler-

ate), the network must be provisioned to handle an average of 15 Gb/s in four years. 

This implies a minimum backbone bandwidth of 20 Gb/s, because the network peak 

capacity must be at least 40% higher than the average load in order for today’s proto-

cols to function properly with bursty traffic (which is the norm). In addition, the current 

traffic trend suggests that 200 Gb/s of core network bandwidth will be required in eight 

years. This can only be achieved within a reasonable budget by using a network archi-

tecture and implementation approach that allows for cost-effective scaling of hub-to-

hub circuit bandwidth. 

The second major change in traffic is the result of a dramatic increase in the use of 

parallel file mover applications (e.g., GridFTP). This has resulted in the most profound 

change in traffic patterns in the history of ESnet. Over the past two years, this has re-

sulted in a change from the historical trend where the peak system-to-system (“work-

flow”) bandwidth of the largest network users increased along with the increases in 

total network traffic, to a situation where the peak bandwidth of the largest user sys-

tems is coming down, and the number of flows that they generate is going up, while the 

total traffic continues to increase exponentially. This reduction in peak workflow 

bandwidth, together with an overall increase in bandwidth, is the result of the decom-

position of single large flows into many smaller parallel flows. In other words, the 
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same types of changes that happened in computational algorithms as parallel comput-

ing systems became prevalent are now happening in data movement – that is, parallel 

I/O channels operating across the network. This is illustrated in Fig. 8, where the top 

100 host-to-host data transfers, in one month averages, for a sampling of months over 

the past 18 months, are represented in the bar charts labeled “Host to Host Traffic.” 

(The “stair-step” appearance arises from groups of associated parallel file movers that 

move approximately the same amount of data while operating.) Next to these graphs is 

the total network traffic for that month, segmented as in Fig. 6. 

The third clear traffic trend is that over the past two years the impact of the top few 

hundred workflows – there are of order 6 × 10
9

flows per month in total – has grown 

from negligible before mid-2004 to more than 50% of all traffic in ESnet by mid-2006! 

Figure 6. Total ESnet traffic by month, 2000–2007. The segmented bars from mid-2004 on show that frac-

tion of the total traffic in the top 1000 data flows (which are from large-scale science facilities). (There are 

typically several billion flows per month in total, most of which are minuscule compared to the top 1000 

flows.)

Figure 7. Log plot of ESnet traffic since 1990. 
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This is illustrated in Fig. 6, where the top part of the traffic bars shows the portion of 

the total generated by the top 100 hosts. 

The fourth significant pattern comes from looking at the source and destination lo-

cations of the top data transfer systems – an examination that shows two things. First is 

that the vast majority of the transfers can easily be identified as science traffic since the 

transfers are between two scientific institutions with systems that are named in ways 

that reflect the name of the science group. Second, for the past several years the major-

ity of the large data transfers have been between institutions in the US and Europe and 

Japan, reflecting the strongly international character of large science collaborations 

organized around large scientific instruments (Fig. 9). 

Finally, Fig. 9 – only somewhat jokingly referred to as the “onslaught of the 

LHC” – also illustrates the limitation of using traffic trends alone to predict the future 

network needs of science. No traffic observations could have predicted the upsurge in 

LHC data movement, both from CERN to the SC Labs and from the SC Labs to US 

universities. Obviously traffic trend analysis cannot predict the start of new science 

projects. 

2.5. Network Requirements Summary 

The combination of the case studies and the traffic pattern trends adds quantitative as-

pects to the general requirements that were identified early in this paper. 

The aggregate network capacity must reach 100–200 Gb/s in the five- to seven-

year time frame. Network reliability must increase from the historical 99.9% to 99.99% 

to something more like 99.99% to 99.999% availability to the end site. The peerings – 

external network interconnections between national R&E and international R&E net-

works and ESnet – must increase both in bandwidth and reliability in a similar fashion. 

In addition, several specific new network services related to bandwidth guarantees 

must be introduced into the production network. 

A general requirement is that there must be flexibility in provisioning the network 

capacity. The location of the greatest need for bandwidth within the network will 

Figure 8. ESnet’s traffic patterns are evolving due to increasing use of parallel file movers. 
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change over time, and the budgetary resources available for the network may also 

change. It must be possible add and move hub-to-hub capacity as needed and to deploy 

new capacity on a schedule determined by science needs and funding availability. 

3. Enabling Future Science: ESnet’s Evolution over the Next 10 Years 

Based both on the projections of the science programs and the changes in observed 

network traffic and patterns over the past few years, it is clear that the network must 

evolve substantially in order to meet the needs of DOE’s Office of Science. 

The current trend in traffic patterns – the large-scale science projects giving rise to 

the top 100 data flows that represent about 1/2 of all network traffic – will continue to 

evolve. As the LHC experiments ramp up in 2006-07, the data to the Tier-1 centers 

(FNAL and BNL) will increase 200–2000 times. A comparable amount of data will 

flow out of the Tier-1 centers to the Tier-2 centers (U.S. universities) for data analysis. 

The DOE National Leadership Class Facility supercomputer at ORNL anticipates a 

new model of computing in which simulation tasks are distributed between the central 

facility and a collection of remote “end stations” that will generate substantial network 

traffic. As climate models achieve the sophistication and accuracy anticipated in the 

next few years, the amount of climate data that will move into and out of the NERSC 

center will increase dramatically (they are already in the top 100 workflows) Similarly, 

the experiment facilities at the new Spallation Neutron Source and Magnetic Fusion 

Energy facilities will start using the network in ways that require fairly high bandwidth 

with guaranteed quality of service. 

This evolution in traffic patterns and volume will result in the top 100–1000 flows 

accounting for a very large fraction of all the traffic in the network, even as total ESnet 

Figure 9. Traffic patterns due to new uses of the network by the LHC. LHC to BNL is the No. 1 traffic gen-

erator; FNAL to and from US universities accounts for Nos. 2, 3, 13, 23, 24, and 28. 
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traffic volume grows: The large-scale science data flows will overwhelm everything 

else on the network. 

By 2009/2010 the current, few gigabits/sec of average traffic on the backbone will 

increase to 40 Gb/s (LHC traffic) and then increase to probably double that amount as 

the other science disciplines move into a collaborative production simulation and data 

analysis mode on a scale similar to the LHC. This will get the backbone traffic to 

100 Gb/s in 2010–2012 as predicted by the science requirements analysis three years 

ago. 

The old ESnet hub and spoke architecture (through 2004) would not have let ESnet 

meet these new requirements. The current core ring cannot be scaled to handle the an-

ticipated large science data flows at affordable cost. Point-to-point, commercial tele-

com tail circuits to sites are neither reliable nor scalable to the required bandwidth. 

3.1. ESnet4: A New Architecture to Meet the Science Requirements 

In order to accommodate this growth, and the change in the types of traffic, the archi-

tecture of the network must change. The general requirements for the new architecture 

are that it provide: 

• High-speed, scalable, and reliable production IP networking, connectivity for 

University and international collaboration, highly reliable site connectivity to 

support Lab operations as well as science, and Global Internet connectivity. 

• Support for the high bandwidth data flows of large-scale science including 

scalable, reliable, and very high-speed network connectivity to DOE Labs. 

• Dynamically provisioned, virtual circuits with guaranteed quality of service 

(e.g. for dedicated bandwidth and for traffic isolation). 

In order to meet these requirements, the capacity and connectivity of the network 

must increase to include fully redundant connectivity for every site, high-speed access 

to the core for every site (at least 20 Gb/s, generally, and 40–100 Gb/s for some sites) 

and a 100 Gb/s national core/backbone bandwidth by 2009/2010 in two independent 

backbones. 

The strategy for the next-generation ESnet is based on a set of architectural princi-

ples that lead to four major network elements and a new network service for managing 

large data flows. 

The architectural principles are: 

• Use ring topologies for path redundancy in every part of the network – not 

just in the WAN core. 

• Provide multiple, independent connections everywhere to guard against hard-

ware and fiber failures. 

• Provision one core network – the IP network – specialized for handling the 

huge number (3 × 10
9

/mo.) of small data flows (hundreds to thousands of 

bytes each) of the general IP traffic. 

• Provision a second core network – the Science Data Network (SDN) – spe-

cialized for the relatively small number (hundreds to thousands) of massive 

data flows (gigabytes to terabytes each) of large-scale science (which by vol-

ume already accounts for 50% of all ESnet traffic and will completely domi-

nate it in the near future). 
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These architecture principles lead to four major elements for building the new 

network: 

• A high-reliability IP core network based on high-speed, highly capable IP 

routers to support: 

− Internet access for both science and lab operational traffic, and some 

backup for the science data carried by SDN 

− science collaboration services 

− peering with all of the networks needed for reliable access to the global 

Internet. 

• A Science Data Network core network based on Ethernet switches that 

support Multi-Protocol Label Switching (MPLS) and/or layer 1
6

 (optical) 

switches for: 

− multiple 10 Gb/s circuits with a rich topology for very high total band-

width to support large-scale science traffic and for the redundancy needed 

to high reliability 

− dynamically provisioned, guaranteed bandwidth circuits to manage large, 

high-speed science data flows 

− dynamic sharing of some optical paths with the R&E community for 

managing peak traffic situations and for providing specialized services 

such as all-optical, end-to-end paths for uses that do not yet have encap-

sulation interfaces (e.g. Infiniband) 

− an alternate path for production IP traffic. 

• Metropolitan Area Network (MAN) rings connecting labs to the core(s) to 

provide: 

− more reliable (ring) and higher bandwidth (multiple 10 Gb/s circuits) site-

to-core connectivity 

− support for both production IP and large-scale science traffic 

− multiple connections between the Science Data Network core, the IP core, 

and the sites. 

• Loops off the core rings to provide for dual connections to remote sites where 

MANs are not practical. 

These elements are structured to provide a network with fully redundant paths for 

all of the SC Labs. The IP and SDN cores are independent of each other and both are 

ring-structured for resiliency. These two national cores are interconnected at several 

locations with ring-structured metropolitan area networks that also incorporate the 

DOE Labs into the ring. This will eliminate all single points of failure except where 

multiple fibers may be in the same conduit (as is frequently the case between metro-

politan area points of presence and the physical sites). In the places where metropolitan 

rings are not practical (e.g. the geographically isolated Labs) resiliency is obtained with 

dual connections to one of the core rings (see Fig. 10). 

6

 The “layer” term refers to the Open Systems Interconnect (OSI) standard model. Very briefly, layer 1 re-

fers to the sending and receiving bits at the optical or electrical interface. Layer 2 refers to how a computer 

gets access to a network – e.g. via an Ethernet interface. Layer 3 refers to routing and switching (e.g. IP 

routers) and layer 4 refers to data transport (e.g. TCP). The OSI model does not map perfectly onto the IP 

model, but the terms are used anyway. Likewise referring to an Ethernet switch as a “layer 2” device and an 

IP router as a “layer 3” is not strictly accurate since almost all modern Ethernet switches can do some IP 

routing and almost all IP routers can so some Ethernet switching. Again, however, the terms are used anyway. 
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The theoretical advantages of this architecture are clear but it must also be practi-

cal to realize in an implementation. That is, how does ESnet get to the 100 Gb/s multi-

ple backbones and the 20–40 Gb/s redundant site connectivity that is needed by the SC 

community in the 3–5 yr time frame? 

3.2. Building ESnet4 

Internet2 – the network that serves the US R&E community–has partnered with Level 3 

Communications Co. and Infinera Corp. to build a dedicated optical fiber infrastructure 

with a national footprint and a rich topology – the “Internet2 Network.” 

The fiber will be provisioned with Infinera Dense Wave Division Multiplexing 

equipment that uses an advanced, integrated optical-electrical design. Level 3 will 

maintain the fiber and the DWDM equipment as part of its commercial network–a very 

important consideration for reliability. The DWDM equipment will initially be provi-

sioned to provide10 optical circuits (lambdas or waves) across the entire fiber footprint 

(40 waves is the current configuration capacity, 80 is maximum.) 

ESnet has partnered with Internet2 to: 

• Share the optical infrastructure 

• Develop new circuit-oriented network services 

• Explore mechanisms that could be used for the ESnet Network Operations 

Center (NOC) and the Internet2/Indiana University NOC to back each other 

up for disaster recovery purposes. 

ESnet will build its next generation IP network and its new circuit-oriented Sci-

ence Data Network primarily on Internet2 optical circuits that are dedicated to ESnet, 

together with a few from National Lambda Rail and others. ESnet will provision and 

operate its own routing and switching hardware that is installed in various commercial 

Figure 10. The evolution of the ESnet architecture. 
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telecom hubs around the country, as it has done for the past 20 years. ESnet’s peering 

relationships with the commercial Internet, various US research and education net-

works, and numerous international networks will continue and evolve as they have for 

the past 20 years. 

ESnet4 will also involve an expansion of the multi-10Gb/s Metropolitan Area 

Rings in the San Francisco Bay Area, Chicago, Long Island, Newport News 

(VA/Washington, DC area), and Atlanta to provide multiple, independent connections 

for ESnet sites to the ESnet core network. (Building the Metropolitan Area Networks 

that get the Labs to the ESnet cores is a mixed bag and somewhat opportunistic – a 

combination of R&E networks, dark fiber networks, and commercial managed lambda 

circuits are used.) In fact, in the new architecture all of the big SC Labs are effectively 

connected directly to both the IP and SDN core networks. 

3.3. New Network Services 

New network services are also critical for ESnet to meet the needs of large-scale sci-

ence (see [2–4] and [5]). 

Dynamically provisioned virtual circuits that provide traffic isolation are needed to 

enable the use of non-standard transport mechanisms that cannot co-exist with TCP-

based transport and provide guaranteed bandwidth. 

Guaranteed bandwidth was identified as very important in three specific situations. 

Figure 11. ESnet4, 2012 configuration. The next generation of optical DWDM equipment and network 

switches and routers is expected to be in place by 2010–2011 to provide 10X over the current per-circuit 

bandwidth – that is 100 Gb/s per circuit. The core networks will grow to 40–50 Gbps in 2009–2010 and, with 

new technology, to 400–500 Gbps in 2011–2012. 
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The first situation is that it is the only way that we currently have to address dead-

line scheduling – e.g. where fixed amounts of data have to reach sites on a fixed sched-

ule in order that the processing does not fall so far behind that it could never catch up. 

This is very important for certain experiment’s data analysis. 

The second situation is where remote computing elements are involved in control 

of real-time experiments. Two examples of this were cited in the applications require-

ments workshop [2] – one from magnetic fusion experiments and the other from the 

Spallation Neutron Source. The magnetic fusion situation is that theories are tested 

with experiments in Tokamak fusion reactors. The experiments involve changing the 

many parameters by which the reactor can operate and then triggering plasma genera-

tion. The “shot” (experiment) lasts a few 10s of milliseconds and generates hundreds of 

megabytes of data. The device takes about 20 minutes to cycle for the next shot. In that 

20 minutes the data must be distributed to the remote collaborators, analyzed, and the 

results of the analysis fed back to the reactor in order to set up the next experiment 

(shot). In order to have enough time to analyze the data and use the parameters to set 

up the next experiment, 200–500 Mb/s of bandwidth must be guaranteed for 2–5 min-

utes to transmit the data and leave enough time to do that analysis. The situation with 

the SNS is similar. 

The third situation is when Grid based analysis systems consist of hundreds of 

clusters at dozens of universities that must operate under the control of a workflow 

manager that choreographs complex workflows. This requires network quality of ser-

vice to ensure a steady flow of data and intermediate results among the systems. With-

out this, systems with many inter-dependencies could stop and start, causing interrup-

tions that would propagate throughout the entire collection of systems. This would cre-

ate an unstable and inefficient production environment that would reduce the overall 

throughput necessary to keep up with the steady generation of data by the experiment. 

(This is of particular concern with the huge amount of data coming out of the LHC 

experiments.) 

In addition to virtual circuits, another new network service that is essential is an 

end-to-end monitoring service. As cross-domain virtual circuit services start to be de-

ployed, monitoring is seen as a critical service that is needed both for network opera-

tors and users. 

4. Development and Deployment of Service-Oriented Communication Services 

DOE SC has funded the OSCARS (On-demand Secure Circuits and Advance Reserva-

tion System) project to develop and deploy the various technologies that provide dy-

namically provisioned circuits and quality-of-service (QoS) that can be integrated into 

a production network environment. Such “circuits” are called “virtual circuits” (VCs) 

because that are defined in software and thus are mutable (as opposed to hardware es-

tablished circuits). 

The elements of this system (illustrated in Fig. 12) are the 

• Web-Based User Interface (WBUI) that will prompt the user for a user-

name/password and forward it to the AAAS (Authentication, Authorization, 

and Auditing Subsystem) 

• Authentication, Authorization, and Auditing Subsystem that will authenticate 

users, handle access authorization, enforce policy, and generate usage records 
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• Bandwidth Scheduler Subsystem (BSS) that will track reservations and map 

the state of the network (present and future) 

• Path Setup Subsystem (PSS) that will setup and teardown the on-demand 

paths (VCs). 

The end-to-end provisioning of VCs will initially be provided by a combination of 

Ethernet switch management of optical channel circuits in the MANs and Ethernet 

VLANs managed as MPLS paths (Multi-Protocol Label Switching and Label Switched 

Paths – LSPs) in the SDN core and as MPLS VCs in the IP network. 

There are two realms in which OSCARS must operate: 1) intra-domain – that is, to 

establish a schedulable, guaranteed bandwidth circuit service within the boundary of 

the ESnet network; 2) inter-domain – e.g. to provide end-to-end QoS between DOE 

Labs and US and European universities. 

Setting up inter-domain guaranteed bandwidth circuits is not a trivial task. It typi-

cally involves the virtual circuit extending across five to seven autonomous networks: 

the lab/campus network at each end, the lab/campus service provider (e.g. ESnet, a US 

RON (Regional Optical Network), or a European NREN) and the US national or pan-

European transit network (e.g. ESnet, Internet2, GÉANT) or SINet (Japan). Differences 

in network infrastructure (e.g. hardware, link capacity, etc.) must be addressed at the 

inter-domain boundary in order to provide consistent service characteristics (e.g. 

bandwidth, delay, and jitter) across domains, as must the issues of different policies, 

such as Acceptable Use Policies (AUPs), Service Level Agreements (SLAs) and secu-

rity requirements. Nevertheless, inter-domain circuits are essential, especially between 

ESnet, Internet2, and GÉANT. (Note that OSCARS does not address the important 

issue of inter-domain brokering policies. Enforcement of such policies, however, are 

critical to the deployment of OSCARS as a production service. Collaborative work is 

being done with the GÉANT, Joint Research Activity 5 project to ensure a compatible 

authentication/authorization framework.) 

In the absence of agreed upon standards for the inter-domain interface (called an 

“ENNI” – external network-network interface) the community is ensuring interopera-

bility by collaboratively developing the software. This collaboration currently involves 

joint code development with the Internet2 BRUW project, and is working with HOPI 

(Internet2), TeraPaths (Brookhaven Lab), and DRAGON (an NSF-funded project) to 

ensure interoperability between each of these projects. OSCARS is also working with 

HOPI (Internet2), JRA5 (GÉANT’s Joint Research Activity 5 project) to define an ap-

propriate and interoperable AAI framework. OSCARS is working with DICE Control 

Figure 12. Architecture of the OSCARS Virtual Circuit management system. 
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Plane group to determine schemas and methods of distributing topology and reachabil-

ity information, multi-domain scheduling, and inter-domain signaling (DICE=Internet2, 

ESnet, GÉANT, CANARIE/UCLP; see http://www.garr.it/dice/presentation.htm); and 

working with Tom Lehman (DRAGON), Nagi Rao (USN), Nasir Ghani (Tennessee 

Tech) on multi-level, multi-domain hybrid network performance measurements. A 

number of OSCARS circuits are currently being tested between various institutions. 

For more information on the OSCARS implementation see http://www.es.net/ 

oscars. 

5. The Critical Role of Monitoring and Reporting 

In order to build large-scale, widely distributed systems that operate reliably to perform 

complex data analysis (cf. LHC Case Study, above) or computational simulation tasks, 

the distributed applications and middleware must be able to learn, in real-time, about 

unexpected changes in the state of the communication between all of its components. 

Without this capability human users or system operators are left trying to intuit what 

has gone wrong. A problem that appears to come from one component may actually be 

an unreported communications problems from a very different part of the system. A 

reliable network monitoring service that describes the current state of application 

communications allows applications to adapt their behavior to changing circumstances, 

or at least to fail gracefully and accurately announce why it is failing. 

An essential change in network services over the next five years will be to provide 

reliable, comprehensive, timely, and interpretable information about the state of all 

networks components in the end-to-end path in a manner that can be meaningfully in-

terpreted and used by user-level applications. This ability must be accompanied by a 

corresponding capability in the applications and middleware to accept the communica-

tion services monitoring results and do something intelligent with those results. This 

may include adapting the functioning of the system to the changed/diminished commu-

nication service capability, graceful shutdown of the system, notifying the user what is 

happening (in terms that are useful to the users involved), and so on. The monitor re-

sults must be presented in a way that is meaningful to the user’s view of the network. 

Together with the new capabilities provided by virtual circuits, monitoring services 

that can report problems directly to the networked applications and users
7

will move 

network communications toward a managed service model more like the computing 

environment provides. 

5.1. Background 

All networks do extensive real-time monitoring which is used for a variety of uses. 

Short-term monitoring (on the order of minutes) is used for identification and debug-

ging of problems in every element of the network – circuits, interfaces, switching and 

routing equipment, routing state (logical connectivity), and so on. This monitoring is 

primarily used to detect failure or failure onset through degraded performance or some 

aspect of the many network element health indicators. ESnet, for example, monitors 

almost 5,000 network element characteristics in real time in its national network. A 

commercial network monitoring system (Spectrum) is used to manage this information, 

generate operator alerts, and so on. 

7

We will user the term “user” to interchangeably mean an application agent or service or a human user. 
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Intermediate term (hours to days) interface traffic monitoring is done for capacity 

management: Hotspots can develop in the network due to changes in the user demand 

or capability, changes in network capacity (augments, or outages), or routing changes. 

It may be possible to address these hotspots by configuration (routing) changes, as 

networks are growing more densely meshed internally and more richly connected to 

each other. This sort of information could also trigger physical reconfiguration of parts 

of the network – typically by increasing interface bandwidth when possible. 

Long term (months to years) traffic trend monitoring supports planning future net-

work configurations, etc.: Traffic trends that show up over months or years (e.g. 

Figs 6–8 and 9) are essential in planning future architecture changes and major up-

grades that will occur years in the future. These are one of the several metrics that drive 

the design of the next generation of the network. 

Typically, detailed (minute-level granularity) network interface usage is available 

on-line for about a month and is then archived for future reference. Summary informa-

tion (monitor data summarized at hourly, daily, or weekly granularity) is available on-

line for several years. (ESnet, for example, monitors almost a thousand logical network 

interfaces on 64 routers and switches, and collects and archives about 325 GBy/month 

of monitor data.) 

5.2. Network Monitoring System Design Goals 

Detailed real-time network link state and performance data is routinely collected and 

archived in almost all production networks. However, what is of interest to the network 

operators is the behavior of specific router or switch interfaces and the link connecting 

them. Therefore the data is collected and data archives are organized and indexed in 

this fashion. Further, the form of this data is typically peculiar to each network, making 

the information almost useless to the user trying to see end-to-end behavior. In order to 

be useful to the user for end-to-end monitoring, the information must satisfy an addi-

tional set of requirements. 

There must be tools to map the user view (as represented, e.g., by a traceroute of 

the application-application path) to the network view and then collect and map the cor-

responding network monitoring data back to the user view. That is, the tools must con-

vert the user view to the physical path representation – the sets of interfaces and links 

that comprise the path at the physical level; extract the related data from the archive; 

map it back to the user view; and return the results to the user in a format that is stan-

dard across all networks.  

Further, the entire end-to-end path must be included in the monitoring. In a typical 

R&E environment such paths involve five to six network domains: the site LAN, the 

regional or national network, a second national or a pan-national network, back into a 

regional or national network, and into the site LAN at the other end of the path. Each of 

these domains must provide the data for the segments of the user path that are part of 

that domain. This sort of cross-domain monitoring is critical both for high-performance 

applications that depend on widely distributed components and for network operators 

who are increasingly required to manage end-to-end paths. 

A user should be able to be notified of service outages by subscribing to alerts for 

a given application path. Further, the report should provide information about the 

source of the outage – is it due to congestion (to which the user may be contributing), 

or link errors which is a network problem, or some other problem. Currently network 
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operators log planned outages in a calendar system and this system must also report 

future outages to the user. 

Again, the problem with this from the user point of view is that the descriptions are 

given in terms of the physical topology of the network. To be useful to the user, physi-

cal topology must be mapped into user path descriptions and point failures must be 

reported in terms of their impact on the user path. 

5.3. New Monitoring Services 

PerfSONAR
8

PerfSONAR is intended as a significant first step in cross-domain monitoring by both 

network operators and users. 

Quoting from the perfSONAR Web site (www.perfsonar.net): 

PerfSONAR has three contexts:

1. perfSONAR is first a consortium of organizations who seek to build network 

performance middleware that is interoperable across multiple networks and 

useful for intra- and inter-network analysis. One of the main goals is to make 

it easier to solve end-to-end performance problems on paths crossing several 

networks. 

2. perfSONAR is a protocol. It assumes a set of roles (the various service types), 

defines the protocol standard (syntax and semantics) by which they communi-

cate, and allows anyone to write a service playing one of those roles. The pro-

tocol is based on SOAP XML messages and following the Open Grid Forum 

(OGF) Network Measurement Working Group (NM-WG). 

3. perfSONAR is, finally, an example set of code (implementation of services) 

that attempts to implement an interoperable performance middleware frame-

work. Those sets of code are developed by different partners. Some pieces of 

code are “more important” than others because their goal is to ensure inter-

operability between domains (e.g. the Lookup Service and the Authentication 

Service). Different subsets of code are important to each partner, with a great 

deal of overlap. The services developed acts as an intermediate layer, between 

the performance measurement tools and the diagnostic or visualization appli-

cations. 

Functionality: In order to satisfy the needs of the various communities of users of net-

work data – the network operators and engineers, the network support staff at the insti-

tutions of the end users, and the end users both in the process of debugging the per-

formance of a distributed application or as part of a service that reports network prob-

lems to an application resource manager – there are several aspects of network moni-

toring that must be addressed. 

8

This section draws on Hanemann, A., Boote, J. W., Boyd, E. L., Durand, J., Kudarimoti, L., Lapacz, R., 

Swany, D. M., Zurawski, J., Trocha, S., “PerfSONAR: A Service Oriented Architecture for Multi–Domain 

Network Monitoring”, In “Proceedings of the Third International Conference on Service Oriented Comput-

ing”, Springer Verlag, LNCS 3826, pp. 241–254, ACM Sigsoft and Sigweb, Amsterdam, The Netherlands, 

December, 2005 and Hanemann, A., Liakopoulos, A., Molina, M., Swany, D. M., “A Study on Network 

Performance Metrics and their Composition” TERENA Networking Conference 2006. – download; also 

appeared in special edition of Campus-Wide Information Systems (Volume 23 – 4 – 2006 – ISSN 1065-

0741), Emerald Publishing Group Ltd. For more information see these and other papers at www.perfsonar.net. 
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There are three general categories of performance measurement data – active 

measurements, passive measurements, and network state variables (SNMP variables) – 

that can be thought of as data producers. From the network data user’s point of view 

this data must be available in various ways and must have various services associated 

with it both to homogenize the information from different networks and to present the 

data in useful ways. Data should be provided as a data flow or via polling. 

The analysis tools, threshold alarms, and visualization tools are data consumers 

that, in turn, need data that is already transformed in various ways. Therefore, between 

data producers and data consumers there may be a pipeline of aggregators, correlators, 

filters, and buffer services that can be regarded as data transformers and data archives. 

Further, the services – the data producers, consumers, transformers, and archives – 

are all resources that need to be discovered and almost certainly used within an authen-

tication and authorization framework that maintains the policy prescribed by the net-

work operators that own the measurement data. 

Architecture: A service oriented architecture (SOA) has been adopted by the commu-

nity that consists of three layers and a collection of defined service functions (see 

Fig. 13). 

• The Measurement Point layer is the lowest layer of the architecture. It collects 

network measurements, transforms the results into a standard format, and pub-

lishes the information to a Measurement Archive, or other service. 

• The Service layer includes data management, manipulation, and transforma-

tion services and a collection of “housekeeping” services that provide stan-

dard authentication and authorization, service discovery, etc. The service layer 

is not a simple in-and-out layer, but contains pipeline or compound services 

like the Measurement Archive are both a service and a consumer of services. 

• The Interface layer provides the clients that produce human or application 

useful representations. 

The Services: The currently extant services fall into seven categories: 

• Measurement Point (MP) service: Creates and/or publishes monitoring infor-

mation related to active and passive measurements 

• Measurement Archive (MA) service: Stores and publishes monitoring infor-

mation 

• Lookup service (LS): Registers all participating services and their capabilities 

• Topology service (TS): provides network topology information 

• Authentication service (AS): Manages domain-level access to services 

• Transformation service (TrS): performs manipulation (aggregation, statistics) 

on available data sets 

• Resource Protector (RP) service: arbitrates the use of limited measurement re-

sources based on the policy of the resource owner. 

Use of the System: The Measurement Point (MP) services at the lowest layer create or 

collect network measurement data. Network operators frequently maintain exclusive 

management access to their network devices for operational and security reasons. Net-

work operators can use the perfSONAR framework by deploying MP services that 

query their network devices for state information and push this information into Meas-

urement Archive (MA) services. This provides an important data abstraction function-
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ality by isolating the method used to obtain the data from the standardized perfSONAR 

data publication representation. This allows the middle layer of perfSONAR services to 

process and analyze data from different sources within one domain, or from sources 

across multiple domains, using a single standardized interface. 

This architecture provides a clean separation between the policies regarding how 

the locally controlled MP accesses the network infrastructure, and the policies govern-

ing how internal and external perfSONAR services access the resulting data in the MA 

services. It has other benefits such as allowing multiple consumers to share the same 

data thereby reducing the measurement load on the underlying system. 

The middle layer of perfSONAR contains a set of cooperating services, including 

the Measurement Archive (MA), Lookup Service (LS), Topology Service (TS), Trans-

formation service (TrS), and the Authentication service (AS). These services can be 

used individually, or together to provide uniform access to network measurements 

across multiple domains. 

All services register their presence and capabilities with their local domain’s LS. 

The LS’s cooperate to function as a global registry across all domains. This allows the 

services to find each other within one domain, and it allows applications to find ser-

vices across multiple domains. The LS allows MP’s to locate MA’s that can store their 

results. It allows user applications to locate the MA that contains data of interest. 

The TS service supports automated analysis of the network by identifying the un-

derlying structure in the networks and providing information about how multiple net-

work domains are interconnected. This capability will be essential in future networking 

environments where circuit services will dynamically alter the underlying network in-

frastructure used by applications in real time. 

Figure 13. PerfSONAR Architecture. 
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The Measurement Archive (MA) can be configured to accept and store setup re-

quests as well as publication requests. The publication request includes a subscription 

handle, and the results are sent directly to the client (or indirectly via a TrS). As a client, 

the MA registers its own presence with an LS, subscribes to an MP, other MA, or TS, 

and publishes measurement data to subscribers. The MA may send resource availability 

and authorization requests to the RP. 

Multi-Domain Monitoring: The first production deployment of the perfSONAR frame-

work is multi-domain monitoring for the LHC Optical Private Network (LHCOPN or 

OPN) network (Fig. 14). LHCOPN is the network that transfers data from the LHC 

Tire-0 facility at CERN to the Tier-1 Data Centers in various countries. 

In this case perfSONAR provides a set of conventions for representing network 

data in a common format, together with the SOA approach that allows the various 

component services of perfSONAR be used to assemble monitoring applications for 

different purposes. 

perfSONAR MP services are deployed inside each network domain to monitor the 

links related to each domain’s OPN. Some domains are providing real-time status in-

formation directly from their MP. Other domains have the MP store the data in a MA, 

which publishes both current and historical information. 

The MP in each domain consists of two components. The domain specific compo-

nent in the various networks typically interfaces with the operational network monitor-

ing system to obtain the link status data for the portion of the end-to-end path within 

that particular network. Virtually every network does internal monitoring in a different 

way that has evolved historically along with the network. The perfSONAR component 

of each MP takes the resulting data ,generates a standard XML file, and publishes it via 

Figure 14. LHC OPN topology showing the physical link elements (see http://lhcopn.web.cern.ch/lhcopn/). 
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the MP service interface, or pushes it to an MA for archiving and publishing. This in-

formation is used by an application called E2Emon.
9

E2Emon uses perfSONAR protocols to retrieve current circuit status every minute 

or so from MAs and MPs in all domains supporting the circuits. 

E2Emon is itself a service that produces Web based, real-time displays of the 

overall state of the network, and it generates alarms when one of the MP or MA’s re-

ports link problems. The web interface for a single link is shown in Fig. 15, and the 

OPN-wide view is shown in Fig. 16. These tools are being used by the E2ECU (End to 

End Coordination Unit), which is a function of the GÉANT Network Operations Center 

that provides the overall management of the OPN circuits. 

Another important multi-domain application of perfSONAR is for path perform-

ance monitoring. This presents not the just the operational state of the path as in the 

previous example, but also provide real-time performance such as path utilization 

and/or packet drop.  

Multiple path performance monitoring tools are in development. One example – 

Traceroute Visualizer
10

– has been deployed at about 10 R&E networks in the US and 

Europe that have at least some of the required MA services to support the tool. The 

user input to the tool is a traceroute between elements of a distributed application that 

defines the path through the IP network. The tool analyzes the path and topology in-

formation is retrieved from perfSONAR services; it then queries the MA services in the 

intervening networks. The MA services returns the requested utilization information, 

which is passed to a graphing tool. By way of example, the path between Lawrence 

Berkeley National Laboratory and the Poznan, Poland supercomputer center involves 

crossing five domain boundaries and is shown in Figs 17 and 18. 

9

An application developed by the German R&E network DFN for monitoring circuits using perfSONAR 

protocols.

10

https://performance.es.net/cgi-bin/level0/perfsonar-trace.cgi. 

Figure 15. E2Emon generated view of the data for one OPN link. Note that the display is split and displayed 

in two parts for this figure (see http://cnmdev.lrz-muenchen.de/e2e/lhc/G2_E2E_index.html). 

W. Johnston et al. / Network Communication as a Service-Oriented Capability 123



Status: perfSONAR is being developed through collaboration between some 25 net-

work organizations in US and Europe. The basic framework is complete and the proto-

cols are being documented. New services are being developed and deployed. For more 

information see [21] and [22]. 

PerfSONAR is still in its development phases and not yet routinely deployed, 

though it is gaining ground. Perhaps even more important than the current state of 

Figure 16. E2Emon generated view of the data for all OPN links showing the operational state and adminis-

trative state of each link. (The first entry – CERN-FNAL – is the one line summary of the information pre-

sented in the view of Fig. 15.) (See http://cnmdev.lrz-muenchen.de/e2e/lhc/G2_E2E_index.html.) 

Figure 17. Application view of an end-to-end path. 
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perfSONAR is the growing recognition within the networking community that the 

anonymous, best-effort Internet of 10 years ago is no longer adequate to serve the 

needs of large-scale, data intensive applications such as large scientific instruments and 

experiments. 

Network Outage Footprint Calculator 

It is important to solve the problem of determining the impact caused by the failure of a 

particular network element, and to provide this information to the application. 

ESnet has been experimenting with an automated approach to solving this problem. 

The approach involves two issues: 1) accurately determining the dynamic topology of 

the network and 2) using the topology to determine current state of the overall network. 

Topology Mapping: In order to accurately monitor the network one must accurately 

model the network. This is accomplished by monitoring each network interface and 

deriving an accurate IP layer connectivity model of the network on an hourly basis. The 

daily IP layer connectivity changes that occur through the course of regular operations 

are captured each night and archived so that retrospective questions about connectivity 

can be answered. 

Outage Footprint Calculator: The Outage Footprint Calculator computes the devices 

(routers, interfaces) that will be isolated from the network given a list of routers and 

interfaces out of service. 

The current network topology is used to create a list of “vertices” and “edges”. A 

connected graph of the network is derived by inspecting each “edge” in the network 

topology model and joining the sets of routers at each end of each “edge”. During nor-

mal conditions when the network is 100% available, the processing of all edges results 

in a single set of devices representing the fully connected ESnet network as represented 

by all vertices showing up in a single set of connected vertices. 

To compute the effect of removing a set of routers or links, each “edge” connected 

to the given router(s) or interface argument(s) is removed from the “edge” list prior to 

Figure 18. Application path forward (LBNL INFN-Frascati (Italy)) traffic shown as bars on those network 

device interfaces that have an associated MP services (the first 6 graphs are normalized to 2000 Mb/s, the last 

to 500 Mb/s). 
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running the connection algorithm. The resulting affected devices end up in vertex sets 

that are separate from each other and therefore unreachable. (Each set is a disconnected 

part of the network.) This is illustrated in Fig. 19. This sort of representation can be 

combined with a path description in much the same way that is done for the perfSO-

NAR “path monitor” service to provide application-view information about the impact 

of planed outages in the network. 

6. Conclusions 

The usage of, and demands on, ESnet (and similar R&E networks) are expanding sig-

nificantly as large-scale science becomes increasingly dependent on high-performance 

networking. The motivation for the next generation of ESnet is derived from observa-

tions of the current traffic trends and case studies of major science applications. The 

case studies of the science uses of the network lead to an understanding of the new uses 

of the network that will be required. These new uses require that the network provide 

new capabilities and migrate toward network communication as a service-oriented ca-

pability. This paper has described ESnet’s response to these new directions. 
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Abstract. Recent developments in grid middleware and infrastructure have made 
it possible for a new generation of scientists, e-Scientists, to envisage and design 
large-scale computational experiments. However, while scheduling and execution 
of these experiments has become common, developing, deploying and maintaining 
application software across a large distributed grid remains a difficult and time 
consuming task. Without simple application deployment, the potential of grids 
cannot be realized by grid users. In response, this paper presents the motivation, 
design, development and demonstration of a framework for grid application de-
ployment. Using this framework, e-Scientists can develop platform-independent 
parallel applications, characterise and identify suitable computational resources 
and deploy applications easily.    

Keywords. Application deployment, application runtime, grid middleware 

Introduction 

A computational grid is a High Performance Computing (HPC) infrastructure that en-
ables the development and execution of a new generation of large-scale, multi-domain 
and multi-institutional e-Science experiments [1]. This new environment, though in-
credibly promising, poses particular challenges to end-users. One of these challenges is 
the deployment of software across a computational grid [2, 3].  
 In order to perform a grid experiment, an e-Scientist first builds an application 
testbed by installing necessary application software across selected resources. While 
the execution and orchestration of large-scale experiments is becoming more common, 
users are not provided with a mechanism to install required software across grid re-
sources. Large-scale, dynamic, user-oriented deployment is not supported by current 
grid middleware. This is a significant problem because the potential scale and highly 
heterogeneous nature of a grid makes effective manual deployment difficult or even 
impossible.  
 In order to most effectively utilize a large-scale grid environment, we believe users 
require tools and services that allow them to define and realise the largest and most 
relevant application-testbed. In response, this paper presents the motivation, design, 
development and demonstration of a framework for grid application deployment. This 
framework combines three layers of middleware: a user-oriented environment that en-
ables grid-scale application deployment; a platform and data transport independent 
application-runtime which simplifies deployment over heterogeneous resources; and a 
deployment tool, which automatically installs an executable and the required library 
modules.  
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 Using our framework, users can develop platform-independent parallel applica-
tions. They deploy those applications using a deployment tool which can characterise 
resources to form the largest and most relevant testbed. Deployed applications can then 
be addressed and executed using a deployment reference. As a consequence, users are 
presented with an overall environment which simplifies the steps required to realize a 
large-scale grid experiment. 

1. Motivation 

Consider the following scenario:  
 An e-Scientist with a specialization in biotechnology, and reasonable 
programming experience, develops a computational model to represent a bio-
logical system in the human body. Her experiment is computationally inten-
sive, so strong performance is a high priority. However, considering her 
specialty in biotechnology rather than computing, she considers simple soft-
ware development to also be of high importance.  
 She has access to a large set of resources through an inter-university grid 
but needs to select specific resources which provide the necessary computa-
tional, network and storage services. From her point of view, resources are 
uncharacterised; she knows little about their individual components such as 
operating systems, architectures or libraries. Her deployment and execution 
strategy is dynamic and opportunistic; she does not know which resources 
will be available at the time of execution and she wants to use the most ap-
propriate resources of those available.  
 An analysis of first results shows a small bug in her code. She fixes the 
bug, recompiles and then redeploys over the entire set of resources. Analysing 
the results, she continues improving, extending the program and redeploying, 
to create a consistently better model.  

 This simple scenario is relatively difficult to realize with present-day grid infra-
structure for a number of reasons:  

1.  Large-scale, dynamic, user-oriented deployment is not supported in current 
grid middleware [2, 3]. Users must resort to highly user-intensive command 
line tools to copy, compile, configure and test software. Deployment is an 
overlooked feature of grid middleware, but is important for a number of rea-
sons.
 First, the potential scale of application testbeds means it is not feasible to 
install software on one resource at a time. Second, grid access does not guaran-
tee that a software package can be successfully installed. For example, a grid 
certificate does not usually allow a user to login to a resource. Furthermore, 
different resources provide different levels of access, according to the admini-
stration policy. For example, while some resources might provide a user with 
relatively free reign, others might implement strict controls and limitations. 
Third, users might have access to a grid, but know little about individual re-
sources making it difficult to discover or select appropriate resources.  

2. Users are restricted by the vast technical and organizational heterogeneity of 
the grid. Developing and deploying high performance programs, over a range 
of heterogeneous resources is a difficult and time consuming process [2-5].  
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 Technical heterogeneity complicates application development and de-
ployment. Standardization of high performance communication libraries, such 
as MPI, simplifies development for different processors and interconnects. 
However, programmers still face an assortment of non-MPI porting and instal-
lation issues, such as platform specific system calls, recompilation and library 
problems. Likewise, installation is difficult due to different build and executa-
ble files, library dependencies, file systems, build procedures and installation 
procedures. Furthermore, software usually requires a different installation or 
build sequence from one resource to another. This is because different re-
sources will support different versions of tools, libraries and compilers. Manag-
ing software dependencies in this environment can be a major undertaking.  
 Further, grids are also organisationally heterogeneous, that is, resources 
have different administration, operating procedures and access policies. Identi-
cal hardware running identical middleware will invariably be configured dif-
ferently by different system administrators, let alone different institutions. This 
complicates deployment due to different access, permissions, accounts and in-
stallation procedures.

3.  Parallel programs are most commonly developed natively; they are written 
and compiled directly for a specific operating system and instruction set. This 
approach provides the highest level of performance and control. However, de-
veloping and deploying native software is challenging for two reasons: 
 First, native code requires porting for different platforms. This is a major 
undertaking considering the potential complexity of e-Science software and the 
range of platforms which might constitute a grid. Furthermore, native code 
needs to be recompiled for each platform, which itself is a significant effort. 
This limits users when making deployment and execution decisions. Second, 
native binaries alone provide no mechanisms for defining library dependencies. 
Users need to know an application’s dependencies and manually install them.  
 This is in contrast to the current trend in software engineering, which has 
moved toward an application-runtime architecture, such as that provided by 
Java [6] or the Common Language Infrastructure [7] and its commercial im-
plementation, Microsoft .Net [8].  
 Typically, native code is faster in comparison to code managed by a run-
time environment. On the other hand, runtime environments provide a range of 
services which have proved successful in fostering software development in the 
general areas of business and desktop computing. These include: compile-
once-run-anywhere development, a common type system, platform-
independent self-describing assemblies and a guaranteed set of libraries.  
 Most significantly, runtime environments provide an execution guarantee. 
In essence, a runtime specification defines a contract between user code and 
the runtime. As a result, code is guaranteed to execute on a correctly imple-
mented runtime, so long as both parties adhere to the contract. This allows de-
velopers to focus on functionality, rather than porting to various platforms. It is 
particularly significant for an e-Scientist installing software over a range of 
heterogeneous resources.   
 Unfortunately, existing runtimes alone do not provide the necessary func-
tionality for building HPC applications, particularly message passing and 
shared memory. We believe this is a significant factor which has prevented e-
Scientists from using runtime environments for parallel processing.   
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2. Infrastructure for the Deployment of e-Science Applications

In response to the deficiencies introduced in the preceding section we present the de-
sign and implementation of an Infrastructure for the Deployment of e-Science Applica-
tions (IDEA). This framework consists of three middleware layers (Figure 1):

1. Distributed Ant (DistAnt) [2, 3], a user-oriented service-level infrastructure
for grid-scale software deployment over heterogeneous uncharacterised re-
sources. It allows developers to define and realize a testbed and consists of two
major components: the DistAnt Service which provides a common deployment
service (Section 2.3); and the DistAnt Workflow which is a tool for describing
and enacting deployment steps (Section 2.4).

2. Motor [4], an application-runtime which provides a common environment for
software development, deployment and execution. It supports a runtime-
internal MPI communication library for parallel processing.

3. The Automatic Deployment Tool (ADT), a tool that automatically deploys a
Motor executable and its library dependencies.
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Figure 1. The multilayer IDEA framework, showing its relationship within existing grid and HPC middle-
ware layers. Components defined by the IDEA framework are highlighted in dark grey.

The following sections describe important features and advantages of this architec-
ture and its components. Section 3 describes the use of the whole IDEA framework in
developing and deploying parallel applications.
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2.1. User-Oriented Application Deployment 

Application deployment should be simple; otherwise, the potential of grids will not be 
realized. The user-oriented nature of the grid requires that users have the ability and 
authority to deploy software on resources to which they have received access, but do 
not necessarily control. To support simple application deployment, our architecture is 
user-oriented, which means the motivation and responsibility for a successful deploy-
ment comes from the user, with support from middleware. This model is appropriate 
because the grid is decentralised and multi-organisational. Relying on system adminis-
trators to install software is difficult because there is no single point of control. 
 Our user-oriented system, DistAnt, supports automatically characterising a grid, 
managing heterogeneity and deploying software, thus allowing e-Scientists to form 
testbeds easily. The way this is achieved is described in later sections.  

2.2. Dynamic Application Testbeds 

A deployment system assists users in creating large and dynamic testbeds, which is 
important because it provides the scheduler with the largest possible choice of targets. 
In addition, testbeds need to be dynamic because grids are physically dynamic. For 
example: new resources might become available or existing resources might be up-
graded, changed, replaced or retired. In the majority of cases, users have no control 
over the architecture or characteristics of the grid and its resources.  
 Currently, testbeds are relatively static and limited in size. This is because de-
ployment, the major task to forming a testbed, is manual and cumbersome; it is difficult 
to create, augment or adapt a testbed. For example, the US based TeraGrid [9] consists 
of a static and relative small number of high end resources. Moreover, in order to try 
and simplify the deployment problem, the environment on these machines is fixed and 
heavily controlled.  
 Consider the example of a new cluster being introduced into a grid. For the sched-
uler to take advantage of this resource, the users must discover the new cluster and in-
tegrate it into their testbed, by manually installing necessary software.  
 A deployment system improves the outcomes of scheduling and execution because 
it can support the creation of larger, more relevant and more dynamic testbeds. For 
example, consider the following two scenarios: 

The execution of a parameter sweep. To minimize execution time the applica-
tion needs to be deployed over as many resources as possible. An automatic 
deployment system could be used to install the application over a larger set of 
resources than would be otherwise possible manually.   

The execution of a scientific application which requires a distinctive hardware 
specification. Resources must be identified which match the specification. 
However, users should not be expected to know details about every resource 
in a large-scale grid and manually characterising resources is time consuming. 
An automatic deployment system could be used to characterise and select the 
most appropriate resources making the testbed more relevant.  

 In both cases, the testbed is dynamic because deployment can be revisited. Thus, a 
user can automatically adjust the testbed to changes in the physical grid environment.  
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Figure 2. The interaction between automatic deployment for building dynamic testbeds and scheduling.

Our system, DistAnt, enables the following deployment, scheduling and rede-
ployment steps (Figure 2):

1. The starting point is a completely uncharacterized grid. Therefore, the grid is
large, but not necessarily relevant to the experiment because resources are un-
known and do not support the required software.

2. The DistAnt system characterizes resources. It defines the testbed by selecting
resources based on their physical attributes and characteristics required by the 
user.

The DistAnt system realizes the testbed by deploying the necessary soft-
ware over the selected resources. The testbed is relevant to the requirements of
the experiment, based on the current physical state of the grid.

3. Scheduling is performed based on the runtime performance of the realized
testbed, according to the appropriate scheduling strategy. Earlier steps allow
the user to select resources so that scheduling is most effective. For example,
the testbed for a parameter sweep should be as large as possible.

4. Revisiting deployment allows the user to update the testbed to reflect changes
in the physical grid environment, software requirements, experiment require-
ments, or simply to upgrade software. By re-characterising the grid environ-
ment a new testbed can be formed which reflects the updated grid.
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2.3. An Application Deployment Service 

Much of the effort invested in developing grid middleware is devoted to defining 
common interfaces for resource services. The importance of this effort is demonstrated 
in the success of the Globus GRAM [10], which provides a common interface for exe-
cution. Similarly, deployment also requires a common service interface. Currently, to 
install an application, a user must log in and use supported services such as FTP, 
gridftp, telnet and SSH. Each resource might support different services and enforce 
different authentication and file system access mechanisms.  
 The DistAnt Service provides a common, secure access point and a standard way 
of performing deployment steps, such as: transporting and unpacking files, compiling 
and linking binaries, and enacting necessary configuration steps. Like the Globus 
GRAM, this service supports a user-oriented view of deployment, allowing users with 
resource access to install software. 
 The DistAnt Service also provides deployment spaces, which are managed local 
directories where users can install software. Deployment spaces can be referenced us-
ing a deployment reference which is a user defined handle. The combination of de-
ployment spaces and deployment references allows users to reference an application 
across a set of resources regardless of the actual underlying file system location or file 
system structure.   
 The DistAnt Service can be invoked by a range of tools or clients that wish to de-
ploy software on the hosting resource. Our design of such as tool is the DistAnt Work-
flow, which is described in the following section.  

2.4. An Application Deployment Workflow  

An application is deployed by performing a series of steps, such as file transfer, compi-
lation, and configuration. We refer to this sequence of steps as the deployment work-
flow. Consider the following two examples: 

A managed application with one executable binary. In this case, the workflow 
needs to identify resources which support the necessary runtime and then se-
lect the most relevant resources based on the particular deployment strategy. 
Realizing the testbed requires copying the binary to selected resources.  

A complex native application which is dependant on a number of libraries and 
can be installed from source over a range of Linux distributions. In this case, 
the deployment workflow needs to identify Linux resources which support the 
necessary libraries and then select the most relevant resources based on the 
particular deployment strategy. Realizing the testbed could require a compli-
cated series of steps on each testbed resource, such as: moving and unpacking 
files, performing platform specific compilation and linking, installing missing 
dependencies and performing a resource-specific configuration.  

 Performing these steps manually over a large testbed is no longer realistic. There-
fore, DistAnt allows the user to describe and enact a deployment workflow. The Dis-
tAnt Workflow provides the user with a flexible mechanism for describing and 
enacting deployment steps, including:  

The steps for defining the testbed. This includes characterising and selecting 
grid resources. Users can write a workflow which finds those grid resources 
which match requirements and group them to form a testbed; and
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The steps for realizing the testbed by installing necessary software over the set 
of selected resources. The DistAnt Workflow provides constructs for unpack-
ing, compiling, linking and configuring software at the remote resource. In 
addition, the workflow allows the user to manage resource heterogeneity. For 
example, it is straightforward to write a workflow which performs a different 
series of configuration steps, depending on the target platform.  

 The workflow description is built as an extension to the Ant build file system [11] 
and is both procedural and declarative. Procedural scripting allows the user to define 
deployment routines, such as the steps required to realize an installation. The declara-
tive construct allows the user to define dependencies between routines. Each routine 
defines the steps for performing a particular action on the client resource or over a set 
of remote resources. Examples of specific routines might include: querying resource 
attributes to characterise a set of resources; forming grids into logical sets; transferring 
files; or enacting remote actions to perform configurations.  
 To support the user performing software configurations on remote resources the 
DistAnt Workflow provides remote routines that describe tasks such as unpacking, 
compiling, linking, configuring software or executing a script at the specific resource. 
The resource-side functionality for enacting a remote routine is provided by the Dis-
tAnt Service.
 In addition, the DistAnt Workflow provides a way of managing large scale and 
heterogeneous grids, as discussed in the following section.  
 The DistAnt Workflow is a high-level middleware tool (Figure 1); it invokes a 
range of grid middleware services. For example, deployment functionality is provided 
by the DistAnt Service, file transfer is provided by a file transfer service such as Grid-
FTP, RFT and SCP and resource information is provided by an underlying information 
service, such as the GT4 Index Service. 
 A comprehensive description of the DistAnt Workflow tool, the operations and 
tasks it supports, and the way a user can write a DistAnt workflow is provided in [2, 3]. 

2.5. Resource Heterogeneity 

In order to successfully deploy software, a user needs to consider a range of resource 
attributes and characteristics, such as:  

The execution environment, including the operating system, architecture, con-
figuration, compiler, binary format and data transport. Native software is often 
written for a specific execution environment, while code which is developed 
for a range of platforms must be recompiled for each platform. This is time 
consuming and error prone across a large testbed.  

Underlying physical resource attributes, including hardware metrics such as 
CPU speed, real memory size, hard disk space or distinct and specialized 
hardware. These attributes and metrics are important considerations when de-
ploying software. For example, an application  might require a minimum 
amount of real memory to execute correctly.  

HPC attributes such as cluster architecture or number of compute nodes. For 
example, a parallel program might need to be configured for the number of 
compute nodes before compilation.  
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Attributes specific to the overarching experiment or workflow. For example, 
the file system presence of a particular data set might be a requirement of exe-
cution and therefore a prerequisite to deployment.  

Grid, organisation or resource-specific management policies. Resources will 
be managed differently by different organisations. For example, maximum 
user account disk space limits the maximum installation size.  

 In a typical multi-organisational grid environment, these attributes are beyond the 
control of the user and typical ussers will know little about individual resources, mak-
ing it difficult to discover and select appropriate resources to form a relevant testbed. 
Furthermore, once a testbed is defined, it is likely that different resources will require a 
specific installation procedure. For example, software deployed on a Linux resource 
will require a Linux-specific compilation.  
 Our framework supports two approaches to developing and deploying software 
over heterogenous grids: 

1. Native software development and deployment, with support from the DistAnt 
system to manage heterogeneity. This means developing, compiling and con-
figuring software for the specific platform supported by each particular re-
source.

2. Managed software development and deployment. This means software is de-
veloped for Motor, our execution environment, which vastly simplifies de-
ployment.  

 While the IDEA framework does include a runtime for parallel program develop-
ment, we do not want to abandon users who develop native software. Developers will 
continue writing native parallel codes because this approach offers strong performance 
and highest level of control. As a result, we believe it is essential that a deployment 
system is not limited to managed applications, but also benefit new and legacy native 
applications.
 It is important to note that the majority of the middleware for deploying native 
software remains essential for deploying managed software. Characterizing resources, 
selecting resources, transporting files, performing installation and configuring must be 
performed, regardless of whether Motor is used. 
 Section 2.5.1 discusses the mechanisms supported by DistAnt to manage resource 
heterogeneity, while Section 2.5.2 presents the alternative approach, virtualization.  

2.5.1. Managing Heterogeneity using DistAnt 

Using the DistAnt Workflow resource attributes are automatically discoverable and can 
be managed. To support this, the DistAnt Workflow defines two concepts: 

Resource queries; and  

A subgrid, which groups resources together in logical sets. 

Resource Queries 
The DistAnt Workflow characterises resources using a query mechanism. This is in-
tended to be performed over a whole set of resources. For example, to discover the 
CPU speed of a set of resources, a user would query for CPU speed. This query would 
be executed for each resource in the set and the specific value would be assigned as a 
property to a workflow representation of each resource.  
 Queries are executed against a particular grid information service or other interface 
which can be queried for information. Currently, DistAnt supports WSRF queries. For 
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example, it is easy to query the GT4 Index service for resource information.  

Subgrids
An effective approach for managing a large heterogeneous grid is to sub-divide it into 
manageable sets of homogeneous resources, which can then be treated individually. 
This allows the user to write routines for specific resource attributes. For example, re-
sources which share the same platform description are likely to require a similar se-
quence of build steps.  
 The DistAnt Workflow allows the user to characterise, group and select platforms 
without specifically addressing individual resources. To achieve this, DistAnt imple-
ments a construct called a subgrid, which makes it possible to group like resources to-
gether. A subgrid is a set of zero or more resources which share specific properties. 
Examples of subgrids might include: the set of resources which require a particular 
library upgrade; or a set of resources which support the same operating system. 
 Defining a subgrid allows the user to write specific routines and functionality for 
that subgrid. For example, a user might choose to group Linux-X86 resources together 
in a common subgrid to perform a common Linux-X86 configuration. Significantly, a 
user can write a deployment workflow without addressing individual resources. Rather, 
the workflow can address sets of resources based on their properties. This is important 
because individual resources might come and go, but types of resources are likely to 
remain stable.  
 In our experience, e-Science programs are commonly installed from source code. 
However, a complete build from source on each individual resource is typically unnec-
essary. Therefore, the subgrid construct has been designed so that it is easy to build 
from source on one resource and redistribute binary to remaining resources. To achieve 
this, a subgrid can be assigned a representative resource, which means source can be 
compiled once on the chosen resource for each platform and then redistributed to re-
maining resources of that platform. Selecting a representative resource can be based on 
resource properties. For example, CPU speed or resource load could be used to choose 
the fastest resource to compile an application.  

Figure 3 illustrates how the DistAnt Workflow can be used to characterise a grid 
and then use subgrids to build source and redistribute the platform-specific binary. The 
figure illustrates the following three steps: 

1.  The starting point is an uncharacterized grid. 
2.  Resources are characterised and grouped into platform-specific subgrids. 
3.  A representative resource is chosen from each subgrid. This resource performs 

the compilation and the completed deployment is then archived and redistrib-
uted to other resources of that subgrid.  

 Deploying native software, from source code, across a heterogeneous grid using 
DistAnt has been demonstrated in a major deployment case study [3]. Using DistAnt, 
the GAMESS quantum chemistry package and a FORTRAN compiler were installed 
from source across a testbed of 4 different platform types. A DistAnt workflow was 
written which characterised the available resources, deployed GAMESS source to the 
fastest resource of each platform, preprocessed and compiled the source and then redis-
tributed the binary to the whole testbed. If no resources of a particular platform sup-
ported a FORTRAN compiler then the gcc-g77 FORTRAN compiler was automatically 
installed. The deployment was performed with no changes to GAMESS code, very 
minimal changes to the existing GAMESS build file, and no changes to gcc-g77 code 
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or build file. The deployment workflow was around 300 lines long and a complete de-
ployment over 8 selected resources took 92 minutes.

This case study demonstrated that a DistAnt workflow could be used to build and
deploy software quickly over a uncharacterized grid. In addition, once a deployment
workflow was written, it was easily executed, repeatable and non-user-intensive.

Figure 3. The logical sequence of steps to build source and redistribute binaries using subgrids.

2.5.2. Managing Heterogeneity through Virtualization

Deployment can also be simplified if resources support a common execution environ-
ment. In this way, software can be written and built for the virtual environment, rather
than a range of specific native platforms, libraries, compilers and environments. De-
ployment decisions can be made without considering platform and system heterogene-
ity.

2.5.3. The Motor Application-Runtime

Motor [4] is an application-runtime for HPC, with a runtime-internal communication
library. It is an environment based on the Common Language Infrastructure (CLI)1 [7]
and supports two sets of HPC message passing operations:

1. A standard set of MPI-like operations. These provide an efficient message
passing mechanism, integrated within the runtime managed memory environ-
ment.

1 The CLI is a Microsoft sponsored specification which defines a language-independent applica-
tion-runtime environment. It is better known by its commercial implementation, .Net. A range of
compilers have been developed which target the CLI environment, including: C#, FORTRAN, 
C++, Perl, LISP, Java, Visual Basic and C. The SSCLI is the ‘shared source’ reference imple-
mentation of the CLI. 

W.J. Goscinski and D. Abramson / An Infrastructure for the Deployment of e-Science Applications 141



2. A set of higher-level operations for structured data transport. These provide a 
convenient mechanism to automatically transport objects, arrays and object
trees.

The Motor implementation is a synthesis of three parts: the Microsoft Shared
Source CLI (SSCLI)1 [12], which provides an existing runtime; MPICH2 which pro-
vides a portable MPI implementation; and an additional set of components which im-
plement the higher level message passing operations, and interface to the integrated 
MPICH2 library. A detailed description of the Motor implementation and its perform-
ance is provided in [4]. This paper provides an overview of the Motor architecture be-
cause it provides an environment with a guaranteed HPC communication library and is 
an important part of our deployment framework.

The Motor Runtime-Internal Architecture
A number of environments provide a Java or .Net parallel communication mechanism.
These projects can be grouped into two categories:

1. Pure managed implementations which execute entirely over the virtual ma-
chine. These include JMPI [13] and jmpi [14]. Because they are written en-
tirely in Java they are portable, but are also inefficient.

2. Runtime-external implementations which provide a managed interface to an
underlying native communication facility. This includes systems such as mpi-
Java [15], JavaMPI [16], MPIJ [17] and the Indiana .Net bindings [18]. The
runtime-external message passing systems perform significantly better than
pure managed systems because the high performance communication mecha-
nism has direct native access to transport services.

In both of these classifications the runtime environment is unaware of the HPC
communication library. In contrast, the Motor architecture is runtime-internal, whereby
the runtime environment provides a shared memory or message passing abstraction.

Environments such as Java and the CLI provide web service, user interface, secu-
rity and networking libraries as standard because these are essential for building busi-
ness and desktop software. We believe that a high performance runtime environment
design should follow the same philosophy and include essential libraries as standard.
Therefore, Motor extends an existing runtime environment with high performance
communication, thereby creating a complete runtime environment for HPC. The Motor
runtime-internal architecture is illustrated in Figure 4, in contrast to the runtime-
external architecture.
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Figure 4. The runtime-external architecture (left), in contrast to the Motor runtime-internal architecture
(right).
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 A complete runtime environment is important both from the developer’s perspec-
tive and is also important for deployment; it is a guarantee that the runtime will support 
a well defined high performance communication abstraction. In contrast, managed-
wrapper MPI implementations must be rebuilt to interface to a resource-specific native 
MPI implementation. The message passing library is an afterthought, rather than a ser-
vice guaranteed by the runtime library.  
 In addition, there are a number of other major reasons why the Motor runtime-
internal design is preferable: 

1. Runtime-external implementations lack portability – the interface must be re-
built and sometimes edited for each different underlying native implementa-
tion. Therefore, this architecture conflicts with the compile-once-run-anywhere 
ethos of managed software development. In a runtime-internal implementation, 
much of the implementation can be defined in higher layers so that only low-
level communication primitives and process-management-specific code need to 
be re-implemented.   

2. Implementing the communication abstraction internally results in better per-
formance than the alternative runtime-external architecture. In micro-
benchmarks the Motor MPI library has performed noticeably better than run-
time-external MPI implementations [4]. For example, in a ping-pong micro-
benchmark Motor performs better than runtime-external bindings hosted by the 
SSCLI using MPICH2; 16% at a peak; 8% on average over all buffer sizes; and 
3% on average over buffer sizes greater than 65,536 bytes. These are positive 
results considering Motor is a synthesis of these same major components: 
SSCLI and MPICH2 [4]. In addition we have tested Motor using a real applica-
tion, Shallow Water which is an implementation of the shallow water model 

[19]. We implemented a C version of Shallow Water which is executed using 
the Motor environment. In these results [20], Motor performs favorably against 
the SSCLI, using runtime-external bindings. On average Motor performs 
21.9% faster than SSCLI and only 4.5% slower than the native implementation.  

3. A runtime-internal implementation has full access to internal runtime services, 
such as the runtime thread model, memory management, and the object and 
class model. The advantage of this is that the environment can support higher 
levels of functionality, such as the Motor structured data transport operations. 
The result is also performance. In ping-pong micro-benchmarks the Motor 
structured data transport operations performed significantly better than similar 
runtime-external MPI implementations using runtime-provided serialization 
[4].  

2.6. The Application Development Lifecycle    

Deployment is an integral part of the overall software development, testing and execu-
tion lifecycle. Because DistAnt is an extension of Ant, it allows a user to write a de-
ployment workflow as part of the build file and test software on a testbed, during and 
after the development phase.  
 It is important that deployed software is easy to execute. Therefore, the DistAnt 
system has been integrated with a high-level resource broker and scheduling environ-
ment, Nimrod/G [21]. This allows users to write regular Nimrod/G execution descrip-
tions and reference a DistAnt deployment using the deployment reference [3].  
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2.7. Dependency Management 

Managing native software dependencies is a challenging task over a large-scale hetero-
geneous grid. For example, different resources support different libraries versions or 
compiler implementations. Because the DistAnt Workflow is built using the Ant build 
file system, it allows the developer to manually define software dependencies in the 
same way as is provided by Ant.  
 In addition our framework provides the Automatic deployment Tool (ADT), which 
automatically generates and enacts a workflow for deploying a Motor executable and 
its libraries over a testbed. It performs this deployment in two steps. First, it queries 
Motor binaries recursively requesting dependency information. Because Motor is based 
on the CLI, it supports self-describing binaries which contain information about library 
dependencies. Second, it forms and enacts a DistAnt Workflow based on the computed 
dependency tree, thus deploying the executable and all its libraries over the grid test-
bed.
 However, not every resource will require each binary. Some resources might al-
ready support one or more application components, perhaps due to an earlier deploy-
ment. Therefore, the ADT generates a workflow which queries resources for the 
presence of necessary binaries. It groups resources into subgrids which require particu-
lar binaries and deploys those binaries only to the required subgrids. 
 The result of the ADT is that users do not need to manually define library depend-
encies.

3. Middleware Supported Deployment 

Our framework and its components support the following software development, de-
ployment and execution steps (Figure 5):

1. Software development. Users have the option of writing managed code for the 
Motor application-runtime rather than porting native code for a range of plat-
forms or environments. 

2. Software compilation. Motor application-runtime compiled binaries are:  

Process-independent, which enables compile-once-run-anywhere de-
ployment. This means that users can compile code once for all resources, 
rather than once for each platform; and  

Self-describing, which allows management of library dependencies using 
the ADT.

 Alternatively, DistAnt supports users to compile native software across a 
range of platforms by compiling on one of each platform and redeploying the 
resulting binary.  

3. Define the application testbed. The user writes a DistAnt workflow which 
characterises grid resources. Similar resources can be grouped together based 
on these same attributes using the subgrid construct.  Therefore, the user can 
easily define a testbed by selecting resources which match resource attributes 
to software and experiment requirements.  

4. Realize the application testbed. The user realizes the testbed by writing a de-
ployment workflow which deploys the given application. Alternatively, a de-
ployment workflow can be automatically generated based on a runtime 
executable and its library dependencies.  
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The deployment service provides facilities to perform installation and con-
figuration procedures on each remote resource. Different remote actions can be
performed at different resources by defining subgrids and specific deployment
routines.

Development Compilation

Define

Application
Testbed

Realize

Application
Testbed

Execution

Application Development Application Deployment
Application

Execution

1 2 3 4 5

Figure 5. Software development, deployment and instantiation steps using the IDEA framework.

5. Execution. A resource management system or higher level grid service, such
as Nimrod/G, is used to schedule execution over the testbed. DistAnt deploy-
ment references provide an execution handle to the deployment across the en-
tire testbed. The HPC runtime ensures execution.

Importantly, these steps are easily revisited, allowing the user to redefine the test-
bed and adapt to changes in the physical grid architecture, software requirements or
experiment requirements.

4. Related Work

A number of projects have focused on providing a suitable runtime environment for
large-scale e-Science applications [21-27]. For example, the Globus project defines
middleware interfaces that support application invocation in a secure, distributed, envi-
ronment [25]. However, none of these environments specifically address deployment
over a large-scale distributed and heterogeneous grid.

System configuration and management provide the functionality to transform a 
blank machine into a functional system [28-30] including many proprietary systems
[30]. Similarly, component and object-oriented management systems, allow the user to
define components and their relationships in order to automatically generate the de-
scribed application system [31, 32].

However, these configuration management systems and component management
systems are super-user-oriented systems; they define a centralized mechanism provid-
ing administration and configuration over systems within institutional control. This is 
an evolution of cluster management where deployment is largely a non-issue; users
typically only need to deploy software once, on a shared file system, so that it can be
executed across the entire cluster. In contrast, deploying software over a loosely cou-
pled set of grid resources requires an individual deployment on each resource. Fur-
thermore, a multi-institutional grid has no one overarching super-user to control
software issues such as dependencies, version issues or clashing libraries.
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 Some grid service hosting and deployment systems, provide a facility to ‘hot’ de-
ploy grid services [33-39]. None of these systems support deployment of non-hosted 
software, such as native parallel applications. Nor do they deal with other user-oriented 
issues such as scale and heterogeneity, which we have identified as significant issues. 
 In addition, platform-level virtualization systems, provide an infrastructure to host 
application using a platform-level virtual machine such as VMWare or Xen  [40-46]. 
This approach requires a very large effort to deploy even the simplest of software. For 
example, to deploy relatively simple code an entire operating system image would need 
to be generated, configured or transported to the remote resource. Furthermore, plat-
form-level deployment does not address specifics of the operating system, virtual or 
otherwise. 

5. Conclusion 

The outcome of our framework is that users are provided with an overall environment 
which supports the creation of application testbeds.
 DistAnt is user-oriented allowing a regular user to deploy a native or managed 
application over an uncharacterized and heterogeneous set of resources. The DistAnt 
Service is significant because it defines a common access point and interface for de-
ployment, while the DistAnt Workflow provides a facility to describe and enact the 
steps to define and realize a testbed.  
 In addition, Motor provides a common environment for high performance applica-
tions. Thus, users can develop and compile application software for the Motor envi-
ronment rather than a range of platforms, simplifying application development and 
deployment. The integration of a message passing library guarantees that the runtime 
will support a well known parallel communication mechanism. Finally, the ADT is 
significant because it automatically deploys a Motor executable and its libraries. 
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Abstract. Grids are built by communities who need a shared cyberinfrastructure

to make progress on the critical problems they are currently confronting. An e-

science portal is a conventional Web portal that sits on top of a rich collection of

web services that allow a community of users access to shared data and

application resources without exposing them to the details of Grid computing. In

this chapter we describe a service-oriented architecture to support this type of

portal.

Keywords. Grid, Portal, Web Services, Service Oriented Architectures.

Introduction

Grid technology has matured to the point where many different communities are

actively engaged in building distributed information infrastructures to support

discipline specific problem solving. Often called Grids, this distributed infrastructure is

based on Web and Web service technology that brings tools and data to the users in

ways that enable modalities of collaborative work not previously possible. The

vanguard of these communities are focused on specific scientific or engineering

disciplines such as weather prediction, geophysics, earthquake engineering, biology

and high-energy physics, but Grids can also be used by any community that requires

distributed collaboration and the need to share networked resources. For example, a

collaboration may be as modest as a handful of people at remote locations that agree to

share computers and databases to conduct a study and publish a result. Or a

community may be a company that needs different divisions of the organization at

remote locations to work together more closely by sharing access to a set of private

services organized as a corporate Grid. An eeScience portal is the user-facing access

point to such a Grid. It is composed of the tools that the community needs to solve

problems. It is usually designed so that users interact with it in terms of their domain

discipline and the details of Grid services and distributed computing are hidden from

view.

In this chapter we describe a Service Oriented Architecture to support this class

portals for eScience collaborations. We base this discussion on our experience with a

five-year project [1] to build such a framework for a community of atmospheric

High Performance Computing and Grids in Action
L. Grandinetti (Ed.)
IOS Press, 2008
© 2008 The authors and IOS Press. All rights reserved.

149



scientists who are engaged in changing the paradigm of severe storm prediction from

static “back room” forecasts to an interactive, adaptive data-driven enterprise.

Our concept of the software manifestation that constitutes a “portal” has evolved

over the years and, as we look towards the future of Web technology, we can already

see signs that it will continue to change. The simplest vision of a “portal” is a desktop

application that is an all-in-one appliance for doing domain science in a way that

exploits remote data and compute resources.

The most common current model for an e-science portal is based on standard web

portal technology such as used by banks, airlines and social networking: a specially

designed web server that allows the user to login and see his or her private and group

resources. The user accesses such a portal with a standard web browser. As we move

to the future, new “Web 2.0” technologies will allow the web browser to be replaced by

more interactive, automatically downloaded clients that provide a more seamless

integration with the user’s desktop.

1. The Components of an e-science portal

There are five common components to most e-science portals.

1. Data search and discovery. The vast majority of scientific collaborations revolve

around shared access to discipline specific data collections. Users want to be able

to search for data as they would search for web pages using an Internet index. The

difference here is that the data is described in terms of metadata and instead of

keywords, the search may involve terms from a domain specific ontology and

contain range values. The data may be generated by streams from instruments and

consequently the query may be satisfied only by means of a monitoring agent.

2. Security. Communities like to protect group and individual data. Grid resource

providers like to have an understanding of who is using their resources. This is a

specific requirement of Gateway portals such as those that access the TeraGrid. A

key feature that distinguishes a portal from a website is the fact that each user has

an account. The e-science portal must authenticate each user and associate the

appropriate user-specific authorization rights that grant that user access the back-

end resource Grid.

3. User private data storage. Because each user must “login” and authenticate with

the portal, the portal can provide the user with a personalized view of their data

and resources. This is a common feature of all portals in the commercial sector.

In the eScience domain private data can consists of a searchable index of

experimental result and data gathered from the community resources.

4. Tools for designing and conducting computational experiments. Scientist need to

be able to run analysis processes over collected data. Often these analysis

processes are single computations and often they are complex composed scenarios

of preprocessing, analysis, post processing and visualization. These experimental

workflows are often repeated hundreds of times with slightly different parameter

settings or input data. A critical feature of any eScience portal is the capability

compose workflows, add new computational analysis programs to a catalog of

workflow components and a simple way to run the workflows with the results

automatically stored in the user’s private data space.

5. Tracking data provenance. The key to the scientific method is repeatability of

experiments. As we become more data and computationally oriented in our
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approach to science, it is important that we support ways to discover exactly how a

data set was generated. What were the processes that were involved? What

versions of the software were used? What is the quality of the input data? A good

eScience gateway should automatically support this data provenance tracking and

management so that these questions can be asked.

There are many approaches to supporting this feature set. As previously noted,

one obvious solution is to implement all the required capability in a single monolithic

application. The application may be a single instance of a portal server, or it may be a

desktop application. In fact, our earliest attempts to build science portals followed the

monolithic approach and we discovered two major problems: scalability and

extensibility. Scalability is a problem with a monolithic portal server. As soon as you

have more than a few dozen users logged into a portal server that tries to manage

internally all the features described above, it will run out of memory and crash.

To solve this problem, we learned to make the portal server as thin as possible.

As illustrated in figure 1, one can build the architecture as a set of specialized services:

a service (GFAC) for incorporating new analysis algorithms into the framework, a

service for cataloging data products, a workflow manager, a personal metadata catalog,

and a provenance service. All of this sits on top of an enterprise service bus that

conveys messages between the various components.

Figure 1. A distributed service-based portal server.

Extensibility means that the framework can easily incorporate new features and

capabilities. This is not a strong suite for monolithic application portals unless they are
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designed with a strong software component model. However, even with a component

architecture, the framework must know how to discover new components and load

them automatically. This problem is also related to software maintenance. A change to

a client-side application requires that users update the application or periodically install

a new version.

A Web portal gives greater flexibility in extending capabilities and doing

maintenance. The user only needs to update the browser once or twice a year, while

the back end portal server can be continuously updated.

1.1. The Portal Server.

Once the decision to use a web portal framework has been made, there are several

issues that must be addressed. First, one must decide on the specific architecture to use.

There are many Web portal tool frameworks available from open source and

commercial sources. Many are based on a technology called the Java JSR-168

specification [2] in which the portal framework is a container for portlets. From the

user’s point of view a portlet is a windowpane in the browser whose contents defined

by the portal manager. From the portal designers point of view, a portlet is a container

for an application that manages a user interface. As illustrated in Figure 2, once a user

logs into a portlet-based portal they see a pallet with tabs. Each tab, when “clicked”

will bring up a page with one or more portlets. Users can add and remove portlets from

the collection they see, but most do not bother to do so if the portal manager makes a

reasonable selection as the default.

Figure 2. The collection of portlets in the LEAD portal are organized by tabs. Each major tab leads to a

second level of portlets. In this case the user has selected "My Workspace" and then the user metadata
catalog browser "MyLEAD".

While a portlet can contain a user interface to a substantial application running in

the portal server, in our experience, the best design is for each portlet to interface to one

of the core Web services that lies behind the portal server. The portlet’s job is to

provide a user interface for that service. When the user provides input through that

interface, a Web service invocation is created by the portlet and sent to the

corresponding service. The response is rendered in the user interface. In some cases

the portlet is just an interface to a mashup, which is a graphical interface that is a

combination of information from other services. Our data search interface is an

example of one such mashup that we will describe later.

1.1.1. Portal and Grid Security

A major component of any Gateway Portal server is the management of security.

Every off-the-shelf portal framework has a way to allow users to request portal

accounts and it has the database support for maintaining consistent records of each
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user’s portal configuration. However, the major challenge for the portal security is to

connect this to the security of the back-end Grid. In the standard Globus Grid [3], users

are authenticated with the back-end by means of a proxy certificate, which is a

temporary public-private key pair that can be used by other agents to act on the user’s

behalf with distributed Grid services and resources. Given a user’s distinguished name

and passphrase, a tool called MyProxy [4] can be invoked by the portal server to

acquire a Grid proxy certificate for the user. Once the portal server has the proxy, it

can pass it to the external web services to be used during interaction with the Grid

resources. If each portal user also has a Grid account, the mapping of the user’s portal

identity to their Grid identity is relatively easy to manage by the portal server.

Unfortunately, most Gateway Portal users do not have a Grid account. They may

not even know, or want to know, that the back-end Grid exists. In this case the solution

we use in TeraGrid is to give the portal its own Grid identity and account. In this

approach, all portal users are mapped to a single Grid account and it is up to the portal

services to create an audit trail for each portal user, so the Grid managers can be

satisfied that no misuse of the Grid resources occurred by a troublesome portal user.

To accomplish this, the portal server must provide additional metadata that is

propagated through the system that identifies each portal user and “proof” of his or her

authorization to carry the requested Grid operations.

There is much more that can be said on the subject of security, but space does not

allow us to go into more detail here.

1.2. A High Level View of the Service Organization

The primary persistent Web services in the LEAD gateway SOA are shown in Figure 3.

The data search and discovery portlets in the portal server talk to the Data Catalog

Service. As described in the following section, this service is an index of data that is

known to the system. The user’s personal data is cataloged in the MyLEAD service.

MyLEAD is a metadata catalog. The large data files are stored on the back-end Grid

resources under management of the Data Management Service. The myLEAD Agent

manages the connection between the metadata and the data.

Workflow in this architecture is described in terms of dataflow graphs, were the

nodes of the graph represent computations and the edges represent data dependencies.

The actual computations are programs that are pre-installed and run on the back-end

Grid computing resources. However, the workflow engine, which sequences the

execution of each computational task, sees these computations as just more Web

services. Unlike the other services described in this section, however, these application

services are virtual in that they are created on-demand by an application factory and

each application service instance controls the execution of a specific application on a

specific computing resource. The application service instances are responsible for

fetching the data needed for each invocation of the application, submitting the job to

the compute engine, and monitoring the execution of the application. The pattern of

behavior is simple. When a user creates or selects an experiment workflow template,

the required input data is identified and then bound to create a concrete instance of the

workflow. Some of the input data comes from user input and others come from a

search of the Data Catalog or the user’s MyLEAD space. When the execution begins,

the workflow engine sends work requests for specific applications to the Application

Factory. If a needed Application Service is not already instantiated, the Factory starts

one and the request is sent to the service instance.
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A central component of the system is an event notification bus, which is used to

convey workflow status and control messages throughout the system. The application

service instances generate “event notifications” that provide details about the data being

staged, the status of the execution of the application and the location of the final results.

The MyLEAD agent listens to this message stream and logs the important events to the

user’s metadata catalog entry for the experiment. The workflow engine, provenance

collection service and data management service all hear these notifications, which also

contain valuable metadata about the intermediate and final data products. The Data

Management service is responsible for migrating data from the Compute Engine to

long-term storage. The provenance collection service records all of this information

and organizes it so that data provenance queries and statistics are easily satisfied.

Figure 3. The LEAD persistent services.

In the following sections of this chapter we dig deeper into the role and design of

each of these major services.

2. The Data Architecture

Data search, discovery and cataloging are central components of the portal. Most

eScience domains have community data collections that serve as the raw information

upon which knowledge is built. In the case of atmospheric science, this data comes

from a wealth of remote sources including routine aviation reports, upper air soundings

from balloon-born instruments, satellite image data, NEXRAD Doppler radar data and

various forecast results. Much of this information is distributed through a community

supported message-oriented middleware (MOM) layer called the Unidata Internet Data

Distribution (IDD) system and catalogued with the Thematic Realtime Environmnetal

Distributed Data Service (THREDDS) [5]. Just as a Web search engine crawls

websites to build an index, the data subsystem for the portal infrastructure for LEAD

crawls the IDD and THREDDS weather data systems and builds a unified index of
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these heterogeneous sources. However, crawling and indexing scientific data sources

differs from standard Web search engine crawling, largely because of the kind of

information crawled and what the user needs to do with the results. A Web search

engine need only build an index based on keywords scraped from Web pages.

Scientific data is often in a binary representation that is described by metadata.

Sometimes the data and metadata are stored separately. The information that must be

crawled is often the metadata because that is where we find a semantic description of

the contents of a data file. Typical metadata in atmospheric sciences includes the

geospatial region it covers and time at which it was generated as well as the generation

source (description of the instrument or model that generated it), the binary format of

the data, etc.

Scientific metadata is organized according to an XML schema but,

unfortunately, a scientific discipline often has multiple competing schemas for

describing data. Consequently any data crawler must be able to understand all the

pertinent schemas. In the LEAD project a global, extensible schema, called the LEAD

Metadata Schema (LMS) [6], was designed so that any of the needed metadata

described in the THREDDS catalogs and other important sources could be extracted

and cataloged.

Having rich metadata enables far more meaningful data search capabilities than

keyword search in a Web search index. In particular, one can build an interface that

uses semantic knowledge about the attributes of the data schema. Such an interface can

enable much deeper and more meaningful queries. For example, the LEAD data

search portlet is shown in Figure 4.

Figure 4. The LEAD data search mashup portlet.

In the figure, the user has constructed a query requesting data produced in the last

30 minutes (upper left) from the Meteorology Aviation report (METAR), the upper air

balloon instruments, NEXRAD Level III and the ARPS Data Analysis system data

sources. It is further refined to be limited to data about wind, pressure, and

precipitation, and to products that contain data about the US prairie states. As can be

seen in Figure 4, the current weather radar indicates that stormy weather is currently

developing in the US prairie state region. Hitting the “Start Search” button returns a
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complete list of all the data that matches the query. For each item in the returned list,

the user has the option of downloading it to the desktop, viewing it in a graphics

package or saving it to their MyLEAD space for further analysis.

MyLEAD manages the user’s personal workspace experience [7,8]. From the

user’s point of view, it is a browser, as shown in Figure 5, organized as a hierarchical

set of folders. For the atmospheric science domain, the top level entities in the

workspace are projects. Projects have members called “experiments”, and project-wide

materials stored to a “collection”. An experiment represents a single execution of a

analysis workflow. As shown in the illustration, selecting an experiment name in the

left hand pane brings up a history of the events that took place during the execution of

the experiment. Opening the experiment folder brings up all the metadata records for

the input data, intermediate data products and results as well as error reports.

Figure 5. The MyLEAD personal workspace.

Because the MyLEAD workspace conforms to the LEAD metadata schema, it can

provide the user a familiar yet highly sophisticated search capability. This search

interface allows the user to search over files, experiments and projects, for parents and

children, and for any combination of attributes in the metadata schema. For example,

one can search for all experiments run on or after April 1, 2007 that used a 2km grid

spacing in the simulation and also encountered a fault during execution. This is an

extremely powerful feature that is not possible without rich semantic information

provided by the metadata schema and the workspace notions of context and

organization.

2.1. Data Management.

Data transfer, replica management, and naming are related functionalities required

of a storage service in a cyberinfrastructure. While third-party data transfer allows

clients to move data from one host to another without having to itself monitor the
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transfer, replica management allows optimal selection of replicas when transferring the

data. Naming provides location transparency by using logical identifiers for the files

and mapping them to the physical locations of the replicas Data movement, replication,

and naming is provided by the Globus Toolkit DRS, and by the simpler Data

Movement and Naming service that was inspired by DRS. The Data Movement and

Naming (DaMN) service, for instance, provides support for data transfers through

simple GET and PUT service operations. The GET operation to transfer data out of a

data repository takes a logical name for the source data and a logical or physical

destination where the data needs to be transferred to. As a precursor to the transfer,

DaMN uses the Replica Location Service (RLS) [9] to resolve the logical data name to

the physical locations of the data products, optionally using algorithms for optimal

replica selection. DaMN separately maintains a list of logical myLEAD repository

locations to use as destination locations and resolves them to pre-configured physical

storage locations. The capabilities of Reliable File Transfer (RFT) [10], based on

GridFTP, is leveraged to effect third-party data transfers between the resolved source

physical location and the destination physical location in a secure and reliable manner.

After the transfer is complete, the new replica's location is registered with RLS,

ensuring accurate tracking of replicas. The DaMN service provides polling, callback,

and notifications as means of notifying the client of the successful data transfer and

replica registration.

2.2. Data Provenance: The key to the modern scientific method.

Provenance is a form of metadata that describes the derivation history of data

products derived from data transformation pipelines [11]. The Karma provenance

framework [12] collects runtime information from scientific workflows and the

services that constitute them. Karma defines an information model and messages that

are generated by instrumented services and workflows at control transfer boundaries

and data creation and usage points in the workflow execution. These messages are

pushed from the instrumentation points to the Karma service through the portal’s

publish-subscribe system. From the information it receives, the provenance service can

construct a global causal graph of the data derivation trail that can span across

individual workflows when data is shared between them. Service APIs to query for

different forms of provenance graphs [13] are exposed and graphical clients that can

view complete provenance graphs or monitor the realtime provenance activities are

available.

The provenance system supports queries of the form “Find the process that led to

Atlas X Graphic, excluding everything prior to the averaging of images with softmean”

or “Find all invocations of procedure align warp using a twelfth order nonlinear 1365

parameter model that ran on a Monday” are possible.

3. Turning Scientific Applications into Web Services

The concept of application-as-a-service is one that has gained considerable interest in

the commercial software world. In this model a service provider is responsible for

maintaining, updating and executing the application on-demand for clients. The client

need only access the application interface through a Web service. However, this has not

been widely used in the eScience domain until recently. In the LEAD project we have
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number of stable “community codes” which can be combined in various ways to do

data analysis or to run complex weather forecast scenarios. The problem is that these

are Fortran codes that are executed as command-line programs. To make them

composable, we turned them into virtual Web services. The services are virtual for a

simple reason. If we had a persistent Web service for each science application on each

supercomputer, we would have dozens of services to keep alive. To solve this problem

we have a single persistent factory service capable of creating an instance of a needed

application service on-demand. The specific application service instance need only

persist as long as it has work to do. Because the process of creating a virtual service

from a command-line program is so simple, we have automated it as a service available

through the portal known as the Generic Application Factory GFAC [14].

The portal guides the user through the creation of two documents.

1. The service registration document contains the service name, the executable

path for the application, the input parameters names and types and types, the

output parameter names and types and details about the execution parameters

such as the number of processors to use when running the application.

2. A host description document, which contains the details about the host where

the GFAC service has been deployed and the application services will run.

(This document is only needed if the host is not previously known to the portal.

In the case of a Grid deployment, the host on which the service instance is

running need not be the same as the host upon which the application runs.

Globus GRAM is used to remotely invoke the application.)

With this information, the GFAC service generates a standard Web Service

Description Language (WDL) document and can instantiate the service on-demand.

When an application service is invoked with a given set of input parameters, it runs

the application with those input parameters (possibly on a cluster of resources),

monitors the application and returns the results to the user. For debugging GFAC also

provides a generic web service client that allows users to securely access any

application service created by the toolkit from the convenience of a portal. When a user

accesses an application service, the user is presented with a graphical user interface

(GUI) to that service. The GUI contains a list of operations that the user is allowed to

invoke on that service. After choosing an operation, the user is presented with a GUI

for that operation, which allows the user to specify all the input parameters to that

operation. The user can then invoke the operation on the service and get the output

results.

4. Composing service: Workflows and Exploration Patterns.

Scientists conduct experiments and the portal is designed to support that. As we have

seen, the MyLEAD personal metadata catalog is organized around this concept. We

have identified two ways users may wish to conduct computational experiments. The

first of these we refer to as task-driven, in which the user wants to run a particular type

of data analysis or simulation and then gathers the needed data, and the other is data-

driven, where the user wants to search and discover data and then find the tools that can

be applied to it. In this chapter we address the former model, but the later is one we

are currently investigating.
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The way an experiment is initiated in the portal is through the Experiment Builder.

Based on the idea of a software “wizard”, a program which leads the user through the

steps for installing or using software, the experiment builder guides the user through

the setup and execution of an analysis workflow. As illustrated in Figure 6, the first

thing the experiment builder asks the user is to identify the project that the experiment

belongs to, the name of the experiment and a brief description.

Figure 6. The Experiment Builder Wizard.

Next the user selects a workflow from a list of predefined templates. The user may

edit the template or create a new template using the workflow graphical editor. The

workflows are represented as a combination of dataflow and control flow. Most

scientists are comfortable with the concept of dataflow represented as a graph. Each

node of the graph represents an application service with multiple inputs and one or

more outputs. The inputs and outputs may be as simple as a numerical or string value,

or as complex as a descriptor of a set of files, which must be fetched and staged on the

compute host that is running the application. (This staging is done automatically by the

application service instance.) An example is illustrated in Figure 7 from the LEAD

project. In this case the application service is a data interpolator that produces lateral

boundary conditions for a forecast simulation. It take three input file descriptors. One

describes the terrain of the forecast domain. The second is a file containing a set of

parameters that describe the domain and the mesh spacing for the computation. The

third is data that comes from the National Centers for Environmental Prediction

(NCEP) North American Mesoscale (NAM) forecast. The output is an interpolated

lateral boundary condition that is used as part of a storm forecast.
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Figure 7. An application service from a weather forecast workflow. The service is an interpolator for the

lateral boundary conditions for the forecast simulation domain.

The workflow shown in Figure 8 is a LEAD project storm forecast simulation that

takes inputs consisting of a set of configuration property files that initialize parameters

for different parts of the weather simulation and a set of North American Model

(NAM) data files that define the initial conditions of the forecast.

XBaya is a compiler which translates this graphical description into a lower level

workflow language. Because XBaya is so high level it is possible to map the graphical

workflow description into many different workflow language and two are supported

now. For long running workflows, BPEL [15] is the most completely supported Web

service workflow language. If the workflow is short running, then the user may wish to

To compose a complete workflow, the portal user can invoke a tool called XBaya

that provides a graphical interface to build the workflow. Shown in Figure 8, XBaya is

a conventional “drop and drag” graph composer. The list of available workflow

components and application services are shown on the left. Each of these components

can be placed on the composition pallet to the right and wired into the workflow, which

is shown add a left-to-right directed acyclic graph.

Figure 8. The XBaya workflow composer and monitoring tool.
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execute the workflow directly from their desktop machine. In this case, XBaya can

generate the Java dialect of Python, called Jython.

When the user builds a workflow with XBaya, he or she is actually building an

abstract workflow template. What is missing is the specific input data and the specific

instances of the application web services. That binding is left to execution time for two

reasons. First, in the case of workflows that must consume data that is timely (such as

weather data), one does not want to bind the data until the workflow is almost ready to

run. Second, because the applications runs on many different host computers, it is best

to select the application services instance that corresponds to a host that has the lightest

load or greatest capacity. In this case, the selection may be deferred until just prior to

invoking the abstract service. The way this is done is the actual service request is sent

to the application factory service, which through an intermediate service, makes a call-

out to a resource broker that determines the best choice for a selected instance of the

application service. When this best service is known the factory forwards the Web

service there and the results return to the workflow engine.

4.1. The Workflow Engine.

There are a large number of possible workflow systems that can be and are being used

in eScience projects and portals. In the case of Web service based frameworks, we

have found that the BPEL standard is well suited to our needs for several reasons.

BPEL is designed for long running workflows that are common in eScience

applications that must use services that are widely distributed over a Grid. We have

implemented a version of the standard we call GPEL [16] with several special features

that are significant for applications like LEAD. Specifically, we require that

1. A workflow may run for hours or, in the case where the workflow is

waiting for significant external events such as storm warnings to trigger

actions, the workflow may run for days or weeks. Consequently the

workflow instance state must be saved in stable storage.

2. The workflow must be able to respond to dynamically changing

conditions including crashes of parts of the Grid or massive new demand

created by a scenario, such as a major storm, or even the desire of the

scientist to interrupt it and modify it or redirect it.

3. In case additional requirements are needed by the scientist, it may be

necessary for a workflow to be restarted or cloned from an intermediate

state.

In GPEL the state of every workflow instance is represented by an XML document

stored in a database. A change of state, such as advancing the workflow to a new state

because of the completion of some action, is just a transformation of that document.

Consequently the three conditions listed above are easily met. One capability that we

did not plan on was the ability to restart workflows that failed because of back-end Grid

failures. Because the workflow state and all intermediate data products are saved by

the data system, it proved to be a simple task to retrieve the state of a failed workflow

and “resurrect” it using different resources.

One question that remained was scalability. While in production the system was

able to manage over 1200 workflows a month and in the same time the data system

managed over 2.6 terabytes of data product. A more detailed study of the performance

of the entire system will be conducted over the year ahead.
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4.2. The Pub-Sub Service Bus.

Web services are designed to receive messages and act upon them in the most stateless

manner possible. However, if every service must rely upon other services to directly

engage them for every piece of vital information, the architecture becomes very brittle

and will not scale. The standard approach to solving this problem is to allow services to

respond to events that represent changes to the state of workflow instances or Grid

deployment status or external demands on the system. To address this problem most

scalable distributed systems rely on a “publish-subscribe” event backbone. The idea is

very simple. Persistent services such as the data subsystem or the providence tracking

system that must know when certain thing happen, such as when a file has been moved,

or an application service has terminated or encountered an error can do so by creating a

subscription to an event service that will notify them by a simple message when

something important happens. A subscription consists of a message to the event

service indicating that a particular “listener” service is interested in receiving an

invocation anytime a message is “published” on a particular topic. A topic may be any

event associated with a specific user’s experiment workflow state transition or an

application service status message. Or it may be a message indicating that the Grid has

undergone a subsystem failure. It may also be a notification that a severe storm has

been detected.

There are two main Web service standard for pub-sub event systems: Ws-Eventing

and Ws-Notification. The underlying Grid infrastructure, if based on Globus, uses WS-

Notification, but a more widely adopted standard is WS-Eventing. Our approach has

been to mediate between these two systems. Our system is based on a tool we call WS-

messenger [17] that supports both standards and is an internet-scale reliable publish-

subscribe system. This system allows both services and user client programs to always

maintain a current picture of the state of each workflow. For example, the data

providence and MyLead broker services rely on these notifications. XBaya, is able to

track the state of a user’s workflow by subscribing to the event stream. As the state of

the workflow changes the graphical view of the workflow can show the user the current

status. This has proved to be an invaluable in debugging and the users find the

feedback about experiment status to be extremely helpful. The system has proven to be

extremely reliable, but a quantitative study has not yet been completed.

5. Responding to the external world.

As described above, an event system is essential for monitoring the state of the service

architecture and the progress of workflows. However, the external world generates

events that are of great interest to scientists.

Atmospheric scientists have since the beginning of the LEAD project wanted the e-

science portal to give them a way to launch a regional weather forecast model in

response to developing severe storms. In order to provide this, the portal has been

extended with support for ingesting model- or radar-generated data in real time, for

mining and filtering the streaming data using continuous query processing to filter and

aggregate data [18] and through software classification algorithms that can

continuously mine the results [19]. When the classification algorithms detect severe

storm signatures exceeding a threshold, a notification message is sent.
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As an example, suppose a user wishes to keep an eye on the storm front moving

into Chicago later that evening. He/she logs into the portal, and configures an agent to

observe NEXRAD Level II radar data streams for the next 4 hours looking for severe

weather developing over the Chicago region. The request is in the form of a continuous

query that executes the mining algorithm repeatedly. The query execution service will

subscribe on-the-fly to streams of observational data. The events arrive as bzipped

binary data chunks and are broken open to extract metadata. The resulting XML

activities are subject to filtering and aggregation and the zipped product passed to the

classification tool. Data mining will result in a response trigger, such as

``concentration of high reflectivity found centered at lat=x, lon=y'', that is sent to the

workflow engine using the WS-Eventing notification system. WS-Eventing uses an

internal event channel for the transfer of data streams.

6. Related Work.

The architecture we describe here was not created in a vacuum. There has been a

community engaged in the design of e-science portals for the last five years and a

substantial number of contributions have been made. The have been a long line of e-

science portals aimed at managing the basic user interaction with a Grid including

GridPort [20] and GENIUS [21]. The Gridsphere project [22] was an early pioneer

that moved to bring the JSR-168 and the Gridsphere portal framework has been the

most widely used of the portlet containers for eScience applications including the one

described here.

There have been dozens of eScience portals built for different communities and

scientific disciplines. In the domain of biology there are several including the RENCI

BioPortal [23]. The GEON Portal [24] is a gateway to geosciences data and

applications. The BIRN Portal [25, 26] is the leading eScience gateway for biomedical

imaging. The Cactus Portal [27] is a front end for Grid tools for the study of black

holes. The area of earthquake science is covered by Servogrid portal [28] and the

NEES Grid portal [29] was built for earthquake engineers to share access to specialized

instruments. NanoHub [30] is an e-science portal for nanotechnology and nanoscience

and it is the most heavily used and successful of all e-science portals.

The National Science Foundation TeraGrid Project is now the leading organization

in eScience portals. Their TeraGrid Gateways program [31] now has over 20 e-science

portals for various scientific disciplines that are accessing the compute and data

resources of TeraGrid.
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Abstract. The problem of scheduling a parallel application on to heterogeneous 
distributed computing environment is one of the most challenging problems in a 
grid. Two main problems arise: how to efficiently discover resources capable of 
providing the demanded computing services and how to schedule them. We 
propose a new fully decentralized solution for both resource brokering and 
scheduling in a grid based on a peer-to-peer model, which consider resource 
brokering and scheduling as parts of a single activity, in order to achieve high 
resources utilization and low response times. The proposed scheduling solution 
uses the relationship among neighbours to let each node learning structural and 
functional information about the resource-sharing environment. This mechanism 
makes the system an intelligent organism, characterized by the capability of self-
learning about its environment. 

Keywords. Grid Scheduling; Resource Brokering and Management. 

 Introduction 

The promise of grid computing is to link heterogeneous resources, shared among 
different organizations and geographies, into one virtual resource which can be used by 
global enterprises and provided as a service on demand.  

A computational grid [1][2][3][4] (or metacomputer) is an hardware and 
software environment based on open standards and protocols. It gives the possibility to 
use different, freely/not freely coupled Information Technology (IT) resources owned 
by multiple organizations located all over the world. Built on pervasive Internet 
standards [5], grid computing allows research-oriented organizations to solve problems 
that computing and data-integration constraints turn into infeasible; it also reduces 
costs through automation, improving at the same time IT resource utilization. As a 
result, this increases organization’s agilities permitting more efficient business 
processes. The challenge is to develop technologies, standards and solutions in order to 
make grid computing a powerful strategy for the grid environment.  

A grid is not a ready-made solution, but rather a set of protocols and components 
mixed together to build efficient solutions. To achieve this goal, an efficient grid 
scheduling system [6] is an essential part of a computational grid. Nowadays, this is 
particularly true: with the success of e-commerce and the Internet, computational grids 
have been moving from scientific and technical research to IT model based on Web 

High Performance Computing and Grids in Action
L. Grandinetti (Ed.)
IOS Press, 2008
© 2008 The authors and IOS Press. All rights reserved.

167



services [7], in which software and resources can be offered and consumed as services. 
Grids have the potential to address large scale problems, but how to efficiently and 
effectively utilize their resources is solved only through an efficient job scheduling 
method. 

Grid scheduling is the process of efficiently allocating grid resources to 
applications. The grid scheduling system is required to manage the job requests. For 
each user request, the grid scheduling task includes the research of suitable resources 
and, after that, the coordination of the job executions. It generates the job schedules for 
all computational machines by taking into account static and dynamic parameters, with 
the objective of maximizing the resources utilization. 

In 1987, Catlett and Smarr introduced the concept of connecting computing 
resources establishing the term “metacomputing”. Since that time many research 
projects (Globus [8][9][10] and Condor [11][12] are probably the most successful 
examples) showed that the topic of job scheduling is an important step for constructing 
efficient grid computing infrastructures and definitely underlined that the job 
scheduling in a metacomputer significantly differs from job scheduling on a single 
parallel computer.  

A computational grid scheduler has to take into consideration local and global 
objectives.  

The local objectives are concerned with the administrative policy of each site. 
Typically the key objectives of a local scheduler are: maximizing the overall system 
performance (high throughput and high resource utilization rate overcoming 
heterogeneousness of computing resources); supporting various computing intensive 
applications (batch jobs and parallel applications); providing robust remote job 
execution functionalities (reliable remote I/O and efficient job management involving 
job preemption, migration, and checkpointing). 

While the scheduler of a computing site can coordinate the execution of the 
submitted jobs without taking into consideration external restrictions, a scheduling 
infrastructure in a metacomputing system is subjected to various constraints: the 
geographical distribution of the machines; the different owner organizations (each one 
characterized by a different local scheduling policy); the network resources. Moreover, 
the scheduler has to take into account additional requirements for security, fault 
tolerance and frequent resource changes, as each single machine may join or exit the 
grid at any time. In a dynamic distributed computing environment resource availability 
may vary significantly. Therefore, the grid scheduling becomes a high challenging 
task. 

The metacomputing scheduling policy significantly depends on the structures that 
occur in computational grids. 

The most common architecture in metacomputing environment is based on 
centralized models. In a centralized scheduling architecture all jobs are submitted to a 
single grid scheduler which acts as a central broker, responsible for making global 
decisions and assigning each job to a specific machine maintaining up-to-date 
information on the state of all available resources. The grid scheduler works as “access 
point” to the whole infrastructure. When a job arrives, the grid scheduler calculates its 
computational times (TC) for all sites; selects the site that guarantees the minimum TC 
value; and sends the submitted job to it. Therefore, the scheduler is in charge of 
directly controlling the resource interfaces and straight interacting with the local 
resource managers. In a centralized environment the scheduler is conceptually capable 
of elaborating very efficient schedules, since it has all the necessary information on the 
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submitted jobs and the available resources. The quantity of information that need to be 
evaluated does not scale well with the increasing size of the metacomputer. Therefore 
the central scheduler often may result in a performance bottleneck for large-scale grid 
environments. As a result, a centralized architecture might be a good choice for a 
relatively small set of computing resources or for a computing centre where all 
resources are used under the same objective. 

Opposite to the centralized scheduling architecture is the decentralized one, that 
better matches with the distributed nature of the grid. 

In decentralized systems there is neither a single access point to the whole 
infrastructure nor a central entity responsible for the job scheduling. Distributed 
schedulers interact one with each other and commit every job to the site that best 
guarantees to execute it. All the information about jobs and available resources are not 
evaluated every time by a single entity. This means that the decentralized architecture 
might lead to sub-optimal scheduling solutions but, at the same time, this eliminates 
the communication bottleneck of a centralized structure, providing better scalability, 
reliability and fault tolerance. The communication between local schedulers can be 
managed in a direct or indirect way. In the first scenario the local schedulers can 
directly send jobs to other schedulers: each local scheduler receives identical jobs. If it 
is not possible to immediately schedule a job, it searches for another machine where an 
immediate scheduling is possible. If a site is found, the job and all its data are 
transferred to the selected machine. In an indirect communication policy jobs, which 
cannot be immediately executed, are sent to a central job pool instead of a different 
site. In this scenario, when a local scheduler cannot immediately execute a job, it 
pushes it into the pool; at the same time if a site has not any job to schedule, it can pull 
jobs out of the pool. 

Today the majority of grid systems are based on centralized grid scheduling 
structures. In the future, when the grid will be supposed to provide computational 
power on demand to all users without requiring any other information, this 
organization will not be feasible. The technological progress during the last years let us 
think that this future is not so far. Therefore, nowadays peer-to-peer technologies [13]
and totally decentralized scheduling protocols are emerging. 

Peer-to-peer systems are Internet applications using resources provided by a 
number of autonomous participants. The peer-to-peer communities exhibit remarkable 
sharing patterns, such as free riding and intermittent resource participation. Of course, 
the research for suitable resources and their coordination in a peer-to-peer system is 
completely different.  

We propose a new fully decentralized scheduling solution for a computational grid 
environment based on a peer-to-peer model. According to this model each node is 
connected to other nodes; the proposed solution uses the relationship of each site with 
its neighbours to learn structural and functional information about the resource-sharing 
environment. It gives the possibility to automatically learn information regarding 
resource composition, availability and status. The projected decentralized scheduling 
solution provides scalability, reliability and fault tolerance. 

The chapter is structured as follows. In Section 2, we give a description of the 
background of our work. Our resource discovery and scheduling solution is presented 
in Section 3. In Section 4, we show the results of our preliminary tests. Finally, we 
conclude and we give an overview of future work. 
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1.  Background 

The workload of a grid is a set of jobs submitted by independent users. 
The scheduling system has to decide when and where each job can be executed.  
The complexity of an efficient and flexible grid scheduling system is very high, 

but from the functionality point of view, it is still possible to find a logical structure of 
the scheduling process in a grid [14].

A grid scheduling process can be generalized into two stages: the resource 
brokering and filtering, and the resource mapping. 

The resource discovery is an essential service in any resource-sharing 
environment: given a description of the desired resources, a resource discovery system 
returns the locations of resources matching the evaluated description. In order to be 
efficient in a distributed environment, this module can be implemented on an 
information manager module. It is responsible for collecting and distributing 
information about resource availability: the quality of these data may have a strong 
impact on scheduling algorithms and overall performance.  

Another essential service in any resource-sharing environment is the resource 
mapping. This service is concerned with the coordination of the sharing resources 
matching each evaluated application description. It is a very complicated problem to 
solve because a grid is an heterogeneous system, and the scheduling component 
generally does not enforce absolute control over the resources.  

The complexity of resource discovery and allocation problem, that definitely 
characterizes a grid scheduling strategy, strongly depends on the size of a grid and the 
diversity of the access and scheduling policy of each administrative provider.  

To design and evaluate different grid scheduling strategies it is necessary to 
distinguish two grid computing setting environments: High-Performance 
Computational grids (HPC grids), and World-Wide grid. 

While the first grid environment currently represents the use case of a grid, the 
second one represents the long-term vision for grid technology. 

A HPC grid is made up of a limited number of computing sites, each one 
characterized by high performance computer systems, strictly interconnected by a high 
performance network that allowed their cooperation. Normally to each HPC grid is 
associated a dedicated user group, that generally is a research and educational 
community in which sometimes it is possible to find large commercial companies 
working on important research and simulation activities. All around the world there are 
many HPC grid, generally supported by national ad intra national investments. Some 
computational grids are based on resources owned by a single administrative domain, 
for instance an important University or a large company, but most commonly a HPC 
grid consists of resources with different providers. In this case, a specific grid 
management system is needed, but an appropriate scheduling architecture has not been 
established yet. The problem of finding apposite resources for each request is not very 
difficult because a HPC grid is characterized by a limited number of computing sites in 
which the different providers perfectly know all the others. Also the decision about the 
best available resources on which a submitted application has to be processed is not a 
very hard decision to make; in this scenario the user’s applications are massively 
computing applications characterized by processing time values between some hours to 
some days, so generally the used scheduling policy is based on a First In First Served 
with priority procedure. The management of the applications priorities depends on the 
environment in which it is performed; in the centralized environment the global grid 
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scheduler makes global decisions; in the decentralized environment each local 
scheduler decides the priorities basing on particular objectives. 

A World-Wide grid is a large-scale grid with independent users and a large number 
of resources generally belonging to independent and typically unknown providers. In 
the World-Wide grid the complexity of the scheduling task is completely different. In 
the next future, the World-Wide grid will use the resources of million of separate 
computing sites connected by a network (usually the Internet) to solve large-scale 
research problems as well as business one. The World-Wide grid will have the 
capability to perform computations on large data sets, by breaking them down into 
many smaller ones, and to manage many computations at once, by providing a parallel 
division of the workload between processes distributed all over the world. A user will 
see the grid as a single huge and powerful computer system, providing almost infinite 
computational power. The user will enter the grid and ask to execute a job using a 
software interface that will run on his computer. After clearing security validation, his 
computer will be able to connect to a Grid Resource Broker module [15] which will 
perform resource discovery, scheduling, and the processing of application jobs on the 
distributed grid resources. In particular, to find the apposite resources for each request 
the Resource Broker module will query the Information Service module [16] to know 
which resources are feasible and among them which are available at that moment, and 
also to have information about the locations of all existing data. Then, the Resource 
Broker module will find the best resources to execute the submitted job anywhere on 
the grid. When the appropriate resources will be chosen the job can be executed, and 
the Resource Broker will send the results to the user. On the other hand, finding 
apposite resources for each request is a very hard task, because this computing scenario 
is characterized by a huge number of computing sites in which the different providers 
do not know all the others and the dynamic nature of the grid requires adaptable 
solutions. With so many resources in the grid, the probability of some resource failing 
is high, so resource failures can be considered the rule rather than the exception.  

The decision about the best available resources on which every submitted 
application has to be processed is not easy; in this scenario the user’s applications are 
not only massively computing applications characterized by heavy processing time. 
Therefore, the scheduling policy becomes more important since there is the necessity to 
offer to the user a high service level taking into consideration several structural aspects 
of the World-Wide grid environment [17]: heterogeneity; scalability and reliability; site 
autonomy; online problem; co-allocation; resource reservation. 

Heterogeneity. The World-Wide grid compounds a large variety of resources that 
are heterogeneous in nature and involves a huge range of technologies. 

Scalability. The World-Wide grid might grow from a few integrated resources to 
millions. This stirs up a problem: the potential performance degradation as the grid 
increases. As a result, applications requiring a large number of geographically located 
resources must be designed to be latency and bandwidth tolerant. 

Site autonomy All resources of a grid are typically not owned and maintained by 
the same administrative instance. The autonomy of resource owners, in particular of 
independent schedulers, regards heterogeneous substrate, variable scheduling 
objectives, and so on. A grid scheduler has no exclusive control over all resources in a 
grid. Therefore, it must cooperate with the existing independent local schedulers. The 
resources usually have their own local management software with different features 
depending on the local policies and functionalities of the management software. Hence, 
the grid scheduler has to cope with the limitations of the local management. The 
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scheduling objectives may vary for each available resource according to the provider’s 
policy. In addition to the objectives of the provider, the users’ needs must also be taken 
into account. 

Online problem The grid scheduling takes place in an online environment where 
jobs are submitted at any time. Additionally, information on the current state of 
resources may be difficult to obtain and to keep up to date. 

Co-allocation Some applications need several resources from different providers at 
the same time. The grid scheduling system must be capable of coordinating these 
resources. 

Resource reservation Several complex applications require the reservation of 
resources in advance. Further, it is advantageous for the scheduler to consider system 
downtime or restricted access that is known beforehand. Finally, advance reservations 
are required for co-allocated resources or multi-site applications. 

The focus of this chapter is the description of a new solution for both resource 
brokering and scheduling in a World-Wide grid based on a peer-to-peer model. This 
grid environment, characterized by highly variable resource and user participation, 
requires fully decentralized solutions that scale with the number of users and resources 
and tolerate intermittent resource participation. 

 We assume that each participating site (peer) has a certain number of massively 
parallel machines, and each user’s application is a parallel job. 

2. Resource discovery and scheduling strategy 

Each job request is completely described by the computing resource type description, 
the information about how many processors it needs and for how much time, and a 
deadline, that is the time period in which it has to be processed. We denote that each 
job j requires hj processors for the processing time wj. The jobs are neither preemptive 
nor time-sharing. Thus, once started, a job runs until completion. After its submission, 
a job demands a fixed number of resources for a certain time period. We do not 
consider the case in which a job exceeds its allocated time. This data does not change 
during the job execution. 

A user submits jobs to the peer to which he is connected. 
The scheduling component of each peer is made up of three main units: the 

Request Manager, the Scheduler and the Information Provider (Figure 1). 
The Request Manager is the component responsible for the analysis of the received 

user request. This module is able to understand the structure of each received request 
whether it is sent by a final user or whether by an other site. It evaluates the request in 
order to understand if the site that it manages is capable of offering the requested 
services. If the site’s characteristics match with the users’ request, then the request is 
sent to the Scheduler, otherwise it is sent to the Information Provider. 

The Scheduler is the component responsible for the mapping on the computing 
resources of the jobs characterized by a computing resource type description that 
matches with the computing resource type of the site. 

The Information Provider is the component responsible for collecting and 
distributing structural and functional information about the different sites of the grid; 
these information regard resource composition, availability and status. The information 
service is a fundamental block of the scheduling component of a peer, and the quality 
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of its information has a strong impact on the overall grid environment performance. It 
collects data about a subset of other peers of the grid, it queries about non-local 
resource availability and status, it updates the internal data base, it replies to queries 
coming from other sites or forwards them to other nodes in order to implement an 
efficient and effective resource discovery policy. 

Figure 1. Scheduling component 

A grid is a very dynamic and heterogeneous environment, where the role and 
availability of resources may rapidly change; in such environment the possibility to 
create a virtual working setting by collecting information about resources availability 
from a series of distributed and individual units might be a key aspect. This possibility 
is offered by an efficient information system. 

The first implementations of the information provider had a centralized structure; 
the systems were directory-based systems, that suffered from a series of problems, 
including the fact that centralized servers may become bottlenecks or points of failure. 
Today the majority of the researchers believe that an efficient grid information service 
has to be based on a peer-to-peer organization. 

Our work takes inspiration from the Information Service model of the Globus 
Toolkit, in which each unit is represented by a Grid Service, i.e. an extended Web 
Service following the new OGSA conventions. 

Our system proposes a resource discovery and scheduling strategy characterized 
by high scalability and reliability. 

In the following, we outline the structure of each module of our scheduling system. 

Computing 
resources

Computing site 

                   GRID 

Scheduling component

Request Manager 

Scheduler Information 
Provider 
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2.1.  Request Manager 

Users submit requests for job execution to the massively computing site (peer) they are 
associated with. Each user request is completely defined by: a description of the 
specific computing resources needed (required processor’s type, operating system, 
etc.); the number of processors; the execution time on the specific resources; and a 
deadline, that is the specific period in time in which the job has to be completed. 

Each request is received and analysed by the Request Manager. A single request 
may come from a user or may be forwarded to the site from another peer. According to 
the different origin of the requests, the request manager has to act differently. 

When a user directly submits a job to a particular peer, the Request Manager has to 
help the user to submit his request according to the specific format of the system. An 
interface is implemented, so the user can easily insert the data of his request and the 
Request Manager can set up a request message which has the structure needed by the 
system.  

 A message request is structured adding to the information on user constraints 
other specific functional information that each peer of the grid is able to easily process. 
These information are about: a single request’s identifier, an identifier of the site that 
has received the request directly from the client (this site can be considered the 
request’s owner) and a due date of the request itself. 

Each request is branded with a single identifier, which avoids to analyze the same 
job several times. The message propagation in a peer-to-peer grid system leaves the 
possibility to the same request to be sent to the same peer more than once. Without this 
unique identifier all replications of the same request would be viewed as different jobs.  

The Request Manager also adds to each request’s message the identifier of the site 
owner of the job. The propagation of messages in a peer-to-peer grid system gives the 
possibility to quickly find a site capable of processing each request. To do that, it is 
necessary to regularly update the information about the grid environment. Each time a 
site is able to schedule a request, this information has to be send to the request’s owner. 
We need to establish a mechanism to send back to each site the right information. This 
mechanism is based on the identifier of the site owner of each request. 

The Request Manager also associates to each request a deadline for the 
propagation of the message. In a peer-to-peer grid organization it is necessary to 
establish a mechanism to stop the propagation of each message. Each time a Request 
Manager receives a request to which a not valid deadline is associated, the job is just 
skipped. 

If a user directly submits a job to a specific site, the Request Manager module first 
sets up a request message, and then evaluates the request. This evaluation is very 
simple because all the requests have the same structure. Therefore, the Request 
Manager can understand if the site that it has to manage has the computing resources 
requested by the user: in the affirmative case the user’s request is sent to the scheduler, 
otherwise it is sent to the information provider, in order to search for another site in 
which that computing resources may be available.  

The Request Manager can also receive requests sent by other sites. In this case a 
request is still organized according to the standard structure described above and the 
Request Manager has just to evaluate it. The evaluation procedure is made up of more 
than one step: first the Request Manger has to check if the user request has already 
been analyzed or if it is a new local demand, then it has to check if the received request 
is still valid. The mechanism that avoids to analyze several time the same request is 
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based on the unique identifier that brands each request. The request manager checks if 
this request has been submitted for the first time to the local peer and only in this case 
the request is not rejected. 

As pointed out above, to each request is associated also a deadline value; if it has 
already expired, the request cannot be processed and it is just rejected. After all these 
inspections/checks, the Request Manager module finally decides to which module the 
user’s request has to be sent. Consequently, it sends it to the appropriate module: if the 
site managed by the Request Module has the computing resources required by the user, 
the request is sent to the scheduler module, otherwise it is addressed to the information 
provider. 

2.2. Scheduler 

The scheduler is the module responsible to find an appropriate strategy to map the user 
applications to the computing machines controlling the access to the resources and the 
execution of the parallel application subject to some set of optimizing criteria. 
Examples of scheduling criteria include maximizing the resources utilization, 
minimizing the expected runtime of a task set, minimizing the costs, minimizing the 
total communication delay, and so on. 

When the Scheduler receives a user request from the Request Manager, the site has 
the possibility to process the submitted job. Therefore, it has to check if it is capable of 
satisfying the Quality of Service (QoS) required. For our application, this means that 
the scheduler has to be sure that it can process the job before its due date. If it is 
possible the job is scheduled, in the opposite case the request is sent to the Information 
Provider. 

Since McNaughton in 1959 [18] introduced the problem of scheduling n jobs on m
identical parallel processors, the problems of task scheduling on heterogeneous 
processors have received great attention from the research community. The great part 
of these studies have been concentrated on studying the scheduling problems on 
identical parallel machines. In 1990 Cheng and Sin [19] review the most important 
research results in deterministic parallel-machine scheduling theory. The most recent 
reviews of the research of parallel-machine scheduling have been performed by 
Mokotoff in 2001 [20], Gordon et al. in 2002 [21], Cheng et al. in 2004 [22].

In 1979 the task scheduling problem has been proven to be, in the most general 
case, NP-complete [23]. In literature there is a great number of heuristics to address the 
problem. These heuristics are classified into: list scheduling algorithms [24][25][26][27],
duplication based algorithms [28][29], clustering algorithms [30][31], and meta-heuristics 
algorithms [32][33][34][35].

The basic idea of the list scheduling algorithms is to pre-process all the tasks that 
have to be scheduled in order to assign a priority to each one and, then, to order them 
into a list. Tasks are selected from this list basing on their priority and each selected 
task is scheduled to a suitable processor which minimizes its completion time. Some of 
the most famous list scheduling heuristics are: the Heterogeneous Earliest Finish Time 
procedure (HEFT), the Levelized Min Time procedure (LMT), the Critical-Path-On-
Processor procedure (CPOP). This class of algorithms is quite simple to implement and 
generally they provide schedules of good quality. 

The main idea behind duplication based scheduling algorithms is to utilize 
processor idle time to duplicate predecessor tasks and thereby reduce the waiting time 
of the dependent tasks.  
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The basic idea of the Clustering algorithms is to take into consideration the 
relationship between parallelism and inter-process communication management: this 
class of algorithms tries to schedule heavy communication tasks onto the same 
processor, even if other processors are available. The scheme of these heuristic is based 
on three steps: in the first step all the tasks that need heavy communication are grouped 
into a set of clusters; in the second step clusters are mapped onto the set of available 
processors; in the third phase cluster merging or de-clustering is done basing on the 
available number of processors. 

In the meta-heuristics algorithms it is possible to find: Tabu Search algorithms, 
Simulated Annealing algorithms and Genetic Algorithms. Among this class of 
algorithms Genetic Algorithms seem to provide schedules of better quality. 

The scheduler module works as it follows. We assume that each site (peer) of the 
grid is characterized by a single massively parallel machine consisting of several nodes. 
We also suppose that the user’s requests are parallel applications that require to be 
allocated to some subset of processors of the parallel machine. 

As expected, operations research methods become necessary in order to support 
advanced feature like high Quality of Service. 

According to the scheduling problem theory, also the scheduling problem in a 
parallel resource environment has to be described in a standard way.  

It is convenient to introduce the notation of Graham et al.(1979) [23] and 
Allahverdi et al.(1999) [36]. According with this notation each scheduling problem is 
denoted by the standard three-field notation | | , where  describes the processors 
system,  describes the job system,  illustrates the optimality criterion. 

The first field portrays the processor set and its characteristic. 
We assume that processor’s set P consists of m elements: mPPP ,...,1 .

Generally it is possible to distinguish between parallel and dedicated processors. Each 
processor of a parallel system can process any job. Therefore, a job requires only a 
number of arbitrary processors. Also in this case it is possible to distinguish between 
identical parallel processors and uniform parallel processors. 

Identical parallel processors are characterized by homogeneous environments, e.g. 
homogeneous computers and input/output devices, software licenses, personnel with 
same skill levels.  

Uniform parallel processors are characterized by processors with different speeds, 
e.g. heterogeneous computers and input/output devices, network devices with different 
bandwidth, different skill levels within the same domain, network with different 
sniffing capabilities, and vulnerability analyzers with different capabilities. 

The dedicated processors are usually specialized for the execution of certain 
functions. In this environment a multiprocessors task requires specific processors not 
just some number of them.  

The first field of the three-field description, denoted above with the symbol , can 
contain three fields: 1, 2, 3. The first one describes the type of the processors; the 
second tells us if in the definition of the problem the number of processors is fixed or 
not; the last advises if the processors are always available or they are available only 
during particular time windows. 

We suppose that each site is made up of a certain number of identical parallel 
processors, the number of processors is fixed and all the processors are always 
available.
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The second field of the standard description describes the task set and its 
characteristics. 

We assume that each job consists of n task, each task ti (i=1,…,n) can be defined 
by a number of parameters. While some parameters are defined just as in the classical 
theory (ready time ri, due-date di), other parameters need to be introduced. Some 
examples are: 

The set of simultaneously required processors fixi, or the family of alternative 
processors seti. A generical multiprocessor task can require simultaneously a set fixi of 
dedicated processors. Sometimes it happens that a task can be executed by more than 
one set of alternative processors seti.

The number of simultaneously required processors sizei, or the maximum number 
of usable processors i. We have to notice that only in the case of parallel processors 
just one of these two parameters is given. If the first parameter is given, then task ti can 
be executed only on sizei simultaneously; when the second parameter is given the 
multiprocessors task can be executed by some number of processors in the range 1, i .

Execution time. It is the time that task ti requires to be processed. Obviously, this 
parameter is described in a different way in the case of dedicated processors or parallel 
processors. We need also to know if the tasks are preemptable or not. 

The second field of the three-field description ( ), can contain six fields: 1, 2, …, 
6. 1 describes the type of the multiprocessor task. 2 denotes presence or absence of 

preemptability and variability of the profile. 3 explains the type of precedence 
constraints. 4 informs us if processing time of task are fixed or arbitrary. 5 lets us 
know if tasks have different or identical ready times. 6 describes the type of additional 
resource requirements. 

We suppose that each task is a static multiprocessor task characterized by the 
required processors’ number and its execution time on these computing resources. The 
tasks are neither preemptable nor “malleable” in their shape. We suppose each job is 
composed by only one task, so there is no need to explain the type of precedence 
constraints because we have a group of independent tasks that have to be scheduled on 
a given site. We suppose also that the processing time of each task is a fixed value, and 
all tasks are available just when the request arrives to the site. Therefore, each request 
is not characterized by ready times. Our problem is characterized by an additional 
constraint: to each task is associated a due date.  

The third field of the standard description defines the optimality criterion. It could 
be a standard optimality criterion, represented by the standard notation like Cmax
(Minimum Makespan), Lmax (Minimum Max-Lateness), etc. If the optimality criterion 
is not standard, it has to be completely described.

In our problem the goal is to maximize the resources utilization level of the site. 
To completely define the problem it is necessary to add to the three-field 

description another information regarding the modality of managing the data. There is 
the possibility for the scheduler to pre-analyze the user requests in order to better map 
them on the resources (off-line approach). The opposite situation is when the scheduler 
must make mapping decisions one request at a time (on-line approach). 

In the following, we focus on the On-Line mapping resource problem. The notion 
of on-line scheduling [37][38][39] is intended to formalize the realistic scenario where the 
scheduler, unlike the off-line approaches, has not access to the whole input instance but 
it learns the input as soon as it becomes available. According to this model, the 
scheduler model does not know in advance the jobs: each job has specific requirements 
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for its execution, they become known to the schedulers only when the job is managed 
by them; the schedulers have to make decisions in real time taking into account the 
available suitable processing resources and cannot order the incoming job queue in any 
way. 

We want to introduce a modular structure for the brokering and scheduling 
problem. According with this goal, each module can be implemented in many different 
ways. In literature each method proposed to solve the scheduling problem might be 
used to implement the “scheduler” module.  

In the following, we introduce a new method to address the scheduling problem 
basing on a packing approach. The study of this method needs to be further 
investigated. The proposed algorithm has to be tested on large instances and compared 
with other methods already available in literature. However, at the current stage our 
algorithm shows to be capable of returning very good output solutions with acceptable 
computational times. 

A brief description of our packing method for the scheduling problem together 
with some computational experiments conducted so far is given in the following. 

We propose a processor allocation algorithm based on two-dimensional (2D) 
packing to solve the on-line resource mapping problem of each scheduler module. 

According to this approach the mapping problem can be defined as a 
multiprocessor task scheduling problem where a set H of processors, and a set J of non 
preemptive jobs are given; the objective is to schedule without interruptions as many 
jobs as possible maximizing the processor total busy time. Please notice that every job 
is characterized by a due date value.  

It is possible to model a grid computing site as a set of H identical processors 
available for a time window of length W [40].

If it is likely to assume that the processors are indexed and each job j requires hj
processors for the processing time wj, then it is possible to consider the processing 
time of a job and the required number of processors as respectively the width and 
height, of a rectangle (or box).  

Therefore, scheduling job j corresponds to assigning a box of height hj and width 
wj in a bounded rectangular area of height H and width W, with the objective of using 
such bounding area as much as possible.  

More formally, the rectangle packing problem is defined as follows. Given a set I
of two-dimensional rectangular-shaped boxes, where each box j  I is characterized 
by its width wj and its height hj, the problem consists in orthogonally packing a subset 
of the boxes, without overlapping, into a single bounding rectangular area of width W
and height H, maximizing the efficiency ratio between the area occupied by the 
boxes and the total available area A, i.e. minimizing the wasted area of A.

Two dimensional packing has been studied by many researchers as a solution to 
resource (such as memory) allocation problem [41][42]. But the packing problem we use 
in our processor allocation is somewhat different from others.  

The first difference is represented by the choice of taking into account the realistic 
scenario in which the time goes by: our problem turns into a particular strip packing, in 
which the available packing area changes over time. Figure 2 shows a representation of 
the packing space: at each instant t, it is possible to distinguish the past from the 
present, and, according to this consideration, it is necessary to establish that a part of 
the packing area cannot be used any longer even if available. 
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Figure 2. Description of the packing space 

The second characteristic is the presence of a due date value for each job; these 
constraints force the scheduler to consider available for each job only a particular 
portion of the entire packing area. 

Two different jobs are associated to different and potentially available packing 
area, also if their requests are analyzed in the same time period. 

The third difference is represented by the choice to solve the packing problem with 
an on-line approach. As we have pointed out the notion of on-line approach is intended 
to formalize the scenario in which the jobs are not known in advance by the system. 
They are assumed to be ordered in a queue and presented one by one to the system 
according to their position in the list. In this scenario we do not have the possibility to 
order the items before to pack them. 

Like most packing problems, our particular 2D rectangular strip packing is NP-
hard. We propose a heuristic method. 

To solve any particular packing problem, exact and heuristic methods have to 
make a crucial solution decision: where to place the items inside the bins; in other 
words they have to find a rule for packing items. 

Having in mind the idea that the performance of a solution method is strictly 
dependent upon an efficient definition of the points where to place the items, we 
propose a heuristic algorithm based on a new rule for our particular 2D rectangular 
strip packing problem. 

Each time a job request arrives, the scheduler acts in three phases. In the first one 
the feasible packing area of the candidate job is identified taking into account the time 
and deadline constraints. In the best case this portion of the total space is all available, 
but generally other jobs have been previously packed in it. At the end of the first step, 
the method defines the feasible packing area associated to the candidate job. In the next 
steps, it is necessary to establish the exact point in which the submitted job has to be 
placed.

Each point in which a candidate job can be placed is defined packing point. In the 
second step of the heuristic a set of candidate packing points is found. To define these 
points, we consider the envelope of the jobs already packed in the feasible packing area 
of the candidate job. A packing point is a point in which the envelope changes from 
vertical to horizontal. Among all found packing points we consider only the ones 
guaranteeing the respect of all operative constraints (deadlines, starting times, etc.). At 
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the end of the second step a list of candidate feasible packing points is given; if the list 
is empty this means that it is impossible to schedule the submitted job. 

The third step of the algorithm consists in the evaluation of all the feasible packing 
points found and the point that has proved to be the best one is chosen. A packing point 
associated with a job request is a brief information of a potential starting time of its 
execution and the potential processors that can execute it. To each packing point is 
associated a different schedule. The “best” packing point associated to a job request 
represents the schedule which assures to best utilize the computing machines without 
wasting computing time. In other words, we choose the packing point that assures that 
scheduling the job starting from it we do not generate empty spaces (holes) into the 
final envelope. The final envelope is the new envelope obtained just adding to the 
previous one the new submitted job (i.e. its packing representation). 

When a submitted job is scheduled, a new request can be analyzed. 
The scheduler module sends a message to the request’s owner site. If the request 

has been successfully scheduled (it means that it has been possible to respect the time 
constraints of the request) this success is highlighted. 

2.3. Information Provider 

When a user request is received by the Information Provider, it starts the resource 
discovery process. To do that, the module interrogates its database in order to know if 
there are in the grid other peers capable of providing the demanded computing services. 
If there are peers that potentially can provide the needed quality of services, the 
Information Provider forwards to them the user request, and waits for responses.  

The management of these responses is an important part of the Information 
Provider activity, because it gives the chance to the module to increase its knowledge 
from the relationship with the grid environment. It is an easy way to automatically 
learn information regarding resource composition, availability and status. This 
mechanism makes the information system an intelligent component, characterized by 
the capability of self-learning about its environment.  

As pointed out above, the Information Provider module is constructed on the basis 
of the efficient use of a database and a database manager module. Each database 
contains only a small part of the grid environment information. It is impossible to think 
that each computing site of a World-Wide grid, based on a peer-to-peer model, 
perfectly knows the actual resource composition of all the other sites located all around 
the world. Each node has a limited vision of the grid environment; it knows only a 
small set of the grid computing sites. This limited view is due not only to the huge 
dimension of a grid but also to its totally decentralized and changeable nature. The 
information stored into the database are organized in a particular way and can be 
updated during the lifetime of the system. 

The intelligent part of the information system is the database manager module. It 
offers an interface to the database that allows a rapid access to the local information, 
but it is much more than this. It allows the self-learning mechanism, because it 
implements methods for information update and deletion, and according to this 
information it is able to recognize among all known sites the more active ones (the sites 
that more than the others have answered positively to the forwarded user’s requests, or 
more than the others have decided to forward user’s request). 

The information stored into the database are organized by computing resources 
types. In particular to each computing resource type (remember a specific computing 
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resource type is characterized by processor’s type, operating system information and so 
on) is associated a list of site’s identifiers. Each site’s identifier is branded with a 
priority value; the higher is this value the higher is the possibility that the associated 
site is able to schedule a job request in respect of the user’s constraints. In the 
following we show how to calculate this value and how to update it during the system 
lifetime. 

The set of potentially feasible sites for each computing resource type is divided 
into two parts. 

In the first one are stored the sites that positively replied to similar user’s requests 
previously forwarded to them. The higher is the number of affirmative responses 
received over time, the higher is the associated priority value. Each time the 
Information Provider receives a reply from an other peer of the grid, the data set has to 
be updated. In particular, this data set review varies depending if the site is already 
known or not. If a site is not known, its identifiers is added to the list. If the site is 
capable of satisfying the time constraints of the submitted request the site’s identifier is 
added to the list with a high priority value, in the other case it receives a low priority 
value. 

If the site’s identifier is already in the list then its associated priority value has to 
be recalculated according to its capability of guaranteeing the respect of the time 
constraints of the last user requests received. 

In the second part of the set are stored the sites that recently forwarded to the site 
the same type of user’s requests. The idea is that even if they are not able to guarantee 
the respect of the user constraints, their databases probably have been correctly 
updated; so there is the possibility to find in two steps the right site to which send the 
request. Obviously, the information stored in this second set is much more variable 
than the information of the first one. The reason is that the time has a strong impact on 
the information of this set; time goes by so this set has to be frequently updated: new 
forward request has to be added into the list and the priority of the oldest one has to be 
decreased. 

According to the classification defined by the database manager each time a user’s 
request have to be forwarded, the Information Provider is able to identify a set of sites 
that potentially are capable of guaranteeing the desired Quality of Service and/or a set 
of sites that can give updated information about the environment. The number of sites 
in these sets is a dynamic variable that must be decided each time taking care of the 
deadline value of the request; more strict is this value greater is the number of sites to 
which the Information Provider forwards the request. 

According to this information analysis, the request’s message is forwarded to the 
identified sites of the grid. 

3. Evaluation 

The current work is at an evolutionary stage: relative efficiency is under evaluation 
with the aim to assess the merits of the proposed approach. Only the efficiency and 
effectiveness of the proposed processor allocation method of each computing site has 
been evaluated. The results demonstrate that the used packing approach can achieve 
high objectives in terms of user application satisfaction degree and computing 
resources utilization level. Further analysis is necessary to validate the presented model 
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in order to incorporate resource discovery method and show the appropriateness of the 
overall solution methodology. 

We propose a processor allocation algorithm based on a particular two-
dimensional strip packing to solve the on-line resource mapping problem of each 
scheduler module. The particular nature of this strip packing problem does not allow 
the comparison of our solution method to the conventional packing algorithms. 

The computational tests, provided on packing representation of computational 
grids and of a set of parallel user applications, have proved that the heuristic approach 
always finds out a feasible schedule if one exists. It is interesting to notice that in the 
on-line approach the existence of a feasible solution depends on the particular 
relationship between the resource availability of the computing site and the deadline 
constraint of each user application. Since it is an on-line approach it is not possible to 
order the submitted jobs according to any rule with the goal to maximize the resource 
exploitation. Therefore, each time a job request arrives the scheduler module 
schedules it taking into account the resources available at that moment and the 
schedule decisions already made. Considering the resources availability, it may 
happen that the deadline of a submitted job cannot be respected, in these cases the 
heuristic approach has to just respond that it is impossible to schedule the particular 
application. Otherwise, if the particular time constraints of the submitted job make 
possible to find a feasible solution, then the proposed method looks for the best 
possible schedule at that moment. 

For our simulations, the processing time and the number of processors requested 
by each job were generated using the Poisson distribution. The deadline values have 
been calculated taking into account the processing times, in particular each deadline 
value of a job is a multiple of a processing time of the job [43][44].

For our simulations, as functional characteristics of each computing site we took 
the industry values selected on currently commercially available parallel computing 
machines [45].

We measured the site utilization degree values obtained by applying different job 
workflows. These values indicate how tightly the sites are packed. In a given time 
period, the processor utilization is the ratio of the number of processors used in 
allocation to the total number of processors or, if you prefer, the ratio of the sum of the 
area of all the scheduled jobs to the total available area of the site. 

We repeated the experiment 100 times. Figure 3 shows the average site utilization 
degree.

Figure 3. Processor utilization degree 
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We measured also the user application satisfaction, which indicates the portion of 
the user requests that the system is able to schedule. In a given time period, user 
application satisfaction is the ratio of the number of scheduled user application to the 
total number of submitted request. Figure 4 shows the user application satisfaction 
degree values obtained by applying different job workflows. We repeated this 
experiment 100 times.  

Figure 4. User application satisfaction degree.

4. Conclusion 

In the future the grid will be a vast, heterogeneous computing environments supposed 
to provide computational services on demand to users located all over the world 
without requiring any other information. The technological progress during the last 
decades let us think that this future is not so far. In this dynamic environment, 
information about the configuration and status of the distributed resources is extremely 
variable and consequently precious in order to achieve an overall efficiency.  

It is necessary to design a versatile resource discovery and scheduling system able 
to satisfy a potentially very large number of users tolerating delays and faults and 
updating very quickly. 

We have proposed a new fully decentralized solution for both resource brokering 
and scheduling in a grid environment based on a peer-to-peer model. We have 
considered these two steps as a single activity in order to achieve both short response 
times and high percentages of computing resources utilization. 

The proposed resource discovery solution uses the relationship of each node with 
its neighbours to learn structural and functional information about the resource-sharing 
environment. These data connect information regarding the configuration and status of 
the distributed resources; the status information are derived from the relationship 
between neighbours, in particular taking into account all the scheduling solutions of 
each single computing site. These data, stored in appropriate data bases, are queried by 
database managers in order to know which peers in the grid are capable of providing 
the demanded computing services supporting advanced features such as high Quality of 
Service.

Further investigation is necessary in order to show the appropriateness of the 
overall solution methodology. A logical and functional validation of the solution 
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methodology shows that the system scaled effectively with the dimension of the 
computing environment and leaves to the user a high flexibility in defining the desired 
computing services. Since the modular structure of our approach, problems like site 
autonomy, heterogeneous computing services and individual provider policies can be 
easily addressed. Additionally, features as co-allocation and multi-site scheduling over 
different resource domains can be supported. 

Future work will incorporate more extensive analysis of the entire system. 
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Abstract. Scientific computing is moving rapidly from a world of “reliable, secure 
parallel systems” to a world of distributed software, virtual organizations and high-
performance, though unreliable parallel systems with few guarantees of 
availability and quality of service. This transformation poses daunting scaling and 
reliability challenges and necessitates new approaches to collaboration, software 
development, performance measurement, system reliability and coordination. This 
paper describes Renaissance approaches to solving some of today’s most 
challenging scientific and societal problems using Grids and parallel systems, 
supported by rich tools for performance analysis, reliability assessment and 
workflow management. 

Keywords. Petascale, mesoscale weather, bioinformatics, performance analysis, 
reliability, workflows, multidisciplinary science 

Introduction 

A brave new world of computing is emerging, driven by conflicting technical and 
economic forces. As many have observed, the strict form of Moore’s law (i.e., a regular 
doubling of transistor density on chips) continues apace. However, this is no longer 
synonymous with rising clock rates, as chip power consumption is now a critical 
limiter. More perniciously, after deep pipelining and superscalar instruction issue, there 
is little additional instruction level parallelism (ILP) available to further increase single 
thread performance. 

The consequence of these technology trends is an increasing emphasis on other 
forms of on-chip parallelism, notably multi-core designs. Intel and AMD already offer 
quad-core designs [1]; chips with 80 or more cores are expected within a decade. 
Equally importantly, these designs are being augmented with multi-threading to 
increase memory latency tolerance for deep memory hierarchies. To achieve high 
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application performance on such chips, one must exploit this parallelism aggressively 
at multiple levels. 

Complementing chip technology evolution is the ongoing refactoring of software 
processes as Grid and web services, driven by low cost broadband networks and 
standard services, as well as the increasing need to solve multi-disciplinary problems 
involving geographically distributed data.  This rise in software complexity, with 
concomitant integration, optimization and reliability problems, exacerbates the 
challenges of low-level multi-core parallelism. 

From ubiquitous web mashups to latency tolerant distributed scientific applications 
(e.g., SETI@home [2] and Folding@home [3]) that can be decomposed into many 
small but independent computations with limited input and output data, standard web 
service APIs enable rapid assembly of complex software systems. Solving another class 
of high-end science and engineering problems entails more complex coordination – 
orchestrating many long-running, dependent computations that both consume and 
generate large data sets [4]. These ensembles or workflows (e.g., mesoscale weather 
modeling [5]) require stateful Grid services [6] and larger-scale computing 
infrastructure. Other cases include coupled, multi-scale simulations and engineering 
optimization problems, where each evaluation of the objective function is itself an 
expensive, parallel simulation. 

All of these distributed computations are driven by the explosive growth of 
scientific data from a new generation of instruments and the rise of national and 
multinational teams developing data analysis and computational workflows that span 
organization boundaries. Such geographic dispersion, together with massively parallel 
computing systems, poses daunting scaling and reliability challenges and will 
necessitate new approaches to collaboration, software development, performance 
measurement, system reliability and coordination. 

A major thrust of the Renaissance Computing Institute (RENCI) [7] is to harness 
the power of Grids, web services and parallel systems to solve some of today’s most 
challenging scientific and societal problems. In this model, multidisciplinary teams of 
computer scientists and domain researchers work collaboratively to develop, test and 
apply computing technology. 

With this backdrop, the remainder of this chapter is organized as follows.  In §1, 
we begin with a motivating example from mesoscale weather forecasting, followed in 
§2 by a review of the hardware and software challenges inherent in building and 
executing such complex applications. In §3, we discuss scalable performance and 
reliability measurement for parallel systems and Grids. This is followed in §4 by an 
analysis of two complex workflows and their implications for qualitative resource 
specification.  We conclude in §5 with a review and insights for the future. 

1. Mesoscale Weather Modeling: A Motivating Example 

As an example of workflow complexity, consider mesoscale weather prediction, as 
embodied in the Linked Environments for Atmospheric Discovery (LEAD) [8] project. 
Dynamically adaptive, real-time forecasting involves identifying, accessing, preparing 
and integrating disparate and high volumes of meteorological data streams, managing 
the logistical complexity of running numerous numerical models on a distributed set of 
heterogeneous resources, and analyzing and visualizing their output, which may in turn 
control on-line instruments like Doppler radars. 
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Figure 1 shows the phases of a typical dynamic mesoscale weather forecasting 
workflow: data pre-processing, data analysis, forecasting and visualization. The data 
pre-processing and analysis phases involve assimilating and processing large volumes 
of data from distributed sources (e.g., local observations, Doppler radars, hot air 
balloons, wind profilers, satellites and surveillance aircraft). The forecasting phase 
involves running large ensembles of forecast models like WRF [5] for storm, mesoscale 
and synoptic weather predictions. 

Dynamic weather forecasting workflows primarily respond to changing weather 
patterns. For example, a radar network using distributed and collaborative adaptive 
sensing may scan potential tornado regions in a super-cell storm. In turn, this may 
trigger a data mining agent for detecting severe weather patterns, which might launch a 
workflow ensemble for tornado prediction. 

In addition to weather response, dynamic workflows must also respond to the 
changing nature of the computational grid for ‘faster than real-time’ prediction of 
severe weather events. Changes in resource availability and services due to service or 
resource failures may affect the availability of certain types of data, prevent the 
refinement of computational meshes and reduce the number of possible computations 
in an ensemble. The result could be reduced forecast accuracy and timeliness.  

In addition to Grid workflow development tools, realizing this adaptive forecasting 
capability requires a real-time distributed performance monitoring infrastructure to 
detect failures of applications, services and resources, and to capture performance and 
reliability metrics at multiple levels.  This must be coupled with fault tolerance and 
recovery techniques and dynamic resource allocation strategies to meet soft real-time 
weather forecasting constraints. These tools and mechanisms are the subject of further 
discussion below. 

Figure 1 Dynamic Mesoscale Weather Forecasting Workflow 
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2. Performance and Reliability Challenges 

Hybrid workflows such as those in LEAD, which combine large parallel computations 
(e.g., WRF [5]), distributed data management and transfer, soft real-time constraints, 
security and reliability across organizational boundaries, necessitate new approaches to 
performance optimization, software resilience, and effective software development and 
abstraction. Below, we consider both topics and RENCI’s multidisciplinary approach. 

2.1.  Resilience and Scale 

The high performance and low cost of commodity components have made it practical 
to construct very large computing clusters containing tens to hundreds of thousands of 
processors. Indeed, systems with a peak performance of one petaflop, based on quad-
core chips, are being built now, and national competitions are underway [9] for systems 
with a peak performance of ten or more petaflops containing hundreds of thousands of 
cores and petabytes of DRAM. Such systems will also contain tens of thousands of 
disks, both for aggregate storage capacity and I/O bandwidth. 

Figure 2 shows the number of processors (cores) in each of the top 20 systems in 
the Top 500 list of supercomputers [10].  Plateaus in the “Max” curve represent 
evolutionary improvements in one architectural class. Downturns in the “Min” curve 
represent more powerful processors entering this part of the list. The processor 
architectures represented near the top of the current Top 500 list exhibit sustained 
double precision floating point performance of multiple gigaflops. 

If we assume continued technology improvements, the sustained performance of 
high end, general-purpose cores will soon be roughly 10 GFLOPS and, a system 
capable of sustaining one petaflop on the Linpack benchmark will require at least 
100,000 cores. As Figure 2 suggests, a system capable of sustaining a petaflop on a full 
application only one quarter as efficient as Linpack will require at least 400,000 cores. 
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Alternative designs such as the IBM’s BG/L and its successors [11] that use lower 
performance, lower power cores will require a larger number of cores, but they can be 
packed more densely. Hence, all systems designed for sustained petaflop performance 
will contain hundreds of thousands of cores and hundreds of racks. 

Increasing scale brings concomitant reliability problems [12]. Today, parallel 
applications either rely on standard checkpoint/restart mechanisms for failure recovery 
and reliability. Most workflows terminate if an intermediate step does not complete due 
to network failure. Likewise, most operating systems crash and reboot if a major 
portion of the underlying hardware fails. 

As the number of failure points climbs exponentially, standard approaches are no 
longer acceptable. Even under generous assumptions of independent failures, the mean 
time to failure of any component in the aggregate can be hours or even minutes. This 
means that long-running parallel elements of complex workflows are unlikely to 
complete when executed at scale. Failure will be the norm, rather than the exception. 
Because stopping the system for repair will become impractical, systems and parallel 
applications must be designed to tolerate component failures. They need to “run past 
failure” and do so repeatedly. 

To see why this is so, consider Google’s analysis of disk failures, which showed 
that between 1.7 percent and 8.6 percent [13] of the disks failed each year (depending 
on age).  For systems with ten thousand disks, a disk will fail every other day, rising to 
twice a day for slightly older systems. At these failure rates, not only is hardware “hot-
swapping” a requirement, but the software must be able to initialize and incorporate the 
new hardware dynamically. 

In a complementary study, we analyzed application sensitivity to transient memory 
errors [14], an increasingly common event for high density DRAMs with fewer 
electrons representing a bit in each transistor. This study showed that these errors 
frequently lead to application failures or more troubling, change computation outputs. 

Similarly, recent analyses of Grid workflow executions [15] have shown that a 
non-trivial fraction of workflows fail due to improperly configured or unreliable 
services, transient data transfer problems or remote system unavailability. When 
convolved with parallel system failure modes, this strongly suggests that end-to-end 
fault tolerance mechanism are required.1

Fault tolerance mechanisms have been added to Grid workflows.  Within an 
individual parallel application, FT-MPI [16] provides a framework for the application 
developer to recover from faults (communication or processor) and continue execution 
at a relatively low execution cost.  Traditional application fault tolerance takes 
checkpoints of the entire program, either at the application’s or the system’s direction, 
and restarts execution [17] from the last good checkpoint after failure. Restarting from 
a checkpoint may cost the application minutes in lost computation.  In LEAD, where a 
single computation of WRF takes hours, a fault tolerant version can prevent hours of 
lost computation, avoiding the restart of a multi-hour run. 

Collectively, these studies and trends suggest that scientific computing is moving 
rapidly from a world of “reliable, secure parallel systems” to a world of distributed 
software, virtual organizations and high-performance, though unreliable parallel 
systems with security threats and few guarantees of availability and quality of service. 
For large, complex workflows, reliability and recovery are critical features that must be 

                                                          
1 We will return to this topic in §3.4, where we discuss our VGrADS resilient workflow 

infrastructure.
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built into every portion of the application, application framework, libraries and services 
and operating systems, and into the hardware. 

The historical distinction between parallel and distributed systems will disappear 
with resilient non-stop services de rigeur and complex workflows executing atop 
heterogeneous collections of distributed and parallel systems. Simply put, we can 
expect more instances of Grid-in-a-room, Grid-in-a-box and even Grid-on-a-chip. 

2.2. Heterogeneity and Complexity  

The scale and diversity of complex workflows executing atop heterogeneous 
collections of distributed and parallel systems pose daunting challenges for every level 
of the software stack, from operating systems through middleware, programming 
environments and application frameworks. Nowhere is this more apparent than in the 
complexity of application development, which currently requires users to navigate a 
maze of workflow specifications (e.g., BPEL [18]), resource discovery (e.g., GRAM 
[19] and MDS [20]), scheduling (e.g., OpenPBS [21] and [22]), security and 
authentication (e.g., Grid certificates [23]), file transfer (e.g., GridFTP [24]) and 
organizational management issues. 

Such complexity challenges our intuition and design capabilities. If parallel 
programming using MPI-style message passing is difficult, then Grid application 
development is daunting, particularly when coupling codes written in multiple 
programming languages and styles and created by multiple groups. The gulf between 
the simple and intuitive abstract model of a sequential von Neumann-style processor 
and the complexity of today’s Grid workflow implementations atop clusters of multi-
core processors is immense and widening. 

Only by hiding this complexity and simplifying development processes can we 
engage a broad community of developers and scientists. New, more intuitive 
programming paradigms are needed that can easily and quickly express component 
dependencies and exploit available parallelism. Two complementary but integrated 
approaches are likely to address this problem: graphical interfaces for workflow 
specification and configuration and virtual Grid abstractions that hide the details of 
resource specification and selection. This approach simplifies workflow configuration, 
creation and execution by separating functions and hiding unnecessary complexity. 

Our collaborators in the Linked Environments for Atmospheric Discovery (LEAD) 
project [8, 25] have developed a graphical workflow composer based on generalized 
BPEL that allows weather researchers, practicing meteorologists and students to 
configure and execute workflows without knowledge of Grid certificates, file transfers 
or other Grid software. They need only specify weather related parameters (e.g., target 
region and resolution). Figure 7 illustrates one version of this capability. 

Concurrently, in the VGrADS project [26], we are developing a virtual Grid 
abstraction that enables workflow developers to specify desired resource performance 
and reliability with intuitive, qualitative descriptions. This allows resource discovery 
and execution systems to deliver services (i.e., performance or reliability guarantees) 
without identification of specific resources. Conceptually, one can request a reliable, 
high performance cluster rather than requesting that a specific resource be reliable. We 
will describe this approach in more detail in §4.3. 
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2.3. A Renaissance Approach 

Multi-core processors, petascale systems, Grid and web services, performance tuning, 
reliability and fault tolerance and distributed data management – daunting challenges 
for scientific researchers in individual domains, but often insurmountable when 
researchers across multiple disciplines must collaborate to solve societal problems. 
From computational modeling and biomedical data analysis to coupled ocean, 
atmosphere and environmental models for disaster response, computational science via 
Grids and high-performance computing are critical enablers, but only if the tools are 
robust and easy to use. 

By bringing together scientists, technology experts, educators, artists, humanists 
and business and government leaders, the Renaissance Computing Institute (RENCI) is 
helping address some of today’s most challenging multidisciplinary problems. Key to 
this approach is developing not only technologies but also mutually rewarding 
collaborative processes for computational discovery.  Computational science writ large 
is now the third pillar of scientific discovery [27], but it will be successful only if we 
can develop effective tools for software optimization and reliability and create robust 
software environments for creative expression.  This is the RENCI vision. 

3. Large-Scale Performance Analysis 

Optimizing the performance and ensuring the reliability of large, complex 
workflows requires analysis of workflow middleware and scheduling, networking and 
data transfer overheads, and sequential and parallel application behavior at multiple 
levels. The constituent applications within workflows will be written in many 
languages and using many programming models. Even the workflows themselves will 
embody diverse programming models, from master-worker to iterative fork-join 
ensembles. 

We are developing a suite of tools for performance and reliability assessment that 
targets both individual systems and applications and complex, distributed workflows. 
For individual systems and their parallel applications, low overhead performance and 
reliability measurement and intuitive bottleneck identification are critical to petascale 
optimization and fault tolerance. For complex workflows, distributed monitoring and 
fault tolerance (i.e., retry, migration or over-provisioning) increases the probability that 
workflows execute successfully. 

Below, we describe our AMPL toolkit for statistical performance sampling of 
petascale applications, the HPCtoolkit for source code performance analysis, the HAPI 
toolkit for failure monitoring and the LEAD/VGrADS system for resilient workflow 
execution. Collectively, these tools enable end-to-end performance analysis and 
reliability assurance for petascale workflows. 

3.1. Scalable Performance Measurement 

Because emerging petascale systems contain tens to hundreds of thousands of 
processors, and the applications they host will execute for days or weeks, overly 
detailed performance measurement can induce unacceptable overhead and produce 
prodigious amounts of data. For example, a detailed trace of an SPMD application on a 
1,000 processor system can reach hundreds of gigabytes in size in minutes. Such 
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excessive volumes stretch our capacity to store and understand performance data and 
manually processing such data is both tedious and time-consuming. 

Traditional performance measurement techniques span a spectrum from statistical 
sampling to detailed event tracing. Each strikes a different balance between 
measurement overhead and insight into temporal dynamics. Profiling via statistical 
sampling is rarely adequate to identify complex performance problems and detailed 
trace collection on petascale systems is difficult, as I/O backbones on most petascale 
architectures lack the bandwidth to support concurrent output from all processors 
without excessive system perturbation. 

To address these problems, we are exploring event tracing techniques based on 
population sampling [28] that retain the benefits of detailed tracing but with lower 
overhead and smaller data volume. RENCI’s Adaptive Monitoring and Profiling 
Library (AMPL) [29] chooses representative processes for detailed tracing by 
exploiting the statistical properties of large populations.  Given a population, sampling 
theory estimates the mean using only a small sample of the total population. For a 
simple random sample, the minimum sample size n that estimates the population mean 
with confidence z  and error bound d is 

12

1
Sz

dNNn

where N is the population size and S is the sample variance. 

Population sampling has long been used for social science surveys, and it has the 
desirable property that the number of processes one must monitor to obtain an accurate 
performance estimate scales sub-linearly with the total number of processes. For very 
large systems, only a comparatively small percentage of all processes must be sampled 
to get reasonable results. 

As the equation suggests, the sample size also depends on the variance of 
monitored data. When the variance is low, fewer processes must be traced for accurate 
results. AMPL adaptively estimates the variance of performance data across processes 
and adjusts the sample size as execution progresses. Performance variation across 
application processes can be due to many factors, some intrinsic (e.g., data dependent 
behavior) and some extrinsic (e.g., network contention or operating system jitter [30]). 

Fortunately, for most parallel and distributed programs, the application processes 
form a small number of equivalence classes (e.g., the master and the group of workers 
in a master-worker Grid execution model or processor zero and the others in an SPMD 
parallel code). When the variability is too large, however, the required sample size may 
grow too large for efficient data extraction.  In these cases, AMPL can stratify the 
samples (i.e., partition the population into equivalence classes and sample each 
independently). Because the variance is low within each equivalence class, the number 
of samples (processors) required to characterize each equivalence class is also low, 
hence decreasing the total number needed to characterize the application. 

As an example of the power of AMPL, we analyzed the performance of ADCIRC 
[31, 32], a FORTRAN shallow-water circulation MPI code used to model storm surges.  
Figure 3 shows the data volume for MPI traces from runs on a 2048-node system with 
varying confidence and error constraints.  For 90% confidence and 8% accuracy, 
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AMPL reduces total trace volume by over 28X relative to exhaustive monitoring.  As 
confidence and error bounds are tightened, trace volume increases.  The performance 
engineer is now free to manage this tradeoff, depending on the trace size he or she can 
afford. For most petascale applications, stratified sampling should reduce the overhead 
and trace size to the point where performance tuning is possible for production 
executions. 

3.2. Scalable Performance Analysis 

Scalable performance data capture is necessary but not sufficient. One must also extract 
insights from the performance data and identify both the proximate and root causes of 
poor performance. The simplicity of this statement belies the complexity of its 
realization.

The number of performance tool prototypes continues to grow, but few of these 
tools are used and even fewer are capable of analyzing performance data from large-
scale, production applications on terascale and petascale systems. There are many 
reasons for this: parallel applications and systems are complex and evolving rapidly, 
performance problems are sometimes illusive, tools are often non-intuitive and difficult 
to use, and a new toolset often must be learned for each system. 

The Rice/RENCI HPCtoolkit [33, 34], shown in Figure 4, is one notable exception. 
Designed and tested in collaboration with researchers and code developers at Los 
Alamos National Laboratory (LANL), the HPCtoolkit supports the key attributes of 
production performance analysis tools: (a) relating detailed performance data to 
application code without modification to either the source code or application build 
environments and (b) using a system-independent browser interface for generality and 
simplicity. 

Concretely, the HPCtoolkit relies on binary instrumentation to capture 
performance data, correlated with standard symbol table entries (already used for 

Figure 3 AMPL Performance Data Reduction 
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debugging).  No recompilation or source code modifications are required, and codes 
can be analyzed with all compiler optimizations enabled. Because compiler code 
motion (e.g., loop unrolling, software pipelining and procedure inlining) can obscure 
source code structure, the HPCtoolkit recreates program loop and call structures via in-
depth analysis and data correlation. It also includes a statistical event counter that 
exploits hardware performance counters, either native counters or those from the PAPI 
toolkit [35], to identify loop bottlenecks and low overhead call stack tracing (three 
percent overhead) to identify procedure execution time distributions. 

Together, AMPL and the HPCtoolkit reduce measurement and analysis overheads 
to a small percentage of execution time, making it practical to analyze application 
performance at scale. This greatly increases the utility and applicability of performance 
tuning. Once workflow components execute efficiently, the tuned applications become 
the building blocks of petascale ensemble applications. 

3.3. Reliability Measurement and Assessment 

As we noted in §2.1, large systems are susceptible to component failures, making 
continued system operation dependent on rapid failure detection and recovery. Current 
computer systems contain a diverse set of diagnostic monitors, sensing temperatures, 
electrical loads, fan speeds, memory and processor errors and disk behavior. However, 
these monitors have system-specific, idiosyncratic interfaces, making coordinated data 
analysis difficult. Similar problems existed for hardware performance counters until the 
PAPI toolkit [35] provided standard software interfaces for all common processor 
architectures.

Metrics

Navigation

Annotated Source View

Figure 4 HPCtoolkit 
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RENCI’s Health Application Programming Interface (HAPI) builds on ideas from 
PAPI and provides a common interface to multiple hardware diagnostic monitors. This 
allows higher level tools to monitor and modify environmental factors that reduce 
reliability. For example, monitoring fan speed or failure allows software to migrate a 
computation from a node before it overheats and fails.  

As Figure 5 suggests, the HAPI API supports monitor “plug-ins” for a variety of 
system-specific sensors, providing standard interfaces for generic access via an XML 
configuration file. On Linux systems, these typically include temperature readings from 
the motherboard and CPUs, power supply voltages, disk error rates, and fan speeds. 
Concretely, HAPI currently supports SMART (Self-Monitoring, Analysis and 
Reporting Technology) [36] for disks, ACPI [37] for power monitoring and IPMI [38]. 

Using HAPI, we have monitored the behavior of several Linux clusters when 
executing differing workloads. These measurements showed the thermal stress imposed 
by floating point intensive workloads and machine room airflow. Because thermal 
stress is strongly correlated with long-term hardware failure, understanding these 
differential stresses can guide batch scheduling and checkpoint/restart frequencies. In 
our experiments, HAPI also identified improperly configured nodes, where fans were 
incorrectly installed, suggesting that HAPI can be effective during system acceptance 
testing. We hope to build on the HAPI toolkit and create an intelligent, adaptive failure 
monitoring and prediction system that can anticipate impending node failures and shape 
scheduling and recovery strategies.  

3.4. Resilient Workflow Execution 

As we discussed earlier, complex workflows executing on large, distributed systems are 
susceptible to failures at multiple levels (hardware, operating system, middleware, 
network and application). Hence, deterministic completion guarantees for these 
workflows are problematic. Instead, successful workflow execution should be viewed 
as probabilistic, at best.  

Given this scenario, we have developed a fault tolerant web service system for 
resilient workflow execution in the context of the LEAD and VGrADS projects. Our 
approach relies on a combination of (a) simple restart – application workflow step is 
restarted on the next best available resource, (b) over-provisioning – multiple copies of 

Figure 5 HAPI Fault Tolerance Toolkit 
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the workflow step are executed and (c) migration – the workflow step is moved to 
different resources. 

The fault tolerance and recovery system (FTR) web service is illustrated in Figure 
6, integrated with the LEAD [8] software stack. The service resides between the 
workflow execution engine (BPEL [18]) and the application service responsible for 
executing individual workflow steps on remote resources. Hence, the FTR service can 
control reliable application execution by creating/invoking multiple application 
services (over-provisioning) or creating/invoking alternate application services (simple 
restart and migration). 

The FTR service selects from among over-provisioning, migration or restart based 
on an assessment of expected performance and reliability metrics of available 
resources. The expected application performance is calculated using (a) application 
performance models on underlying Grid resources, (b) estimates of the communication 
time needed to transfer data between Grid resources and (c) estimates of queue wait 
times for accessing large, shared Grid resources. 

Our implementation obtains communication and wait time estimates from the 
Network Weather Service (NWS) [39] and BQP [40] monitoring systems. Because 
many workflows (e.g., those in LEAD) are deadline driven, our implementation 
considers the application deadline in the decision process. In this implementation, the 
user specifies a desired success probability, which is then convolved with performance 
and reliability estimates to choose an appropriate fault-tolerance mechanism and 
resource(s) that will satisfy the user-defined success probability and application 
deadline. 

Figure 6 LEAD/VGrADS Fault Tolerance Infrastructure 
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Figure 7 illustrates a resilient LEAD workflow execution being monitored via the 
XBaya workflow composer [41]. A light colored box indicates that a particular 
workflow step is executing; a dark color indicates that the step has failed. In this 
example, the “WRF_Static” step has failed, and the FTR service has restarted it on a 
different resource that satisfies the user success probability and deadline constraints. 

4. Complex Workflows and Ensembles 

In addition to LEAD’s adaptive, mesoscale weather forecasting environment, RENCI 
collaborates with researchers in biomedicine and disaster response to create and deploy 
portals and workflows for biomedical discovery and disaster response. Each domain 
poses a distinct set of application support and integration challenges. 

Unlike the physical sciences and engineering, which first embraced workflows for 
collaborative analysis of experimental data sets from large instruments (e.g., the Grid 
Physics Network (GriPhyN) [4] or the Large Hadron Collider) and coupling expensive, 
distributed experimental facilities (e.g., the Network for Earthquake Engineering 
Simulation (NEES) [42]), the biological and biomedical sciences analyze diverse data 
sets (often small in size but rich in features) using a large number of software tools.  
The community is more distributed and has less experience with Grid and web services. 

Conversely, disaster response modeling necessarily involves real-time constraints, 
with potential loss of life and property damage for erroneous predictions. Several 
programs are run as Monte Carlo ensembles to predict likely outcomes. Although these 
workflows couple fewer tools (ocean, storm surge, atmosphere and hydrology models) 
and execute in well-defined ensembles, the data are in real-time streams and the outputs 
must be relayed to non-technical decision makers. 

Figure 7 A Resilient LEAD Workflow Execution 
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The use patterns, failure modes and time constraints for the biomedical and disaster 
response ensembles are strikingly different. Our goal is to generalize insights from 
these and other workflows to shape development of performance and reliability tools as 
well as Grid abstractions. 

4.1. RENCI TeraGrid BioPortal 

The rise of quantitative biology – the application of quantitative methods to analyze 
observational data and test hypotheses – and the explosive growth of biomedical 
research are due in large part to increased involvement of multidisciplinary teams, 
creation of large-scale computational models, mining of distributed data archives and 
application of high-throughput instrumentation to capture large volumes of biological 
and biomedical data. The BioPortal [43] is one of a suite of “science gateways” in a 
nascent cyber-infrastructure [44] supported by the NSF TeraGrid [45] and was 
motivated by discussions with two distinct groups, (a) molecular biology and (b) 
genetics and genotype-phenotype analysis. 

Drawing on lessons from earlier science gateway projects, the BioPortal was 
designed for ease of use, scalability, extensibility and sharing and builds on many 
existing tools, including the Open Grid Computing Environment (OGCE) [46], the 
PISE application description infrastructure [47], the Globus toolkit [48], common 
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use  distributed Grid and web services  cyber-infrastructure, 
quickly integrate new applications, and 
exploit a scalable, open source software stack. 

Figure 8 shows the five primary components of the BioPortal: the user works
Taverna workflow specification system, application framework, Grid framewor
security and account management. As the name suggests, the user workspace is the
interaction point for user actions with Grid and web services. The Taver
allows one to develop and encapsulate workflows as services. In turn, the application
framework allows one to describe the interface and processing logic needed to interpret 
the user’s inputs. Finally, the Grid, security and account management compone
coordinate authentication, job submission and file transfer. 

Within the BioPortal, bioinformatics tools and services are accessible at two levels. 
First, via the PISE framework [47], one can write an XML file descri
application's interfaces and the logic needed to process the inputs.  Within
BioPortal, the PISE forms are transformed into a Velocity workflow te
then used to execute the application. This encapsulation mechanism supports over 
standard bioinformatics tools and roughly 300 GB of community biolog
(predominately genetic sequences). 

Although one can use the PISE-encapsulated tools directly, biom
most often involves a series of processing steps, where the outputs from
inputs to another. Taverna [49] allows users to specify these steps as a workflow, which 
can then be scheduled and executed atop Grid resources. Figure 9 shows one exam
of such a workflow, with over 500 steps for each of the thousands of input sequences. 

Existing Grid technologies manage jobs and files provided by BioPortal services
Credentials are stored centrally, which OGCE uses for short-lived Globus certificates
via MyProxy [50].   With the certificate, each user can access BioPortal services with a 
single sign-on.  In turn, the Globus gatekeeper manages remote job subm
execution and monitoring, and the BioPortal framework manages any data movem
required for the inputs and retrieves the outputs. 

In addition to supporting RENCI research collaborations,
an NSF TeraGrid Science Gateway [45]. The latter provides access
computing systems at TeraGrid resource providers. This required enhancements for
improved data staging, community account management and stronger audit tracking for 
accounting and resource allocation. 

Our experiences with the BioPortal exposed many of the software challenge
outlined in §2, namely the importance of reliability for effective use. Because m
the Grid and web services and the biological databases used by BioPortal workflows
are distributed worldwide, the proba
declines dramatically as the number of workflow steps rises and the geogra
dispersion of step execution increases. 

Together, these capabilities allow the BioPortal to 
provide standard access to commonly used bioinformatics data and software, 
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Because some common biological and biomedical workflows involve hundreds of 
successive steps, fault tolerance mechanisms are not optional. Taverna includes 
rudimentary retry mechanisms, but these are inadequate for large workflows.  One also 
needs service migration to select new execution sites, over-provisioning to minimize 
service completion times and monitoring infrastructure to coordinate resilience 
mechanisms. In addition, data migration for central processing can also reduce failure 
frequencies. These lessons have influenced our VGrADs research and resilience 
infrastructure. 

4.2. HydroMET Disaster Response 

Severe weather is a serious concern worldwide due to its economic and human impacts. 
 

In the United States, North Carolina is particularly vulnerable to flooding caused by 
weather events, from storm surges in coastal regions to rain-triggered inland inundation 
and flash flooding in steeper terrain. Building on our LEAD project and local expertise, 
RENCI is collaborating with state and local government to use computational modeling 
for improved planning and response. 

Figure 10 shows a simplified view of the data sources and the computational 
models used in forecasting coastal flooding.  The top row of boxes represents weather 
data and models.  The middle row addresses “over land” flooding sources, and the 
bottom row captures the storm surge model and the fusion of data and model outputs. 

Figure 9 BioPortal TeraGrid Science Gateway 

Each of the computational models shown in Figure 10 is a substantial parallel 
program. An ensemble of runs is needed for each model to address our incomplete 
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knowledge of the input conditions and other uncertainties.  As with LEAD, this 
complex workflow must be run reliably and under tight deadlines.  The HydroMET 
workflow also shares the property that it must react dynamically to changes in observed 
data and to produce more detailed predictions in critical areas. 

4.3. VGrADS: Virtual Grid Abstractions 

The complexity, unreliability and low-level specifications in today's Grids limit their 
utility and applicability. The Virtual Grid Application Development Software 
(VGrADS) project attacks a fundamental part of this problem - how to more effectively 
program these highly complex and dynamic systems. As the project name suggests, 
VGrADS is based on the concept of grid virtualization, which hides the complexity of 
Grid resource specification, discovery, scheduling and fault tolerance via simple 
abstractions.

A virtual Grid Definition Language (vgDL) and a complementary virtual Grid 
Execution System (vgES) allow users to specify qualitative resource needs and realize 
those specifications via standard interfaces. The vgDL includes associators that specify 
the relationships among resources and operators that specify their network connectivity. 
Hence, rather than requesting a high-performance cluster to execute a WRF weather 
computation, in vgDL one might request 

Weather = WRFBag = TightBagOf<CNode>[64:128]; CNode = 
{memory>=2GB} 

NOAA
NAM

NOAA
NAM

Observed
Data

Observed
Data WRF

LDAS

ADCIRC

ADAS

Figure 10 North Carolina HydroMET Workflow 

where TightBagOf<CNode>[64:128] indicates a request for a tightly connected, 
high bandwidth (TightBagOf) group of processors (nodes) and that any resource with 
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between 64 and 128 processors is acceptable.  In turn, each of the nodes must have at 
least 2 GB of memory.  Notice that this specification does not name a particular 
resource, nor even require that the set of processors be on the same physical resource. 

 
Moreover, the performance targets are qualitative (high connectivity) rather than 
quantitative (e.g., an Infiniband interconnect). 

Given this specification, the vgES is free to provide any resource or resource set 
that satisfies this specification or even synthesize an appropriate virtual resource from a 
set of physical resources. To enable applications to guide detailed choices amongst 
resources to optimize performance, a “ranking function” is available for system use. 

The abstraction also enables qualitative reliability specifications, such as [51] 

RWeather = WRFBag = HighReliabilityBag<NodeSet>[1:1]; 
NodeSet = TightBagOf<CNode>[64:128]; CNode = {memory>=2GB} 

where,HighReliabilityBag requires the virtual cluster to have high reliability, without 
specifying an implementation mechanism.  The execution system is then free to either 
select highly reliable hardware or provide the illusion of reliable hardware by retry, 
migration, over-provisioning or other mechanisms, as described in §3.4. 

With simple recovery specifications and mechanisms, VGrADS, vgDL and vgES 
enable complex fault recovery and fault avoidance. Combined with the sophisticated 
scheduling, simplified Grid environments are accessible to a broad range of developers 
and users. 

5. Summary and Future Directions  

Scientific computing is moving rapidly from a world of “reliable, secure parallel 
systems” to a world of distributed software, virtual organizations and high-
performance, though unreliable parallel systems with few guarantees of availability and 
quality of service. For large, complex workflows, high performance and reliability are 
critical features that must be built into every portion of the application, application 
framework, libraries and services and operating systems, and also into the hardware. 

 
New approaches to performance optimization and software resilience and effective 
software development and abstraction are critical to the political and technical success 
of Grids for scientific discovery. Without tools and support at many levels, creating and 
executing complex, multidisciplinary workflows will be exceptionally difficult if not 
impossible. 

Not only must these tools support parallelism at unprecedented scale and at many 
levels, libraries, runtime environments and operating systems must be re-architected to 
provide the required stability.  RENCI is pursuing a holistic approach that combines 
Grid and system fault tolerance and performance optimization research with ongoing 
application validation via multidisciplinary collaborations. 
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Job Scheduling on the Grid:
Towards SLA-Based Scheduling
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Abstract. This paper argues for the need to provide more flexibility in the level
of service offered by Grid-enable high-performance, parallel, supercomputing re-

sources. It is envisaged that such need could be satisfied by making separate Ser-

vice Level Agreements (SLAs) between the resource owner and the user who wants

to submit and run a job on these resources. A number of issues related to the mate-

rialization of this vision are highlighted in the paper.

Keywords. Grid Computing, Job Scheduling, Service Level Agreement

1. Introduction

Traditionally, the scheduling mechanisms used for the enactment of jobs on parallel su-

percomputer resources have been queue-based. Such mechanisms are essentially offer-

ing only one level of service, which can be summarized simply as ‘run the job when it

gets to the head of the queue’ (even though, in some cases, some jobs that are behind in

the priority queue may be assigned to unutilized processors, to ensure that there are no

idle processors, using a technique known as backfilling [1,2]).

The emergence of Grid Computing [3] has created new opportunities to support

compute and/or data intensive scientific applications, which, among other, may have

large computational resource requirements. However, at the same time, Grid computing

is built upon the notion of virtual organizations [4]. This is a group of individuals and/or
institutions who collaborate towards the solution of a particular problem through a set

of resource sharing rules. The key implication of this coordinated resource sharing [4]
is that the collaboration of the members of a Virtual Organization may span across dif-

ferent administrative domains. In the context of scheduling independent jobs of a large,

parallelizable application that makes use of the Grid, such a collaboration, across mul-

tiple administrative domains, would also require some coordination across the different

schedulers of the individual resources employed. Lack of coordination may annul all the

benefits from parallelism that one might expect when independent jobs are running, in

parallel, onto different resources.

To illustrate this problem, consider an application that can be represented by a Di-

rected Acyclic Graph (DAG). Different nodes of the graph represent individual jobs
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with computational requirements, whereas edges represent communication of data. In

the context of Grid computing, DAGs can be used to represent many applications that

belong to the important family of applications collectively known as scientific workflows
[5,6,7,8,9,10,11]. In order to exploit the task parallelism available in the DAG (by exe-

cuting independent nodes in parallel), let us assume that two different nodes are assigned

to different resources, each resource belonging to a different administrative domain and

using its own scheduler with its own queueing system. Since each job will start execution

when it reaches the head of the local queue (of the corresponding resource), it is possible

(because of different waiting times) that one job may finish execution before the other job

has even started. From a global point of view, this is equivalent to executing the two jobs

sequentially. In other words, there are no performance benefits due to the exploitation of

parallelism because of the different behaviour of the queue-based schedulers of the local

resources, which have acted without coordination and contrary to user expectations.

Advance Reservation of resources has been suggested as a means to guarantee that
tasks will run onto a resource when the user expects them to run [12,13]. Essentially,

advance reservation specifies a precise time that jobs may start running. This allows the

user to request resources from systems with different schedulers for a specific time inter-
val (e.g., start time, finish time), thereby obtaining a sufficient number of resources for
the time s(he) may need. Advance reservation has already received significant attention

and has been considered an important requirement for future Grid resource management

systems [14]. There has been already significant progress on supporting it by several

projects and schedulers, such as the Load Sharing Facility platform (LSF) [15], Maui

[16], COSY [17], and EASY [18,19].

However, advance reservation is again an extreme level of service since it specifies

a precise time when jobs can be made to run. This may cause several problems to the

resource owner, and there is some scepticism in the community, especially with respect

to the degree to which advance reservations contribute to improving the overall perfor-

mance of a scheduler [20]. For example, when an advance reservation is made, the sched-

uler must place jobs around this fixed job. Typically, this is done using backfilling [2],

which increases utilisation by searching the work queues for small jobs to plug the gaps.

In practice, this rarely works perfectly, and so the scheduler must either leave the re-

served processing elements empty for a time, or suspend or checkpoint active jobs near

to the time of the reservation. These processes are not instantaneous; e.g., checkpointing

a 64 processor Unified Weather Model job on an O3800 takes about 12 minutes, despite

a small total memory footprint of 3Gb; checkpointing 256 processor jobs can exceed one

hour. Suspension is faster, but can adversely affect the performance of the incoming job,

due to the cost of swapping out memory used by the suspended job when it is required

by the incoming job. Either way, there are gaps in the schedule, i.e., CPU time which is

not processing users’ work. As utilisation often represents income for the service owner,

there is a tendency to offset the cost of the unused time by charging for advance reser-

vation jobs at a considerably higher tariff. While it is possible to set tariffs high enough

to compensate, this brute-force solution is inefficient in terms of resources, and undesir-

able for both users, who pay higher prices, and for resource owners, who must charge

uncompetitive prices and watch utilization fall.

In recent years, there has been work aiming to explore the space between the two

aforementioned extreme levels of service, namely, ‘run this job whenever it gets to the

head of the queue’, or ‘run this job at this precise time’. Themain idea is to provide differ-
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ent levels of service by forging agreements between the different parties (user, resource

owner, etc). Such agreements are agreed on the basis of different constraints expressed

by the user and/or the resource owner and essentially specify a desired (and agreed) level

of service. The use of Service Level Agreements (SLAs) gives rise to a fundamentally
new approach for job scheduling on the Grid.

This paper provides an overview of the issues surrounding the design of a funda-

mentally new infrastructure for job scheduling on the Grid, which is based on the notion

of Service Level Agreements (SLAs), based on work carried out as part of a recently

completed project [21]. In the most general form, such SLAs are negotiated between a

client (user, superscheduler, or resource broker) and a provider (the owner of a resource

with its own scheduler), may contain information such as acceptable job start and end

times, and may be re-negotiated during runtime.

Some background and an overview of relevant work on SLAs as well as the ways

that they can be used on the Grid is given in Section 2. Section 3 describes the key

features of the envisaged architecture for job scheduling using SLAs on the Grid. Section

4 describes the key issues and challenges that need to be addressed for the materialization

of such an architecture. Sections 5 and 6 elaborate on approaches to address some of

these issues, namely the description of the terms in an SLA as well as the design of

heuristics for SLA scheduling, building on earlier work presented in [22,23,24]. Finally,

Section 7 concludes the paper.

2. Background and Related Work

An SLA can be described as a legally binding contract between the parties involved. The

agreement relates to a transaction for the provision of a service; as a result, the parties of

an SLA can be distinguished between providers and consumers of a service. The terms of

the SLA describe the expected level of service within which the service will be provided;

these have been agreed between service providers and service consumers.

It has been mentioned that forms of SLAs were in operation since the 1960s, “when

they were used as a method for buying minutes of computer machine time” [25]. In more

recent years, SLAs became more widespread as a means to make agreements when out-

sourcing IT functions [26], or when providing network services [27,28,29]. Most of these

agreements were paper-based and were drawn after some form of negotiation between

appropriate persons.

The shifting emphasis of the Grid towards a service-oriented paradigm — as well

as trends in application service delivery to move away from tightly coupled systems to-

wards structures of loosely coupled, dynamically bound systems [30] — led to the adop-

tion of Service Level Agreements as a standard concept by which work on the Grid can

be allocated to resources and enable coordinated resource management. In the context of

Grid and Web services, the current understanding of the community is that such an SLA

is essentially an electronic contract, which is expected to be negotiated fully automati-

cally (i.e., without any human intervention) by different processes and, as such, much be

machine readable and understandable.

As a result, there has been a significant amount of research, in recent years, on

various topics related to SLAs. Issues related to their overall incorporation into grid

architectures have been discussed in [31,32,33,34,35]. Issues related to the specification
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of the SLAs have been considered in [36,37,38,39]. Issues specifically related to (and

motivated from) the usage of SLAs for resource management on the Grid have been

considered in [34,40,41,42,43,44,45]. Of particular importance has been the work on the

negotiation of SLAs. Since the early influential work on the Service Negotiation and

Acquisition Protocol (SNAP) [41], further work has argued for the need to take into

account the principles of contract law when negotiating SLAs in order to form legally

binding agreements [46], even considering how the consequences from the use of SLAs

may need to be taken into account by guidelines on electronic contracts [47]. Other

work has examined issues related to trust and security [48,49], or targeted more business

oriented case studies [50]. Later work has also drawn upon relevant research carried out

particularly in the context of agents [51,52], where several techniques have been used to

model negotiation, ranging from heuristics to game theoretic and argumentation-based

approaches [53]. Finally, a significant area of research relates to the economic aspects

associated with the usage of SLAs for service provision (e.g., charges for successful

service provision, penalties for failure, etc.); relevant work has been presented in [54,55,

56,57,58,59].

Work within the Grid Resource Allocation Agreement Protocol (GRAAP) Working

Group of the Open Grid Forum [60] (and earlier within its predecessor, the Global Grid

Forum) has led to the development of WS-Agreement (WS-A) [61], a specification for
a simple generic language and protocol to establish agreements between two parties.

Each of the two parties can be either an initiator of or a responder to the agreement. The

agreement structure is composed of several distinct parts, namely Name, Context and

Terms of Agreement. The latter is also divided in service description terms and guarantee

terms. Service descriptions terms mainly describe the functionality to be delivered under

the agreement. The guarantee terms define the assurance on service quality for each item

mentioned in the service description terms section of the WS-A. In the specific context

of job submission, which is the focus of this paper, such assurances may be defined as a

parameter (constant) or bounds (min/max) on the availability of part or the whole of the

resource. In WS-A, such assurances are referred to as service level objectives (SLOs);

in a domain specific to computation services provision, they are usually expressed as

values (e.g., SLO: CPUcount = 8). Each SLO may refer to one or more business values,

called a business value list (BVL). This list expresses different value aspects of a specific

SLO. The other two types of guarantee terms are Qualifying Conditions and Importance,

which have a similar function to SLO and BVL, respectively.

3. An Architecture for Job Scheduling on the Grid Using Service Level
Agreements

The key vision of this paper is that jobs, submitted for execution to high-performance

computing resources, are associated with an SLA. This SLA is negotiated between a

client (e.g., a user or a resource broker) and a provider (the owner of a resource with its

own local scheduler) and contains information about the level of service agreed between

the two parties, such as acceptable job start and end times.

An overall architectural view, materializing this vision, is presented in Figure 1.

There are three key ‘players’ underpinning this materialization. Users negotiate and
agree an SLA with a resource broker (or superscheduler, or coordinator). Brokers nego-
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Figure 1. An overview of an architecture for SLA-based job scheduling.

tiate and agree an SLA with users; these SLAs may be mapped to one or more SLAs,

which are negotiated and agreed with local resources and their schedulers. Finally, local
schedulers need to schedule the work that is associated with an SLA which they agreed
to (the constraints associated with such an SLA, agreed by a resource, may be stored

locally in the resource, in some kind of a resource record). It is also noted that a single

SLA agreed between a user and a broker may ‘translate’ to multiple SLAs between the

broker and different local resources to serve the user’s request (for example, this could

be the case when the SLA between a user and a broker refers to a workflow application

with several tasks that are executed on different resources. In such case, the user may

want to set constraints for the workflow as a whole and the broker may have to translate it

to specific SLAs for individual tasks, following an approach similar to the one described

in [62]); to indicate the possible differences between these two types of SLA, the terms

meta-SLA and sub-SLA are used. Furthermore, as indicated in the figure, this SLA-based
view for job submission, may still allow the submission of jobs that are not not associ-

ated with an SLA; however, no guarantees about their completion time would be offered

in this case.

It should be stressed also that the primary objective of the architectural view pre-

sented in Figure 1 is to illustrate the fundamentally different interactions that may arise

as a result of the use of SLAs to make an agreement on the level of service expected

when jobs submitted. It is beyond the scope of this paper to argue for or against a par-

ticular type of architecture. For example, one may assume that a broker is associated
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with a single cluster (as in the figure), within the same administrative domain, or with

many, across different administrative domains. Similarly, the broker may be more tightly

connected to the local schedulers (in which case, the broker may exercise more control

on the local schedulers and no SLA between the broker and the local schedulers may

be necessary), or no SLAs may be agreed between different brokers. However, besides

the pros and cons of different architectural choices, there are several common challenges

that need to be addressed; this is the main focus in the remainder of this paper.

4. Issues and Challenges with SLA-Based Job Scheduling

This section groups some of the key challenges that need to be addressed in order to

materialize an SLA-based vision for job submission and scheduling. These challenges

could be summarized as follows:

SLA vocabulary: The vision of SLA based scheduling assumes that the SLAs them-
selves are machine readable and understandable. This implies that any agreements, be-

tween the parties concerned, for a particular level of service need to be expressed in

a commonly understood (and legally binding) language. There has been early work on

generic languages for SLA description [38,39], but none related to the particular prob-

lem of the requirements associated with job submission and execution (on possibly high-

performance computing resources). Some of the issues that may arise in such cases, and

some of the trade-offs in the description of the vocabulary are discussed in the next sec-

tion.

Negotiation: It is envisaged that SLAs may be negotiated between machines and users
or only between machines. In this negotiation some commonly agreed protocol needs to

be followed. This protocol needs to take into account both the nature of the distributed

systems and networks which are used for the negotiation (for example, what if an offer

from one party is not received by the other party due to a network failure), and should

abide by appropriate legal requirements (for example, should the receipt of every pro-

posal for an agreement be acknowledged or not?). In addition, during negotiation, ma-

chines should be able to reason about whether an offer is acceptable and possibly they

should be able to make counter-offers. As already mentioned in Section 2 there has been

a significant amount of work on these topics. However, the relevant challenges on nego-

tiation are more of a generic nature rather than specific to the problem of using SLAs for

job scheduling.

Scheduling: Given that, currently, scheduling of jobs on high-performance compute re-
sources is mostly based on priority queues (with the possible addition of backfilling tech-

niques [1,2]), the use of SLAs would require the development of a new set of algorithms

for efficient scheduling, which would be based on satisfying the terms agreed in the SLA.

The existence of efficient scheduling algorithms would be of paramount importance to

estimate capacity and reason on the possible acceptance (by a local resource) of a new

request to make an SLA. Some approaches related to the development of such algorithms

are discussed further later on.
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Constitutional Aspects: In the context of any SLA based provision, sooner or later, the
need for dispute resolution may arise. In addition, users may also be interested in the

reliability of specific brokers; for example, how likely (or unlikely) is that a broker will

honour an SLA (even if breaking the SLA would require the broker to pay a penalty).

This issue of modelling reputation may also be related to the approaches followed for

pricing and/or penalties when agreeing SLAs (for example: is there a flat charge for the

usage of resources? do the fees vary depending on particular circumstances?). Such is-

sues, might become more important as the envisaged usage of SLA-based job schedul-

ing grows. However, since relevant work is in its infancy, simple assumptions, without

neglecting the challenges that might arise later in this respect, could be made for a start.

A more detailed overview of the issues and trade-offs involved with particular choices

with respect to the first and the third challenge above is given in the following two sec-

tions.

5. Issues on the Expressiveness of SLAs

Experience from trying to incorporate SLAs in distributed grid computing has indicated

that this task is not as easy as defining a dictionary of terms, which are then placed

in some kind of an XML derived structure. For example, work within the Open Grid

Forum (OGF) to define an SLA specification, has lasted for years and there have been

several debates about what an SLA should contain and/or how it should look like. For

instance, one of the difficulties that had to be addressed related to how issues related to

the SLA document description would be decoupled from issues related to the negotiation

protocols.

It must be noted here, that an efficient SLA related environment, with guarantees for

a certain level of fault tolerance, may often include renegotiation [27,31,41] of the whole

or part of an SLA. In the context of SLA-based job scheduling, simulation studies [44]

have indicated that, at high resource load, a significant proportion of the agreed SLAs

may have to be renegotiated in order to avoid failure of an SLA. Such renegotiation may

have an overhead and may require the user’s participation at one or more stages between

the time when the initial agreement was made and when the work, specified in the SLA,

is completed. It would clearly undermine the overall vision of Grid, as an environment

based on the service-oriented paradigm and ultimately driven by principles similar to

those of autonomic systems [63,64], to require a possibly repeated user involvement

every time renegotiation is in order. One would expect some abilities of self-management

in this respect.

The trade-off (and the dilemma), here, is whether a much simpler SLA description

(which, however, may cause more often the need for renegotiation) is more (or less) de-

sirable than a more complex SLA description, which, however, enables the system to

deal more effectively (and possibly transparently from the user) with the need for renego-

tiation. In other words, simplicity in the SLA description itself at the expense of renego-

tiation overhead, or more efficient scheduling of the SLAs [44,24] at the expense of more

complex SLA descriptions? The idea first presented in [22,44] attempts to answer this

question by making SLAs (infinitely) more expressive. Such increased expressiveness in
SLAs is achieved by describing SLA terms as arbitrary analytical functions, as opposed
to the traditional approach of specifying SLAs [61] that uses constant values or ranges
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for SLA terms. The authors in [22,44] have argued that the encapsulation of SLA terms

in analytical functions can potentially reduce the need for renegotiation of a service and

provide the extra flexibility needed for a wider spectrum of resource management deci-

sions. The motivation, an example and some issues related to this approach to make an

SLA more expressive will be described next.

In most cases of SLA-based resource management applications [33,65], the set of

guarantee terms is rigidly defined. Within such an SLA, it is known in advance, for ex-

ample, what the exact financial gain will be when an SLA is audited. There could be

reasons to believe that this arrangement is not flexible and carries too little information

for the provider bound by this SLA to perform its tasks successfully without the need for

renegotiation. The expressive capacity of an agreement can be improved by adding more

terms, but there is a practical limit on the SLA size, whilst most of the terms could easily

be described analytically. The latter description can provide an infinitely large set of term

configurations in SLA. Analytical functions can describe complex relationships between

SLA terms that could potentially be used by autonomic applications in providing qualita-

tively new levels of service, described in an SLA with a higher degree of expressiveness.

Such an SLA cover an infinitely large number of (agreed and acceptable) outcomes that

belong to the continuum defined by the system of analytical functions.

To illustrate all this, we use an example from [23]; this relates to the reservation of

resources for a computational job where using a different number of parallel processors

to run the job would still result in a successful SLA from the user point of view. Natu-

rally, the running time of such a (parallel) job would vary, depending on the parallelism

assigned to it by the scheduler (that is, the number of processors assigned). The use of an-

alytical functions means that the scheduler can now schedule and repeatedly reschedule

this job in order to meet the objectives of its associated SLA without the need for rene-

gotiation. Thus, the SLA terms relating to the size of the job (with respect to execution

time needed and how this may relate to CPUs used) may look like:

Maximum number of CPU Nodes that can be used,

CPU Nodes reserved,

Reserved time for job execution,

where is the projected time for the job to complete if it runs on a single CPU Node;

and is limited by the capacity of the resource. It can be seen that the reserved time

for job execution is described as a function of the number of CPU nodes reserved. If a

function was not used, then the SLA would have to include a single value for each of

and ; any attempt to deviate from these values would trigger the renegotiation

of the SLA.

Of course, the relation between and is, in reality, more complex than what

is described in the function used above. However, the point to make is that, even in this

simple case, where SLA terms describe a limited number of configurations ( to be

precise), the number of possible renegotiations needed would be prohibitively high, had

all this been described in the traditional way as just a list of terms. Simulation shows

that, even in such a simple case, the negotiation overhead per job decreases dramatically

when the description in the SLA makes use of functions to link terms. It also suggests

that by describing more SLA terms as functions, it is possible to achieve maximum util-

isation with minimum negotiation. Moreover, novel scheduling algorithms may now be
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deployed, something that was not possible before, precisely because of the renegotia-

tion cost. In [23], more examples of using an SLA with variable network bandwidth or

resource load are presented; including some consideration of pricing terms.

The main argument that can be made against this approach (of describing SLAs in

a more expressive manner) is the perceived complexity of the agreement. Indeed, for the

SLA terms that are defined by very complex functions that in turn depend on other SLA

terms, the agreement itself becomes a system of equations that may suffer from discon-

tinuities, may have holes in solutions or may have no solution at all. Such representa-

tions of SLA terms could potentially put a very heavy strain on clients and providers,

who would have to verify the SLA, check for contradictions, run away arguments and

other unpleasantries. However, many of the problems would be reasonably easy to detect

already and the complexity of the SLA could grow gradually with the readiness of envi-

ronment, without any changes to SLA itself. Furthermore, a conservative approach could

also be applied when negotiating SLAs. As in real life, if one party cannot understand all

the terms in a proposed agreement, there is no obligation to agree.

Another important point made in [23], which might be overlooked easily, relates to

the so-called set of universal terms. These are terms whose value is not known at the time
an SLA is formed; they can be combined with analytical functions to make the SLAs

more expressive. The most obvious argument in favour of the universal terms relates to

the ability to enable agreements on terms (to form an SLA), the status of which may not

be known at the time of making the agreement; yet, keeping the SLA in a concise form.

To give an example, the actual amount of network traffic that a job will incur may not be

known at the time an SLA is formed. Still, the existence of a universal term for network

traffic could be used, for instance, in the earlier example as part of the analytical function

describing the reserved time for job execution.

The use of universal terms makes it possible to create more speculative agreements,

which encompass more possible outcome scenarios and uncertainties in a single concise

SLA document, reducing further the need to renegotiate the agreement in the case of a

failure (that has happened or is anticipated). To give an example, one such universal term,
wall-clock time, was used in [24] to agree on the price for the service. The users were

prepared to pay a higher price if the job was executed sooner rather than later. Hence, the

price term, agreed as a function of the wall clock time (and other terms), enabled the SLA

to cover an infinite number of possible outcomes with respect to the time constraints.

This, in turn, enabled the scheduler to make more intelligent decisions in maximising

profit for its owner, since the total revenue depending on different schedules could be

calculated and taken into account. Such analysis would not be practical with traditional

SLAs (that is, SLAs that do not make use of functions as described here to allow for

more expressiveness), because the scheduler would have to renegotiate the pricing with

hundreds of users.

6. A Review of Issues on Scheduling SLAs

Despite the growing interest in Service Level Agreements, there has been surprisingly

little research published on the topic of using the information contained in the (agreed)

SLAs for planning and scheduling purposes (with the objective of satisfying the require-

ments of the SLAs successfully). In the context of SLA-based job scheduling, the very
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idea of using SLAs is to alter the approach used to perform job scheduling. This means

that local schedulers of high-performance computing resources must now take into ac-

count not only functional properties of the submitted job (such as parallelism and ex-

ecution time) but also non-functional requirements expressed as terms and constraints

in SLA. Even though the existences of various constraints that need to be satisfied may

point to a constraint satisfaction problem, standard methods based on various forms of

(exhaustive) searching would not be practical in a grid environment where a lage number

of SLAs may have to be negotiated and scheduled quickly. Simple scheduling heuristics

could provide efficient scheduling solutions with negligible time overheads for a large

set of SLAs; a number of different scheduling heuristics was investigated in [24].

The principle behind these heuristics is based on how SLAs would be prioritised.

Scheduling, then, falls to a simple routine of picking jobs (in order of priority) from

the prioritised list and fitting them onto the resource, without rescheduling previous jobs

already allocated – a single iteration packing process.

The priority value, , is computed using a function, whose generic form is as fol-

lows:

(1)

(2)

where , is one of:

Earliest job start time,

Latest job finish time,

Reserved time for job execution,

Number of CPU Nodes required,

Job size, measured in CPU-hours,

Job laxity, defined as

and is a weighting coefficient that can be both positive and negative. Obviously, for

each heuristic, and are different, so the total number of heuristics that can be

created combining all the terms above with each other is 15. By sweeping across values

of in equations 1 and 2 the best effort configuration can be found for each heuristic.

To test these SLA-aware scheduling heuristics the following scenario and SLA tem-

plate were used. In a simple model, which consists of a Client, a Provider and an Agree-
ment (SLA) between the two, the requests from clients (bound by an SLA) were sched-
uled by the local resource scheduler; the latter used different heuristics for the local

scheduling of these requests. The SLA in this case consisted of the following five terms:

(i) Earliest job start time, ; (ii) Latest job finish time, ; (iii) Reserved time for job

execution, ; (iv) Number of CPU Nodes required, ; and (v) Final price agreed,

. It was assumed that two different pricing policies were used to calculate the in-

come for the Provider:

flat rate: The charge for each SLA is the same, regardless of duration of the job,
number of CPUs used, etc.

pay as you go: The charge is proportional to the actual usage of the resource (that
is, the product of the time and the number of CPUs used).

R. Sakellariou and V. Yarmolenko / Job Scheduling on the Grid: Towards SLA-Based Scheduling216



Table 1. Evaluation of the performance of different SLA scheduling heuristics using a flat rate pricing policy.

Table 2. Evaluation of the performance of different SLA scheduling heuristics using a flat rate pricing policy.

Nine of the fifteen heuristics that could be created following the approach described

above, were evaluated. The choice of these nine heuristics was based on experience from

results in [24]. Thus, the nine heuristics refer to all combinations that include at least one

of the terms and . For the evaluation, we used a simple (synthetic) SLA workload

model whereby, for each SLA workload set generated, a scheduling solution existed that

resulted in a 100% resource utilisation for the SLAs in the set. For each of the two pricing

policies, 100 SLA workload sets were generated for a single experiment. The results

then were averaged over 100 experiments. On average, each SLA workload consisted of

around 380 SLAs. The latter were supposed to be scheduled on a homogeneous parallel

resource of 48 CPU nodes, which was available for 400 hours, creating thus a reference

frame of 48 400 in size. Each of the different SLA workloads was scheduled on the

resource of the same size using all nine different heuristics.

The averaged results are shown in Table 1 (for the ’flat rate’ pricing policy) and in

Table 2 (for the ’pay as you go’ pricing policy). The results show, for each heuristic

considered (first column): the average percentage of successfully scheduled SLAs out of

all the SLAs that could be scheduled in principle (SLA satisfiability – column 2); the

average percentage of hours the CPU was busy out of the total number of hours available

(CPU utilization — column 3); and the value of that was chosen to maximize income

for each pricing policy (column 4). In each table, the results are sorted starting from the

heuristic that provides on average the highest income (clearly, in the case of the ‘flat rate’
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pricing policy the income is proportional to SLA satisfiability, while in the case of the

‘pay as you go’ pricing policy the income is proportional to CPU utilization).

Our experiments revealed several interesting points:

Depending on the pricing policy used it was possibly to achieve either high SLA

satisfiability (over 95% in the case of the ‘flat rate’ pricing policy) or high CPU

utilization (over 89% in the case of the ‘pay as you go’ pricing policy). It is

noted that these are average values; in individual cases (especially on a small-

scale reference frame), these percentages could be even higher. These are very

encouraging results considering the SLA scheduling problem, especially if we

take into account that scheduling was performed in a fraction of a second.

The performance of the heuristics appears to be related to the pricing policy used.

Thus, heuristics that achieve the highest percentage of SLA satisfiability using

the ‘flat rate’ pricing policy do not seem to achieve the highest percentage of

CPU utilization using the ‘pay as you go’ pricing policy and vice versa. This
observation is consistent with the results in [24] where it was found that the choice

of the pricing policy can change dramatically the effect of different heuristics. On

average, the heuristic based on and appears to perform best in both cases.

Optimizing for CPU utilization (as in Table 2) appears to provide more robust

results in the sense that the level of SLA satisfiability is not affected as much as

CPU utilization is affected when the objective is to optimize for SLA satisfiability

(as in Table 1).

When the job laxity reaches of the time constraints of the job

appear to no longer affect the performance of any of the considered scheduling

heuristics.

On average, when the ratio of the average value of to the size of the re-

source was, roughly, 1:8 most heuristics seemed to result in the highest utilisa-

tion.

The performance of some heuristics was very sensitive to the workload. For ex-

ample heuristics based on and change in a very nontrivial way with the

change of the distribution of CPU requests.

It must be said here that this was a limited study. Although it indicated that heuristics

could be used to provide good solutions to the scheduling problems, additional studies,

with varying workloads are highly desirable.

7. Conclusion

This paper argued for the need of a fundamental approach for job scheduling on (par-

allel) high-performance computing resources, based on service level agreements. This

approach appears to become more pertinent with developments in the context of Grids,

service-oriented architectures and autonomic computing. The paper highlighted a num-

ber of issues that need to be addressed in order to materialise such a novel approach.

Some work aiming to address some of these aspects, in particular related to the descrip-

tion of the SLA terms and their use in scheduling, was briefly presented. The authors’

view is that SLA based approaches for resource provision are highly promising; how-

ever, there is a need for further advances and research in the challenges indicated before

such approaches become common-place.
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Abstract. TeraGrid is a national-scale computational science facility supported 

through a partnership among thirteen institutions, with funding from the US Na-

tional Science Foundation [1]. Initially created through a Major Research Equip-

ment Facilities Construction (MREFC [2]) award in 2001, the TeraGrid facility 

began providing production computing, storage, visualization, and data collections 

services to the national science, engineering, and education community in January 

2004. In August 2005 NSF funded a five-year program to operate, enhance, and 
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expand the capacity and capabilities of the TeraGrid facility to meet the growing 

needs of the science and engineering community through 2010. This paper de-

scribes TeraGrid in terms of the structures, architecture, technologies, and services 

that are used to provide national-scale, open cyberinfrastructure. The focus of the 

paper is specifically on the technology approach and use of middleware for the 

purposes of discussing the impact of such approaches on scientific use of compu-

tational infrastructure. While there are many individual science success stories, we 

do not focus on these in this paper. Similarly, there are many software tools and 

systems deployed in TeraGrid but our coverage is of the basic system middleware 

and is not meant to be exhaustive of all technology efforts within TeraGrid. We 

look in particular at growth and events during 2006 as the user population ex-

panded dramatically and reached an initial “tipping point” with respect to adoption 

of new “grid” capabilities and usage modalities. 

Keywords. Grids, distributed computing, computational science, infrastructure, 

high-performance computing 

Introduction 

The TeraGrid
1

 facility is an integrated portfolio of more than twenty high-performance 

computational (HPC) systems, several specialized visualization resources and storage 

archives, and a dedicated continental-scale interconnection network. Policy and plan-

ning integration allows the national user community to request access through a single 

national review process and use the resources of the facility with a single allocation. 

Operational and user support integration enables the user community to interact with 

many distinct resources and HPC centers through a common service, training, and sup-

port organization – masking the complexity of a distributed organization. Software and 

services integration creates a user environment and standard service interfaces that 

lower barriers to porting applications, enable users to readily exploit the many Tera-

Grid resources to optimize their workload, and is catalyzing a new generation of scien-

tific discovery through distributed computing modalities. 

The TeraGrid mission is to advance science through three integrated initiatives: 

• Deep: Enable Terascale/Petascale Science: TeraGrid will enable scientists 

to pursue scientific discovery through an integrated set of Terascale resources 

and services. 

• Wide: Empower Communities: TeraGrid will make Terascale resources and 

services broadly available through partnerships with community-driven ser-

vice providers. 

• Open: Provide an Extensible Foundation for Cyberinfrastructure: Tera-

Grid will provide, and use where provided by others, a set of foundational ser-

vices and resources to support nation-wide cyberinfrastructure, using open 

standards, policy, and processes. 

The user community that relies on this national facility has dramatically expanded, 

from under 1,000 users in October 2005 to over 4,000 users at the close of 2006. 

Nearly 2000 of these are new users with development allocations to explore TeraGrid, 

port their codes, and incorporate HPC services into their science (§1.1). 

1

 The “TeraGrid” project name, chosen in 2001, now more appropriately describes the individual re-

sources, however the aggregate capacity of TeraGrid computing resources was over 700 Teraflops by early 

2008 and will exceed one Petaflops by the end of 2008. 
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TeraGrid resources are also growing exponentially. In early 2006 the largest capa-

bility computing resources within TeraGrid were 10–15 Teraflops and ~2,000 proces-

sors. By the end of 2007 the largest resource, an NSF-funded system at TACC, will be 

over 500 Teraflops and 60,000 processor cores, and similar scale systems are planned 

for 2008, 2009, and 2010 [3]. Storage systems are also growing significantly. Thus, the 

TeraGrid team is beginning a multi-year challenge to work with the user community to 

provide training, porting, and optimizing support in order to fully exploit this funda-

mentally new scale of capability moving into the Petascale regime, while continuing to 

support a growing user community accessing dozens of resources nation-wide. 

The multi-level integration of the TeraGrid facility is also enabling new usage mo-

dalities – and corresponding new user communities – that harness HPC, storage, visu-

alization and data resources through advanced software applications and services, often 

through web portals (§1.2). The introduction of TeraGrid-wide distributed computing 

building blocks (§2) such as information services, remote job submission, single sign-

on, parallel file transfer, and workflow support – in part based on emerging web ser-

vices technologies – has catalyzed a set of discipline-specific, community-provided 

“Science Gateways” (§3.2). Gateways interact with TeraGrid resources through these 

services and related policies to serve communities of 100’s to 1000’s of scientists and 

educators. 

Enabling Petascale science, supporting the increasing number of new users, and 

the growth in adoption of new usage modalities and science gateways all require a co-

ordinated approach to building and sustaining a workforce that can fully realize the 

promise of cyberinfrastructure. Our user support and operations teams leverage the 

expertise across the TeraGrid partner institutions (§3) and our education, outreach, and 

training work is focused on a comprehensive set of programs – “HPC Univer-

sity” (§3.3). 

The TeraGrid facility and organizational model consists of a set of independent, 

cooperating resource providers (RPs) working together with a Grid Infrastructure 

Group (GIG), which facilitates coordination, software and service integration, opera-

tions, management, and planning [4]. The GIG is a distributed team with staff located 

at multiple TeraGrid RP sites as well as other partner institutions. TeraGrid governance 

borrows from concepts developed in other types of organizations such as open source 

software projects and standards bodies, which harness the efforts and creativity of 

many independent participants. Policy and key decisions regarding all aspects of the 

TeraGrid facility are developed and approved through a forum comprised of represen-

tatives from each of the RPs and from the GIG. Results of these decisions are recorded 

in a persistent document series with a record of consensus among representatives. 

In this paper we provide an overview and analysis of TeraGrid in four major sec-

tions. First we examine TeraGrid resources and usage as of late 2006, with an analysis 

of usage modalities and growth. We then turn to three aspects of TeraGrid integration: 

software and services, user and operational support, and policy and planning. 

1. Resources, Usage, and User Community Analysis 

TeraGrid resources include computational, storage, and visualization systems as well 

as specialized data collections and information management capabilities. TeraGrid RP 

sites are interconnected via a dedicated, optical, wide-area network with individual site 

connections ranging from 10 Gb/s to 30 Gb/s (Fig. 1). Each computational resource 
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provides, in addition to traditional local user environments and services, a set of coor-

dinated TeraGrid software and services that enable TeraGrid-wide capabilities such as 

single sign-on, common allocations and accounting, or advanced features such as 

workflow. We begin with an overview of the portfolio of resources, the policies and 

structures that grant access to users, and an analysis of the user community and their 

use of the TeraGrid facility. Subsequent sections will detail the software and services, 

user and community support and engagement, and overall TeraGrid organization. 

1.1. Overview of TeraGrid Resources and Usage 

Many metrics can be used to examine the adoption of a given set of resources and ser-

vices and their impact on the science and engineering research and education. In Ta-

ble 1 we summarize four key growth metrics: resource portfolio, allocation awards 

granted, resource usage, and the size and nature of the user base. In this section we 

examine these four metrics. 

1.1.1. Resource Portfolio 

During 2006 the number of TeraGrid HPC computational resources increased from 16 

to 23, expanding aggregate computational capacity by a factor of 2.5, from roughly 120 

Figure 1. TeraGrid Partner Sites. 

Table 1. TeraGrid Resource Growth from 2004 to 2006 

Resources 2004 2005 2006

HPC Resources 8 16 23 

Storage Resources (supporting allocations) 3 (0) 6 (0) 9 (3) 

Data Collections 40 90 101 

Science Gateways 0 11 20 
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to nearly 300 Teraflops. TeraGrid’s largest computational resources as of early 2007 

range from 50–100 Teraflops, with the smallest under 5 Teraflops. The overall compu-

tational portfolio includes nearly every type of system architecture, microprocessor, 

and operating system available for high-performance computing. 

TeraGrid HPC systems are owned and operated, in most cases, by the local re-

source provider institution. Some of the systems were purchased using NSF awards 

while others were purchased with local institutional or other funding sources. The re-

sources are provided to the national community, through the TeraGrid facility, based 

on cooperative agreements between the resource providers and NSF. These agreements 

specify funding levels for resource and user support as well as the percentage of the 

resource that will be made available through the national allocations process (described 

below in §1.1.2). 

Five TeraGrid RP sites provide storage archives supporting long-term data man-

agement. Together these archives currently hold approximately 10 Petabytes of user 

data, up 50% since 2005. 

Users access resources through available wide area Internet access including 

commercial as well as Internet2 and National Lambda Rail national backbone net-

works. Interconnection of TeraGrid resources themselves employs a dedicated nation-

wide optical backbone network with hubs in Los Angeles, Denver, and Chicago. RPs 

are responsible for maintaining connectivity to other TeraGrid resources to support 

high-performance data transfer and resource interaction (e.g. workflow), typically 

through one or more 10 Gb/s connections to a TeraGrid network hub. 

A high-performance wide-area parallel filesystem supports tight coupling between 

TeraGrid resources at three sites using IBM’s GPFS-WAN [5] and harnessing Tera-

Grid’s dedicated optical network. Over 500 Terabytes of storage at SDSC can be 

mounted for remote file I/O from SDSC, ANL, and NCSA. In 2007 several additional 

RPs will begin offering this service and multiple TeraGrid RP sites are experimenting 

with alternative wide area distributed filesystems such as Lustre [6]. As of early 2007, 

filesystems at Indiana University, based on Lustre, can be mounted from TeraGrid sys-

tems at NCSA, PSC, and ORNL. 

Increasingly, users are also interested in making data collections available in stan-

dardized fashion to enable their use in grid applications, workflow, etc. There are over 

100 data collections available through TeraGrid, and in 2006 it became clear that a 

common set of information would be needed in order to ensure that users could readily 

find and access data collections. We developed a set of minimum requirements for 

TeraGrid data collections that includes a general description and information about 

data provenance, access mechanisms, and necessary metadata. Based on these require-

ments [7] we maintain a data collections directory within the TeraGrid User Portal. 

1.1.2. Peer-Reviewed Access to TeraGrid Resources and Services 

Users access TeraGrid based on allocation awards made through a national peer-review 

process. The resource allocation committee (RAC) is a rotating team of several dozen 

computational scientists, from a variety of disciplines, serving 2- to 3-year terms. RAC 

members are nominated by TeraGrid resource provider sites, with input from program 

officers at the National Science Foundation. 

Eligibility for TeraGrid use is limited to researchers (post-doctoral included) or 

educators at U.S. academic or non-profit research institutions. A qualified advisor may 
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apply for an allocation for his or her class, but high school, undergraduate, and gradu-

ate students may not be principal investigators (PIs). 

Review criteria are related to the computational requests and appropriate resource 

use, rather than a review of the underlying scientific theory or research objectives. As 

proposals are typically associated with a funded research program, the scientific peer 

review has already taken place and is not repeated by the TeraGrid RAC. 

The allocations process has traditionally been focused primarily on computational 

resources, but was expanded to include major storage requests in 2006. In 2007 the 

process will be expanded further to facilitate input from the RAC regarding the alloca-

tion of dedicated support staff to assist specific projects (see §3.1). This process will 

involve requests for assistance in units of FTE-months. The RAC will rank these re-

quests and these rankings will be used as input to the user support staffing allocations 

decisions made by management at TeraGrid RP sites. 

Computational Allocation Awards 

Computational allocations are measured in Service Units, or “SUs.” TeraGrid SUs 

translate to CPU hours on a given resource based on a “normalized unit” (NU) which is 

the equivalent of one hour of CPU time on a Cray X-MP. The relative performance 

rating for a given resource is taken by scaling performance on the HPL [8] benchmark 

(a standard component of determining the Top 500 rankings [9]). A rough conversion 

for modern processors is 1 SU = 20 NU. 

Proposals are grouped into three categories based on the number of SUs requested. 

Large requests (currently defined as >500 k SUs) are reviewed semi-annually and me-

dium requests (30–500 k SUs) are reviewed quarterly. Allocations are granted for peri-

ods of 12 months, with extensions to 18 months upon request. Small requests (<30k 

SUs) are reviewed on an ongoing basis by an internal TeraGrid review team using the 

same qualifying criteria. These requests are generally new projects exploring how 

TeraGrid resources may help the project’s scientific goals, and often involving bench-

marking and code porting or for classroom instruction. 

In addition to tracking allocations by overall size of award, as shown in Table 2, 

there are two types of allocations granted for TeraGrid computational resources: 

• Specific allocations are tied to a particular TeraGrid resource, at a particular 

site.

• Roaming allocations are usable on any TeraGrid compute resource. 

Users may request either of these types of allocations or a combination of the two. 

Many projects also have multiple specific type allocations for different machines. To 

illustrate the overall mix of specific versus roaming allocations for large and medium 

sized awards, we examine the 88 medium allocations in detail in Table 3. All develop-

ment awards are roaming allocations. 

Most TeraGrid allocation awards involve a principal investigator (PI) and a small 

group of collaborators and/or students. However, some awards are used to support lar-

ger communities of dozens or even hundreds of users through science gateways (§3.2). 

We refer to these as community allocations.

Storage Resource Allocation Awards 

Traditionally, access to storage archives has not been regulated for TeraGrid users – 

any project has been permitted to store as much data in tape archives as required for 

their project without special arrangement. Due to sustained, exponential growth in stor-

C. Catlett et al. / TeraGrid230



age for those projects dealing with very large data sets and the associated costs of man-

aging this data, the TeraGrid team evaluated storage costs, trends, and user storage 

requirements in 2006 [10]. Based on this analysis, the TeraGrid peer-review allocations 

process now requires proposals from projects that anticipate needs for long-term tape 

storage above a threshold defined as a function of computational allocation. Requests 

for tape storage independent of a compute allocation can also be requested. Similarly, 

projects requiring long-term dedicated space on the TeraGrid wide area parallel file 

system (GPFS-WAN) obtain this space through the peer-review process. 

1.2. Analysis of Technology Usage Patterns of the TeraGrid User Community 

During the allocation proposal process each PI designates a discipline area, selecting 

from a menu of NSF science divisions. Usage by discipline is summarized in Fig. 3. 

Note that while there are 10 disciplines that account for 94% of TeraGrid usage, there 

are 20 disciplines that collectively consume the remaining 6%. At the same time these 

20 disciplines account for nearly 30% of the overall user population. 

As shown in Table 2, overall TeraGrid HPC computational resource usage grew by 

over a factor of two (127%) during 2006, and the number of jobs executed grew by 

nearly a factor of 3 (184%). The large increase in jobs can be attributed in part to in-

Table 2. TeraGrid Allocations, Usage, and User Community Growth from 2005 to 2006 

Allocations 2005 2006 % Growth

Large proposals awarded (new) 62 (13) 88 (22) 42% (69%)

Medium proposals awarded (new) 70 (50) 160 (92) 129% (84%)

Dev. proposals awarded (new) 123 (115) 229 (209) 86% (82%)

Active TeraGrid PIs 361 1,019 182%

Usage

NUs Requested 1.3 B 2.96 B 128%

NUs Awarded 844 M 1.92 B 127%

NUs Available (max) 881 M 2.23 B 153%

NUs Delivered 565 M 1.28 B 127%

NUs used by TG Staff 10.4 M 10.1 M -3%

Jobs run 594,756 1,686,686 184%

Users (Total)   

Users with accounts during 2006 1,712 4,190 145%

Users charging jobs during 2006 876 1,731 98%

Users with accounts on 31-Dec 1,468 3,126 113%

User Institutions (charging jobs) 151 265 75%

US states (charging jobs) 37 47 27%

Users by Allocation Size 

Large Users (# charging jobs) 509 (238) 1,152 (496) 126% (108%)

Medium Users (# charging jobs) 542 (248) 1,087 (423) 101% (71%)

Dev. Users (# charging jobs) 661 (365) 1,948 (783) 195% (115%)

Table 3. Breakdown of allocations for the 88 large (>500 k SU) projects 

 No roaming Roaming

Multiple resources 53 4

Single resources 26 0

No specific allocation 0 5
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creased usage of Condor to support large numbers of single-processor jobs. However, 

even excluding the Condor usage there was a 35% increase in the number of jobs exe-

cuted in 2006. 

We look at several measures, each of which produce different (but correct!) an-

swers to the question “how many users are there?” As shown in Table 2 and Fig. 2, we 

differentiate between the following three groups of “users:” 

Current: The group of people with user accounts. 

Active: The subset of current users who have run one or more jobs (ac-

tive) in a particular reporting period. 

Cumulative: The group of people who have, or at one time have had, user ac-

counts. 

Differences between these measures are due to effects such as turnover in the user 

community and cleanup effects as allocations and machines are retired. We use snap-

shot numbers to track user population growth to minimize these effects on our estimate 

of current user population. 

The growing user community reflects greater geographic distribution as well as 

growth in numbers during 2006, with users from 114 new institutions, active users in 

almost every US state and eight users from Puerto Rico. 

Beyond the overall measure of the user community, however, effective planning 

and resource allocation requires an understanding of how the users are utilizing the 

facility. Traditional measures of system usage (jobs executed, bytes moved, etc.) are 

useful for examining individual systems, but they provide only a limited, indirect pic-

ture of the use of resources in coordinated use modalities as are becoming more and 

more common in distributed facilities such as TeraGrid. 

In 2006 we began to collect additional data such as software use and usage of par-

ticular distributed services and we are in the process of expanding the number of 

“markers” we track. These “markers,” combined with the experience of our user sup-

Figure 2. The TeraGrid user population grew by 2800 users during 2006, including a one-time addition of 

order 1500 users when NCSA and SDSC Core resources were integrated in April 2006. 
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port staff through their direct interactions with users, begin to reveal patterns of use. 

Shown in Fig. 4, these markers include: 

• Remote Job Submission and Workflow: Remote job submission logs. 

GRAM [11] usage shows the trend in remote job submission (jobs and users) 

to five frequently used resources. 

• Condor: Initial Purdue Condor flock use in 2006 was heavy and grew signifi-

cantly, with a population of several dozen TeraGrid users. 

Figure 3. Publications and Usage by Science Discipline. Figure courtesy Dave Hart, SDSC. 
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• Parameter Search: Use of the MyCluster [12] parameter search and ensemble 

simulation tool. MyCluster users increased from 24 to 36 this year. 

• Co-Scheduling: Cross-site reservations made to our manual co-scheduling 

service. 15 projects ran 109 cross-site jobs. In terms of duration, 50% ran for 

2–8 hours and 11% for more then 32 hours. With respect to size of jobs, 68% 

used 64–256 processors 15% of the jobs used more than 1024 processors. 

Based on the markers above and on discussions among user services, science 

gateway, and technical staff members, we estimate of the number of active users (those 

who executed at least one job in 2006) whose typical interaction with the TeraGrid 

facility is best described in one of five broad categories as shown in Table 4. We note, 

however, that this is a very simplified overview because many teams use multiple of 

these modalities. For example, even those traditional HPC teams who predominantly 

compute in batch mode on a particular system will also use roaming allocations for 

opportunistic throughput enhancement. 

Figure 4. Initial metrics for CY2005-6 indicate growth in a sampling of distributed use modalities including 

MyCluster, GRAM remote job submission, and cross-site application runs. Many other modes of use are not 

shown in this graph, such as traditional job submission (see Table 4). 
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In 2006 there were 1,702 active users (see Table 2), roughly half of which (919) 

were using large or medium allocations that are primarily – but by no means exclu-

sively – of the specific type. The remaining 783 users were using development alloca-

tions that are of the roaming type. We find that roughly half of these development us-

ers have submitted jobs to multiple TeraGrid resources, thus we characterize them as 

“exploratory and application porting” users. Below we describe the six different usage 

modalities.

1.2.1. Batch Computing on Individual Resources 

The largest group of consumers of TeraGrid resources is the community of experienced 

HPC users who run very large jobs through batch queues. In some cases, a small re-

search group will have a single specific allocation on a platform particularly suited to 

their work. In other cases groups will have multiple specific allocations to make use of 

a number of TeraGrid resources. These are typically large teams who are early adopters 

of HPC systems and adept at porting and optimizing their codes. Collaborators on these 

large teams may divide the simulation workload into subprojects to be executed by one 

designated co-PI on one designated platform. Many of these teams are beginning to 

explore multi-site usage scenarios through roaming allocations in addition to their spe-

cific allocations, and several of these teams use only roaming allocations. 

1.2.2. Exploratory and Application Porting 

This category represents users who have received development awards and are porting 

and benchmarking codes. As shown in Table 2, development award users in 2006 ac-

counted for 47% of all TeraGrid users and 46% of those users who submitted at least 

one job. Roughly half of these users are interacting with multiple resources in an ex-

ploratory way, including porting and benchmarking applications to different TeraGrid 

resources. 

While these users do not consume nearly the amount that the medium or large al-

location user communities consume, they are the largest population of TeraGrid users – 

nearly twice the size of the medium allocation community and 70% larger than the 

large allocation community. Development awards are roaming allocations to enable 

users to experiment with a variety of TeraGrid systems. The base level of familiarity 

afforded by TeraGrid’s coordinated software and services on all TeraGrid platforms 

makes it easier for new users to do so without having to learn the nuances of each of 

the dozens of individual systems. This is particularly useful in support of benchmark-

ing codes on different TeraGrid machines, which is the traditional objective of devel-

opment awards and is a required component of proposals for medium and large alloca-

tion awards.

Table 4. Estimated number of users and percent of user population for each modality of use 

Use Modality % of Active Users 

Batch Computing on Individual Resources 45%

Exploratory and Application Porting 35%

Workflows, Ensemble and Parameter Sweep 10%

Science Gateway access   5% 

Remote Interactive Steering and Visualization and Tightly-Coupled 

Distributed Computation 

<5%
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1.2.3. Workflows, Ensemble and Parameter Sweep 

Workflows are computations and data analysis tasks that are composed of a sequence 

of related but distinct jobs. This might include one or more data preprocessing steps, 

e.g. data assimilation and cleaning, followed by a series of computational steps in 

which one or more steps may depend upon a preceding step, followed by post analysis. 

Ensembles and Parameter sweeps are actually a category of workflow in which a large 

number of identical tasks are run logically “in parallel” followed by an ensemble 

analysis step. Even a job control script with more than one subtask is a type of work-

flow. 

However, TeraGrid is ideal for much more general cases of workflows in which 

different tasks are executed on different resources. A workflow control process man-

ages the orchestration of the workflow. Typical examples of these workflows use tools 

such as Condor’s DAGman [13], Kepler [14], Taverna [15] and BPEL [16] (the stan-

dard web service workflow language.) It is not easy to distinguish jobs that are man-

aged by one of these workflow engines, because the individual tasks look identical to 

other submitted jobs. However, most use either Condor or GRAM for the job submis-

sion and thus the corresponding “markers” shown in Fig. 4 are indicative of the growth 

of this user community. For example, we find that monthly use of remote job submis-

sion has grown from several thousand jobs in mid-2006 to several tens of thousand 

jobs per month by late 2006. The number of users remotely submitting jobs in this 

same period of time was roughly constant at 90–100, however many of these “users” 

are actually community allocations associated with science gateways, which use work-

flow tools to orchestrate complex job scenarios on behalf of the tens to hundreds of 

gateway users. 

1.2.4. Science Gateway Usage 

A typical science gateway user is interacting with a web portal, invoking applications 

specific to the science community supported by that gateway. Gateways provide spe-

cific application services to their user communities, executing those applications on 

TeraGrid platforms on behalf of those users. For security reasons, special authorization 

and authentication provisions apply to community user accounts, which are usually 

constrained to execute a fixed set of commands on the TeraGrid systems. There cur-

rently are about 25 active community allocations. For both this type of usage and the 

visualization usage discussed below, we are seeing demand for a different type of allo-

cation: small but persistent awards to gain periodic access to specialized resources. As 

of early 2007 we are receiving reports from gateway providers with hundreds of new 

active users accessing TeraGrid through their community accounts, indicating rapid 

growth in this sector of the user community. 

1.2.5. Remote Interactive Steering and Visualization and Tightly Coupled Distributed 

Applications 

Over the past year, we have seen a growth in the need for remote interactive visualiza-

tion that can only be accomplished with specialized graphics hardware. Some of these 

users have been traditional HPC users in the past and now have need for more sophisti-

cated visualization capabilities; and some of these users have observational or experi-

mental data that they are analyzing using TeraGrid resources. Users typically stage 

their data on the platform of interest, log into the machine, prepare the remote interac-
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tive session and launch the job giving them scheduled remote interactive access to the 

resources. This can also be done in a variety of ways including use of the TeraGrid 

Visualization Gateway [17] as well as via workflows using tools such as “Portals Di-

rect I/O” (PDIO) [18]. 

Another small pioneering group of users employ multiple TeraGrid resources in 

tightly coupled applications, comprised by two general cases: functionally decomposed 

simulations and data-decomposed simulations. In the first case a simulation consists of 

large subtasks, each of which is best suited to a specific HPC architecture. For exam-

ple, model building and definition of initial conditions is done on a large-memory SMP 

(site A) followed by a simulation on a very large MPP (site B), and by data analysis 

back on the SMP (site A). In the second case, a simulation is distributed in order to 

harness aggregate computing or memory capacity of multiple platforms. In these cases, 

MPICH-G2 [19] is used to distribute a single parallel job across several Clusters, ne-

cessitating advanced capabilities such as co-scheduling. 

2. Creating Sustainable Cyberinfrastructure: Software and Services Architecture 

The dramatic growth of the TeraGrid user community, dominated by development al-

locations that are typically new HPC users, reinforces our strategy to provide a coordi-

nated software environment across TeraGrid resources. This coordinated environment 

enables users to roam between machines with a single allocation, a single sign-on, and 

access to a common core software environment of compilers, libraries, and tools. In 

parallel, the science gateways initiative – with ten partner gateways in 2005 and over 

20 by late 2006 – relies on a common set of interfaces, specifications, and policies that 

allow the gateway developers to interact in a consistent way with the heterogeneous set 

of TeraGrid resources. 

2.1. Software Services and Capabilities 

Initially the Coordinated TeraGrid Software and Services (CTSS) involved a large set 

of software components including the Globus Toolkit, Condor, and other capabilities. 

In 2006 we added capabilities to support key science use cases and to improve the ro-

bustness and scalability of existing capabilities. These enhancements were done in the 

context of moving toward a Service Oriented Architecture that relies on emerging Web 

Services technologies. This architecture shift also involves modularization of our soft-

ware to reduce packaging, deployment, and support costs while enabling us to more 

rapidly respond to the software requirements of our user community. Finally, this ap-

proach introduces the potential for our users to combine TeraGrid services with other 

components of national cyberinfrastructure – such as campus authentication and au-

thorization services through Internet2’s Shibboleth [20] framework. 

CTSS, the mechanism by which we deliver a set of common software capabilities 

to TeraGrid users, includes both local software packages and remote service interfaces, 

providing TeraGrid users with a common set of expectations for the software and ser-

vices that will be present on any TeraGrid resource. We deployed the third version of 

CTSS in mid-2006 and are presently deploying the fourth version, CTSS 4, scheduled 

to complete in mid-2007. 
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2.1.1. New Software Capabilities in CTSS 3 

The third version of CTSS was the first new version since completion of TeraGrid con-

struction in 2004, and it represents a significant improvement over CTSS 2 with the 

addition of capabilities requested by our users and science gateway partners as well as 

process changes designed to streamline the deployment and support work of GIG and 

RP staff. 

The key requirements that drove CTSS 3 design were as follows. 

• Provide a suite of service interfaces to enable the science gateway operational 

model.

• Improve cross-site file transfer performance for mainstream users. 

• Provide software tools to support the popular parameter sweep usage sce-

nario. 

• Provide software tools to support advanced, multi-site MPI applications. 

In response to the first requirement, CTSS 3 included new service interfaces from 

the Globus Toolkit 4.0 (GT4) [21]. These include the WS GRAM service (for remote 

job submission and management), the RFT service (for managing file transfers), and 

the MDS4 Index Service (the basis for a TeraGrid-wide information service). These 

service interfaces provide high-quality mechanisms for science gateways to use Tera-

Grid resources via the popular Web services programming model. Usage data shows 

that 236,000 jobs were submitted to TeraGrid systems via the WS GRAM interface 

after the CTSS 3 production date in June (Fig. 4). 

In response to the second requirement, CTSS 3 includes two important data 

movement capabilities. The first, striped GridFTP server, allows resource providers to 

construct multi-node data movement services that can make full use of TeraGrid’s 

dedicated national 10–30 Gbps network for large file transfers. Usage data collected in 

2006 shows that these GridFTP servers moved, on average, between 0.6 and 1.6 TB of 

data into and out of TeraGrid systems every day. To make this capability more accessi-

ble to new users, CTSS 3 includes a second capability: tgcp (TeraGrid copy). Tgcp 

presents a familiar Unix secure copy (scp) syntax to perform serial, striped, and reliable 

(RFT) GridFTP file transfers. Tgcp also uses knowledge about TeraGrid’s GridFTP 

server configurations to automatically apply tuning parameters that optimize file trans-

fer performance and to select appropriate service endpoints. With this capability, users 

with no little or no knowledge of the specific systems or network configurations (or 

GridFTP) can benefit from tuned, high-performance file transfer services. 

In response to the third requirement, CTSS 3 included MyCluster [22], developed 

at TACC. MyCluster works in conjunction with Condor to simplify the execution of 

large-scale parameter sweep applications. CPUs on multiple TeraGrid systems are allo-

cated using standard job submission interfaces and then used to execute parallel tasks. 

Figure 4 shows the growth in MyCluster usage during 2006. 

The fourth requirement arose from the fact that a small number of early adopter 

science teams have found that they can now solve previously intractable problems by 

executing their simulation codes across multiple TeraGrid resources, optimizing their 

algorithms to compensate for wide-area communication latency. CTSS 3 includes an 

updated, more robust, and better-documented deployment of MPICH-G2, a tool that 

supports both local and wide-area execution of applications built using the standard 

MPI programming model. Several user teams have used this deployment of MPICH-
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G2 for award-winning simulation runs that are on the leading edge of scientific simula-

tion capabilities. 

2.1.2. Use of TeraGrid’s Integrated Software 

Understanding usage and usage trends is essential to identify and prioritize improve-

ments. Most TeraGrid service interfaces (e.g., ssh, GridFTP) record usage information 

in local log files, though the kinds of information tracked vary from service to service. 

This log data can be collected from multiple systems to produce usage reports. How-

ever, several services (from the Globus Toolkit in particular) are instrumented to report 

usage to a central listener service, where data is stored in a database. 

In addition to the software and capability use data we described earlier, we note 

the following adoption indicators: 

• Single sign-on. In the second half of 2006 there were 597 unique users who 

used TeraGrid’s MyProxy server, which enables access through a single login 

(credential) to all TeraGrid systems. 

• Remote Job Submission. TeraGrid GRAM interfaces (see Fig. 4) were used 

by at least 50 individual and community accounts across TeraGrid, supporting 

at least 526,000 job submissions across TeraGrid sites from June through De-

cember. The GRAM interface supports science gateway integration (e.g., 

NanoHUB, BioPortal), large-scale parameter studies (e.g., MyCluster users), 

and large-scale science workflows (e.g., SCEC, GADU). 

• Striped GridFTP. TeraGrid GridFTP servers moved between 0.6 and 1.6 TB 

of data per day on average during 2006 into and out of TeraGrid systems. 

Data movement illustrates the use of TeraGrid systems as elements of the 

end-to-end scientific workflow. 

2.1.3. New Capabilities Developed for CTSS 4 

The primary driver for CTSS 4 is to reduce deployment and support effort required by 

RP sites while increasing the control an RP site has regarding the services offered 

through TeraGrid. By improving the capability delivery process we also enable im-

proved stability and reduced cost for RPs. By modularizing CTSS we allow for more 

agile deployment of new capabilities – such as upgrading or adding capabilities with-

out changing the entire CTSS deployment. 

We will complete the deploy CTSS 4 in mid-2007, introducing significant im-

provement in our ability to deliver new capabilities to the user community by decen-

tralizing the integration process that had been used for CTSS 1–3. Our new process 

allows other software providers (and RPs) to add capabilities to CTSS independently. 

CTSS 4 deployment and enhancement will employ a formal, open change management 

process for proposing and deploying new CTSS capabilities. 

We are deploying a number of new capabilities with CTSS 4, many of which are 

driven by the requirements of science gateways and the TeraGrid user portal. These 

include:

• Queue prediction using the Batch Queue Predictor service from the Network 

Weather Services team [23] – This will allow users to compare the expected 

queuing delay of a given job on various TeraGrid systems. 
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• Science Gateway Audit Interface – This allows science gateway providers to 

track the use of their community allocations based on usage by local (gate-

way) users. 

• Integrated Information Service – This enables automatic service registration, 

service discovery interfaces, and automated mechanisms for updating docu-

mentation. 

• CTSS 4 Science Workflow Support kit – This provides documentation and 

tools to support this style of scientific operation, including mechanisms to 

make it easier to add applications into workflow models. 

2.2. Integrated Software Environment Management 

2.2.1. CTSS 4 Design and Costs 

Deployment of CTSS involves cooperative effort between GIG and RP staff. The GIG 

produces software packages for RPs that include pre-built software for individual 

TeraGrid systems with customized deployment, configuration, and testing instructions. 

RPs deploy these packages on their HPC resources and manage operational issues. GIG 

coordinates operational issues, including enhancing and operating Inca (our validation 

and verification suite [24]) and coordinating service outage review and response. The 

Inca system provides monitoring of CTSS and was upgraded in 2006, adding features 

to better identify, analyze, and troubleshoot user-level Grid failures, thereby improving 

TeraGrid stability. The GIG also coordinates interactions between RPs and software 

vendors to ensure that problems and fixes identified by resource or software providers 

were made available to the entire TeraGrid community. 

Overall, RPs estimate that maintaining CTSS on their systems requires an addi-

tional 0.25 to 1.75 FTEs beyond what they would otherwise spend on software mainte-

nance. The large variation is driven by two dominant factors: (1) how much of CTSS 

would be deployed if the RP were not a TeraGrid partner, and (2) how able the RP is to 

take advantage of the GIG assistance. The first factor is largely determined by the de-

gree to which the RP’s resources are used by other cyberinfrastructure initiatives. The 

second factor is determined by the uniqueness of the RP’s resources and practices. 

There is a wide range of diversity on both points. 

2.2.2. CTSS Design and Structure 

The first step to moving to a modular CTSS 4 and a service oriented architecture was 

to restructure the CTSS 3 software into a series of capability kits, each focusing on a 

specific set of related user capabilities. Examples include: remote job submission, re-

mote login, and science workflow support. A single “TeraGrid Core Integration kit” 

was designed to provide the management capabilities that integrate any TeraGrid re-

source with the rest of the TeraGrid facility. (These include common security mecha-

nisms, capability registration mechanisms, verification & validation mechanisms, and 

capability deployment and instrumentation mechanisms.) We also documented the 

CTSS design and delivery process so that anyone in the TeraGrid community can now 

define and deliver new CTSS capabilities. 

Beginning with CTSS 4, CTSS capabilities will be managed in a distributed fash-

ion by teams of experts in particular capability areas drawn from the RPs and GIG, and 

potentially external software partners. New capabilities can be deployed on independ-
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ent schedules. The Software Working Group and GIG operations staff will continue to 

coordinate new capability deployment schedules throughout the TeraGrid community. 

2.2.3. Software Build and Test 

The NMI [25] Software Build-Test mechanisms play a key role in our software man-

agement process. A significant subset of CTSS 4 capabilities are prepared using these 

build-test mechanisms, which will be deployed on all TeraGrid resources. Our partner-

ship with the Virtual Data Toolkit (VDT) team at the University of Wisconsin ensures 

that software prepared for CTSS and software prepared for VDT (used by other Grid 

projects such as OSG and EGEE) use the same versions, patches, and builds for com-

mon platforms. 

2.3. Authentication, Authorization, and Accounting 

TeraGrid supports two authorization methods: a) users are individually registered with 

TeraGrid and associated with a particular project, or b) users register with a Gateway 

that acts as a proxy to invoke TeraGrid services through a community account. Current 

work is focused on introducing more broadly the virtual organization approach of 

(b) while retaining the accountability benefits of (a). We have already put in place a 

TeraGrid Kerberos [26] Realm to support the User Portal authentication and are lever-

aging this to support single sign-on functions across the TeraGrid. 

U.S. campuses, home for most of our users, are creating robust and interoperable 

Identity Management systems. Most notable among these is the inCommon Shibboleth 

federation. Working with Internet2 partners, we are deploying a testbed in 2007 for 

using campus credentials to authenticate to the TeraGrid. An evaluation will be held in 

June 2007 on whether we should proceed to an initial production deployment currently 

targeted for early 2008. We are working with the community to establish a set of 

guidelines and agreements that can readily be re-used by new participants. 

To support a national allocations system that allows users to have either specific or 

“roaming” allocations, as outlined earlier, we employ a distributed resource accounting 

and accounts management system. Originally developed at NCSA, this system uses a 

central user and usage database and a standard messaging system to exchange account-

ing information as well as requests such as to create accounts or map user credentials to 

accounts. Each TeraGrid resource reports usage to the central database, which tracks 

balances on allocations and supports reporting and queries from resource providers as 

well as from the users via the user portal. 

Load in our distributed accounting system grew by more than a factor of three in 

2006. This was fueled by growth factors outlined in §1.1: seven additional HPC sys-

tems, 2500 new users, more than double the usage. Changes in use modalities also have 

a non-linear effect on the system. For example, parameter sweep studies supported by 

Condor flocks or MyCluster software can produce thousands of usage records where 

on a traditional supercomputer they would produce a single record. 

We are exploring strategies to influence overall TeraGrid workload to exploit 

lower utilization on some RP systems. Given the large variety of system sizes and 

types within TeraGrid, we find that there is opportunity- and need- to optimize load 

across the system in order to provide improved service for end users. Our distributed 

accounting system and policies allow for non-uniform billing where an RP would set a 

charging rate to either promote increased – or decreased – usage based on load, queue 
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length, etc. A simple strategy we are exploring in 2007 is a lower rate for roaming, or 

opportunistic resource use, on lower utilized systems. 

We are also investigating “on-demand” computing services that become more 

practical with a large set of resources than for a single center. We have developed a 

system called Special Priority and Urgent Computing Environment (SPRUCE [27]) 

that supports priority “tokens” that users can use to flag a job as “urgent,” with several 

levels of priority. Resource providers determine local policy for responding to urgent 

computing requests. For example, one resource provider may elect to suspend all run-

ning jobs in order to immediately run a high-priority urgent job while another may al-

low the job to go to the “front of the queue” for “next-run” status. Initial implementa-

tion of SPRUCE at the University of Chicago and Argonne National Laboratory is ex-

ploring various policies including the notion of offering a cluster as a “pre-emptible” 

service for a lower “price” because the user expects that his or her job may be sus-

pended in the event that an urgent job arrives. 

3. Engaging the Community 

TeraGrid’s user community is not only growing in size but is also diversifying with 

new programs such as Science Gateways. Thus our user and community engagement 

strategies attempt to map to the needs of various types of users. Below we describe 

traditional user support strategies, early-adopter support strategies, and our Science 

Gateway program that effectively uses a “wholesale-retail” model. In such a model, 

TeraGrid support is focused on gateway service providers who in turn are engaging 

entire communities of users. 

3.1. User Support Strategies 

User support within a computing center is well understood, but differs significantly 

from user support in a distributed infrastructure. Beyond the complexity of a distrib-

uted system from a problem diagnosis and resolution perspective are the multi-

organizational dynamics of coordinating the efforts of staff. A key focus of our coordi-

nation strategy in this area has been to develop a rich set of interactions and intercon-

nections among support staff at multiple centers, harnessing the unique strengths each 

participating group brings to bear. 

Our user support approach involves four integrated programs that are coordinated 

by the GIG and staffed from both GIG (3 FTE) and the RPs (20 FTE): 

• Proactive User Training and Support 

• Persistent Online Tools and Resources: Website, Knowledgebase, User Portal 

• Responsive TeraGrid Operations Center (TOC) Helpdesk 

• Advanced TeraGrid Applications Support (ASTA). 

In addition to the 23 FTE dedicated to user support, the full user services team ef-

fectively involves over 80 staff members (many of whom are not funded by TeraGrid) 

from throughout the project who monitor the user services and trouble ticket distribu-

tion mailing list and participate in problem resolution. 

Our user support strategy is driven by several user support requirement patterns. 

Table 5 summarizes the top ten issues that largely characterize the work of the user 

services team. The table also helps to illustrate how the team addresses various types of 
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issues. Some items are handled directly by the central helpdesk at the TeraGrid Opera-

tions Center (TOC), others are assigned to the relevant RP site support team, and some 

require cooperative diagnosis among different RP sites. 

3.1.1. User Training and Support and Helpdesk 

To ensure that new users are able to smoothly begin working, we assign a member of 

the user support team to each new PI with either a large or medium allocation award. 

This “ombudsman” will contact the user and will provide ongoing personal support. As 

was discussed in §1.1, we have seen a dramatic increase in new users through devel-

opment awards, such that these users now make up roughly half of the user commu-

nity. For these users, we provide startup instruction materials and TeraGrid help desk 

contact information with their “welcome packet” of materials. Much of our work in 

online tools and resources, including the user portal, is aimed at ensuring that we have 

a robust support structure in place for this most rapidly growing portion of the commu-

nity.

3.1.2. Online Tools and Resources: Website, Knowledgebase, User Portal 

TeraGrid online resources include the TeraGrid main website, TeraGrid User Portal, 

and a TeraGrid Community Wiki. The main website is the primary access point today 

for documentation, knowledgebase, and for accessing the allocations proposal system. 

A content management system allows staff from the RP sites to update site-specific 

information regarding resources and services. The TeraGrid wiki is the primary col-

laboration site for project planning, internal policy development, internal and public 

reports, and other activities. The TeraGrid makes use of a Knowledge Base (based on 

Knowledge Base Technology from Indiana University) to provide a convenient inter-

face for users to search and find solutions to technical problems. 

The common issues experienced by the support team as shown in Table 5 also 

drive the development of specific user tools and the evolution of the user portal. For 

example, several of the “top ten” issues were among the first to be addressed in the 

initial launch of the user portal. Users can manage logins and passwords, check alloca-

tion account balances, and use prediction tools and resource queue status information 

to optimize job turnaround. 

The TeraGrid User Portal, launched in May 2006, provides a single point of entry 

for TeraGrid users to all TeraGrid processes, including cross-referenced access to the 

website, Wiki, and other online resources. The initial version included basic tools for 

users to manage allocations: allocation usage monitoring, system account directory, 

resource system monitoring, and user documentation. During its first 6 months of op-

eration, more than 20% of TeraGrid users had authenticated and used the User Portal. 

Among the top 20 most active user portal users, six were from large allocation projects, 

Table 5. Top Ten User Support Issues/Questions 

Locally Handled Coordinated Centrally Handled 

Job turnaround (wait) Job submission Account balances 

Job failures Data transfers (WAN) Access/outages 

Code porting & optimization  Logins/passwords

Third-party packages 

File system problems 
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demonstrating that even experienced users are finding value in this gateway to Tera-

Grid. 

We expect continued adoption of the User Portal in 2007 as we expand the avail-

able tools such as batch queue and data bandwidth prediction interfaces, and as we 

provide richer allocation management tools. We will also introduce the concept of sci-

ence domain views to provide portal users customized default interfaces depending on 

the domain of science views they select. 

3.1.3. Advanced Support for TeraGrid Applications (ASTA) 

The Advanced Support for TeraGrid Applications (ASTA) Program associates applica-

tion consultants with specific user teams, on average involving 25% of a consultant’s 

time for 6–12 months. Each project involves a detailed scope of work that generally 

focuses on application software development necessary to maximize the effectiveness 

of the use of TeraGrid resources and capabilities toward the user’s scientific goals. 

ASTA projects are typically attempting to harness advanced, often new, TeraGrid ca-

pabilities for which there is not yet sufficient operational experience to optimize our 

general support and documentation. Thus, ASTA projects help to “debug” these ad-

vanced features, including assisting us in determining their utility. 

Due to the growth in demand for the ASTA program we have developed a policy 

to introduce peer review, whereby ASTA support can be requested through the national 

allocations process using the same mechanisms that grant TeraGrid allocation awards. 

We have planned a new ASTA selection model that will employ the xRAC com-

mittee to review requests. Among our strategic 2007 ASTA goals are to promote: 

a) Scaling to Petascale and ~10
4

 cores, 

b) Complex workflow development embedding Petascale applications assisted 

via (a) into the entirety of TG infrastructure, and 

c) Diversity of disciplines and modalities of resource usage. 

3.2. TeraGrid Science Gateways Initiative 

The Science Gateways program promotes and supports the use of HPC resources 

through community-designed interfaces, recognizing that many of today’s scientists 

routinely use desktop computing applications and web browsers to conduct their work, 

including utilizing remote HPC resources. The gateway program began with eight spe-

cific prototypes spanning seven disciplines, each of which had external funding to 

build a community-specific infrastructure and an existing user community. This in-

cluded seven web portals and a community Grid (Open Science Grid). 

The gateway model to access resources is available to any academic developer, 

and this opportunity has been highlighted at the TeraGrid website as well as widely 

advertised through workshops and outreach events. TeraGrid support staff work di-

rectly with developers who are providing capabilities for their communities in the same 

fashion that our user services programs (see §3.1) assist individual HPC users. 

The gateway architecture defines programming interfaces and web services that 

developers can use to bring resources of the TeraGrid to a community of users within 

the environment – generally a web portal – with which they are already familiar. This 

effectively adds HPC resources to the scientific, and education portfolio of these com-

munities without introducing a steep learning curve. The adoption of this model has 

been rapidly growing, increasing the importance of our providing the necessary func-
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tionality and documentation to enable developers to incorporate TeraGrid resources 

into their community infrastructure. The gateway program is supported by GIG-funded 

staff who focus on specific technologies required by multiple gateways, such as job 

audit and on-demand computing support. Initially (in 2005–6) we dedicated GIG staff 

members to the eight original gateways in order to focus on developing and building a 

scalable set of processes and policies to start the program. During 2007, the GIG-

funded staff will transition from focusing on the initial gateway prototypes to forming 

an integration team that can assist new gateways, selected through a peer-review proc-

ess similar to that used with the ASTA program. Already during 2006 this team has 

expanded their support to over 20 gateway partners. 

Gateway work began in 2005 with a survey of 10 projects from a variety of disci-

plines and with a variety of access models, and the results of this study drove our initial 

set of priorities for gateway work as well as requirements for GIG software integration 

work (e.g. the requirement for web services, see §2.1). While gateway developer needs 

are often distinct from scientists using HPC systems at the command line, we found a 

significant core of common service and capability requirements shared by Deep HPC 

users and Wide gateway users and developers. By working with some pathfinders, we 

have been able to deploy needed capabilities, while educating developers on changes 

they need to make to operate in a shared, production environment. As we develop 

methods and processes for gateway integration, we implement these and document 

them via an online primer, so that integration is easier both for subsequent gateways 

and for subsequent resource providers. 

3.3. Training, Outreach and Community Engagement 

TeraGrid training, education, and public outreach programs leverage the efforts of RP 

sites in a coordinated fashion to allow for common planning, optimal event scheduling, 

and sharing of expertise and materials. In 2006 alone we supported over 100 training, 

education, and public outreach events, reaching thousands of educators and students in 

hundreds of secondary, undergraduate, and graduate institutions. Evaluation of these 

programs is extensive in terms of both internal and external (a separate NSF award to 

the University of Michigan) methods ranging from focus groups to surveys and inter-

views. 

We organize our education, outreach, and training programs with a comprehensive 

approach we refer to as “HPC University,” where integrated scheduling and event in-

formation allow a user or prospective user to develop a personalized training plan 

drawing from tutorials, workshops, and other events across TeraGrid as well as in the 

broader international and US community. This concept involves: 

• A regular series of training sessions conducted by TeraGrid RP and GIG staff 

to address a variety of topics from introductory to advanced topics (new user 

startup, user portal, parallel programming, data management, data analysis, 

visualization, grid computing, etc.). 

• Coordinated summer institutes and workshops at RP sites to introduce users 

to TeraGrid resources. Training will also be provided to TeraGrid staff to en-

sure they are fully up-to-date on the latest tools, technologies, and methods. 

• Curriculum development, with the support from the SC07-09 [28] Education 

Programs, working with undergraduate faculty and high school teachers on 
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integrating computational science, scientific computing and grid computing 

resources, tools and methods into the curriculum. 

• Student internships at Resource Provider and GIG sites. 

4. Implementation: Organization, Structure, and Governance 

TeraGrid is a facility involving resources and services that are provided by multiple, 

autonomous, institutions. Resource providers (RPs) are independently funded, by the 

National Science Foundation and other sources, to deliver sophisticated portfolios of 

HPC resources, support, and related services. The Grid Infrastructure Group (GIG), 

funded through a separate grant to the University of Chicago, is a distributed team 

charged with a variety of integrative functions. GIG leadership and management roles 

are filled with individuals selected from across the project based on expertise and 

merit. Similarly, the majority of GIG staffing is drawn from partner institutions via 

subawards to partner sites, each with a detailed statement of work identifying the tasks 

and responsibilities of the individuals at that site who are funded as part of the GIG. 

The distributed GIG function provides for several key TeraGrid-wide capabilities 

and services, predominantly through subawards to experts at RP sites, including: 

• A TeraGrid operations center and helpdesk, 

• Common services such as authentication and authorization services, informa-

tion services, a user portal, and various internal and external websites, 

• Integration of new capabilities (software, policy, interfaces) to address user 

requirements, 

• A nation-wide, dedicated optical network backbone and hubs to interconnect 

the RP sites, each of whom is responsible for maintaining a connection to a 

hub on the backbone network (hubs are located in Los Angeles, Denver, and 

Chicago). 

• Common processes such as accounting, authorization, and allocations peer 

review. 

In addition, the GIG provides coordination for a larger set of activities that involve 

both GIG and RP staff, including: 

• User support functions and programs such as ASTA, 

• Education, Outreach, and Training initiatives, 

• Overall software and service operation and coordination, 

• Planning and prioritization of strategies and architecture, 

• Organizational structures for coordination, policy, and governance. 

4.1.1. Technical Strategies and Planning 

Because the GIG function of TeraGrid is inherently distributed – at both the manage-

ment and staffing levels – it provides an excellent platform for coordination and facili-

tation for project-wide planning. As with most institutions and projects we have a set of 

“working groups” that are focused on technical or service areas, involve staff from 

each participating institution, and are effective at ongoing coordination of services. 

However, working groups can readily become technical “stovepipes” and because they 

are responsible for operational services they tend to minimize change in order to opti-
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mize for stability. As priorities and requirements change, however, it is necessary to 

explore changes and new approaches as well as to bring together individuals from dif-

ferent technical areas. 

We created a structure called a “Requirement Analysis Team” (RAT) that ad-

dresses these two issues. A RAT is created for a finite period of time – generally 

8–10 weeks – in order to explore a particular opportunity or challenge that cuts across 

multiple technical and policy realms. A RAT operates based on a written charter and 

the responsibility of the RAT is to create a set of recommendations. There have been 

nearly 20 RATs in the past two years of the TeraGrid project, each of which has pro-

duced a detailed set of analysis and recommendations that inform and in most cases 

define TeraGrid strategy and policy. 

4.1.2. Governance: The TeraGrid Forum 

The decision-making process in the TeraGrid project includes both local and collective 

functions. As each resource provider, and the GIG, are independent entities there is no 

single, top-down, authority that dictates policy and technology. Cooperative decision-

making is accomplished through the TeraGrid Forum, a body including one representa-

tive from each participating institution. In March 2006 the Forum “ratified” a consen-

sus-based democracy decision-making process where major policies are recorded, 

along with consensus records, in a persistent document series. 

5. Conclusions 

TeraGrid began as a cooperative project of four institutions and 6 resources in late 

2001 and has grown to over a dozen institutions with over 20 major HPC resources. 

Since completing construction in 2004 TeraGrid’s user community has grown from 

several hundred to several thousand users, including many users who are new to the 

HPC environment. 

As with many “grid” projects, the bulk of early use has been traditional, rather 

than distributed, usage modalities. However, during 2006 the TeraGrid project saw 

dramatic adoption of a number of new use modalities including workflow, remote job 

submission, and parameter sweep. During the same period of time a new generation of 

HPC user emerged comprised of two types of new users, each with unique expecta-

tions. The first are researchers whose base expectation is that they can access any of 

the TeraGrid systems rather than being tied to a particular computer at a particular 

computing center. The second are users who access HPC services through web portals 

and via web services technologies. 

We believe that one of the keys to continued success at providing for the needs of 

these different, and growing, user communities is the coordinated provision of standard 

services on HPC systems, recognizing that they are not stand-alone capabilities to 

which users must adapt their work. Rather, they are rather building blocks users wish 

to incorporate into their own science environments. Critical to this approach is the need 

to actively engage the scientific user community in order to understand their require-

ments, deploying services aimed at meeting the scientific objectives of the user com-

munity.
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Abstract. Scientists and, more generally end users of computer systems, need to

be able to trust the data they use. Understanding the origin or provenance of data

can provide this trust. Attempts have been made to develop systems for recording

provenance, however, most are not generic and cannot be applied in a general man-

ner across different systems and different technologies. Moreover, many existing

systems confuse the concept of provenance with its representation. In this article,

we discuss an open, technology neutral model for provenance. The model can be

applied across many different systems and makes the important distinction between

provenance and the way it can be generated from a concrete representation of pro-

cess. The model is described and applied to a grid-based example bioinformatics

application.

Keywords. Provenance, data model, bioinformatics.

Introduction

With the ever increasing proliferation and complexity of computational systems that un-

derpin so much of human activity, people are increasingly becoming dependent on the

data that these systems produce. The amount of data produced is growing exponentially,

and ensuring that it can be trusted is becoming ever more important as increasing num-

bers of decisions we make rely so heavily upon it. Consequently, methods are required

that can provide the necessary guarantees that the data they produce can be trusted,

validated and replicated. In the context of Grid and High Performance Computing, the

amount of data produced can be overwhelming and, in order to aid users of such sys-

tems better understand and trust their data, techniques are required that can provide a

historical account of how such data is produced. The history, lineage or provenance of a

given piece of data provides understanding of how it was that the data came to be as it is.

This understanding enables users to validate data by providing the means to examine the

processes that produced it for fitness for purpose, compliance to regulations, replication,

validation and examination.

Recent work conducted at the University of Southampton under the PASOA and EU

Provenance projects has addressed the problem of determining the provenance of data

for open and heterogeneous applications. Work has been conducted to define an architec-
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tural framework that developers can use to enable the capture of information about pro-

cesses within their applications enabling them to answer questions about the provenance

of data. The work defines a technology neutral framework for representing, capturing,

and querying the provenance of data, and an open data model that provides the means

for developers to collect and organise provenance-related information. The combination

of the architecture and the open data model enables provenance capability to be incorpo-

rated into a wide range of applications for a variety of application domains. For exam-

ple, the architecture and data model have been applied to the health industry in an organ

transplant management application [2], design engineering in an aerospace engineering

simulator [12], medicine via a fMRI brain atlas imaging example 2 and bioinformatics in

the context of a compressibility application [10].

Many existing papers exist that describe various aspects of the work by both the PA-

SOA and EU Provenance projects 3, however, in this article we focus on describing how

the open data model can be applied to an updated version of the above cited bioinformat-

ics example. By presenting such a description, we aim to provide an account of the data

model use that will aid other developers adopt it for their own applications. This paper

makes two contributions:

1. an explanation of our open data model tailored to developers and;

2. an evaluation of the usage of the open data model in a grid-based bioinformatics

experiment.

The article proceeds as follows: In the next section, we provide a high level overview

of the open data model. In Section 2, we introduce the bioinformatics example. Section 3

describes in detail how the open data model was applied to the bioinformatics example. In

the context of this example, we then discuss the performance of our approach in Section

4. In Section 5 we discuss related work, and in Section 6 we offer some concluding

remarks.

1. A Conceptual Model For Provenance

Provenance, understood as it is in the world of Art, refers to the documented history of

a given object such as a painting — who painted it, who owned it, who restored it, what

restoration work has been done to it, where it has been kept and so on. This documented

history enables scholars, owners and viewers to both better appreciate the significance

of the object and to have confidence of its authenticity. The importance of provenance

in the context of Art scholarship and appreciation is mirrored in the world of computer

applications and data. Applications produce, consume and operate on data, and to ensure

that we can trust applications it is necessary to be able to inspect their data, i.e. its origins

in the processes that produced it. Having this information enables trust in the data and

also provides other benefits besides, such as the ability to reproduce the data, understand

why data is not as expected and prove that the creation of the data complies with stated

policies and meets assumptions.

The start of our conceptual model for provenance begins with our definition of

provenance for computational systems, which is the provenance of a piece of data is the

2http://twiki.ipaw.info/bin/view/Challenge/WebHome
3http://www.gridprovenance.org/biblioPages/
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process that produced that piece of data. A unique aspect of our model that differentiates

it from other approaches (See Section 5 for a review of related work) is the distinction we

make about the information we use to obtain provenance and provenance itself. The for-

mer relates to information we gather about the process that produced the data — termed

process documentation — and the latter refers to the results returned from performing

a query over process documentation. In other words, the provenance of a given data

item is what is returned when a query is performed over the documentation of the pro-

cess that produced it. This distinction is vital because it allows the results returned from

provenance queries to evolve and become more comprehensive as more documentation

is created.

1.1. A Concept Map for Provenance

In order to provide an overview of our model for provenance, Figure 1 shows a concept

map inspired from our previous work on specifying an open provenance architecture [9].

The concept map reflects the above mentioned distinction between provenance and its

representation in a computer system.

Process

is an execution of

Application

Services

Provenance

(concept)

Data product

produces

Process

Documentation

documents

P-structure

has a structure

Provenance

Query

operates over

P-assertions
consists of

contains

assert

is defined as a past

Provenance

(representation)

is represented by

is obtained by

has

Figure 1. Concept Map for Provenance

A user who cares about the provenance of a data product has an interest in specific

kind of information related to the process that led to the data product (cf. restoration

vs ownership for a work of art); likewise, their needs can identify how far in the past

the information should come from, hence the aforementioned representation of prove-

nance as the result of a provenance query operating over the documentation of a process.

Such documentation has a concrete representation, which we refer to as the p-structure.

It consists of a structured set of p-assertions made by the different components of the

application, whose execution produced the data product we consider the provenance of.

Such p-assertions are asserted by software components and describe the components’
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involvement in a process. If all software components produce a description of their exe-

cution, process documentation would be very complete, and from it, many useful ques-

tions about the application could be answered through provenance questions. Within our

model for provenance, such generated process documentation is stored in special repos-

itories called provenance stores. These stores provide standard interfaces to allow soft-

ware components to record and query the stored process documentation.

We note that, while our discussion focused on electronic data and computer-based

applications, nothing in this concept map restricts us to the digital world. In fact, the

provenance of a physical artefact could also be obtained by querying the documentation

of the physical process that led to this artefact.

2. A Bioinformatics Use Case: The Amino Acid Compressibility Experiment

With the above overview, we are now in a position to show how our model represents data

in a concrete domain application. Specifically, we will explain how the representation

of provenance, i.e. process documentation, is structured and how this maps onto the

example application. Note, that in this article we do not consider the techniques used

to map our model of provenance onto an application, i.e. what must be done in order

to make an application capable of generating process documentation. For this, we have

specified the PrIMe methodology, a full description of which can be found in [15].

Briefly, the methodology consists of three phases. In Phase 1, use cases for prove-

nance within the application are identified. From these use cases, important information

items are identified whose provenance may need to be determined after application exe-

cution. Phase 2 maps the application into the interaction (i.e. Service Oriented Architec-

ture) based perspective of the open data model and identifies which components within

the application need to be modified to assert process documentation. Finally, in Phase

3, the application is modified to generate and record process documentation. While we

have followed this methodology when adapting this use case, the aim of this paper is

not to discuss the use of the methodology; instead, it aims to describe how the appli-

cation’s runtime information can be represented by our model after it has been made

provenance-aware.

We choose a bioinformatics case (however many other domains could be, and have

been, used, cf. [12,2]), in which a bioinformatician is conducting experiments to find

protein sequences with interesting properties. This particular use case was chosen be-

cause it is high performance and has fine grain parallelism, which implies that recording

process documentation may be difficult. Hence, showing that our approach performs in

this difficult application provides support for the conclusion that the approach will work

for a large set of applications with less demanding requirements.

In this section, we provide an overview of this bioinformatics example.

2.1. Biology

Proteins are the essential functional components of all known forms of life; they are

linear chains of typically a few hundred building blocks taken from the same set of about

20 different amino acids. Protein sequences are assembled following a code sequence

represented by a polymer (mature messenger RNA). During and following the assembly,
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the protein will curl up under the electrostatic interaction of its thousands of atoms into a

defined but flexible shape of typically 58 nm size. The resulting 3D-shape of the protein

determines its function.

Amino acids can be grouped together by their chemical or physical properties. Those

in the same group can often be substituted for one another in a protein sequence and the

sequence will, in many cases, fold in the same manner. The ability to substitute amino

acids is useful when trying to change or modify protein function. The aim of the Amino

acid Compressibility Experiment (ACE) is to find other possible groups of amino acids

that can be substituted for one another.

2.2. Experiment Description

In this experiment, it is assumed that protein sequences that occur in nature are efficient,

i.e. they use the least number of amino acids possible to represent their function. Based

on this assumption, a group is tested for interest by substituting the amino acids specified

by the group with a symbol representing the group and then measuring the efficiency

of the recoded sequence. The efficiency of a protein sequence can be quantified in a

computational setting through compression. If a sequence compresses well, then it is

not efficient, whereas if the compression causes little reduction, then the sequence is

efficient. The ACE, therefore, uses compression to attempt to find possible groups of

interest.

The workflow for the experiment is shown in Figure 2. It starts with the creation of a

sample, which is composed from individual sequences obtained from sequence databases

made available on the Web (see www.ebi.uniprot.org). This collation provides enough

data for the statistical methods employed by the compression algorithms. The experiment

requires that the samples be composed from dissimilar sequences. This dissimilarity is

determined by using a culling service such as PISCES [17]. Once a sample is created, the

symbols in it are substituted with those of a given group (Encode). This recoded sequence

is then compressed with compression algorithms, e.g., gzip, bzip2 or ppmz, to obtain the

length of the compressed sequence (Compress). The Shannon entropy is then computed

on the recoded sequence to provide a standard for comparison (Compute Entropy). This

standard removes the influence of two factors from the calculation of compressibility: the

particular data encoding used to represent the groups, and the non-uniform frequency of

groups. From the results, an information efficiency value is computed for the sample that

is relative to both the compression method and group coding employed and takes into

account the size of the sample (Calculate Efficiency). The information efficiency values

for different groups can then be plotted to find those that are the largest and thus are good

candidates for further investigation.

2.3. The Provenance-Aware ACE Application

Applications can be made provenance-aware by applying the PrIMe methodology [15],

which analyses the application in the context of use case questions provided by the user

and identifies those components in the application that should be given process documen-

tation recording functionality. These components, or actors in PrIMe, record their part

in the application’s processes, recording p-assertions to a provenance store. Our model

defines three forms of p-assertions that together provide all the information necessary to
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Figure 2. ACE workflow.

document all the relevant information about an application’s execution. The three forms

of p-assertion are as follows.

Interaction p-assertions record the details of an actor’s interactions — its role in the

interaction (receiver or sender) the identity of the other party in the interaction and

details about the data sent in the interaction.
Relationship p-assertions record the causal connections between incoming interactions

and outgoing interactions, for example that a message was sent because another

message was received.
Actor state p-assertions record important information the actor has access to as it re-

lates to an interaction.

For example, each box in Figure 2 would be modelled as an actor and would record

various different p-assertions as required in order to capture the right kinds of process

documentation to answer the use case questions. In the figure, each arrow is annotated

by an interaction identifier (I1 through I12), thus each would have a corresponding in-

teraction p-assertion recorded for it as well as any necessary relationship and actor state

p-assertions. Everytime the application is executed new p-assertions are created docu-

menting that execution.

3. A Realisation of the Conceptual Model: The P-Structure

In what follows, we walk the reader though the p-structure — the model by which pro-

cess documentation is organised in order to facilitate later querying. In Figure 3, we have

the high level view of the p-structure as represented by an XML document. The funda-

mental method of organisation within the p-structure is the interaction record, thus the

p-structure will contain multiple interaction records all of which together will contain

the process documentation recorded for all the interactions made in the application.
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Figure 3. The p-structure

3.1. Interaction Records

The interaction record structure contains all the information that relates to one interac-

tion. An interaction is defined as the passing of one message from one actor to another

(therefore the response to an interaction is stored within its own interaction record). Thus,

the interaction record stores all the p-assertions made about that interaction from both
parties involved in it (i.e. the sender and the receiver). 4 In our ACE example, every time

an interaction occurs between two actors (for example the workflow enactment engine

— termed the ACE Enactor and the calculate efficiency actor) a new interaction record

would be added to the p-structure.

Figure 4. Interaction Records

In Figure 4, we show the XML document for an interaction record. It contains the

sender and receiver views on the interaction as well as the interaction key — a unique

identifier for this interaction. The interaction key (shown in Figure 5) contains a unique

identifier for this interaction as well as information relating to the sender and receiver;

specifically, in this case, we use the WS standard for addressing, which involves specify-

4The architecture allows for the process documentation from the sender and receiver for one interaction to

be stored in separate provenance stores and thus is physically different interaction records. However, linking

mechanisms enable these to be linked effectively making the physically different interaction records logically

the same.
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ing an endpoint reference that contains a URL that locates the sender/receiver. Thus, for

this interaction we can see that the message source is the ACE Enactor who is sending a

message to the Collate Sample actor, located by the given endpoint reference.

Figure 5. An interaction key

The sender and receiver views within the interaction record each contain the sets

of p-assertions made by each actor as well as their asserter information, which contains

the identity of the responsible party for the p-assertions in the interaction record. In this

example, this is simply their endpoint reference (see Figure 6 for the XML document

representing the sender view). In this case, the sender is the ACE Enactor and so all the

p-assertions within this view will originate from this actor.

Figure 6. The Sender View

3.2. P-Assertions

Above we briefly describe the data structure that represents high level information about

an interaction, such as the interaction identifier, the parties involved in the interaction as
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well as their endpoint references. Apart from this information, each interaction record

contains all the p-assertions made by actors for the interaction (where the p-assertions

made by each actor are stored in the appropriate actor view). In what follows, we describe

in detail each of the three p-assertions mentioned earlier and explain their contents.

3.2.1. Interaction P-Assertions

As previously explained, interaction p-assertions are generated for each interaction that

takes place. An application will, therefore, generate sets of p-assertions from both parties

involved in the interaction. As such, each interaction record will contain interaction p-

assertions generated from both involved actors (i.e. one set for each view). Figure 7 shows

the XML document for an interaction p-assertion. We can see that within this structure,

there are three components. A local p-assertion id, a documentation style and a content
element. The local p-assertion id identifies and distinguishes this p-assertion from every

other that has been generated for this interaction.

Figure 7. An interaction p-assertion

The documentation style element, refers to one or more of a number of different

ways of encoding the content of the p-assertion. Recall that interaction p-assertions in-

clude a description of the content of the message that has been sent or received. The form

of this description is determined by the documentation style. The simplest documenta-

tion style is one in which the original contents of the message are simply copied verba-

tim within the p-assertion (this is the case with the example given in Figure 7). Other

documentation styles may be used, however, to address security concerns or other non-

functional requirements. For example, there are documentation styles that will encrypt

the information within the p-assertion that relates to the content of the original message,

or a pointer can be used to reference the original data if it is decided that the original

information should not be kept with the p-assertion (for example due to space require-

ments). Other documentation styles are also available and descriptions of such can be

found in [9].

Within an interaction p-assertion, the content element contains the payload of the

message the p-assertion is documenting. As mentioned, it may have been encoded using

a documentation style or it may be a verbatim copy of the information contained in the

original message.

3.2.2. Actor State P-Assertions

To record actor state p-assertions, the model provides the data structure represented in

Figure 8. This allows for internal data of an actor to be recorded as it refers to an inter-

action. The reference to an interaction is indicated by the local p-assertion id element.

The data element is used to contain any application specific data that the actor is using
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within the interaction (the example given is a collate summary used by the collate sample

actor).

Figure 8. An actor state p-assertion

3.2.3. Relationship P-Assertions

To connect outgoing interactions to incoming interactions, we provide the relationship

p-assertion. This provides the means to link information arriving in an interaction with

the information sent out in another information. The combination of both interaction p-

assertions and relationship p-assertions gives a complete account of the data flow within

an application and allows a causal graph to be generated from process documentation.

Thus, working backwards from a particular result, it is possible, using both relationship

and interaction p-assertions to trace back the causes of that result from earlier interactions

and any associated actor state p-assertions.

Figure 9. A relationship p-assertion

The relationship p-assertion (see Figure 9) contains information about the id of the

interaction it is associated with, the name of the relation, e.g. caused by or depends upon
or, in the figure: happened after, as well as information relating to the inputs of the

relation — called the objects of the relation, and the outputs — called the subjects of the

relation.

A relation can have multiple objects but only one subject. In this way, they are very

much like functions and reflect the idea that the actor is performing some operation on

some input and producing an output. Figure 10 shows the data structure for the objectID.

This contains an interaction key indicating from which interaction this input was

from, a view kind, a local p-assertion id identifying the relationship p-assertion to which
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Figure 10. An objectId

this object id belongs, a parameter name, which is a name given to this input data re-

flecting the role it plays in the relationship (in the figure, the role that is played by this

data item is that of a request) and, finally, an object link. The object link can refer to the

location where the input data representing the object can be found, which may be the lo-

cation of another provenance store where the actor who sent this information is sending

its p-assertions.

Finally, the relationship p-assertion contains a subjectId element that identifies the

parameter name of the data item that is the output of the relation (again, in this example

it represents a request) as well as the id of the p-assertion it is related to (shown in

Figure 11).

Figure 11. A subjectId

We have now completed the description of the p-structure. With the information

contained in this model and with this organisation, it is a simple matter to provide com-

ponents that can search the p-structure to obtain information related to provide users with

information about their data. To see a detailed description of how this can be achieved

see [13].

4. Performance

Enabling provenance-awareness in applications inevitably carries some overhead. In or-

der to examine the performance implications of recording process documentation, we

evaluate an implementation of the provenance store, PReServ, both independently from

ACE and when integrated with it. We describe PReServ, a Java-based Web Service in

detail elsewhere [11].
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The experiments were run on the Iridis Computing Cluster at the University of

Southampton. Iridis contains several sets of nodes (i.e. computers). The set used in the

experiments consisted of 237 nodes each with two AMD Opteron processors running

at 2.2 GHz and 2 GB of RAM. A local storage of 25 GB is made available as scratch

disk space for running jobs. Each node has access to a shared file system where results

and executables can be stored. The Provenance Service runs on a node with 4 Dual Core

AMD Opteron processors running at 2.4 Ghz and 2 GB of RAM. The database stores its

files on a shared filesystem with 1.4 TB of space available for the storage of process doc-

umentation. All nodes are connected by Gigabit Ethernet. Each job run on Iridis obtains

an entire node for itself and due to the policy of Iridis’s maintainers, a maximum of 40

jobs can be run in parallel by any one user.

One measure for accessing the performance of PReServ in a generally applicable

way is to measure its throughput. In Figure 12, we see that as the number of clients in-

creases the throughput also increases. The x-axis shows the number of jobs being run

in parallel. The y-axis shows how many threads or clients to the provenance store are

being run on each node and the z-axis shows the throughput in number of p-assertions

per 10 minute period. Typically, a systems throughput will increase until a maxima and

then throughput levels off and may slightly decrease. We attempted to find such a max-

ima for the provenance store by increasing the number of threads (i.e. clients) per node.

However, throughput continued to increase up to the point where 32 nodes each had

16 threads recording p-assertions at the same time (i.e. 560 client connections). At this

point, 234025 p-assertions (2.2 GB of p-assertions) were recorded in a 10 minute period,

which means that on average a 10K p-assertion was recorded every 2.6 milliseconds.

Figure 12. Throughput as the number of jobs and threads per jobs increases.

From this measure of throughput, developers can begin to ascertain the impact

recording p-assertions will have on application performance. We now discuss the impact

making ACE provenance-aware had on its performance.

The ACE workflow shown in Figure 2 was run as a set of 80 jobs on the Iridis

cluster. Each job analysed 900 unique groups on 5 different 100K collated samples, thus,
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a job generates 4500 information efficiency values. A set of 900 groups is a 50K file.

Process documentation that represents the provenance of each information efficiency

value is stored across two provenance stores. After one run of ACE, roughly 14 GB of

information is stored in the provenance store. We measured the impact that integrating p-

assertion recording with ACE had on the runtimes of ACE’s component jobs. The impact

on the average, maximum, and minimum job runtimes is shown in Table 1.

Job Runtime Job Runtime with Recording Difference

Maximum 23:20 26:24 3:04

Average 22:24 25:17 2:53

Minimum 20:39 23:09 2:30

Table 1. Maximum, Minimum and Average job record times both with and without p-assertion recording

From this data, we conclude that there is a 13% overhead for provenance-awareness

in this detailed and highly parallel use case. As such we argue that the performance drop

that results in adding provenance-awareness to the application is acceptable and more

than offset by the added functionality provided to the user. Moreover, because of the

difficulty of ACE, this result should give confidence to developers that their applications

can be made provenance-aware without unacceptable degradation in performance.

5. Related Work

The subject of provenance has not gone without notice in the literature. Under the head-

ing of lineage, Bose and Frew present a comprehensive overview of provenance related

systems [3]. Likewise, Simmham et al. give a survey of provenance in the domain of e-

Science [16]. A compilation of the current state of the art is given by Moreau and Foster

[14]. From an analysis of these works, we assert that the focus of provenance research

has been on the implementation of concrete systems for provenance in the context of ei-

ther specific domains (i.e. geographic information systems, chemistry, biology) or tech-

nologies (i.e. databases). In contrast, this work focuses on a conceptual organisation of

process documentation independent of technology or domain.

Work in the database community has focused on the data lineage problem, which can

be summarised as: given a data item, determine the source data used to produce that item.

Cui et al. present a number of algorithms for determining the lineage of data in relational

databases [6] and data warehouse environments [7]. Buneman et al. also develop a formal

model of provenance for database systems that applies to both hierarchical and relational

databases [4]. Our data model differs from these approaches because it can be used to

represent processes that occur both inside and outside database environments.

In the e-Science community, work has focused on provenance for workflow based

environments. For example, Zhao et al. present a model for provenance in the Virtual

Data System (VDS), which uses the workflow graph to tie together various data elements

recorded during the execution of the workflow [19]. The benefits of this approach over

the p-structure is that information stating causal dependencies is inferred from the work-

flow and thus must not be created by the actors within the workflow. However, because

a workflow is a plan and not what actually occurred, the p-structure captures the actual
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causal connections according to execution, as opposed to the original workflow which

implicitly captures all possible connections for all possible executions. The p-structure

also differs from workflow centric systems like VDS, myGrid [18], and Kepler [1] in

that it supports any type of execution environment. For example, process documenta-

tion compatible with the p-structure can be generated by Java programs, shell scripts or

workflow enactment engines.

Developments in the Semantic Web community have concentrated on adding anno-

tations to Resource Description Framework (RDF) graphs that describe the provenance

of the nodes of the graph [5,8]. As with the other systems presented, these approaches

are technology dependent as they rely wholly on RDF. Comparatively, the p-structure,

because of its conceptual definition, can be represented using multiple technologies in-

cluding RDF.

Our approach differs from all of these systems with its distinction of the concept of

provenance from its implementation, as we described earlier.

6. Conclusion

In this article, we have described how the provenance open data model can be used with

an example bioinformatics application. We have described how the kinds of information

produced by the application can be captured in a structured way by the data model so that

queries can be performed later. Having such an open data model enables it to be applied

to any application domain, allowing for its wide adoption across many such domains as

we described earlier. The structured format of the captured data provides many benefits

that allow the model to scale up to large amounts of data that can be distributed across

many provenance stores.
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Abstract. We review the emergence of a diverse collection of modern Internet-
scale programming approaches, collectively known as Web 2.0, and compare these 
to the goals of cyberinfrastructure and e-Science.  e-Science has had success 
following the Enterprise development model, which emphasizes sophisticated 
XML formats, WSDL and SOAP-based Web Services, complex server-side 
programming tools and models, and qualities of service such as security, 
reliability, and addressing.  Unfortunately, these approaches have limits on 
deployment and sustainability, as the standards and implementations are difficult 
to adopt and require developers and support staff with a high degree of specialized 
expertise.  In contrast, Web 2.0 applications have demonstrated that simple 
approaches such as (mostly) stateless HTTP-based services operating on URLs, 
simple XML network message formats, and easy to use, high level network 
programming interfaces can be combined to make very powerful applications.  
Moreover, these network applications have the very important advantage of 
enabling “do it yourself” Web application development, which favors general 
programming knowledge over expertise in specific tools.  We may conservatively 
forecast that the Web 2.0 approach will supplement existing cyberinfrastructure to 
enable broader outreach.  Potentially, however, this approach may transform e-
Science endeavors, enabling domain scientists to participate more directly as co-
developers of cyberinfrastructure rather than serving merely as customers. 

Keywords. Cyberinfrastructure, Web 2.0, distributed computing, network 
computing 

Introduction 

Cyberinfrastructure 1 and e-Science 1 are conventionally presented in terms of 
Grid technologies 2 3 that support remote access to computational science resources 
(such as supercomputers), distributed data management, networked instruments and 
similar technologies.  Web Services are a key technology for realizing this vision 4 5.   
In contrast to these heavyweight approaches, however, many important innovations in 
network programming are emerging outside the (by now) traditional Web Services 
framework and are collectively known as Web 2.0 6.  As we discuss in this chapter, 
these developments need to be tracked and incorporated into the e-Science vision.   
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This chapter reviews some of the core Web 2.0 concepts by considering their impact on 
e-Science activities.   For a related perspective on these issues, see 7. 

Web 2.0 is not a specific set of technologies and is best characterized as a 
movement towards network programming for everyone.  The blurred distinction 
between a Web application and a Web tool (such as Google’s My Maps and Yahoo’s 
Pipes applications) means that even non-programmers can make sophisticated custom 
Web applications.  In contrast to Web 2.0, the Enterprise-centric view of Web 
technologies holds that Web development is the domain of highly trained programmers 
working in very sophisticated development environments with complicated service 
interface and message specifications.  Enterprise technologies are characterized by 
various Web software vendor efforts from Microsoft, Oracle, IBM, Sun, HP, and 
others.  Grid computing is closely aligned (through the Open Grid Forum 8, for 
example) with Enterprise computing.   The numerous Web Service specifications 
(collectively known as WS-*) have formed the basis for much of Grid computing since 
2001. 

We compare Web 2.0 with Enterprise-style cyberinfrastructure applications in the 
Table 1.   This table will also serve as a definition for our usage of the phrases 
“Enterprise Grids” and “Web 2.0” throughout this chapter. 

Table 1.  A comparison of Enterprise Grid and Web 2.0 approaches. 

Network messaging SOAP is used to convey XML 
message payloads.  SOAP header 
extensions provide quality of 
service

Simple, more easily parseable 
XML formats such as RSS and 
Atom are exchanged.   Like 
SOAP, Atom and RSS can 
include payloads of XML, 
HTML, etc. 

Network State WSRF 4 is used to model stateful 
resources. 

Services are stateless 
(idempotent).  

Network Services: programming 
interfaces and quality of service 
specifications. 

Web Service APIs are expressed 
in WSDL.  WS-* OASIS 
specifications for security, 
reliability, addressing, 
transactions, policy, etc are used.   
For a summary of these 
specifications, see 5. 

Representational State Transfer 
(REST) services 9 are used: 
HTTP GET, PUT, POST and 
DELETE operations on URL 
resources are the universal API.  
Security is provided by SSL, 
HTTP Authentication and 
Authorization.  HTTP error 
messages convey error conditions. 
No additional quality of service is 
provided. 

Network Programming 
Concept

Enterprise-Style Grids Web 2.0 Applications 
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As summarized in Table 1, there is a parallel between conventional 
cyberinfrastructure (Web Services, science portals, virtual organizations), and Web 2.0 
(REST services, rich internet applications, online communities).  Conventional 
cyberinfrastructure in these cases can be conceptually adapted to use Web 2.0 style 
approaches where appropriate.  For example, not all computational services need to be 
associated with strong Grid-style authentication, and by loosening some of these 
requirements, the scientific community potentially will enable many outreach 
opportunities and (one would hope) more do-it-yourself Web-based computational 
science.

Combining Web 2.0 with conventional cyberinfrastructure also promises to enable 
virtual scientific communities.  Grids typically are presented in terms of “Virtual 
Organizations”, and the TeraGrid and Open Science Grid are two prominent examples.  
The Open Science Grid in particular is composed of a number of more-or-less dynamic 
virtual organizations.  Grid-style virtual organizations tend, however, to focus on 
partnerships of real organizations that desire to share relatively scarce and valuable 
commodities such as computing time and access to mass storage at government-funded 
facilities.   While this is necessary and has important consequences on security (such as 
the requirement for strong authentication), it is a limited (and Enterprise-centric) view 
of a virtual community.  Web 2.0 community applications (such as Facebook, 
MySpaces, and other applications too numerous and ephemeral to mention 14) have 
demonstrated that online communities can form and gain millions of members.  Flickr 

Online communities Virtual Organizations 12 are 
based on shared authentication 
and authorization systems.  VOs 
work best for enabling 
cooperation between large, 
preexisting institutions (i.e. the 
NSF TeraGrid 13 or the 
NSF/DOE Open Sciences Grid). 

Online communities are populated 
by volunteers and are self-
policing.  Work best as 
ephemeral, overlapping 
collections of individuals with 
shared interests. 

Service composition and 
aggregation 

Workflow specifications 
orchestrate services and address 
business concerns such as support 
for database transactions.  
Scientific workflows 11 seek to 
capture science use cases.  
Workflows are typically specified 
with XML languages.  

Mash-ups and mash-up building 
tools combine services into novel 
applications.  Mash-ups are 
typically developed using 
scripting languages such as 
JavaScript. 

Science Portals, Start Pages, and 
other service consumers 

Science Portals are based on 
server-side standards such as JSR 
168 portlets.  Portal components 
are exchanged using WSRP.  
Science portals typically provide 
capabilities such as secure access 
to supercomputing resources.  

Services are integrated using 
client-side applications and mash-
ups 10.  Self-contained JavaScript 
“gadgets” snippets can be 
embedded in Web pages.    Web 
browser Start Pages aggregate
RSS/Atom feeds, gadgets and 
widgets. 
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and YouTube are well-known, more specialized social web sites dedicated to photo and 
movie sharing.   

In the following sections, we review several of the technical underpinnings of Web 
2.0 from the e-Science perspective.  We organize these into network messaging and 
services;  rich internet applications and user interfaces; tagging and social 
bookmarking; microformats for extending XHTML; a survey of Web 2.0 development 
tools; and a finally a comparison of Enterprise science portal development to Web 2.0-
style Start Pages. 

1. Network Services and Messaging in Web 2.0 

1.1. Simple Message Formats 

Unlike the SOAP-based Web Service specifications, many Web 2.0 applications 
rely upon much simpler news feed formats such as RSS 15 and (to a lesser degree) 
ATOM 16.  These formats are suitable for simple parsing with JavaScript XML 
parsers.   Like SOAP, both RSS and Atom carry content payloads.  SOAP payloads are 
XML, which are drawn from another (i.e. non-SOAP) XML namespace or else 
encoding following conventions such as the remote procedure call convention.  These 
encodings are specified in the Web Service Description Language (WSDL) interface, 
which a client can inspect in order to determine how to generate an appropriate SOAP 
message for the service.  This can be done manually, but it is typical for a developer to 
use tools to hide the complications of constructing SOAP. 

News feeds on the other hand convey content that can be XML but also can be 
text, HTML, binary files, and so forth. This is because the content is not strictly 
intended for machine processing, as in the case of SOAP, but also for display in readers 
and browsers.  Interestingly, SOAP and WSDL are compatible with strongly typed 
programming languages (such as Java and the C/C++/C# languages), while the simpler 
feed formats match well with loosely typed scripting languages (JavaScript, PHP).   
Although there is not a strict separation (JavaScript libraries for SOAP exist, for 
example), it indicates the spirit of the two messaging approaches. 

Atom and RSS formats are often combined with REST invocation patterns 
described in the next section.  We give a simple Atom example in Section 1.3. 

1.2. REST-Style Web Services   

Representational State Transfer (REST) is a style of Web Service development 
that is based on manipulating URL-identified resources with simple HTTP operations 
(most commonly GET as well as PUT, POST, and DELETE).  That is, REST services 
have a universal API, and effectively all the processing is done on the XML message 
associated with the subject URL. REST also explicitly avoids service statefulness that 
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occurs in more closely coupled distributed object systems.  Strict REST services are 
idempotent: identical requests will always give identical responses.   

Less dogmatically viewed, the real advantage of REST is that it provides simple 
programming interfaces to remote services, even though the services themselves may 
be quite complicated.  Such issues as transaction integrity and security are not exposed 
in the REST interface, although they will probably be part of the interior 
implementation details of the service.   In contrast to WSDL and SOAP, REST services 
do not provide service interfaces to strongly typed messages.  This makes them well 
suited for scripting language-based clients, and they are consequently are well suited 
for Web developers to combine into new services and custom interfaces (called mash-
ups).  For a list of mash-up programming interfaces, see the “APIs” section of the 
Programmable Web 10.  At the time of writing, more than 430 APIs are available for 
mashup building. 

This stands in contrast with much of the Web Service based development of 
cyberinfrastructure.  Arguably, this has been in part derived from the Enterprise-centric 
view that, for example, one must expose the state transitions of complicated resources 
on a Grid.  While this may be true in some cases, it has also led to extremely 
complicated services and (in practice) fragile interdependencies on Web Service 
specifications.  This also fosters the requirement for highly trained Grid specialists to 
implement and sustain the entire system.   

The consequence of this is a division of labor in traditional Grid systems between 
the computer scientists and domain scientists. The computer science team members 
collect requirements and build systems while the domain scientists are customers to 
these end-to-end applications. In contrast, the REST approach combined with simple 
message formats potentially makes it possible for domain scientists, with general 
programming experience but perhaps not the specialized experience needed to build 
Enterprise-style services and clients, to be co-developers and not simply customers of 
services.  That is, the domain scientists can take and use REST services to building 
blocks for their own custom applications and mash-up user interfaces. 

1.3.  An Atom Feed Example 

News feeds are commonly associated with human-authored content, and the use of 
syndication formats distinguishes Web logs (“blogs”) from simple HTML Web diaries.  
Feeds are associated with REST style applications since we only need standard HTTP 
operations (PUT and GET) to publish and retrieve feed information.  In addition to 
human-authored content, it is also desirable to publish machine-generated data using 
single syndication format.   This allows the feeds to be displayed in a wide range of 
clients (including mobile devices) with no additional development.   In this section, we 
consider a very simple case study. 

The Common Instrument Middleware Architecture (CIMA) project 17 builds Web 
Services and Web browser science portals for accessing both archival and real time 
data and metadata generated during experiments.  CIMA is a general architecture, but 
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its primary application is to manage data and metadata generated by crystallography 
experiments.  Besides the actual data generated by the lab, it is also desirable to 
monitor lab conditions such as the temperature of system components.  This 
information is collected by CIMA services. 

To implement CIMA feeds, we chose the Atom 1.0 format over RSS because 
Atom complies more closely with XML standards than RSS (it has a defining XML 
schema, for example).  It also allows message payload types to be included (HTML, 
plain text, XML, Base64 encoded binary images, and so forth).  Atom is supported by 
most major news reader clients.  We chose the Atomsphere Java package 
(http://www.colorfulsoftware.com/projects/atomsphere) for implementation.   

The CIMA bay temperature service is a streaming service that pushes data to a 
CIMA client receiver.  Since news readers use HTTP GET (a “pull” mechanism), we 
do not encode the actual data stream in Atom as it is emitted.  Instead, we create a 
streaming (Java) client that intercepts the stream and converts it to the Atom format.  
The resulting Atom feed is then returned to the news feed client using HTTP GET.    

A sample Atom feed of CIMA bay temperatures is shown below.  
<?xml version="1.0" encoding="utf-8"?> 
<feed xmlns="http://www.w3.org/2005/Atom"> 
  <id>-5a3d6d28:1127c3baa91:-8000</id> 
  <updated>2007-05-11T15:34:50.16-05:00</updated> 
  <title type="text">Bay1Temp Atom Feed</title> 
  <author> 
    <name>Yu(Carol) Deng</name> 
  </author> 
  <entry> 
    <id>-5a3d6d28:1127c3baa91:-7fff</id> 

    <updated>2007-05-11T13:42:04.182-
05:00</updated>
<title type="text">SensorName, TimeStamp, 
DoubleData</title>
<content type="html">Bay1Temp  2007-05-11 

19:34:08Z  25.5&lt;br&gt;Bay1Temp  2007-05-11 
19:34:29Z  25.5 

 &lt;br&gt;Bay1Temp  2007-05-11 19:34:49Z  25.5 
    </content> 
  </entry> 
</feed>
News readers vary in their tolerance of improperly formatted Atom, so it is useful 

to use one of the several online feed validators such as http://feedvalidator.org/, which 
we recommend, to check feeds for compliance.  The feed listing above is shown in two 
different clients in Figure 1.  
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Figure 1. The Bay1 Temperature Atom feed using the Sage reader (upper left).    The inset photograph 
(lower right) is of the same feed loaded in a cell phone’s Web browser (photo courtesy of Rick McMullen). 

1.4.  REST for Online Computing Services: Storage and Computation 

Interestingly, while computational science Grids have traditionally focused on 
providing access to computing, the more general online community has arguably found 
online storage services to be more useful.  These services provide disk space for 
sharable online content (music and videos, for example).  Amazon’s Simple Storage 
System (S3) is a prominent example that has both SOAP/WSDL and REST style 
interfaces and a very simple shared secret key security model.  S3 is a for-fee service, 
but many smaller startups provide storage services for free, if one is willing to take the 
risk and tolerate advertisements.  Online storage systems may be used by individuals, 
but they also may be used by start-up social networking services as a backend storage 
system for shared binary content. 

It is useful to consider the S3 security model through an example, which contrasts 
with the more complicated Public Key Infrastructure and GSSAPI based GSI model 
that dominates Grid systems and predates their transition to Web Services.  To use S3, 
you must first create an account with Amazon using a credit card.  As part of the 
registration process, you will be given a shared secret key (Amazon will have an 
identical copy) that can be used to digitally sign your communications with the service 
26.  This secret key is associated with a public identity.  In communications with S3 
services, the client will send the public identity of the key along with messages 
digitally signed by the secret key using one-way hashing (see 26 for overviews of 
various cryptography techniques).  Amazon will use the public ID to look up its copy 
of the secret key and confirm the signature by reproducing the message hash. In the 
REST version of this service, all remote operations are performed by sending an HTTP 
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command: PUT the file, GET the file, or DELETE the file. Clients write the contents 
directly to the remote resource using standard HTTP transfer mechanisms. 

Security is handled by a custom HTTP request property called "Authorization". 
This is a string placed in the HTTP request stream that has the form 

 "AWS "+"[your-access-key-id]"+":"+"[signed-canonical-string]" 
The canonical string is a sum of all the "interesting" Amazon custom headers that 

are required for a particular communication. This is then signed by the client program 
using the client's secret key. Signing is performed using standard libraries, such as 
Java’s MessageDigest class or equivalents in PHP and Ruby.  Amazon also has a copy 
of this secret key and can verify the authenticity of the request by checking the digest 
value. 

Your uploaded files will be associated with the URL 
https://s3.amazonaws.com/[your-access-key-id]-[bucket-name]/

That is, if your key’s public ID is "ABC123DEF456" and you create a bucket (a simple 
organizational folder) called "my-bucket", and you create a file object called "test-file-
key", then your files will be in the URL 

https://s3.amazonaws.com/ABC123DEF456-my-bucket/test-file-key
By default, your file will be private, so even if you know the bucket and key name, you 
won't be able to retrieve the file without also including a signed request. This URL will 
look something like this: 

https://s3.amazonaws.com/ABC123DEF456-test-
bucket/testkey?Signature=xxxxx&AWSAccessKeyId=ABC123DEF456
Also note that this URL can be reconstructed entirely on the client side without 

any communication to the serve or maintenance of a security context.  All the 
information needed is the name of the bucket, the object key, and access to the secret 
key. Note even though the URL looks somewhat random, it is not, and no 
communication or negotiation is required between the client and Amazon S3 to create 
this. 

Note also that this URL is in no way tied to the client that has the secret key. One 
could send it in email or post it to a blog and allow anyone to download the contents. It 
is possible to randomly guess this URL, but guessing one file URL would not help in 
guessing another, since the Signature field is a message digest hash of the file name 
and other parameters.  That is, a file with a very similar name would have a very 
different hash value. 

You can also set access controls on your files. Amazon does this with another 
custom HTTP header, x-amz-acl. To make the file publicly readable, you put the magic 
string "public-read" as the value of this header field.  If your file is public (that is, can 
be read anonymously), then the URL 

https://s3.amazonaws.com/ABC123DEF456-my-bucket/test-file-key-public
is sufficient for retrieval. 

In addition to the S3 storage service, Amazon also offers an object lesson in how 
to build a virtual computing resource: its Elastic Compute Cloud (EC2) allows users, 
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for a small fee, to directly access Amazon computing resources.  Such applications are 
well suited for pleasingly parallel applications.   It is worth noting also that Amazon 
has deliberately made using its services as simple as possible.  EC2 resources can be 
accessed via command line tools and ssh (in traditional Linux fashion).  While we 
cannot comment on the viability of these as commercial endeavors, they are certainly 
worth using, examining, and mining for ideas.  Finally, in closing, we note the Web 2.0 
model at work: the Amazon S3 and EC2 service implementations are undoubtedly 
quite sophisticated.  However, none of this sophistication is exposed in the REST 
programming interface.  

2. Rich Internet Applications 

REST services emphasize simplicity of invocation patterns and programming 
interface design. Sophisticated client interfaces are at the other end of the Web 2.0 
spectrum.  Adobe Flash plugins have shown for a number of years that the browser can 
overcome the limits of the HTTP Request/Response cycle to provide a more desktop-
like experience for Web applications.  More recently, the standardization of 
JavaScripts’s XmlHttpRequest object (originally developed by Microsoft for Internet 
Explorer only but now supported by most major browsers) has enabled non-proprietary 
rich Web clients to proliferate.  The core concept of rich user interfaces is that the Web 
browser can make calls back to the Web server (or Web servers) to request additional 
information without the user’s direct request.  Instead, the call-backs are driven by 
JavaScript events generated by the user’s normal interactions with the browser user 
interface.  This enables Web-based user interfaces to much more closely resemble 
desktop applications from the user’s point of view.    

As has been pointed out in 19, this has an important implication for Web interfaces 
in general and on science gateways in particular.  Following the terminology of Cooper 
20, traditional Web browser applications, even very sophisticated ones, are still only 
“transitory” applications and not “sovereign” applications such as word processor and 
integrated development environment (IDE) tools.  Transitory applications are intended 
only for use for short periods of time. Web mail and Web calendar applications (and all 
of electronic commerce) are examples.  But these are not suitable for day-long, 
continuous usage.  In contrast, one commonly uses a Word Processor, an Integrated 
Development Environment tool like Eclipse, or other desktop tools for hours at a time.   
Rich internet applications for collaborative text editing, code development, 
spreadsheets, and so on are beginning to emerge and demonstrate that properly 
developed Web applications can indeed be sovereign.   

We paraphrase the discussion of 19 here because it is an important criticism of 
most science gateways. Gateways have long been developed to be sovereign 
applications for setting up and running computational science experiments, but their 
success has been limited in this domain for exactly the reasons pointed out: slow 
response times severely limit the interactivity of the user interface, making science 
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portals very frustrating and limited to use as sovereign applications.  Not surprisingly, 
most successful gateway applications have transitory interfaces:  queue monitoring, job 
tracking, machine and network load monitoring, community data access, and so forth.  
The lessons and techniques of Rich Internet Applications can potentially have a 
dramatic impact on the next generation of gateway interfaces, allowing them to finally 
become sovereign applications.  We now examine some of these techniques. 

2.1.  Ajax and JSON 

Asynchronous JavaScript and XML (AJAX) is the combination of a set of pre-
existing technologies that can be used to build the interactive Web client interfaces 
described above.  AJAX’s key idea is that JavaScript’s XmlHttpRequest methods can 
be used to make calls back to the server on the user’s behalf.  These calls return XML 
messages, which can be parsed by JavaScript parsers. This latter restriction encourages 
the XML messages that are returned by the server to be small and uncomplicated 
(shallow trees suitable for stream parsing, for example).  This avoids putting a 
computational burden on the browser and keeps the response time short to provide a 
higher level of interactivity.  A side effect is that the XML messages, because they are 
simpler than is common in Web services, tend to be more human-comprehensible.  
RSS and Atom feeds are excellent candidates for such parsing, and streaming or pull-
style parsers are much more useful than the more powerful but memory intensive and 
computationally demanding DOM parsers.  

JavaScript Object Notation (JSON) is an alternative to XML for encoding data 
structures using JavaScript in over-the-wire messages.  JSON objects do not contain 
executable JavaScript code, just JavaScript-encoded data structures.  One would still 
need to develop a client side application with JavaScirpt and HTML to manipulate the 
data.   XmlHttpRequest can be used to fetch JSON objects instead of XML, or 
JavaScript can be used to dynamically alter the HTML page to add an additional 
<script> tag.  The <script>’s src attribute (normally used to download 
additional JavaScript libraries) can instead download JSON objects.  This latter 
technique (or trick) provides a way to circumvent XmlHttpRequest security sandbox 
conventions and is known as cross-domain JSON.  Instead of parsing the XML, the 
JSON object is directly cast to a client side JavaScript variable, after which it can be 
manipulated as any other JavaScript object.  JSON provides a useful way to encode 
related data (similar to JavaBean objects and C structs) using JavaScript as the 
encoding format.   

The primary advantage of JSON over XML is that it uses full-fledged scripting 
language data structures to represent data.  This has the obvious advantage if one wants 
to pass data structures such arrays over the wire, since these are not part of the standard 
XML Schema.  Web Services typically use SOAP XML array encoding format 
conventions, but these are very verbose compared to JSON arrays. The disadvantage of 
JSON is obviously that non-JavaScript JSON consumers and producers must parse or 
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translate the JSON data, although numerous such tools are available.   Prominent uses 
of JSON include del.icio.us, Yahoo Web Services, and Google Maps.  

2.2. An Example: Google Maps 

The well-known Google Maps application serves as an illustration of many of the 
principles of rich Internet applications.  The Google Maps API provides a high level, 
object oriented JavaScript library for building interactive maps. These libraries include 
convenient XML parsers, object representations of maps and overlays, access to 
additional services such as geo-location services, and other useful utilities.  Map 
images are returned to the user’s browser as tiles fetched from Google Map servers.  
Unlike older Web map applications, this map fetching is done without direct action by 
the user (i.e. pushing an “Update Map” button).  Rather, new map tiles are returned 
based on the user’s normal interactions with the system: panning to new areas creates 
events that result in new map downloads.   Google Maps thus illustrates both REST 
style interfaces (the maps are retrieved using HTTP GET) and rich user interfaces 
(AJAX/JSON style JavaScript libraries that encapsulate server callbacks).  The API 
also supports simple message formats, as developers can load and parse their own 
XML data for display on the maps.  For a more thorough analysis of the server side of 
Google maps and how to build a custom tile server, see 22. 

3. Tagging, Shared Bookmarking, and Folksonomies 

A particularly interesting Web 2.0 development has been driven in large part by 
the scientific community.  Connotea and CiteULike are shared bookmarking Web 
applications that allow users to bookmark scientific journal URLs and describe these 
resources with metadata.  With open archives projects funded and supported by 
scientific funding agencies, we expect many scientific journal fields to be dramatically 
opened for network-based text mining and scavenging.  Google Scholar and Microsoft 
Live Scholar already apply online search techniques for finding and ranking online 
publications (using Google’s PageRank approach, for example, to rate the quality of 
publications).   A large number of scholarly databases (such as the NIH’s PubMed) are 
also available and provide service interfaces as well as web-based user interfaces.    

Shared bookmarks are commonly described with simple key words called tags.  
Before discussing tagging in detail, we first note the related field of automatic, domain-
specific mining of online literature is a very promising scientific application for Web 
2.0-style applications.  For example, in collaboration with the Murray-Rust group at 
Cambridge, we have investigated the parallelized mining of chemical abstracts using 
the OSCAR tool 23 to identify and convert chemical structure names in text files into 
SMILE identification strings.  SMILE strings concisely express the two dimensional 
structure of the small molecule in question, and it is thereafter possible to use this to 
drive structure-based calculations.  One may also envision useful information that may 
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be obtained from such mining.  For instance, one may query to find all other research 
groups looking at chemical compounds of interest.   

3.1. A Bookmarking Case Study: Del.icio.us 

Del.icio.us is an example of a general purpose tagging and bookmarking service.  
Del.icio.us serves only as a place to store and annotate useful and interesting online 
web resources (URLs).  Note as always that a “Web resource” can be easily extended 
to include not just URLs but any digital entity that can be described with a URI.  That 
is, the digital entity does not have to be directly retrievable.    

As with many Web 2.0 applications, del.icio.us comes with many different 
interfaces that support a wide range of interactions with the service. 

A public Web browser interface (which probably accounts for the vast 
majority of its usage);  
An exportable web snippet (in JavaScript) that can be embedded in other web 
pages such as blogs, showing personal tag and link collections (“rolls”) and 
user information;  
Exportable RSS feeds of personal bookmarks (via 
http://del.icio.us/rss/your_user_name); and 
A public programming interface (described below). 

Obviously, the important thing is the flexible ways for creating, accessing, and 
sharing information.   Web 2.0 style applications are easily embeddable in arbitrary 
Web sites since they use the browser rather than the server as the integration point.   
This makes them much more flexible and simpler than Enterprise-style applications 
such as Java portlets and WSRP (described below).   We observe that this should have 
a profound impact on science gateway portals. 

Just as del.icio.us’s simplicity for creating and delivering Web content is in stark 
contrast to the very heavyweight Enterprise approach, its simple approach to 
programming interfaces is a challenge to the complications of Web services. The 
service interface is briefly summarized below. 

Update:  returns the update time for a user’s tags. 
Tags: get and rename methods return a user’s tags and rename them, 
respectively.
Posts:  used to get, add, or delete tag postings to del.icio.us. 
Bundles: provides programmatic access to collections (“bundles”) of tags. 

These service interfaces are REST-like: the API is actually a set of rules for 
constructing HTTP GET URLs. These URLs emit XML messages or JSON objects 
(whichever the developer prefers) as return values.  The XML returned by these 
services is particularly simple and suitable for parsing by parsers available in 
JavaScript, PHP, and so on.  Thus it is easy to use del.icio.us as an online service for 
storing and retrieving tags and key words specific to ones preferences.   Provided one 
can agree with the Internet community at large on the tags (or keywords) used, it is 
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easy build applications that monitor del.icio.us for new resources that may be of 
interest and take an appropriate action.  It is also easy to see how one may use such 
systems to build cliques, or communities, of users based solely on their shared 
interests.   

As we have seen, the del.icio.us programming interface provides a mechanism for 
manipulating user or community-defined tags and tag collections.  Tags are used to 
annotate and organize bookmarks, and they effectively define a very simple and 
unstructured but powerful keyword naming system.  These are sometimes referred to as 
“folksonomies”, as the keywords used to describe a particular resource are supplied by 
the user community.   Reusing popular tags is encouraged (it makes it easy for others to 
find your bookmarks), effectively winnowing out redundant tags.  Related tags can be 
collected into “bundles”, but the relationship between the tags in a bundle is not 
explicitly defined.  That is, there is no RDF-like graph, much less the logical 
relationships of the Semantic Web’s OWL 2425.   

While this is open to abuse (a resource may give itself popular but inaccurate tags 
to lure web traffic), the system also uses (effectively) community policing: sites with a 
particular keyword are ranked by the number of users who have recently added the site 
to their personnel collection.  

4. Microformats 

Microformats are an approach to making XHTML markups that separate styling 
and presentation from the data’s meaning.  Like AJAX, microformats are not a new 
technology but are instead the application of existing technologies in an innovative 
way.  The key technical concept is simply to combine XHTML <div> and <span> tags 
to descriptively mark up content in ways that can be understood by humans and 
processed by computers.  Although sometimes presented as an alternative to the 
Semantic Web 2425, microformats are arguably closer to providing a mechanism for 
implementing the famous model-view-controller design pattern within the Web 
browser.  

While XHTML <div> and <span> are intended (when combined with Cascading 
Style Sheets) to allow custom markup definitions, the key microformats insights are   

User-defined tags can just as easily encode semantic meaning as custom 
formatting instructions, and 
The power of the approach comes when large communities adopt the same 
<div> and <span> conventions for common objects, such as descriptors of 
people, organizations, calendars, etc. 

Thus the primary agenda for microformat proponents is to define small but useful 
markup standards (or conventions) and lobby for their widespread adoption.  Prominent 
microformat examples include hCard and hCalendar, which are XHTML encoding 
variants of the vCard and iCalendar IETF specifications, respectively.  The standards 
are simple to encode because they consist of just name-value pairs with no semantic 
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relationships explicitly defined.  Dublin Core conventions for publication metadata 
would similarly be a good candidate for microformatting.   

Microformats have another advantage that will probably be exploited in next-
generation Web browsers: the browser can identify common or standard microformats 
and associate them with plugins and preferred external applications.  For example, an 
hCalendar markup fragment may be exported to the user’s preferred calendar tool. 

Science portals seem to be a particularly good match for microformats for 
encoding scientific metadata.  Obviously encoding large binary data sets using 
microformats is out of scope, but more realistically portals often deal with data and 
metadata presentation and manipulation and so would benefit from shared 
microformats and associated JavaScript libraries.  For example, an earthquake fault can 
easily be encoded in as a set of name/value property values.  We propose a hypothetical 
microformat for this below: 

 <div class=”earthquake.fault”> 
  <div class=”faultName”>Northridge</div> 
  <div class=”latStart></div> 
  <div class=”lonStart></div> 
  <div class=”latEnd”></div> 
  <div class=”lonEnd”></div> 
  <div class=”strike”></div> 
  <div class=”dip”></div> 
     </div> 
This particular format, which would be embedded in an (X)HTML page retrieved 

by a Web browser could be associated with numerous rendering options by the page 
developer, hopefully chosen from pre-existing, reusable libraries and style sheets.  For 
example, the above may be rendered (with the right helper) as either a Google Map 
display or a Web form for collecting user input. The user may want to alter the strike 
value, for example, as part of the process for setting up a finite element simulation. 

5. Web 2.0 Application Development Tools 

Web 2.0 applications can be built using any available tools and programming 
languages that have been used for Web and network programming.  However, some 
tools have gained more popularity than others.  Many of the lightweight, mash-up style 
Web applications are built using the so-called Linux-Apache-MySQL-PHP (LAMP) 
approach.  MediaWiki, which powers Wikipedia, is a prominent example of a LAMP 
application.   Ruby on Rails is another development environment that has attracted 
some attention for its transparent support for AJAX and built-in Object-Relational 
Mapping (ORM) database support.  Enterprise development environments such as Java 
and .NET technologies are compatible with the overall Web 2.0 technologies as well.  
Note also that all of the above technologies are for server-side programming and 
generate the dynamic HTML and JavaScript needed for rich user interfaces.   
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Numerous tools (Ruby on Rails, Direct Web Remoting (DWR), Google Web 
Toolkit (GWT), and others) provide higher level libraries for generating the otherwise 
fragile JavaScript code needed for AJAX applications.   Arguably, the primary 
language of Web 2.0 is really JavaScript, which has undergone a surprising resurgence, 
supported in large part by its use by Google and by Yahoo’s YUI libraries. 

Google’s GWT provides an interesting example of a Web 2.0 development tool, as 
developers create Web applications using a Java Swing-like set of user interface classes 
that are (when deployed) used to generate HTML and JavaScript.  The implications are 
interesting, as this runs counter to the conventional Model-View-Controller (or Model-
2) Web application development strategies of most Enterprise frameworks.  Java 
Server Faces (JSF) serves is perhaps the ultimate existing example of MVC web 
development: the user interface and code logic portions are almost completely 
decoupled.  The assumption is that teams of developers will include both Web design 
specialists (who will develop the look and feel of the application using JSF XML tags) 
and programming specialists, who will write all of the backing Java code for 
interacting with databases, Web services, and other form actions.   

GWT supports a very different assumption: the Web application will be designed 
and developed almost entirely by closely interacting groups of programmers.  All 
HTML, links for style sheets, and JavaScript will be generated from compiled code.  
There is no imposed separation of responsibility among team members with different 
areas of specialization.  Although to our knowledge no one has attempted to build a 
science gateway using GWT, this is arguably a more appropriate model for 
implementers of cyberinfrastructure. 

6. From Science Portals to Widgets, Gadgets, and Start Pages 

Science portals have been major constituents of cyberinfrastructure since its 
beginnings.  Portals are extensively discussed elsewhere, and our work in the field of 
Grid portals is summarized in 27.  Figure 2 shows a screen shot of our QuakeSim 
science portal to support earthquake science.   QuakeSim exemplifies many of the 
characteristics of traditional science portals 28.   

However, after examining Web 2.0 approaches, we believe that the Enterprise-
based technologies used to build science portals are insufficient.  In particular, Web 2.0 
applications possess the following characteristics that are missing in traditional science 
portals: 

1. Client-side integration of components from multiple service providers. 
2. Multiple views of the same Web application (see for example the previous 

del.icio.us discussion and also Figure 3). 
3. Simple programming interfaces that encourage “do it yourself” science mash-

ups. 
4. Widgets/gadgets that allow portal capabilities to be exported to other Web 

sites and start pages. 
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As we have mentioned earlier, many Web 2.0 web applications include 
embeddable JavaScript “gadgets” that enable portions of the site content to be 
embedded in other web pages.  For example, Flickr, del.icio.us, and Connotea all have 
small JavaScript code snippets that users can embed in other pages.   

The implications of this on science portals should be considered.  Science portals 
tend to use the server, rather than the browser client, as the content integration point.  
Users may select from content provided by the server, but to add a new application or 
capability to the portal server requires that an entire new service be deployed. For our 
discussion here, we note that all the portal applications are deployed on the same server 
(although they are typically Web service clients to remote services). In contrast, 
widgets and gadgets (Figure 3) are JavaScript snippets that are embedded in the 
HTML, making the browser the integration point.     

Figure 2. The QuakeSim portal screen shot shows results for the real-time analysis of Global Positioning 
System position data.  This application is a portlet and corresponds to a web application on the portal server.  
Other portlets available through this portal (“StationMonitor-Portlet”, “Disloc-Portlet”, etc) are listed as tabs 
across the top beneath the logo.  
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Figure 3.  Two del.icio.us gadget examples (inset) embedded in a blog.  The gadget shows the user’s latest 
bookmarks (top of inset) and tag cloud (bottom of inset).  The blog itself generates news feeds (using Atom 
in this case) that can be embedded in Start Pages. 

Although gadgets can be placed in any HTML page, it is common to aggregate 
them in personalized home pages or “Start Pages”.    Popular examples of start pages 
include Netvibes and iGoogle.  Start Pages aggregate news feeds, calendars and other 
gadgets built by the community.  We examine this process in the next section. 

6.1. Creating Widgets and Gadgets: Example 

We will now review the process for creating a very simple science portal gadget 
using Google.  This can be integrated into a user’s iGoogle personalized home page.   
We base this on our Open Grid Computing Environments portal software, which uses 
the portlet model illustrated in Figure 2.   This gadget will manage a user’s logon and 
open the portal as a separate window. 

We first create a simple XML description for the gadget and place in a URL.   For 
example, content of the gadget descriptor located at 
http://hostname:8080/gridsphere/ogcegadget.html is 

<?xml version="1.0" encoding="UTF-8" ?>
<Module>
  <ModulePrefs title="OGCE Portal" />
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<Content type="url" 
href="http://hostname:8080/gridsphere/ogce1.html" /> 

</Module>

The content of the gadget shown here is another URL pointing to the actual HTML 
page that we want to load.  The gadget HTML itself can include JavaScript and other 
markups.  Once created, this gadget can be added to a Google Start Page in the usual 
manner (click the “Add Stuff” link).  

Figure 4. A personalized Google home page with the OGCE logon gadget added to the upper left corner. 

Netvibes provides a powerful alternative to iGoogle.  Like iGoogle, Netvibes 
provides clients that can consume RSS/Atom feeds and embed externally provided 
widgets.  Developers wishing to provide their own widgets make use of the Universal 
Widget API.  To make a widget, one must simply provide a URL pointer to an HTML 
fragment that follows Netvibes widget conventions.  An example listing is shown 
below (and see inline comments marked by <!--  -->): 

<?xml version="1.0" encoding="utf-8"?> 
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 

Strict//EN"
  "http://www.w3.org/TR/xhtml1/DTD/xhtml1-strict.dtd"> 
<html xmlns="http://www.w3.org/1999/xhtml"> 
  <head> 
    <!—Start with meta data tags--> 
    <meta name="author" content="Huapeng Yuan" /> 
    <meta name="description" content="A Netvibes Widget 

for OGCE" /> 
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    <meta name="apiVersion" content="1.0" /> 
    <meta name="inline" content="true" /> 
    <meta name="debugMode" content="false" /> 
    <!—Additional meta tags can be used to control 

refresh rates--> 

    <!—Use Netvibes style sheets --> 
    <link rel="stylesheet" type="text/css"

href="http://www.netvibes.com/themes/uwa/style.css" /> 

    <!—Import Netvibes JavaScript libraries -->
    <script type="text/javascript"

src="http://www.netvibes.com/js/UWA/load.js.php?env=Standa
lone">

    </script> 

    <title>OGCE Portal</title> 
    <link rel="icon" type="image/png"
      href="http://www.netvibes.com/favicon.ico" /> 
  </head> 
  <!—Begin HTML web form --> 
  <body> 
     <form 

action="http://hostname:8080/gridsphere/gridsphere?cid=log
in"    

           method="post" id="form2" target="_blank"> 
        <p> 
        <input name="JavaScript" value="" type="hidden" 

/>
        </p> 
        <table> 
            <tr> 
                <td  style="width:100"> 
                    <span> UserName  </span> 
                </td> 
                <td style="width:60"> 
                    <input type="text" name="username" 

size="20"                   
 maxlength="50" value="yuanh"/> 

                </td> 
                <td > 
  </td> 
            </tr> 
        </table> 
        <table> 
            <tr> 
                <td style="width:100"> 
                    <span> Password </span> 
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                </td> 
                <td style="width:60"> 
                    <input type="password" 

name="password" size="20"   
   maxlength="50" value="qwerty"/> 
                </td> 
                <td ></td> 
            </tr> 
        </table> 
        <table> 
            <tr> 
                <td> 
                    <input type="submit" 

name="gs_action=gs_login"     
                     value="Login"/> 
                </td> 
            </tr> 
        </table> 
     </form> 
  </body> 
</html>

The example listing is standard (X)HTML for a Web form, with some additional 
Netvibes meta tags that provide necessary metadata about the widget.  The basic steps 
are

1. Develop a widget as a standalone XHTML page. 
2. Add Netvibes-required meta tags to the HTML as shown. 
3. Use Netvibes-provided CSS and JavaScript libraries.  
4. Write (if desired) control code for the widget’s behavior using JavaScript 

libraries provided by Netvibes.   
The final step is not used in our example (which invokes a login form) but in 

general one would use Netvibes JavaScript libraries to control newsfeed and (more 
generally, AJAX or JSON) data loads, parse XML responses, cast JSON code, and 
other JavaScript tasks as discussed previously.  Note our simple HTML form-based 
example will actually redirect you to the page specified by the action attribute, so to 
keep actions within the user’s start page, you must process the user’s actions with 
JavaScript.  

7. Conclusions 

We have reviewed Web 2.0 technologies with an attempt to show how they can be 
used and combined with Cyberinfrastructure and e-Science.  As the term e-Science 
implies, much work on cyberinfrastructure has focused on Enterprise-style applications 
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Figure 5. The Netvibes login widget API can be used to create custom portal widgets. 

that we surveyed in column 2 of Table 1.   The Enterprise approach may be roughly 
characterized as requiring specialized programming and development expertise with 
particular tools  (such as the Globus toolkit or the OGSA-DAI database services) and 
places an emphasis on sophistication (such as complicated XML specifications, 
security concerns, reliability, database transaction support, etc.).   

With some reservations on coining yet another term, we propose i-Science as an 
alternative to e-Science that uses lessons learned from Web 2.0.  i-Science is network 
based and should encourages “do it yourself” Web science applications.  i-Science 
project teams should closely integrate domain scientists as co-developers and not 
simply treat them as customers and requirement sources for the IT development team. 

  

To accomplish this, services and components must hide complexity, rather than expose 
it.  Interfaces and message formats must be simple, so that anyone with a reasonable 
amount of programming skill can learn to develop applications that add value.  
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BabelPeers: P2P based Semantic

Grid Resource Discovery
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a TU Berlin, Complex and Distributed IT Systems

Abstract. In this chapter, we describe the BabelPeers project. The idea of this

project is to develop a system for Grid resource description and matching, which is

semantically rich while maintaining scalability and reliability. This is achieved by

the distribution of resource data over a p2p network, combined with sophisticated

mechanisms for query processing, reasoning, and load balancing.

We start by describing the benefits of semantically expressive languages for Grid

resource description, and then continue to explain our methods, and how they help

to maintain scalability. This includes distributed data storage and query processing

strategies. Reliability is given by replication in the p2p network. Special emphasis

is given on novel methods for load balancing and efficient query processing. Fi-

nally, we present benchmarks and simulations to show the good performance of the

BabelPeers system.

Keywords. Grids, Semantic Grid, Resource Discovery, Peer-2-Peer, RDF, SPARQL

Introduction

Resource discovery in large Grid systems is a challenging task. First, the issue of scala-
bility gets increasingly urgent, influenced by various factors. The larger the Grid grows,

the more resource descriptions must be stored, and the more users are querying the sys-

tem at the same time. Furthermore, as modern Grids go beyond pure sharing of compute

power and storage capacities, many different resource types are present. These include

sensors, complex scientific instruments, databases, and arbitrary services. Thus, also the

complexity and level of detail of the resource descriptions increases. And, last but not

least, users are interested not only in individual resources, but also in sets of resources

which interoperate and are able e. g. to execute a workflow. This means that a good re-

source discovery system must have a complete view of all resources of the Grid in order

to find a combination of matching resource residing at various providers.

Second, as also indicated in the previous paragraph, the formalism to describe re-

sources must be highly flexible. With an increasing variety in resource types, resource

description standards like the Glue Schema [3] are no more sufficient. More problem-

atic, no single standard will be able to keep pace with the new developments, like e. g.

FPGA boards or other special resource types. Thus flexibility in the resource description

framework is needed that allows one to add new types of resources on the fly. To en-

sure interoperability despite these dynamics, it is necessary to have a meta-language that

allows encoding relationships between new types that have been added later. Ontology

frameworks from the Semantic Web [7] are ideal for this purpose.
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The BabelPeers project aims to provide a system that resolves these two main re-

quirements. For scalability, it uses a peer-2-peer (p2p) network based on distributed hash

tables (DHT) to store and query the resource information. For flexible resource descrip-

tions, it uses the resource description framework (RDF) from W3C. BabelPeers also

supports RDF Schema inheritance to integrate multiple possibly incompatible resource

description schemas.

Main parts of the system are a data dissemination algorithm that places the resource

information on specific nodes and ensures fault-tolerance through replication, an effi-

cient query algorithm that allows querying the aggregated information of all participat-

ing peers, an RDF Schema processor that evaluates the RDF Schema rules, and a load-

balancing mechanism that ensures good performance of the system. Additionally, we

have started to develop a wrapper for BabelPeers that allows us to use BabelPeers as a

replacement for the Globus WS-MDS component. We have evaluated the performance

of BabelPeers both through simulations and real benchmarks with up to 128 nodes.

This chapter is organized as follows: After describing related work, we explain how

RDF and RDF/S can be used to describe resources and how the matching process can

benefit from the features of this language. In section 3 we describe the technical details

how BabelPeers works. This includes the data dissemination, the query processing and

the load balancing features. Furthermore, this section describes the WS-MDS interface

for BabelPeers. In section 4 we present our benchmark and simulation results, and finally

we conclude in section 5.

1. Related Work

We have to compare our system both with existing matchmakers from the Grid world, as

well as with RDF systems and P2P research. We start with Grid matchmakers.

One of the earliest matchmakers is the Condor ClassAd-System [22]. It employs

the so-called ClassAd language, which uses mainly pairs of attributes and values, en-

hanced with a rich language for expressions over the attributes. The system has been

extended to support simultaneous matchmaking of multiple resources as a single atomic

operation [21].

Within the Globus Toolkit, matchmaking is done by the WS-MDS component

(Monitoring and Discovery Services) [12]. WS-MDS resource indices can be organized

hierarchically. Thus services which are closer to the root of the hierarchy contain infor-

mation about a broader set of resources, however this information will be more out-dated

and probably not as detailed as information sources at the leaves. Another Grid resource

discovery system which is based on distributed hash tables is proposed in [23].

Several RDF triple stores emerged in the recent past. Very prominent are Sesame

[9] and Jena [24] as centralized triple stores. In order to improve scalability several other

projects use distributed hash table P2P networks (DHTs). Among these are RDFPeers

[11], Atlas [17], RDFCube [19] and GridVine [1]. While the projects share common ob-

jectives they differ in their query processing and load-balancing strategies and capabili-

ties. Edutella [20] follows a different route because it uses super-peer P2P networks as

an underlying architecture.

Load balancing plays an important role for RDF triple stores that use Chord-like

DHTs. As explained in [5], popular approaches like power of two choices [10] and simple
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moving of nodes [25] in the DHT do not work well in this case. Ganesan et al. focus

on load balancing and range queries in p2p systems in [13]. Their approach is based on

SkipNets [14]. It is comparable to our load balancing approach, however, they do not

regard query load balancing. On the other hand, they employ a mechanism to move nodes

in the network to new positions, which helps to reduce the load balancing overhead. We

aim to combine this method with our approach in the next BabelPeers version.

A novel approach to reasoning in p2p systems is presented in [2] where the infor-

mation is distributed in a much coarser granularity.

2. Semantic Resource Discovery

In this section, we describe how we model resource description and discovery with RDF.

Although we focus on traditional Grid resources like high performance cluster computers

or large scale storage resources, our system is open to match anything which can be

described using RDF.

RDF can also be used to encode existing standards like the Glue information model

[3]. Glue is based on classes and attributes for these classes. Thus it can be translated

straight-forward to RDF and RDF Schema. After translating the schema, individual re-

sources can be described in RDF. Objects are RDF resources, their attribute values and

the relations to other objects are encoded using RDF triples with predicates from the

schema. However, after this translation we can start to use the power of RDF to achieve

an enhanced resource discovery process. We can use generic knowledge to enhance the

matchmaking process.

2.1. Example

RDF descriptions consist of a set of triples, whose elements are called subject, predicate,

and object. The triples can be read like sentences. A set of triples can also be regarded as

a graph, where each predicate is a directed edge connecting the subject vertex with the

object vertex.

We start with an example how we use RDF [18,6] in combination with RDFS [8] to

describe resources and background knowledge about resources. For simplicity, we use a

reduced information model, and we omit namespaces. The techniques shown here apply

to other models as well.

Consider a cluster named SFB running the Debian distribution with kernel version

2.4 of the Linux operating system. The cluster nodes are equipped with Itanium proces-

sors. A part of the RDF graph describing this system is shown in figure 1(a). Both, the

operating system and the processor are described by blank nodes as we are not interested

in these entities themselves but rather in their type and their properties.

Queries can be modeled as graphs, too. A simple query graph is shown in figure 1(b).

It looks similar to the first graph, but there are some differences. First, the entity which

is queried is denoted with a question mark. Second, the type of the operating system is

specified as Linux compared to Debian in the resource description. Third, the type of

the processor is specified as a combination of two types: Intel and 64Bit. Thus, the

query is more generic than the description. The entire query graph should be read as a

template which is to be matched with a subgraph of the resource description graph.
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type
Itanium hasCPU SFB

hasOS

kernelVers2.4
type

Debian

(a) Resource Description Graph.

type hasCPU ?cluster

hasOS

type

Intel

Linux

64Bit
type

(b) Query Graph.

Figure 1. Resource Description with RDF.

In order to be able to match this query with the resource description, we need addi-

tional background knowledge, which we encode in RDF Schema. It encompasses infor-

mation like Debian is a subclass of Linux. Figure 2(a) shows how this knowledge is

encoded in RDF/S.

subTypeOf
Debian Linux

subTypeOf

Itanium
Intel

subTypeOf 64Bit

(a) Graph for Schema Knowledge.

type
Itanium hasCPU SFB

hasOS

kerneVers2.4
type

Debian

64Bit

Intel type

type
type Linux

(b) Model Graph after Applying RDFS Rules.

Figure 2. Resource Matching with RDF Schema.

The background knowledge is integrated in the query process by applying the RDF

Schema entailment rules [15]. These rules are executed in a forward-chaining manner,

thereby generating new triples. For instance, entailment rule “rdfs9” of [15] generates

new rdf:type edges. In the resulting graph, shown in figure 2(b), a subgraph can now

be found which matches the query graph. The answer to the query is the SFB entity.

2.2. Integrating Background Knowledge

The introductory example already shows one type of background knowledge which is

very important. Information about the class hierarchy can be used during the matchmak-

ing process. This allows locally extending the class hierarchy, including very specific

D. Battré et al. / BabelPeers: P2P Based Semantic Grid Resource Discovery 291



classes for entity types that are elsewhere unknown. Through the RDF Schema mech-

anism, these entities are also published to be objects of more generic types, thus being

discovered by queries searching for the generic entities.

RDF does not distinguish between classes and instances and therefore allows de-

scribing both identically with triples. Thus, generic information about types can be en-

coded as well. In figure 3(a), the class Itanium is used as subject and several triples

describe further information that hold for every Itanium processor. This approach is an

alternative to the way the same information has been encoded in the above example,

allowing a clearer distinction between several aspects.

manufacturerItanium Intel

IA64

64

architecture

wordLength

(a) About the Itanium Processor.

subClassOfItanium2 Itanium

(b) About the Itanium2 Processor.

Figure 3. Background Information.

This way of modeling provides for example the possibility to use filter expressions

in queries that restrict suitable word lengths of processors. If the word length is encoded

as a class called 64Bit as shown in figure 2(a), queries for CPUs with a word length

greater or equal that 32 bit are not possible without listing every word length explicitly

or modeling this by subClassOf relations. In figure 3(a), the word length is an integer

literal, which can be used to filter the results.

These two options can also be combined together. Consider e. g. a processor class hi-

erarchy where Itanium2 is defined to be a subclass of Itanium, see figure 3(b). A provider

describes its resource to have an Itanium2 processor, see figure 4. Now look at the query

in figure 5. It asks for a cluster with a processor that is manufactured by Intel.

hasCPUClusterX
type

Itanium2

Figure 4. Resource with Itanium2 Processor.

How can this query be answered? First, the RDF Schema rules use the subClassOf
relationship defined in figure 3(b) to generate a new triple stating that the CPU

of ClusterX is also of type Itanium. This new triple provides a link between

ClusterX and the background knowledge for Itanium shown in figure 3(a), which in-

cludes the manufacturer Intel. Summarizing, the query is answered using three steps:

First, three different RDF fragments are combined. Second, RDF Schema reasoning is

applied to the union of these fragments. Third, the query pattern is matched to the result-

ing RDF graph.

manufacturer Intel
typehasCPU?cluster

Figure 5. Query for a Cluster with an Intel Processor.
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This example shows an important feature needed for resource discovery. The system

must be able to combine information originating from various sources, as the pieces of

information which have been combined might reside on different nodes in the network.

This is a main motivation for the system design of BabelPeers as described in the next

section.

3. System Overview

In this section, we describe the methods and algorithms used in the BabelPeers system.

This includes the way we disseminate the information, the query processing algorithms,

and load balancing issues.

3.1. Data Dissemination

As explained in section 2, we aim to integrate knowledge (in the shape of triples) origi-

nating from different sources, i. e. different nodes in the p2p network. Even broadcasting

a query to all nodes in the network and collecting the results could not deliver the same

quality of results one gets if the knowledge is integrated. Thus we need to disseminate

the knowledge to well-defined nodes in order to be able to find and access it efficiently

during query processing.

For this purpose, we use a p2p network based on distributed hash tables (DHT).

In a DHT, each data item is associated with an identifier from an identifier space, e. g.

0, . . . , 2128 − 1. Each node in the network is responsible for a certain range of this iden-

tifier space. Every item to be stored is then pre-distributed to the node responsible for the

identifier of the item. For fault tolerance, items are additionally replicated over multiple

nodes. In our case where data items are RDF triples, we disseminate each triple to three

different nodes based on its components subject, predicate, and object. Thus we can later

access the triples even if only one of the components is known.

For the RDF Schema reasoning, we follow a forward chaining approach. This means

that we generate and store instances of every new triple which follows from the RDF

Schema rules, like the additional type triples in the previous section. Our dissemination

scheme has the advantage, that all triples which are needed to do this forward chaining

will be located on the same node. Thus, after dissemination, we can run the reasoning

process on each node locally, generating the new triples. However, these newly generated

triples are then disseminated to the network to be accessible via the standard indices over

subject, predicate, and object.

The whole process is visualized in figure 6. Each node has some triples in its “lo-

cal triples” store. These triples are disseminated via the p2p network to the responsible

nodes, which store them in their “received triples” store (step 1). Using only the triples in

the received store, RDF Schema reasoning is performed to generate new triples locally

(step 2). The new triples are stored in the “generated triples” store, and then disseminated

again over the network (step 3). At the target nodes, they are again stored in the received

store, where they might fire new RDF Schema rules. The whole process terminates as

soon as no more rules can be fired.

Updates and deletions are handled via a soft-state process. Thus, every triple carries

an expiration time and is automatically removed from the network when it does not
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Figure 6. Triplestores.

get refreshed. This means that the dissemination process runs periodically to keep the

knowledge in the network up-to-date.

3.2. Query Processing

We provide two different kinds of query processing strategies. The goal in the first case

is an exhaustive query evaluation, i. e. an evaluation that returns all matches to a query in

the RDF graph. Depending on the type of query, you might get enormously large answers

from a resource discovery system. If you ask a very generic query, e. g. by asking for

resources with a Unix-type operating system, it is likely that you receive a really large

answer list. Just like using Google to search for information in the WWW, you will not

look at every answer in detail, but only at a few of them. To support this type of query, we

developed a second strategy named top k that retrieves efficiently only k answers instead

of generating an exhaustive list of all answers. The answers can be ranked according

to an attribute of the resources. This is useful when you are e. g. interested in all Linux

servers in the Grid, but look for the server that has the largest main memory.

3.2.1. Exhaustive Query Evaluation

In the previous section we have given an intuitive definition of RDF graphs. The graph

that contains the resource description is called a model graph. Each labeled, directed edge

can be represented as a triple t = (s, p, o). Its components are called subject, predicate,

and object respectively. A subject can be an RDF URI reference or a blank node; a

predicate has to be an RDF URI reference; an object can either be an RDF URI reference,

a blank node, or a literal. For simplicity we assume that each triple t is element of X ×
X × X . The set of all triples in the network is denoted with TM .

A query as described in figure 1(b) can be modeled as a set of answer-variables and

triple patterns. Following [17], we define a conjunctive query Q as a formula

?x1, . . . , ?xn︸ ︷︷ ︸
H(Q)

: - (s1, p1, o1) ∧ (s2, p2, o2) ∧ · · · ∧ (sm, pm, om)︸ ︷︷ ︸
T (Q)

where ?x1, . . . , ?xn are variables and each (si, pi, oi) is a triple pattern, consisting of

URIs, blank nodes, literals, and variables. H(Q) denotes the head of the query, the set

of variables that will appear in the answer set. Each variable ?xk appears in at least

one triple pattern. The triple patterns (si, pi, oi) of the query make up the set T (Q) ⊆
(X ∪V)× (X ∪V)× (X ∪V), where V denotes the set of variables. T (Q) is also called

the query graph. Note that it can contain variables that do not appear in the query head.
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The goal of the query processing is to find all assignments of variables to URIs,

blank nodes, and literals such that all triples of the query can be found in the model

graph, or formally: Find all valuations v : V �→ X such that T (Q)[?x1/v(?x1), . . . ,
?xn/v(?xn)] ⊆ TM .

Example: Consider the model graph of figure 1(a) and assume that background

knowledge (given in RDF Schema) augmented this graph by information such as “Ita-

nium processors are 64 Bit processors by Intel” and “Debian is a Linux distribution.”

The query depicted in figure 1(b) could be modeled as

?cluster : - (?cluster ,hasCPU, ?v1) ∧ (?v1, type, Intel) ∧ (?v1, type, 64Bit)∧
(?cluster ,hasOS, ?v2) ∧ (?v2, type,Linux)

A valid valuation given the extended model graph would be v = {(?cluster ,SFB),
(?v1, _:1), (?v2, _:2)} where _:1 and _:2 represent the blank nodes in the model graph.

Once we have found valid valuations, we can project them to only those variables

which appear in the head of the query. These variables are denoted with H(Q) ⊆ V .

Focus of this section is how to find valid valuations. The query processing described

in this section is similar to work presented by Liarou et al. in [17] but extended by so-

phisticated means to determine the order in which triples of the query are processed (see

[16]). These means are crucial to the overall performance of the system. The general idea

of the query processing strategy is to calculate the result of a query iteratively. We start

with a single triple pattern of the query graph T (Q) and do a lookup for possible valu-

ations of the variables occurring in this triple pattern. Then we extend this intermediate

result by doing a lookup for a second triple pattern and joining the results. We execute

this operation until all triple patterns have been regarded.

Assume that the triple patterns in T (Q) can be ordered by a heuristic such that triples

patterns which have few matches are processed first. This heuristic will be described later

on. We denote with next(T (Q)) the triple pattern of T (Q) that shall be processed next.

Triple patterns can be processed if they contain at least one fixed value (URI, blank

node, or literal, but not a variable) or a variable for which we have determined possible

valuations already. We denote with σnext(T (Q)) (TM ) the selection of triples from the

model graph that match the next triple pattern to be processed.

During query processing, intermediate results are stored in a relation R, whose

columns store the valuations of variables. Initially, R is empty.

Simplified, with this, we can process a query by applying the following step itera-

tively:

R′ = πV

(
R � πvar(next(T (Q)))

(
σnext(T (Q)) (TM )

))

where V is the set of variables occurring in the head H(Q) of the conjunctive triple

pattern q or in triple patterns of T (Q) that have not been processed yet.

The operations are (beginning from the inner most operation):

1. query those triples from the model graph that match the triple pattern next(T (Q))
2. project the result to only the variables of the triple pattern next(T (Q))
3. calculate the natural join with the previous results

4. project the result to only those variables (columns) that are relevant for the result

or the further processing of the query
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Once all triple patterns have been processed, relation R′ contains the result of the

query.

The query evaluation can be accelerated significantly by reducing the network traffic

caused by triple lookups. As explained, each triple pattern of the query consists of RDF

URI references, literals, and variables. A lookup of a triple pattern consisting of three

URI references can return at most one triple. A lookup of a triple pattern consisting

of two URI references and a variable can, however, return a large number of triples.

If we restrict the triple patterns to be returned to only those that may be relevant in

the future, this can save a lot of bandwidth. When a variable occurs the first time in a

lookup we receive a set of possible valuations for this variable. As triple patterns are

conjunctive, this set of possible valuations can only be pruned but never be extended by

future lookups. Therefore, we encode the set of possible valuations with Bloom filters

while doing lookups and request only those triples that fall into our existing candidate

set.

Furthermore, we improve the query processing throughput by first determining for

each triple pattern that we can process in the next step, how many matching triples are

expected. Then we continue with the triple pattern that delivers the least results. Using

this order creates small candidate sets for variables and helps retrieving smaller triple

sets with future lookups. These strategies are described in detail in [16].

3.2.2. Top k Query Processing

As motivated before, the top k query processing strategy serves the purpose of retriev-

ing only the best k matches (e. g. the fastest clusters that run Linux). Query processing

runtime is reduced because not all matches need to be generated.

The general idea of the evaluation function is to iterate over all possible assign-

ments to triples, assume one, and proceed to a recursive evaluation until we encounter

contradictions, find a complete match, realize that we have found a sufficient number of

matches, or until we cannot assign any more triples. So far, this is straight forward. The

crucial part is to find the next possible assignment (called candidates) for a given query

triple. If this is done on a triple by triple basis, the algorithm results in sending a huge

number of very small messages over the network, each one collecting a single triple.

In order to avoid this situation, we developed a combined caching and look-ahead
mechanism. The look-ahead tries to guess which candidates might be used next in the

backtracking and to fetch a larger set of these candidates. At the same time, old can-

didates might be reused during the backtracking and will thus be cached to avoid re-

fetching over the network.

Each query triple consists of three components, which might either be fixed values

or variables. Each variable in a query triple might either be bound or unbound. A vari-

able is bound if it was seen before in a higher recursion level, and unbound if it occurs

for the first time. We split the triple into one component which defines the key of the

DHT and two remaining components. If possible, we choose a fixed URI as DHT key;

otherwise we have to use a variable which is already bound to some value. For the other

two components of the query triple, we can encounter six different cases:

1. two unbound variables,

2. an unbound variable plus a bound variable,

3. an unbound variable plus an fixed URI or literal,
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Figure 7. Cache Types

4. two bound variables,

5. a bound variable plus an fixed URI or literal, and

6. two URIs / literals

For each of these cases we define a specially optimized type of cache. These caches are

depicted in figure 7.

The caches have to query the next chunk of up to c candidates for a query. They

deliver these chunks triple by triple. For scalability reasons, the peer which will process

the query does not store any state information, so the requesting peer is in charge of

submitting the state along with the actual request. The state can consist of the set of

triples we want to gather information about (first three cases below) or of a set of markers,

which define the last triples for which we know information already (last three cases

below).

The simplest cache for fixed/fixed components (see figure 7(a)), which occur if a

RDF query contains a triple with three URIs, does a simple lookup without look-ahead.

The state of the cache can be “triple exists in RDF graph” (represented by a check mark

in the figure), “triple does not exist in RDF graph” (cross), or “unknown whether triple

exists in RDF graph” (circle). For fixed/bound component pairs (see figure 7(b)) the

caching is simple as well. A peer requests a chunk of triples by specifying the fixed com-

ponent and a set of candidates for the bound component for which it wants to retrieve the

state. For bound/bound components (see figure 7(c)) we build up a request containing

a set of unknown combinations of already known values for the bound variables. The

fixed/unbound cache (see figure 7(d)) is similar to the fixed/bound cache, except that

it is sufficient to request the next c elements starting after a given position. Therefore,

we submit the fixed element and the last inspected value for the unbound element as the

request. The bound/unbound cache (see figure 7(e)) extends this by storing and sub-
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mitting markers for the last known elements in several rows. The peer who processes

a request starts sending triples at the first marker until c triples have been sent or con-

tinues at the next marker if the row (candidates) do not provide c triples. For the un-
bound/unbound cache (see figure 7(f)) it is again sufficient to submit a single marker

which determines the next triples to be delivered.

3.3. Load Balancing

Load balancing is an important issue in every distributed network. In our system, optimal

performance can only be achieved if all nodes take the same share of the overall load.

We distinguish between storage load and query load. We define the storage load to

be the number of triples a node stores. The query load is the size of all messages being

sent and received for query evaluation. These types of load can be totally unrelated. A

node might just store a few triples but if these triples are popular it might yet suffer high

query load. In our experiments, see [4], we saw that the query load and therewith the

network traffic is a greater issue than storage load for the overall query throughput of the

network.

Normally attribute-value pairs are stored in a DHT and the attribute, which is used to

calculate the hash, is unique. If the hash function creates uniformly distributed hash val-

ues, data will be distributed uniformly, too. This natural DHT load balancing mechanism

does not work with the necessary 3-times distribution of RDF triples. Triples which share

a common URI at an arbitrary position are mapped to the same peer and even to the same

position in DHT space. As some URIs occur more often than others (e. g. rdf:type),

load equality can not be achieved by using the DHT load balancing mechanisms only.

We have examined different load balancing mechanisms in the BabelPeers project.

Replications can be used to balance the query load but creates a higher storage load. We

have tested two different replication approaches; static replication, where we use R dif-

ferent hash functions for the data distribution, and dynamic replication, where we created

an overlay tree to replicate only overloaded nodes. The experiments showed that repli-

cation creates a high storage load and many message being sent over the network due to

soft-state updates, while giving little benefit regarding the load imbalance. The reloca-
tion of triples in order to relieve overloaded nodes is a next step to avoid such additional

costs. An overloaded node partitions all or just a part of its triples to one or several child

nodes. A query has to be forwarded to the child and the query node combines all answers

to one complete answer. The children nodes can partition their knowledge recursively as

well, if they are still overloaded with their part. Detailed descriptions of these approaches

and the corresponding tests and results are published in [4] and [5].

In this chapter we want to introduce a novel idea how a Chord like p2p network

can be used to store RDF triples but without using a distributed hash table. We call this

the Distributed Range Ring (DRR) and it uses a lexicographical order of triples for

lookups. The peers define their responsibility ranges dynamically based on the current

load situation in the network. We will show that the query algorithms presented in the

previous section work seamlessly with the new balancing strategy.

The new routing scheme is based on top of the existing DHT network which is

used only to maintain basic properties such as connectivity. Each triple is stored 6 times,

according to each possible reordering of the three elements subject (S), predicate (P), and

object (O). Thus we have the sorting orders SPO, SOP, PSO, POS, OSP, and OPS. We call
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foreach j ← log(G) − 1, . . . , 0 {

from ← begin(finger(n + 2j));

to ← begin(finger(n + 2j+1));

if (from � to and from � i ≺ to)

or (from � to and from � i ∨ i ≺ to) then {

route message to node n + 2j ;

return;

}

}

/* message to myself */

(b) Routing Algorithm

Figure 8. Dynamic Range Ring

each of these variants together with the sorting order an instance of the triple, written as

〈p1, p2, p3, p4〉, where p1 is the sorting order and p2, p3, p4 are the three components of

the triple according to the sorting order. The identification of this sorting order is used as

the first sorting criteria. p2 through p4 follow in this order as tie-breakers. Thus we have

a well defined total relation ≺ on the set of instances. 
,�,� are defined analogously.

For every instance i, nil := 〈nil ,nil ,nil ,nil〉 
 i
Each node stores an instance which marks the beginning of its responsibility range,

denoted by begin(n). Normally, this value is smaller than the beginning of the responsi-

bility range of its successor, i. e. begin(n) ≺ begin(succ(n)). However, there is exactly

one node n0 in the network where begin(n0) � begin(succ(n0)). So the responsibility

range of a node n, denoted by Rn, is defined as follows:

Rn :=

⎧⎨
⎩
{i | begin(n0) 
 i ∨ i ≺ begin(succ(n0))} for node n0

{i | begin(n) 
 i ∧ i ≺ begin(succ(n))} others

From this definition it is clear that begin(n0) is not necessarily the smallest triple

stored on node n0. It rather marks the beginning of the responsibility range. Figure 8(a)

shows this graphically.

Each instance i which is stored on some node n must be in this range: i ∈ Rn. The

set of instances which are actually stored on the node is denoted by Sn. Thus Sn ⊂ Rn.

Additionally, we have the notion of the end of the responsibility range for each node.

For nodes other than n0, this is the largest instance stored on the node due according the

≺ relation. However, for n0, it is the largest instance which is smaller than the beginning

of the responsibility range for the successor node.

In general, this means that neither begin(n) nor end(n) must correspond to ac-

tually existing instances. Furthermore, there is always a gap between end(n) and

begin(succ(n)). However, new instances which are stored in the network and belong to

such a gap will be stored on node n, and will change the value end(n). Initially, each

node is assigned a begin(n) value such that there is no triple in the network within the

new responsibility range of the node. Thus a node n can join between arbitrary existing

nodes. Assume it joins between node n1 and succ(n1). There is always an instance i
which is within the gap between the two nodes, i. e. end(n1) ≺ i ≺ begin(succ(n1)).
Any of these instances i will be the new value for begin(n).
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For the routing, each node stores the begin(n) values of all nodes in its finger ta-

ble, which is given by the underlying DHT network. These are typically located at the

distances 2, 4, 8, . . . from the current node.

We follow the same routing strategy as Chord. In each step, we try to skip as many

nodes on the ring as possible in clockwise direction, without passing the target node.

This leads to the routing algorithm shown in figure 8(b). Here G denotes the size of the

identifier space of the DHT network. With this algorithm we reach the target node within

O(log(N)) routing steps with high probability.

The load balancing strategy in the DRR network is as follows. If a node discovers

that it carries too much load, it will try to reduce its load by moving some triples to its

successor. To avoid unnecessary balancing operation, each node has a tolerance thresh-

old. The current load information can be used to calculate the overload factor, and if this

is greater than the threshold, balancing will be triggered.

Imagine that node nov is overloaded. The number of triples to move depends on the

detected overload. These triples are the largest triples (according to ≺) of nov , denoted

by diff (nov). To fulfill the invariants of the network, nov shifts the diff (nov) triples

to succ(nov). After that, begin(succ(nov)) is shifted counter-clockwise to reflect the

leftmost triple in diff (nov). All nodes, whose routing tables include succ(nov) will learn

the new value through a stabilization protocol which regularly updates the routing tables.

Meanwhile, the routing will still be correct. Until the routing tables have been up-

dated, requests directed to the shifted triples will still be routed to nov . This node knows

the correct value for begin(succ(nov)) and forwards the request.

The query evaluator works analogously to the BabelPeers evaluator described above

except for minor modifications. In the DRR, the individual pattern lookups are now seen

as range queries. To define the range, the node processes all available query informa-

tion and generates a virtual instance to route the query. E.g. a pattern like (A,D,?v1)
becomes a range query with the range 〈SPO,A,D,⊥〉 to 〈SPO,A,D,�〉, where ⊥ and

� denote the smallest and greatest possible value, respectively. The query is routed to

〈SPO,A,D,⊥〉 and forwarded in clockwise order until begin(succ(n)) is bigger than the

end of the range or the node n0 is reached. The query issuing node combines the one

or more answers which make up the complete result. Thus, every possible graph pattern

can also be evaluated with DRR.

3.4. WS-MDS Interface

As mentioned already, our goal is to create a flexible and scalable resource description

service. To show that BabelPeers fulfills these requirements, we implemented a prototype

discovery service based on a BabelPeers backend for the Globus Toolkit, which can

replace the original WS-MDS service.

The Globus WS-MDS implementation is based on a hierarchical model, where data

sources are located at the leaves of a tree (or DAG). Each data source publishes its data to

index services and the index services propagate and aggregate the information upwards

in the hierarchy. This means either that an index service at the root of the hierarchy has

to cope with high data and query load or that data needs to be aggregated and therefore

information is lost.

A DHT based p2p model without a distinguished root-node provides a global view

without aggregation and without a single point of entry/failure. Thus, we think it is ben-

eficial to use BabelPeers within Globus-based Grids.
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Figure 9. WS-MDS with BabelPeers backend.

However, there is a gap between the WS-MDS XML and the RDF data model. To

provide compatibility with existing services, which publish their properties as XML doc-

uments, we employ a generic XML to RDF translation. Unfortunately, querying the re-

sulting documents is complicated, as they have an artificial structure. Thus we favor a

more natural way of using RDF as described in section 2. Although it requires more work

to write appropriate translators, it can provide powerful and flexible resource queries.

The same holds for the query language. There is no one-to-one mapping of XPath to the

RDF query language SPARQL used in BabelPeers. We tested an automated partial trans-

lation, but again we favor using native SPARQL to unleash the full power of the system.

The architecture is shown in figure 9. The dashed boxed indicate translators that have to

be implemented individually.

4. Performance Evaluation

In order to evaluate the algorithms and to compare the different versions, we have im-

plemented BabelPeers prototypically. The prototype can be used both for measurements

and simulations. Real-life measurements give a better insight into the real behavior of

the system; however, they are limited in the number of available nodes. We use a com-

pute cluster with up to 128 nodes for our experiments. Simulations complement the ex-

periments by giving results also for networks with more than 128 nodes. In this section,

we present a selection of the performed experiments with a focus on query evaluation

performance and load balancing.

4.1. Generation of Test Data

We have created test data reflecting the expected structure of RDF-based information in

our scenario. The goal of the test data is to evaluate all aspects of the system. Thus we

designed a flexible way to generate test data that includes complex schema information

and queries that result in various access patterns.

We generate the test data in multiple steps. We start by generating a class hierar-
chy and a property hierarchy. These hierarchies are generated using the same algo-

rithm, however with different parameters. The algorithm outputs a directed acyclic graph

(DAG), whose elements are either classes or properties. The parameters determine how

tree-like the DAG will be, which means up to what degree multiple inheritance is used.

They further determine how deep the hierarchy is, i. e. how long the average path from

an element to the top element is. Using the class and property hierarchies, we generate

instances and relations between these instances. The instances are typed over the classes

and the relations between the individuals are generated using the properties from the

second hierarchy. For the experiments presented here, we generated two test-sets, one
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with approx. 110k triples, and one with approx. 1.1 Mio triples. RDFS reasoning approx.

doubles the number of triples.

The queries we use are generated as follows: We start by selecting a random sub-

graph of the current test set. This ensures that each query will have at least one match.

In order to have queries of varying difficulty, we randomly replace URIrefs that occur in

the subgraph by variables. During this process, we ensure a unique variable is used for

each replaced URIref; however, we do not always replace all occurrences of a URIref.

This way, we generated 1000 queries for each test set.

4.2. Query Performance

To evaluate the query performance, we start both a p2p network node and a query client

on each physical node of the cluster partition used for the experiment. The client loops

permanently sending a batch of test queries. The whole network runs for an hour, and we

calculate the overall throughput by counting how many queries are evaluated correctly

during this hour. We used an increasing number of nodes from 1, 2, 4, up to 128 nodes

of our cluster. The model graph of the test set is split up into N chunks, where N is

the current network size, and one chunk is assigned to each node. Thus each triple is

stored initially only on one node, and then disseminated to the network. Furthermore, the

RDFS reasoning is switched on so that new triples are generated during the run of the

experiment.

For the evaluation of the results, we compute locally the answers after all RDFS

reasoning. We compare the results of the experiments with these results and count only

those results that are correct. Thus a query that returns only partial results is not counted

in the throughput. This happens during the startup phase, when RDF reasoning is still in

process.

The result is shown in figure 10(a). Overall, we can see that the scalability of the

system is very good. The top k evaluation generates a much higher throughput. This is

clear as fewer results are generated, tapping smaller amounts of data in the network. The

results are shown in figure 10(b). Here, the speedup for 2 nodes is relatively small (1.12).

As the top k method needs less CPU time for the subgraph matching, because fewer hits

are searched, overall the network communication cost has a greater relative impact on

the performance.

For larger networks, the figures get better. For example, we observe that the speedup

increases by a factor of 1.73 between 64 nodes and 128 nodes.

The results for the larger testset are shown in figure 10(c) and figure 10(d). The

overall throughput is smaller. This is partly because much more data has to be transferred.

However, another reason is that some of the queries now have huge result sets which have

to be generated. Both effects are smaller in the top k evaluation. Another effect is that

the for small network sizes, we do not experience good speedup values. This is again due

to the dominance of the data transfers. However, for larger networks, the relative gain in

performance is good.

4.3. Triple Dissemination and Reasoning

We now look at the time it takes to disseminate the triples and to do the RDF Schema

reasoning. For this, we started a new blank network and evaluated how long it takes until
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Figure 10. Overall Throughput of the Prototype.

Figure 11. Duration of the RDF Schema Reasoning Process.

the first queries are answered correctly. Look at figure 11. It shows which percentage of

the queries are answered correctly on average during every second after the startup of a

new network. In this percentage, we also counted partial results. We can see, that during

the first ten minutes, on average between 86 and 100 percent of the expected results have

been delivered. After that phase, all conclusions were fully generated, thus every query

had been answered correctly.

4.4. Load Balancing

Experiments about the replication and relocation balancing strategies can be found in

[4,5]. This section focuses on load balancing experiments according to the Dynamic
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Figure 12. Lorenz curves for triple distribution

Range Ring. In our evaluations, we examine load balancing regarding to the two different

kinds of load, storage load and query load. All experiments are done as simulations

using the 110k triples testset.

Figure 12 depicts Lorenz-curves for the triple distribution on networks with sizes of

32, 256, and 1024 nodes. In the case of the DHT network, no loadbalancing has been

done, in the case of DRR, load was balanced by storage load. The nodes are sorted by

the number of stored triples in ascending order. Each curve shows, how many percent of

all triples the first p% nodes account for, or the other way around, how many percent of

all nodes are responsible for the first p% of all triples. For example the first diagram (32

nodes - DHT) shows that the first 95% of all nodes store about 85% of all triples.

For an increasing number of nodes in a standard DHT network for RDF data, the

curves bend more and more. This means that a higher percentage of nodes store only few

triples and the storage load imbalance increases. The new DRR does not show such a

behavior. The distribution of the RDF triples is indifferent to the size of the network.

The second and more important strategy balances based on the query load. For each

triple we count the number of times it was part of an answer message and then shift

triples in the network such that the sum of the count of delivered triples is approximately

equal for all nodes.

We think that the query profile, the set of queries posed to the network, is rather

stable and does not change very quickly, as topics of interest change slowly; e. g. queries

for a very modern cluster architecture. So the DRR can adjust itself to the current query

profile and in the case of a slowly changing profile, just a few balancing operations are

needed to adapt itself to new load situations.

For measuring the performance of this load-balancing strategy, we generated 30

query sequences QSi by randomly choosing n = 10.000 queries from the whole set

of 1.000 queries. This means that the number of times each query is posed in a query

sequence is normally distributed around n · p = 10 times with standard deviation σ =√
n · p · (1 − p) ≈ 3.16. This still allows for quite some variance between the QSi.

Now we inserted all triples into the network and balanced the nodes by storage load.

Based on this distribution we processed each query sequence QSi and recorded for each

QSi for each node how many triples it sent over the network for query processing. These

values, one per node, are collected into the set Qi (query load for query sequence i).
In the next step we posed the query sequences QSi again. Before processing the

query sequence QSi, however, we performed a load balancing operation by the query

load of the previous query sequence Qi−1. Hence, for each query sequence the nodes

created query load (for sending triples as answers to queries) and load-balancing load
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Figure 13. Load in the network

(for sending triples to their neighbors). The sum of query load and load-balancing load

of all nodes in iteration i is denoted as the set QLBi.

Our goal is now to compare the maximum load caused by processing queries

and balancing the load for any node (max QLBi) with the maximum load caused by

the queries for any node if no balancing occurs (max Qi). Furthermore, we want to

compare these figures to the maximum load of a node caused by query processing in

case the triples were optimally placed. We can give a lower bound for the latter as

OPTi =
∑

i Qi/number_nodes. In this case the total load for query sequence Qi is

evenly distributed among all nodes.

Figure 13 shows the values of max QLBi, max Qi, and OPTi for 30 iterations

with network sizes of 32, 256, and 1024 nodes and a tolerance threshold of 100% (see

section 3.3). Note that the query load without balancing is measured after an initial round

of load balancing by storage load was performed. In a regular DHT (as opposed to the

DRR) these figures would be therefore worse.

We see that for the 32 node network, the tolerance level of 100% seems to be a little

bit too high. The query load imbalance is not very strong and only few nodes triggered

balancing operations. A closer look to the simulation logs shows that only during the

first iteration 6 nodes performed load balancing and then no further balancing operations

were done.

If we increase the network size to 256 nodes, the imbalance grows. The relative gains

increase and the load comes pretty close to the best load possible (perfect distribution

of query load). We see a typical development that the first balancing operation is pretty

costly. After that, however, the necessary load balancing operations are very cheap, in

case the query profile remains rather similar, and the query evaluation benefits greatly

from the good load balance.

Finally, at the simulated network of 1024 nodes, we see that a low tolerance setting

sometimes created a large overhead due to load balancing operations. Decreasing the

tolerance even further increased the overhead as well. This is caused by waves going

through the network. Suppose a network is almost perfectly balanced but one node has

too much load. This load needs to be shifted over long distances because the node’s

immediate neighbors might have perfect load and thus do not want to take additional

triples. By increasing the number of nodes in the network, the average query load per

node decreases. The reason for this is that the total work to be done remains constant

even if the number of nodes in the network increases. The work is only defined by the

number of queries per iteration. So some of the balancing operations are expensive while

the query load of nodes is small as they store just few triples.
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Several strategies can be applied to reach better results in this case. First, the toler-

ance setting can be increased. Second, the frequency of load-balancing operations can be

decreased. In this case the ratio of load-balancing overhead compared to the query load

decreases and so it carries not such a weight. Finally, other strategies such as migrating

nodes can be applied to move less loaded nodes to positions of higher loaded nodes.

We can conclude that, with correct settings, the DRR can create huge improvements

to the problem of load-imbalance.

5. Conclusion

In this chapter, we have described our BabelPeers resource discovery system. The system

combines both semantic features for advanced description and querying of resources, and

efficient and scalable query evaluation. BabelPeers uses RDF to describe the resources,

performs reasoning to generate new information, and integrates resource descriptions

stored at different nodes. The triples are disseminated using a DHT based P2P network.

We have explained two different query evaluation strategies. The first one aims to ex-

haustively collect every answer to a given query, while the second one only retrieves the

top k matches with respect to a user-defined attribute. As load-balancing is an important

issue in DHT based systems, we have additionally presented a strategy that efficiently

balances either the query load or the storage load of the network by local interactions.

We have evaluated the system by doing benchmarks with up to 128 nodes, com-

plemented by simulations. The benchmarks show that the query evaluation is fast and

scales well to larger numbers of nodes. The top k query evaluation has a much higher

throughput than the exhaustive strategy, at the price of not retrieving every match.

To show the usability of the system in real life, we have further developed a wrapper

that exposes the system’s functionality via a Globus WS-MDS interface. Using this wrap-

per the system can be used as a replacement for the original MDS component, thereby

exchanging the hierarchical nature of the MDS architecture with a global view including

all resources even of large Grid systems without performance penalties.
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Abstract. Data integration is a key issue for exploiting the availability of large,
heterogeneous, distributed and highly dynamic data volumes on Grids. In the Grid,
a centralized structure for coordinating all the nodes may not be efficient because it
becomes a bottleneck when a large number of nodes are involved and, most of all,
it does not benefit from the dynamic and distributed nature of Grid resources. In
this chapter, we present a decentralized service-based data integration architecture
for Grid databases that we refer to as Grid Data Integration System (GDIS). GDIS
main concern is reconciliation of schema heterogeneity among data sources. GDIS
adopts the decentralized XMAP integration approach that can effectively exploit
the available Grid resources and their dynamic allocation. The GDIS architecture
offers a set of Grid services that allow users to submit queries over a single database
and receive the results from multiple databases that are semantically correlated
with the former one. The underlying model of such architecture is discussed and its
implementation based on the OGSA Globus architecture is described. Moreover,
we show how it fits the XMAP formalism/algorithm.

Keywords. Data Grids, Grid Services, XML Schema-mapping

Introduction

A Grid [4] can include related data resources maintained in different syntaxes, managed
by different software systems, and accessible through different protocols and interfaces.
Due to this diversity in data resources, one of the most demanding issues in managing
data in Grids is reconciliation of data heterogeneity. Therefore, in order to provide facil-
ities for addressing requests over multiple heterogeneous data sources, it is necessary to
provide data integration models and mechanisms.

The Grid community is devoting great attention toward the management of struc-
tured and semi-structured data such as relational and XML data. Two significant exam-
ples of such efforts are the OGSA Data Access and Integration (OGSA-DAI) [9] and
the OGSA Distributed Query Processor (OGSA-DQP) [10] projects. However, there is a
lack of middleware schema-integration services. To the best of our knowledge, there are
only few works designed to provide schema-integration in Grids [11, 12].

The large-scale, highly dynamic and autonomous nature of data sources in Grid
raises new challenges in data integration systems and traditional approaches to data in-
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tegration, such as hierarchical mediator/wrapper-based systems [6], are not suitable in
Grid settings. Further, the distributed nature of the Grid proves that it is not suitable to a
centralized structure that coordinates the activity of all of the nodes in the system mostly
because it can become a bottleneck. A decentralized approach can effectively exploit
the available Grid resources and their dynamic allocation according to the trend in the
database community where the P2P paradigm has been adopted to overcome the limi-
tations of distributed database systems and to exploit the dissemination of data sources
over the Internet. According to these trends, we developed a framework, XMAP [13],
for integrating heterogeneous XML data sources distributed over a large-scale, highly
dynamic network of autonomous nodes. We propose a query reformulation algorithm
to combine and query XML sources through a decentralized point-to-point mediation
process among the different data sources by using P2P schema mappings. The proposed
integration model is based on path-to-path mappings, using the XPath language.

We exposed the above cited XML integration formalism as a Grid Service within an
OGSA-based Grid architecture, the Grid Data Integration System (GDIS) [15]. GDIS is
a service-based architecture for providing data integration in Grids using a decentralized
approach. The GDIS infrastructure exploits the middleware provided by OGSA-DQP,
OGSA-DAI, and Globus Toolkit [3] introducing on top of these building blocks schema-
integration services by wrapping as a Grid service the XMAP integration approach. More
precisely, the proposed GDIS system offers a decentralized wrapper/mediator-based ap-
proach to integrate data sources: it adopts the XMAP decentralized mediator approach
to handle semantic heterogeneity over data sources, whereas syntactic heterogeneity is
hidden behind OGSA-DAI wrappers. So, by deploying the XMAP framework in OGSA-
Grids, we combine the decentralized, flexible and scalable XMAP mediation approach
with Grid infrastructure and services allowing in such a way wide-scale, flexible, reliable
semantically enriched data sharing: in the GDIS systems when a query is posed using a
node schema, answers should come from anywhere in the system thanks to the XMAP
semantic connections.

Among the few works designed to provide schema-integration in Grids, the most no-
table ones are Hyper [11] and GDMS [12]. Both systems are based on the same approach
that we have used ourselves: building data integration services by extending the refer-
ence implementation of OGSA-DAI. The Grid Data Mediation Service (GDMS) uses a
wrapper/mediator approach based on a global schema. GDMS presents heterogeneous,
distributed data sources as one logical virtual data source in the form of an OGSA-DAI
service. This work is essentially different from ours as it uses a global schema. For its
part, Hyper is a framework that integrates relational data in P2P systems built on Grid
infrastructures. As in other P2P integration systems, the integration is achieved without
using any hierarchical structure for establishing mappings among the autonomous peers.
In that framework, the authors use a simple relational language for expressing both the
schemas and the mappings. By comparison, our integration model follows as Hyper an
approach not based on a hierarchical structure, however differently form Hyper it focuses
on XML data sources and is based on schema-mappings that associate paths in different
schemas.

The remainder of the chapter is organized as follows. Section 1 describes the XMAP
integration formalism and the XPath reformulation algorithm. Section 2 presents the Grid
Data Integration System describing the logical model and the the system architecture
implementation by using OGSA services. Section 3 presents the OGSA-based XML Data

C. Comito and D. Talia / Data Integration Based on Schema-Mapping in Service-Based Grids 309



Integration Service illustrating its components and its internal behavior by outlining the
typical service interactions in the system. Preliminary experimental results of the GDIS
prototype are illustrated in section 4. Finally, section 5 draws some conclusions.

1. The XMAP Integration Formalism

The XMAP framework [13], semantically relates XML schemas enabling the formula-
tion of queries over heterogeneous, distributed XML data sources. The environment is
modeled as a system composed of a number of Grid nodes, where each node can hold one
or more XML databases. These nodes are connected to each other through declarative
mappings rules.

1.1. Integration Model

As mentioned before, a traditional centralized architecture of data integration systems is
not suitable for highly dynamic and distributed environments such as the Grid. Thus, we
designed an approach inspired from [8] where the mapping rules are established directly
among source schemas without relying on a central mediator or a hierarchy of media-
tors. Therefore, in our integration model, there is no global schema representing all data
sources in a unique data model but a collection of local schemas (the native schema of
each data source). Regardless of the total number of nodes composing the system, each
source schema is directly connected to only a small number of other schemas. However,
it remains reachable from all other schemas that belong to its “transitive closure”. For
any mapping M , its closure is defined as the set of rules that can be derived from M
by repeated composition of schema paths. In other words, the system supports two dif-
ferent kinds of mapping to connect schemas semantically: point-to-point mappings and
transitive mappings. In transitive mappings, data sources are related through one or more
“mediator schemas”. For example, if we have a source A directly connected to a source
B and B connected to C , A is connected to both B and C . Establishing the mappings
this way creates a graph of semantically related sources where each of the sources knows
its direct semantic neighbors (point-to-point mapping) and can learn about the mappings
of its neighbors (transitive mapping). Therefore, in our integration model all nodes are
equal: there is no distinction between data sources and mediators. Each node acts both as
a data source contributing data and as a local mediator providing an uniform view over
the data provided by other nodes.

Our integration model is based on schema mappings to translate queries between
different schemas. The goal of a schema mapping is to capture structural as well as termi-
nological correspondences between schemas. We address this goal by associating paths
in different schemas. Mappings are specified as path expressions that relate a specific
element or attribute (together with its path) in the source schema to related elements or
attributes in the destination schema. The data integration model we designed is indeed
based on path-to-path mappings expressed in the XPath [18] query language, assuming
XML Schema as the data model for XML sources. Specifically, this means that a path in
a source is described in terms of XPath expressions.

The mapping rules are specified in XML documents called XMAP documents (see
Figures 1, 2 ). Each source schema in the framework is associated to an XMAP document
containing all the mapping rules related to it.
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1.2. The XMAP Reformulation Algorithm: a Case Study

Our query processing approach exploits the semantic connections established in the sys-
tem by performing the XPath query reformulation algorithm before executing the input
query, in order to gain further knowledge. This way, when a query is posed over the
schema of a source, the system will be able to use data from any source that is transitively
connected by semantic mappings. Indeed, it will reformulate the given query expanding
and translating it into appropriate queries for each semantically related source. Thus, a
user can retrieve data from all the related sources in the system by simply submitting a
single XPath query.

The rationale of the algorithm is to perform single reformulation steps. A reformu-
lation step corresponds to the reformulation of a given query only with respect to the
schemas directly connected to it. So, the algorithm is composed of several reformulation
steps, but each of such steps performs only direct reformulations by using the point-to-
point mappings. Each time a reformulated query is obtained, the algorithm tries to rewrite
it by recursively invoking the reformulation function and using its direct mappings.

The query reformulation algorithm uses as input an XPath query and the mappings,
and it produces as output zero, one or more reformulated queries.

In the following we briefly describe an example of use of the XMAP algorithm. In
the example we consider the information system of a travel agency composed of sev-
eral, geographically distributed branches each of which holds its own XML database
conforming to a specific schema. Let suppose a user wants to find the location of the
trips made in the year 2000. To this aim the following query QS1 is formulated over the
schema S1:

QS1=/S1/trip[year = "2000"]/route/location

In the first step the algorithm identifies the paths in the query:

P1=/S1/trip/route/location
P2=/S1/trip/year

Next, exploiting the XMAP document associated to the schema S1 (see Figure 1),
the algorithm finds two mapping rules connecting S1 to S2 through the paths P1 and P2.

More precisely, one of these rules relates P1 to two paths in
S2, respectively /S2/journey/itinerary/destination and
/S2/flight/route/destination. Similarly, the other mapping rule relates
P2 to the path /S2/journey/year and the path /S2/flight/year. In the
considered example as the schema S2 has correspondences for both paths P1 and P2,
it can be used to reformulate the query QS1 . In particular, the algorithm produces two
direct reformulations of the query QS1 over the schema S2, respectively QS21 and QS22 .

QS21=/S2/journey[year="2000"]/itinerary/destination
QS22=/S2/flight[year="2000"]/route/destination

Since in the XMAP document associated to the schema S1 there are no more
mapping rules involving the paths in the query QS1 , no further reformulations are
produced. Then the algorithm is recursively invoked over the direct reformulations QS21

and QS22 , exploiting the XMAP document associated to the schema S2 (see Figure
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<sourceSchema>S1</sourceSchema>
<Rule cardinality="Mapping1-N">
<destinationSchema>S2</destinationSchema>
<sourcePath>/S1/trip/route/location</sourcePath>
<destinationPath>/S2/journey/itinerary/destination</destinationPath>
<destinationPath>/S2/flight/route/destination</destinationPath>

</Rule>
<Rule cardinality="Mapping1-N">
<destinationSchema>S2</destinationSchema>
<sourcePath>/S1/trip/year</sourcePath>
<destinationPath>/S2/journey/year</destinationPath>
<destinationPath>/S2/flight/year</destinationPath>

</Rule>

Figure 1. Fragment of the S1 XMAP document.

<sourceSchema>S2</sourceSchema>
<Rule cardinality="Mapping1-1">

<destinationSchema>S3</destinationSchema>
<sourcePath>/S2/flight/route/destination</sourcePath>
<destinationPath>/S3/trip/itinerary/location</destinationPath>
</Rule>
<Rule cardinality="Mapping1-1">
<destinationSchema>S3</destinationSchema>
<sourcePath>/S2/flight/year</sourcePath>
<destinationPath>/S3/trip/year</destinationPath>
</Rule>

Figure 2. Fragment of the S2 XMAP document.

2). In so doing, the algorithm finds two mapping rules connecting the schema S2 to
the schema S3 through the paths composing the query QS22 , whereas any mapping
rules involving the paths of the query QS21 have been found. As a consequence, the
execution of the XMAP reformulation algorithm over the query QS21 does not produce
any reformulated query, instead the reformulation of the query QS22 produces the
reformulation QS3:

QS3=/S3/trip[year="2000"]/itinerary/location

This first recursive invocation of the algorithm ends here producing the query QS3

as a direct reformulation of the query QS22 over the schema S3 (that is a transitive refor-
mulation of the original query QS1). Thus, now we can exploit the transitive mappings
of the schema S2, by recursively invoking the reformulation algorithm over the query
QS3. As the XMAP document associated to the schema S3 has no mappings for the paths
composing the query QS3, the algorithm ends here.
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2. The Grid Data Integration System

The XMAP reformulation algorithm has been deployed in the Grid Data Integration
System (GDIS). GDIS is a decentralized service-based data integration architecture for
Grid databases [15].

The design of the GDIS framework has been guided by the goal of developing a
decentralized network of semantically related schemas that enables the formulation of
queries over heterogeneous data sources in Grids. The system also allows distributed
queries when the target data sources are located at different Grid sites. In order to achieve
this aim we expose data integration utilities as Grid Services that allow for combining or
transforming data from multiple heterogeneous sources to obtain integrated or derived
views of data. With our proposal we aim to achieve the following goals:

i) Develop a decentralized architecture for data integration in service-based Grids.
ii) Expose data integration utilities as Grid Services allowing to integrate different data

models on distributed databases.
iii) Provide flexible integration features addressing the challenges arisen from large-

scale, autonomous, dynamic data sources.
iv) Exploit the middleware provided by OGSA-DAI, OGSA-DQP and Globus Toolkit.
v) Use the facilities of the OGSA to dynamically achieve resource discovery and alloca-

tion.
vi) Develop an ease of use, open, extensible, transparent and maintainable mediation

service. Users should be able to run their queries on the Grid in an easy and trans-
parent way, without needing to know details of the Grid structure and operation,
network features, physical location of data sources or their query capabilities.

2.1. GDIS Logical Model

The GDIS system is envisioned as a set of Grid nodes that accomplish one or more of the
typical tasks of a data integration system. The main entities and associated tasks in GDIS
are: (1) data providers supplying data source with or without its schema, (2) mediators
providing only a schema to which other sources’ schemas may be mapped, (3) clients
formulating queries.

The GDIS system offers a wrapper/mediator-based approach to integrate data
sources: it adopts the XMAP decentralized mediator approach to handle semantic het-
erogeneity over data sources, whereas syntactic heterogeneity is hidden behind ad-hoc
wrappers. More precisely, the proposed framework is characterized by three core compo-
nents: a query reformulator engine, a distributed query processor, and a wrapper module
(see Figure 3).

As a consequence of these features, some nodes in the system supply appropriate
services addressing the challenges characterizing the design of a wrapper/mediator-based
data integration system. Thus, we can further classify the nodes in the system on the basis
of the functionality they achieve with regard to the above mentioned features, obtaining
in such way the following categorization:

1. processing nodes that supply distributed query processing capabilities aiming at
compile, optimise, partition and schedule distributed query execution plans over
multiple execution nodes; every execution node is in charge of a sub-query exe-
cution plan assigned to it by a processing node;
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Figure 3. GDIS: a decentralized wrapper/mediator-based integration system.

2. data integration nodes that offer: (i) a set of data integration utilities allowing to
establish mappings, and (ii) the query reformulation algorithm introduced by the
XMAP integration formalism. These utilities are exposed through the portTypes
of the proposed OGSA-based GDI data integration service;

3. wrapper nodes allowing for access actual data sources.

It should be noted that any Grid node can carry out all the mentioned services.
Below, we briefly outline the very general behavior of the proposed integration sys-

tem, regardless of the specific implementation paradigm (for the detailed description of
the distributed and service-oriented implementation of the GDIS integration system see
sections 2.2 and 3). The user query is handled by the reformulator engine that through
the XMAP query reformulation algorithm produces reformulations of the original query.
All the obtained reformulations (included the original query) are then processed by the
distributed query processor (DQP) that partitions each of such queries in several sub-
queries. Then, each produced sub-query execution plan is processed independently by
the DQP that through the wrapper accesses data source and produces the partial query
result. After that, the DQP collects the sub-query results into the final query result and
returns it to the querying node.

2.2. GDIS Architecture Implementation

We designed our data integration system as a service-based distributed architecture. So,
the proposed architecture is general enough to be feasibly fulfilled in both the GT3 and
GT4 implementations of the Globus Toolkit. At present, the system is integrated with
GT3 based on OGSA; minor modifications will be required to port the system to the
WSRF-based GT4 [17]. In particular, in the Globus Toolkit 4 Grid services will be re-
placed by WS-Resources, service data by resource properties and Index Services by Ser-
viceGroups.
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Figure 4. GDIS layered architecture.

We implemented the prototype of the Grid Data Integration System by reusing the
framework provided by OGSA-DAI 5.0. The service runs in the Globus 3 framework and
is hosted within Jakarta-Tomcat [16] as a container.

Each node in GDIS exposes all its resources as Grid services except data resources
and data integration facility that are exposed as Grid Data Services (GDSs). In so do-
ing, the GDIS system introduces the OGSA-based XML Data Integration (OGSA-XDI)
service that extends OGSA-DAI with additional portTypes (see Figure 4).

As said before, the proposed framework is characterized by three core components:
a query reformulation engine, a wrapper module, and a distributed query processor.
The implementation choices concerning these components are the following (see Figure
5). OGSA-DAI components are employed as wrappers over databases (wrapper nodes).
OGSA-DQP is applied as distributed query processor. More precisely, execution nodes
keep the OGSA-DQP Grid Query Evaluation Service (GQES), whereas processing nodes
expose the Grid Distributed Query Service (GDQS) also made available by OGSA-DQP.
As already explained, the XMAP integration formalism is used to handle data hetero-
geneity. Therefore, the query reformulator engine implements the XMAP query reformu-
lation algorithm exposed, as the other integration facilities, through the proposed OGSA-
XDI service, as described in the following section. These integration facilities are pro-
vided by data integration nodes.

Note that in the GDIS system the XMAP algorithm has been integrated in OGSA-
DAI by simply introducing a new activity (as it will be detailed in the following sections)
whereas OGSA-DQP has been used as a stand-alone system. In another piece of work,
we have embedded the XMAP algorithm within the OGSA-DQP prototype [1,2]. In this
case XMAP has been wrapped as a web service that is called from within OGSA-DQP
that has been properly extended.
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Figure 5. GDIS implementation architecture.

3. OGSA-XDI: an OGSA-based XML Data Integration Service

The GDIS system introduces the OGSA-based XML Data Integration (OGSA-XDI) ser-
vice that extends OGSA-DAI portTypes with additional functionality to both enable users
to specify semantic mappings among a set of data sources (in the form of XMAP docu-
ments) and to execute the described XMAP query rewriting algorithm.

The architecture of OGSA-DAI and the core engine are designed for new activities
in order to provide new functionalities. Indeed, in order to implement the OGSA-XDI
service we decided to extend the free available OGSA-DAI Grid Data Service (GDS)
reference implementation. By this, we are avoiding to build (i) new proprietary solu-
tions and (ii) reimplementing well solved aspects of Grid data services, and are able
to concentrate on the integration task. According to this, we introduced a new activity,
the XPathQueryReformulation activity, that wraps the XPath query reformulation
algorithm of the XMAP framework.

The OGSA-XDI architecture is composed, analogously to OGSA-DAI, of a number
of new services including:

1. Grid Data Integration service (GDI). This service provides schema mapping util-
ities for semantically connect XML data sources. To this aim the GDI extends the
OGSA-DAI GDS by introducing a new activity, the XPathReformulation
activity, devoted to the reformulation of an XPath query by using the XMAP
reformulation algorithm.

2. Grid Data Integration Factory (GDIF) which creates a GDI on request. A GDIF
extends a Grid Data Service Factory (GDSF) by introducing new metadata in the
form of XMAP doucments concerning the mapping rules of the schema of the
wrapped database.
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Figure 6. OGSA-XDI component services.

3. Database Access and Integration Service Group Registry (DAISGR) which al-
lows clients to search for GDIFs and GDIs that meet their requirements. This reg-
istry service is the one provided by the OGSA-DAI system, as no modifications
are necessary to manage the introduced integration services.

3.1. The XPathQueryReformulation Activity

Activities provide the core functionality in the OGSA-DAI framework. They also provide
extensibility points where implementers may add functionality not provided by the base
OGSA-DAI distribution and yet will still work within the OGSA-DAI framework.

In order to extend the functionality of OGSA-DAI and still be able to inherit the
standard one, we re-implemented the XPathStatement activity handler. By this,
we seamlessly integrated the reformulator engine component of the data integration
framework, pictured in Figure 3, into the activity-chain processable by the OGSA-DAI
enactment engine. The new implemented activity is called XPathReformulation
activity and is able to handle XML code valid against the standard OGSA-DAI
XPathStatement type. Both the XPathReformulation and the XPathQuery
activities are configured as query activities, that is activities directed against a data re-
source allowing for extraction of a data set from that resource. More precisely, what dif-
ferentiates the two activities is that the XPathReformulation activity before really
access data sources, performs schema integration by exploiting the mappings of the XML
schema over which the XPath query has been formulated. So, each time a user invokes in
the perform document the XPathStatement, the XPathStatement activity han-
dler activates the XPathReformulation activity.

Every activity has an XML-Schema (see Figure 7) that defines the inputs and the
outputs of the activity as well as any additional configuration details. Occurrences of
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activity elements are used within perform documents to indicate which activities should
be performed by an OGSA-XDI service. Further, every activity has an implementation
class that performs the action associated with the activity, in our case, reformulating an
XPath query using the XMAP reformulation algorithm.

<?xml version="1.0" encoding="UTF-8"?> ...
<xsd:schema ...>
<xsd:complexType name="XPathReformulationType">
<xsd:complexContent>

<xsd:extension base="gds:ActivityType">
<xsd:sequence> ...

<xsd:element name="expression" type="xsd:string"/>
<xsd:element name="resourceSetStream">

<xsd:complexType mixed="true">
<xsd:complexContent mixed="true">

<xsd:extension base="gds:ActivityOutputType"/>
</xsd:complexContent>

</xsd:complexType>
</xsd:element>

...
</xsd:complexType>
<!-- xPathReformulation element -->
<xsd:element name="xPathReformulation"

type="gds:XPathReformulationType"
substitutionGroup="gds:activity"/>

</xsd:schema>

Figure 7. Activity schema.

After having implemented an activity it is necessary to configure it. Configuration
is achieved using an activity configuration document. The XPathReformulation
activity configuration document (see Figure 8) includes information on the activities that
OGSA-XDI services configured with this document support.

<activityConfiguration>
<activityMap>
<activity name="xPathReformulation"

implementation="gdis.XPathReformulationActivity"
schema="xpath_reformulation.xsd">

...
<property key="daisgr"

value="http://localhost:8080/ogsa/services/
ogsadai/DAISGR"/>

</activity>
</activityMap>

</activityConfiguration>

Figure 8. Fragment of the Activity configuration document.

Our activity is instantiated when the inherited GDS enactment engine validates the
submitted perform document. The engine loads the handler for this activity specified in
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the configuration file for the GDI, e.g. via the activityMap element, and instructs the
activity by passing on the appropriate element of the perform document to the activity,
in our case the XPathStatement element containing the XPath query to reformulate.

3.2. GDIF: The GDI Factory Service

A Grid Data Service Factory (GDSF) is a specialised factory service which exposes a
data resource as a service and can create new Grid Data Services (GDS) through which
clients can interact with this data resource. Moreover, clients can query a GDSF to extract
information about the data resource exposed by the GDSF and so determine whether
the data resource meets their application-specific requirements. A GDSF allows other
clients to access information about its state, including information on the data resources
it exposes and the Grid Data Services it can therefore create. This access is provided via
the FindServiceData operation.

The introduced GDIF factory service implements the same portType of a GDSF,
the GridDataServiceFactoryPortType portType, extending it with new Ser-
vice Data Elements (SDEs) concerning the mapping rules pertinent to the schema of the
exposed XML data source.

GDIFs advertise information on the GDIs they can create using a DAISGR. A client
can contact a GDIF and request creation of a GDI serving the particular data resource
associated with the GDIF.

The capabilities of a GDSF and the GDSs it can create are specified by a configura-
tion document, the data resource configuration document (see Figure 9).

<?xml version="1.0" encoding="UTF-8"?>
<dataResourceConfig

...>
<metaData>

<productInfo>
<productName>Apache Xindice</productName>
...

</productInfo>
...
<schemaMapping>
<XMAP>
<sourceSchema>S2</sourceSchema>
<Rule cardinality="Mapping1-1">
<destinationSchema>S3</destinationSchema>
<sourcePath>/S2/flight/route/destination</sourcePath>
<destinationPath>/S3/trip/itinerary/location</destinationPath>
</Rule>
...

</XMAP>
</schemaMapping>

</metaData>
...

</dataResourceConfig>

Figure 9. Data resource configuration document.
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3.3. GDI: The Grid Data Integration Service

The Grid Data Integration Service (GDI) is the central OGSA-XDI component. Differ-
ently from a GDS, a GDI other than supports data access and data delivery functions, it
further provides XML data integration facilities. Similarly to a GDS, each GDI exposes
a single XML data resource. Each GDI is created by a GDIF which manages access to
that data resource.

Analogously to the OGSA-DAI Grid Data Service (GDS), the GDI supports a
document-oriented interface for database requests. Therefore, all accesses and updates
to the state of a database are carried out by way of a perform operation, the parameter
of which is a request document: a client submits a data retrieval or update request in the
form of an XML document, the GDI executes the request and returns an XML document
holding the results of the request.

Every GDI instance introduces specific portTypes:

1. The Import Mappings (IM) portType, through which a client can import the
mappings stored in the other GDI services in the system. The imported mappings
will be exposed by the GDI as SDEs.

2. The Query Reformulation Algorithm (QRA) portType. The QRA port-
Type extends the GDS GridDataService (GDS) portytpe, so it facilitates
the document-oriented interaction between a client and a GDI. Analogously to
the GDS portType, the QRA portType provides one operation, perform, which
accepts a perform document (see Figure 10). This document describes the oper-
ations the client wishes the GDI to perform. In order to execute a data integra-
tion operation, we can invoke the perform operation of the QRA portType that
through the XPathQueryReformulation activity invokes the XMAP refor-
mulation algorithm. The perform operation receives as input a query, schema
mappings and produces zero, one or more reformulated queries. The reformu-
lated query will be the input of the GDS portType offered by the OGSA-DQP
GDQS service.

<?xml version="1.0"?> <gridDataServicePerform>
...
<xPathStatement name="statement">

...
<expression>/S1/trip[year = "2000"]/route/location</expression>
<resourceSetStream name="statementOutput"/>

</xPathStatement>
</gridDataServicePerform>

Figure 10. Example of perform document.

3.4. Service Interactions

Typical interactions in the system are those that take place when the two following activi-
ties are performed: (i) joining of new resources in the system, (ii) submitting a query with
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Figure 11. Factory Registration and creation of a GDI instance.

consequent execution. We distinguish between database administrator-side interactions
and database client-side interactions.

The first type of interaction, the joining of new resources in the system, is an
administrator-side interaction. When a database joins the system, the database adminis-
trator has to do the following actions:

1. Create the Grid Data Integration Factory (GDIF) and configure it to represent
a single XML database accessed via the XIndice database management system
(see Figure 11).

2. Create the data resource configuration document to configure the GDIF with the
data resource that the GDIs it creates will have access to. The configuration doc-
ument specifies the activities supported by these GDIs and the XML database
metadata.

3. Create the XMAP mappings of the schema of the exposed data source stored as
SDEs of the configuration document. To this aim the database administrator may
need to look at both the schemas and the mappings of the other databases in the
system. Nevertheless, he may want to share the mappings already in the system.
Therefore, the database administrator may execute the following operations:

(a) Import logical and physical schemas of the participating data sources through
the importSchema operation of the GDQ portType (see Figure 12).

(b) Import the mappings established in the system via the importMappings
operation of the IM portType (see Figure 13).

As said before, the other typical interaction in the GDIS system is query execution.
A typical query request scenario can be briefly outlined as follows.
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Figure 12. Import schemas.

1. Discover of the factory that can be used to create the desired actual service in-
stance (see Figure 11). Through the FindServiceData operation the client
asks the GS portType of the DAISGR that will return to it the address of a GDIF
(the factory of the GDI Grid Service).

2. Create the GDI instance by using the CreateService operation of the
factory portType implemented by the GDIF service.

3. Before writing a query a user may wish to access schemas of data sources. To
this aim, the user can choose which database schemas to import through the
importSchema operation of the GDQ portType of the GDI service (see Fig-
ure 14).

4. The client then can formulate the query and send it to a reformulator engine
through the QRA portType of the GDI service. The QRA portType implements the
perform operation that executes the XMAP reformulation algorithm receiving
as input the query, in the form of an XML document, and importing the mappings
established in the system via the importMappings operation provided by the
IM portType of the GDI service.

5. Each produced reformulated queries is then transmitted, in the form of an XML
document, to the GDQS service via the perform operation of the GDS portType.
The next interactions are the same as those of a typical OGSA-DQP execution
and hence the partitions of the distributed query execution plan are scheduled for
execution at different GQES instances created by the GDQS. It should be noted
that we allow for partial query answering, thus it is not necessary to collect the
sub-query answers together in order to obtain the overall query answer. This way,
each sub-query result is passed to the GDI service.
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Figure 13. Import mappings.

4. GDIS Evaluation

In this section we briefly present an experimental evaluation of the GDIS prototype.
To experiment with GDIS, we have setup two GDIS systems, one located on LAN

and the other one over the Internet. The characteristics of the machines and network
involved in both settings are detailed in Figure 15.

In these experiments, we focus on the performance of GDIS as a whole, not on the
specificity of the reformulation process which has been detailed in a previous work. The
results presented in this section were produced according to the following protocol: the
client uses the factory service (GDIF) to create a GDI instance. That instance is then used
to submit the same request 100 times (sequentially), and finally destroys the instance it
has created.

Measurements were performed using passive network capture analysis techniques.
Packet sniffer were installed on each of the involved machines and HTTP requests and
responses were reconstructed from the raw packet traces. Combining the traces collected
at the different end points provides us with one the finest achievable accuracy, without
needing to modify the software under scrutiny.

Reformulating queries that are submitted to it is the real task of our GDI. Interac-
tions taking place in this process are represented in Figure 16. First, the client requests to
the GDIF the creation of the GDI instance. After some time spent to prepare the perform
document, the client submits it to the instance it has just created. During the reformula-
tion process, the GDI asks the registry for any mapping information it might need. It is
visible on the figure that mapping information queries are performed lazily, only when
it is first needed. This is why we don’t see a bunch of requests to the registry and then
some quiet time to perform reformulation. Instead, reformulation CPU time is spread in
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Figure 14. Query Request.
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Figure 15. Characteristics of the 2 configurations (LAN and WAN) used to experiment with the GDIS system.
For each link, the average round-trip times and bandwidth are given, and for each host, the CPU.

between mapping information requests: as soon as a new reformulated query is found,
the GDI asks the registry for the XMAP document of the schema over which the query
is expressed (assuming it has not seen it before). We shall also notice that XMAP docu-
ments are all stored on the registry and that the GDI therefore does not interact with the
other GDIFs to obtain mapping information.

Understanding the dynamics of the query reformulation is of high importance to let
us understand the results of the experimentations we have performed.

We evaluated the query reformulation time in both the LAN and WAN scenarios. As
XMAP evaluation is out of the scope of these tests, we will focus on the cutoff of the
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Figure 16. Entity interactions during the reformulation of a specific query in the WAN configuration. Interac-
tions are also in this case HTTP requests and responses.

time spent in the system.

4.0.1. LAN Case.

Figure 17 shows the results (relative values) of the experiments when all entities involved
in the system are located on the same LAN. Here has been used a mapping set with an
average rank of 2. The GDI time here is really the time used by XMAP to perform the re-
formulation, while the “net” time is the communication time spent on the network asking
and waiting for XMAP documents. The low-latency and high-bandwidth network con-
necting the different machines makes this time really low. At the maximum, it represents
6.7% of the total time spent for the reformulation. Network times are almost negligible
compared to those required to perform query reformulation. The results obtained confirm
the intuition that network time only depends on the number and the size of the XMAP
documents required to perform the full reformulation.

4.0.2. WAN Case.

In the WAN configuration the dominant cost is represented by the network time. Results
for a mapping set with average rank equals to 2 are shown in Figure 18. They make it
obvious that even for a moderate round-trip time (42 ms on average) between the GDIF
and the registry, network cost becomes largely predominant. From our results, it appears
that the total network time is roughly equivalent to two round-trip times between the GDI
and the registry, plus the time necessary to transmit the document at the speed of the
wire, multiplied by the number of XMAP documents to import. With our settings, this
was always lower than 3 round-trip times. This gives us useful hints to reduce the overall
execution time of the reformulation.

Note that both the GDI and network times are dependent from the specific map-
pings. In fact, not only certain paths could involve a larger number of mappings, but
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Figure 17. Relative repartition of the time spent for query reformulation with mappings of an average rank
equals to 2 for a LAN configuration.
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Figure 18. Relative repartition of the time spent for query reformulation with mappings of an average rank
equals to 2 for a WAN configuration.

some mappings could provide better connectivity than others producing, thus, a larger
number of reformulations of the original query. In the experiments shown in Figure 18,
the number of mappings involved in the execution of the query composed of four paths is
higher compared to the other queries and, consequently, the number and dimension of the
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XMAP documents transmitted over the network increase. In such a case the percentage
of network time compared to that of the GDI time is even more prevailing.

5. Conclusions

The continuously growing availability of data sources in Grid environments requires
a coordinated and integrated access of such data due to the heterogeneity of the in-
volved data models. Based on these reasons we proposed the XMAP framework and the
GDIS architecture combining a data integration approach with existing Grid services for
querying heterogeneous, distributed databases. This way we provide an enhanced, data
integration-enabled service middleware supporting distributed query processing. As for
future work, we plan to extend the XMAP framework in order to support more expressive
query languages (e.g. XQuery). Further, declarative query approaches will be used to
express the distributed and dynamic properties of the evolving network (it could change
during query execution), following recent ideas on declarative networking.
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Abstract. Grids encourage and promote the publication, sharing and integration of

scientific data, distributed across Virtual Organizations. Scientists and researchers

work on huge, complex and growing datasets. The complexity of data management

within a grid environment comes from the distribution, heterogeneity and number

of data sources. Along with coarse grained services (basically grid storages, replica

services, storage resource managers, etc.), there is a strong interest on fine grained

ones concerning, for instance, grid-database access and management. Moreover, as

grid computing, technologies and standards evolve, more mature environments

(production grids such as EGEE) become available for production based activities

and tools/services able to access in grid relational databases are also strongly

required. We describe the Grid Relational Catalog (GRelC) Project, a framework

for grid data management, highlighting its approach, architecture, components,

services and technological issues.

Keywords. Grid Computing, GRelC Project, Grid Data Management, Data Access

Service, Data Storage Service, Data Gather Service.

Introduction

Many scientific and engineering applications require access to large amounts of

distributed data (terabytes or petabytes). Grid Computing [1] allows dynamically,

securely and transparently aggregating a variety of computational and data resources

(data storages and databases) geographically distributed over the Internet.

Current Production grids such as EGEE [2] or Teragrid [3] produce huge amounts

of scientific data within a realistic short time using multiple computers deployed on the

Internet, across different Virtual Organizations (VOs) [4].

Data Grids provide the proper foundations for Computational Grids, eliminating

the data access bottleneck inherent in a grid topology and creating a unified view to

widespread data sources (files and databases). In the last years research activities

related to Grids have been generally focused on applications where data is stored on

files; however, accessing and integrating legacy/new databases is becoming a

fundamental issue. We describe the Grid Relational Catalog (GRelC) Project [5],

discussing its history, main goals, grid data services and components, future work, etc.

The outline is as follows. In Section 1 we briefly recall some issues concerning

data and computational grids, whereas in Section 2 we deal with the project’s history.

In Section 3 we describe the GRelC services, whereas in Section 4 we highlight GRelC
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services interoperability with gLite-based grids. In Section 5 we present two projects

using the GRelC middleware and finally we conclude this work in Section 6.

1. Grid computing: data and computational grids

The grid computing paradigm is widely regarded as a new field, distinguished from

traditional distributed computing owing to its main focus on large-scale resource

sharing and innovative high-performance applications.

The grid infrastructure can be seen as an ensemble of Virtual Organizations (VOs),

reflecting dynamic collections of individuals, institutions and computational resources.

It is basically made up of two components: computational and data grids.

A computational grid (Fig. 1) provides the computing power needed to execute

highly demanding, CPU-bound applications, whereas a data grid provides data

management services that enable data access, integration, synchronization,

virtualization, distribution, etc. A data grid provides the foundations for a

computational grid creating a unified view of disparate data sources. It supplies

advanced capabilities and eliminates bottlenecks inherent in grid topologies.

Extreme performances in grid environments can be achieved if both the

components are tightly implemented and integrated to support the application level.

Thus, a data grid represents a fundamental building block and the GRelC project is

strongly connected with this multifaceted and complex topic.

1.1. Grid Database Management Systems: Main approaches

Within the grid data management area, in the last two decades, several national and

international research projects (EDG [6], SRB [7], etc.) addressed interesting topics

regarding files (coarse grained approach). The output of these research activities was

primarily connected with grid storage services [8], replica

manager/consistency/catalogue systems [9], storage resource managers [10], enhanced

grid file transfer protocols [11], etc.

After 2000 there was an increasing need and interest in grid database management

systems (fine grained approach [12],[13],[14],[15]), i.e., middleware to grid-enable

legacy and/or new databases running on top of well known DBMSs [16] (Oracle [17],

IBM DB2 [18], MySQL [19], PostgreSQL [20], etc.).

Accessing databases on the grid became a very challenging issue and several

research teams tried to address this problem. New scenarios (involving grid-enabled

databases running within existing computational grids) that could not be previously

performed owing to the lack of grid middleware, became feasible, including advanced

data management activities (data mining, data access, data integration/federation, data

warehousing, etc.).

In the last few years, several approaches for accessing databases on the Grid were

developed. The two most important ones consist on (i) providing new grid services or

(ii) making grid-aware existing DBMSs.

Within the former case fall research projects such as Spitfire [21], OGSA-DAI [22],

[23], Eldas [24] and GRelC [25] with the main common goal to provide a transparent,

secure and robust grid interface to existing DBMSs. The rationale behind is that no new

DBMS need to be developed, only grid services that: (i) provide a grid interface to

DBMSs, (ii) require no changes to existing databases, (iii) conceal the DBMS
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heterogeneity and the physical database location, (iv) work seamlessly with other

existing grid components, (v) support data transfer and security protocols (GridFTP

and Grid Security Infrastructure [26]), (vi) provide uniform interfaces independently of

the back-end DBMS, (vii) are loosely coupled to existing DBMSs, etc.

Obviously, these projects exhibit many inherent differences related to design,

performance, security, supported platforms, provided features, interoperability and

compliance with existing middleware (gLite [27], GLOBUS [28], etc.) and standards

(OGSA, WSRF [29], etc.), current support, etc. that definitively make all of them rather

different.

Figure 1: Hourglass model

In the latter case we mainly find some efforts connected with existing DBMSs

such as Oracle 11g, IBMDB2 and MySQL, which try to enclose within their products

grid support such as GSI (Grid Security Infrastructure), etc.

This approach has an inherent drawback, that is, it is tightly coupled with and does

not leave out of consideration the underlying DBMS. Consequently, for each DBMS

the same kind of support should be replicated, whereas in the grid service approach the

same service interacts with a set/all of the DBMSs.

As stated before, the GRelC Project falls within the first category and tries to

address several important requirements: first of all extreme performance, as well as a

high level of transparency, security including full GSI/VOMS (Virtual Organization

Membership Service) support, robustness and interoperability with regard to modern

standard and existing middleware.
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2. GRelC Project: a bit of history

The Grid Relational Catalog project started in 2001 (Fig. 2) to address specific issues

concerning grid database management systems.

The first service developed within the project was the Dynamic Grid Catalog

Server [30], i.e., the ancestor of the GRelC DAS. We considered as proof of concept a

relational database containing the same information stored within the LDAP-based

Globus MDS (Monitoring and Discovery System). DGC was a successful attempt of

relational GIS and subsequent work in the same area [31], [32], [33], demonstrated that

the relational approach for Grid Information Systems could be considered suitable and

efficient. The super-peer DGC-IS was also presented in [34] demonstrating a high level

of performance, scalability and manageability w.r.t. the MDS hierarchical approach.

Thereafter, the DGC laid out the foundations for the first prototype of GRelC

Server [35], a Grid Database Access Service. The aim of this service was to access

databases on the grid, (i) providing security, efficiency and transparency, (ii) trying to

outperform in grid environments direct database connections, (iii) and providing users

with advanced query support. This service, leveraging a client/server model, provided:

• a set of command-line clients for end-users;

• a wide client library for developers [36];

• a proprietary protocol for client/server communication;

• a GSI enabled GRelC Server, with GridFTP and compression mechanisms for

remote data delivery.

The first prototype was deployed on the European SPACI grid sites and initial

performance tests were carried out on the GridLab project testbed [37].

The second service (GRelC Gather Service [38]) provided by the GRelC Toolkit

was developed to supply data federation capabilities. It represented a second layer of

virtualization and it was successfully used to support a set of applications concerning

biomedicine (virtual distributed clinical folder [39]) and earth observation systems

(grid enabled web map server [40]). It is worth noting here that both the GRelC Server

and GRelC Gather Server leveraged a client/server model, with a proprietary

communication protocol between client and server; interoperability with other external

services/components was not straightforward.

In the same period, there was a migration towards OGSA (Open Grid Service

Architecture) and Web Services, therefore (as the majority of the research projects) the

GRelC Project adopted the new service oriented paradigm to strongly address data

virtualization and service interoperability. In this second phase (WS oriented) there was

a reengineering of the two services that were renamed: GRelC Data Access Service

(DAS) and GRelC Data Gather Service (DGS). Interoperability was eventually

addressed successfully.

The GRelC DAS introduced new functionalities with regard to the past connected

with Grid-DataBase management (dump of a database, database relocation, virtual

space concept/management, etc.), security (support for both GSI and VOMS), user

management, etc.

An inherent drawback of the first GRelC DGS release was its centralized approach,

which did not provide a high level of scalability as required by a grid environment. On

the contrary, the second release (that we will detail in the next section) improved

availability, scalability and transparency leveraging a peer to peer approach and

exploiting a high level of virtualization.
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Finally, we developed a first prototype of GSI-enabled storage service (GRelC

Data Storage Service, DSS) to provide a lightweight disk storage management solution.

It is currently used within the SEPAC [41] research grid for bioinformatics “in silico”

experiments [43].

GRelC DAS, DGS and DSS currently belong to the GRelC production release

which is also gLite-compliant [44] to enable tight interaction and interoperability with

the main services currently deployed on EGEE, the most important gLite-based

European production grid.

Figure 2: GRelC Project evolution

Research activities are currently related to the development of a WS-DAI, WS-

DAIR, WS-DAIX [45] compliant release of the GRelC DAS in order to address/adhere

to new OGF standards for grid database access and management. This is an ongoing

work and a related preliminary release is in alpha test.

3. GRelC Services: DAS, DSS, DGS

In this Section we briefly provide some details about the three main grid services

released within the GRelC Toolkit:

• GRelC Data Access Service (DAS), to access and interact with relational and

non-relational databases;

• GRelC Data Storage Service (DSS), to manage workspace areas, reliable file

transfer, POSIX compliant operations, etc.;

• GRelC Data Gather Service (DGS), to federate widespread data sources

leveraging a P2P approach.

The three services are entirely developed utilizing the C programming language as

GSI/VOMS enabled web services to address efficiency, security and robustness; they

share some design/technological issues that will be described in the following

subsection. The three proposed services provide a data grid framework to (i) manage
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data sources (databases, fine grained approach) and storages (files, coarse grained

approach) and (ii) to integrate metadata information by exploiting a P2P DGS-based

overlay network. This data grid infrastructure has been successfully used for EOS and

bioinformatics experiments.

3.1. Common foundations

The three services are similar w.r.t.:

• technological issues: from a technological point of view the three services are

web services developed exploiting the gSOAP Toolkit [46]. All of the

provided methods are listed within service-related WSDL documents;

• security: to establish a secure data communication channel, we adopted the

Globus Toolkit GSI, (integrated as a gSOAP plug-in) [47]. Moreover, grid

roles and VO membership management in grid environments are provided by

means of the VOMS support [48];

• performances: to address efficiency, the three services are WS-I based multi-

threaded web services, developed in C. As pointed out by several work

(mainly addressing GRelC DAS performances), this requirement has been

successfully achieved and it represents a key feature of the proposed

toolkit/services;

• user management: it is based on a two level approach, basically leveraging

three kinds of users: root, administrator and end-user. The first one manages a

service and she can designate new administrators. Administrators in turn can

configure a service; there can be different levels/roles depending on the

underlying service (DAS, DGS, or DSS). Finally, end-users are the ones that

access the services to perform queries (DAS), file transfers (DSS) or data

federation activities (DGS). Also in this case there can be different kinds of

end-users depending on the existing roles and data access control policies;

• metadata catalog: we designed and implemented a relational metadata catalog

to manage service metadata information. All of the key metadata (users,

groups, VOs, policies, etc.) are stored server-side and can be

selected/joined/filtered depending on the underlying operations. For efficiency

reasons we will exploit an embedded relational DBMS both to further enhance

performances and to remove the dependence on an external server.

In the following subsections we provide a brief description of the three services.

GRelC DAS

The GRelC DAS (Fig. 3) acts as a standard front-end for database access on the grid

(we define a Grid-Database as a database instance managed by the GRelC DAS). This

service provides both basic and advanced primitives to transparently access, query,

manage and interact with different data sources, concealing the back-end heterogeneity,

GSI/VOMS security details, SOAP connection and other low level issues.

Currently, the GRelC DAS provides (by means of wrappers developed by using

proprietary libraries integrated within the GRelC SDAI, Standard Database Access

Interface) dynamic binding to several physical RDBMSs such as Oracle, PostgreSQL,

IBM DB2, MySQL, SQLite, Microsoft SQL Server, Sybase, UnixODBC. The security

of the connection between DBMSs and GRelC DAS relies on Transport Layer Security
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(TLS). The UnixODBC wrapper also allows the GRelC DAS to access textual

databases or other UnixODBC-supported DBMSs.

To date, the GRelC DAS supports the following operations:

• data access functionalities related to grid database (i) bind, (ii) query and (iii)

unbind. Concerning query management additional details can be found in [49].

It is worth noting here that, as pointed out by experimental results in [49], new

kinds of queries designed for this service (leveraging compression mechanisms

and chunking) can outperform direct database connections;

• user management functionalities to allow (i) adding and (ii) deleting users

to/from a grid database, (iii) granting and revoking privileges (both for root,

administrators and end users), (iv) managing user’s profiles, etc.;

Figure 3: GRelC Data Access architecture in the large

• grid database functionalities related to (i) Grid-DB creation, (ii) registration,

(iii) drop, and (iv) management. By registration we mean the possibility to

map an existing database onto a grid-DB, by automatically importing all of the

database related metadata (tables, attributes, types, domains, etc.).

GRelC DSS

The GRelC DSS (Fig. 4) is a novel data grid storage service that efficiently, securely

and transparently manages collections of data (files) on the grid promoting flexible,

secure and coordinated storage sharing, across Virtual Organizations (VOs).

A key concept is the workspace, a virtualized and grid-enabled space in which a

community of users (for instance a VO or a cross-VO group) can share their

files/folders. It represents a way to define a storage space accessible by principals

(authorized grid users) sharing some common interests (i.e. a bioinformatics
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experiment, a VO, etc.). Within a GRelC DSS, data is organized into workspaces; for

each one we must define, among the others, the root user, a set of authorized users,

groups and VOs, the workspace administrators, etc.

Figure 4: GRelC Data Storage architecture in the large

Within a workspace users can:

• transfer files and folder (common upload and download operations);

• perform Posix-compliant operations such as rename, delete, open, etc. on both

files and folders;

• define the scope (visibility) associated to selected objects (e.g. files, folders,

etc.);

• manage user’s data access policies at a very fine grained level;

• perform reliable file transfer (RFT) operations (RFT is an asynchronous

service primarily intended to be used to reliably transfer files from a storage

resource to another one). It is worth noting here that the RFT service is not the

one provided by the Globus Toolkit v4; it has been developed from scratch

long before the Globus service was released and represents an important

building block within a data grid environment and a key element of the GRelC

DSS, because it (i) allows reliably performing file copy, (ii) supports

scheduled backup operations among groups of storage resources and (iii)

finally it provides an asynchronous service for generic (transactional or not)

data management operations (copy, copy-parallel/partial, delete, rename, etc.).

GRelC DGS

The GRelC DGS (Fig. 5) represents the key component of the P2P GRelC Data

Gather architecture and it acts as a peer – intermediate node – within the GRelC data

management P2P architecture. A crucial point is that it exploits the data source

virtualization concept de-coupling routing issues from the ones related to data resource

access. This way the same overlay P2P grid architecture can be used within several
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scenarios involving different data resources (files, databases, storage, etc.). This aim is

achieved by defining the virtual resource concept (a set of well known APIs associated

to several resource-specific implementations).

Moreover, the GRelC DGS implements the project concept, i.e., a collection of

data organized into a fixed schema with a specific set of privileges and accessed by a

group of users sharing common interests. Some examples could be a digital library, a

federated database, a distributed information service, a federated storage service, etc.

The GRelC DGS implements several kinds of queries (local and grid) and two

techniques (routed response and routed response with gather processing) to return a

matching query result to a DGS node; moreover, management of Time-To-Live (TTL)

and Hops-To-Live (HTL) parameters implemented within the system allow decreasing

the network load.

Figure 5: GRelC Data Gather architecture

Additional details regarding this service, query management, security and

technological issues can be found in [38].

3.2. User Support: XGRelC and WebGRelC

The GRelC Services include a complete set of command-line clients for query

submission (DAS), file transfer (DSS), distributed query (DGS), etc. Moreover, for

each service we provide an X11 Qt based graphical interface (named XGRelC), which

simplifies the interaction with the proposed services.
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Recently, a web based environment has been also developed to provide seamless

and ubiquitous data access, integration and management. The first prototype along this

direction is WebGRelC [50].

The grid portal architecture follows a standard three-tier model and it will soon

integrate user management functionalities as well. The three tiers within our

architecture are the following ones: a client browser (first tier) that can securely

communicate with a web server over an HTTPS connection (no other specific

requirements are requested); the Web Server (second tier) which implements the

WebGRelC Portal leveraging (i) GridSphere portlet container and (ii) GRB [51],

GRelC DSS, DAS and DGS client libraries. It interacts with MyProxy [52] servers for

secure user’s credentials (proxy) storage and retrieval and with the Portal Metadata

Catalogue to manage user’s profiles. Finally, the GRelC Services are deployed on the

third tier, the data grid infrastructure.

4. Interoperability with gLite-based grids

Currently, the EGEE middleware (gLite) lacks ad hoc software for grid-database access.

The latest GRelC DAS release tries to bridge the existing gap, providing a well suited

solution, strongly integrated with the available gLite components (Computing Element,

Worker Nodes, Resource Broker, Storage Element, etc.).

The security/authorization framework we adopted (GSI/VOMS, both user and VO

centric) is fully compliant with the EGEE one. Moreover, the GRelC DAS is able to

publish (within the BDII [53], by means of a rich schema extension) a set of

information connected with: grid databases, tables, fields, GRelC DAS contact string,

authorized VOs, etc. This way gLite broker components can discover for their

matchmaking phase the grid-databases available on the grid.

The GRelC DAS release (gLite compliant) is currently deployed on the Grid INFN

virtual Laboratory for Dissemination Activities (GILDA) t-infrastructure [54].

Launched in 2004 by the EGEE partner INFN [55], GILDA is a fully operational Grid

testbed devoted to dissemination activities; it provides both users and system

administrators with a practical hands-on approach to gLite based Grid systems.

Within the EGEE context, GILDA acts as a crucial component of the project’s t-

infrastructure (training infrastructure) programme, helping to pass on knowledge and

experience, as well as computing resources, to the scientific community and Industry.

A training version of this software is already available for tutorial activities on the

Grid CT wiki [56]. The first deployment on GILDA concerns a small set of sites, but

we already plan to extend this deployment (both for server and client side) on the other

GILDA sites identifying interesting test case grid databases related to the

bioinformatics domain.

5. Projects

In the following subsections we will describe the research and production grids that

actually host an installation of the GRelC Toolkit, defining their focus, the involved

partners and how the GRelC middleware impacts on their activities.
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5.1. SEPAC

The SEPAC (Southern European Partnership for Advanced Computing) project [57]

started in 2004 when the CSCS (Swiss National Supercomputing Centre), the

University of Zurich and the SPACI (Southern Partnership for Advanced

Computational Infrastructures) joined the ETH (Eidgenoessiche Technische

Hochschule) of Zurich, the Hewlett-Packard and the CILEA (Consorzio

Interuniversitario Lombardo per l’Elaborazione Automatica), who were the members of

the international TAPAC (Trans-Alpine Partnership for Advanced Computing) project.

The main goal of SEPAC is to build an efficient and reliable computing infrastructure

from heterogeneous production-level components (machines, operating systems,

applications) and use it as a computing solution for general scientific applications.

The focus is on general applications in academia and in industry sector. The design

includes the new features of grid technology: middleware updating, secure file transfer,

virtual organization management, grid data management, web services and portals. The

first SEPAC infrastructure was based on Globus Toolkit 2.0.4. It served to gain the

initial experience in gridifying simple applications and to make the first attempts

toward the construction of a user-friendly web interface. Currently, the SEPAC Grid

uses the GT 4.x pre-Web-Service version and its functionalities have been extended by

using a new Information Service (iGrid, which internally leverages GRelC libraries) [2],

the Grid Resource Broker (GRB) and the GRelC Data Management toolkit [3]. Several

GRelC DAS installations allow grid users (i) directly submitting queries to biological

databases as well as to medical ones by using the GRelC DAS command-line clients, or

(ii) carrying out through the GRB portal complex applications (including parameter

sweep and workflow simulations) that need access to the available scientific grid

databases.

Today, the SEPAC Grid has become a Grid infrastructure for bioinformatics and

medical applications, offering to its users a huge variety of applications such as, for

instance, the BLAST suite, GAMESS, Gaussian, AutoDock, GROMACS and VASP.

This success was achieved with the help and expertise of its partners, the

Computational Chemistry Group at the University of Zurich, the CILEA, as a partner

of two international projects LITBIO [58] and BioInfoGrid [59], the CSCS -

coordinator of the SwissBioGrid [60], [61] project, and SPACI with the involvement in

the LIBI [62] project.

5.2. LIBI

The Italian FIRB LIBI (“International Laboratory for Bioinformatics”) project, funded

by the MIUR, proposes the setting up of an advanced Bioinformatics and

Computational Biology Laboratory focusing on the central activities of basic and

applied research in modern Biology and Biotechnologies.

LIBI, has its headquarter in Bari (Italy), but it is conceived as a laboratory

“without walls”. LIBI aims at the creation of a virtual working space for the academic

and industrial partners belonging to public and private institutions. All of the partners

provide their infrastructures and utilize the platform tools and equipments to benefit

from the capacity and expertise made available by the other partners. Therefore the

LIBI proposes itself as an organizational unit able to gather and enhance

multidisciplinary expertise to develop a technological platform fitting to the promotion
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of research activity in Bioinformatics in Italy and granting the recognition and use at

international level.

Two types of actors have equal responsibility in the LIBI: technological and

bioinformatics partners. The technological research units (RUs) are: CINECA in

Bologna, INFN Padova and Bari sections, SPACI/CACT-NNL,University of Salento,

Lecce and IBM Semea Sud, an industrial partner. The scientific RUs are CNRBA

(Istituto Tecnologie Biomediche, CNR, Section of Bari), UNIBO (University of

Bologna), UNIMI (University of Milan) and CBMTS (Centro di Biomedicina

Molecolare, Trieste).

LIBI mainly focuses on the following data management research activities:

• the construction and maintenance of genomic, proteomic and transcriptomic

databases;

• the design and implementation of new algorithms and software for the

analysis of genomes and their expression products;

• the development of new databases of pathogens relevant for man, animals and

plants.

• the design, development and maintenance of a cell cycle database.

A set of GRelC DAS are currently deployed in Bologna, Bari, Lecce, Milan and

Trieste to provide grid access to the aforementioned genomic and proteomic databases

within the LIBI distributed laboratory. Moreover, a specific driver for IBM DB2 is also

under testing to provide support and access to a federated data bank composed of about

twelve bioinformatics databases (OMIM, EMBL, UniProt, UTRef).

6. Conclusions and future work

Nowadays, many grid applications need to access, share, and integrate huge

amounts of data, distributed across heterogeneous and widespread grid resources. Data

grids could allow applications to improve their performances and quality of results

providing efficient, robust and secure data services for a computational grid

environment.

In this paper we presented the state of the art of the Grid Relational Catalog project,

which provides a set of high level and grid-enabled data services for relational and non

relational repositories as well as files on storage devices. We reported on the Data

Access, Storage and Gather Services progress, presenting main issues and common

foundations. In future releases, we will adopt a Grid Services architecture paying

special attention to the Open Grid Service Architecture and to the emerging WS-DAI,

WS-DAIR and WS-DAIX OGF specifications.

References

[1] I. Foster, C. Kesselman, The Grid: blueprint for a new computing infrastructure, Morgan Kaufmann

Publishers - 1998

[2] Enabling Grids for E-sciencE (EGEE) Project – [http://www.eu-egee.org/]

[3] The TeraGrid Project – [http://www.teragrid.org]

[4] I. Foster, C. Kesselman, J. Nick, S. Tuecke, The Physiology of the Grid: An Open Grid Services

Architecture for Distributed System Integration. - [http://www.globus.org /research/papers/ogsa.pdf]

[5] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, The Grid Relational Catalog Project, Advances in Parallel

Computing, Grid Computing: The New Frontiers of High Performance Computing, L. Grandinetti (Ed),

pp. 129-155, Elsevier – 2005.

S. Fiore et al. / The GRelC Project: State of the Art and Future Directions342



[6] The DataGrid Project – [http://eu-datagrid.web.cern.ch/eu-datagrid/]

[7] Storage Resource Broker – [http://www.sdsc.edu/srb/index.php/Main_Page]

[8] C. Baru, R. Moore, A. Rajasekar, M. Wan, The SDSC Storage Resource Broker, Proc. CASCON'98

Conference , Nov.30 - Dec.3, 1998, Toronto, Canada.

[9] RLS: Replica Location Service – [http://www.globus.org/rls/]

[10] Grid Storage Management WG (GSM-WG) – [https://forge.gridforum.org/sf/projects/gsm-wg]

[11] W. Allcock, J. Bester, J. Bresnahan, A. Chervenak, L. Liming, S. Tuecke, GridFTP – Internet draft –

[http://www-fp.mcs.anl.gov/dsl/GridFTP-Protocol-RFC-Draft.pdf]

[12] Database Access and Integration Services WG – [https://forge.gridforum.org/projects/dais-wg]

[13] N. W. Paton, M. P. Atkinson, V. Dialani, D. Pearson, T. Storey, P. Watson, Database Access and

Integration Service on the Grid, Global Grid Forum OGSA-DAIS WG. Technical Report (2002)

[14] P. Watson, Databases and the Grid. Technical Report CS-TR-755, University of Newcastle, 2001

[15] V. Raman, I. Narang, C. Crone, L. Haas, S. Malaika, T. Mukai, D. Wolfson, C. Baru. Data Access and

Management Services on Grid, Technical Report Global Grid Forum 5 (2002).

[16] E.K. Clemons, Principles of Database Design, Vol. 1, Prentice Hall, 1985.

[17] Oracle – [http://www.oracle.com]

[18] IBM DB2 – [http://www-306.ibm.com/software/data/db2/]

[19] MySQL – [http://www.mysql.com]

[20] PostgreSQL – [http://www.postgresql.org]

[21] The Spitfire Project - [http://edg-wp2.web.cern.ch/edgwp2/spitfire/]

[22] M. Antonioletti, M.P. Atkinson, R. Baxter, A. Borley, N.P. Chue Hong, B. Collins, N. Hardman, A.

Hume, A. Knox, M. Jackson, A. Krause, S. Laws, J. Magowan, N.W. Paton, D. Pearson, T. Sugden, P.

Watson, and M. Westhead. The Design and Implementation of Grid Database Services in OGSA-DAI.

Concurrency and Computation: Practice and Experience, Vol. 17, Issue 2-4, pp. 357-376, 2005

[23] K. Karasavvas, M. Antonioletti, M.P. Atkinson, N.P. Chue Hong, T. Sugden, A.C. Hume, M. Jackson,

A. Krause, C. Palansuriya. Introduction to OGSA-DAI Services. LNCS, Vol. 3458, pp. 1-12, May 2005.

[24] Enterprise Level Data Access Services (Eldas) – [http://www.edikt.org/eldas/]

[25] Grid Relational Catalog Project – GrelC – [http://grelc.unile.it]

[26] S. Tuecke, Grid Security Infrastructure (GSI) Roadmap - Internet Draft -

[http://www.gridforum.org/security/ggf1_-200103/drafts/draft-ggf -gsi-roadmap-02.pdf].

[27] gLite: Lightweight Middleware for Grid Computing - [http://glite .web.cern.ch/glite/]

[28] The Globus Toolkit – [http://www.globus.org]

[29] The Web Service Resource Framework - [http://www.globus.org /wsrf]

[30] G. Aloisio, E. Blasi, M. Cafaro, I. Epicoco, S. Fiore, M. Mirto, Dynamic Grid Catalog Information

Service - Proceedings of the First European Across Grids Conference, February 13-14, 2003 Santiago

de Compostela (Spain), Lecture Notes in Computer Science, Springer-Verlag, N. 2970, pp. 198-205

[31] B. Coghlan, A.W. Cooke, A. Datta, A. Djaoui, L. Field, S. Fisher, J. Magowan, W. Nutt, M. Oevers, M.

Soni, N. Podhorszki, J. Ryan, A.J. Wilson and X. Zhu, R-GMA: A Grid Information and Monitoring

System - WP3, UK e-Science all hands conference, Sheffield, 2-4 September 2002.

[32] G. Aloisio, M. Cafaro, I. Epicoco, S. Fiore, D. Lezzi, M. Mirto, S. Mocavero, iGrid, a Novel Grid

Information Service - Proceedings of the First European Grid Conference (EGC) 2005, LNCS 3470,

Lecture Notes in Computer Science, Springer-Verlag, pp. 506-515, P.M.A. Sloot et al. (Eds.), 2005

[33] G. Aloisio, M. Cafaro, I. Epicoco, S. Fiore, D. Lezzi, M. Mirto, S. Mocavero, Resource and Service

Discovery in the iGrid Information Service - Lecture Notes in Computing Science, ICCSA 2005:

International Conference - Grid Computing and Peer-to-Peer Systems, O. Gervasi et al. (Eds.), Volume

3482, pp. 1-9, ISBN 3-540-25862-0, Singapore, May 9-12, 2005

[34] G. Aloisio, M. Cafaro, I. Epicoco, S. Fiore, M. Mirto, S. Mocavero, A performance Comparison

between GRIS and LDGC Information Services - Proceedings of SCI2003, 27-30 July, Orlando,

Florida, Volume XII, pp. 416-420, 2003 Best Paper in the session: Management and Information

Systems

[35] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, The GRelC Project: Towards GRID-DBMS - Proceedings of

Parallel and Distributed Computing and Networks (PDCN) - IASTED, pp. 1-6, February 17 to 19,

2004, Innsbruck, Austria

[36] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, The GRelC Library: A Basic Pillar in the Grid Relational

Catalog Architecture - Proceedings of Information Technology Coding and Computing (ITCC), April

5 to 7, 2004, Las Vegas, Nevada, Volume I, pp.372-376

[37] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, Advanced Delivery Mechanisms in the GRelC Project, ACM

Proceeding of 2nd International Workshop on Middleware for Grid Computing (MGC 2004), October

18 2004, Toronto, Canada, pp. 69-74.

[38] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, S. Vadacca, GRelC Data Gather Service: a Step Towards

P2P Production Grids, Proceedings of 22nd ACM SAC 2007, Seoul, Korea, Vol. 1, pp. 561-565

S. Fiore et al. / The GRelC Project: State of the Art and Future Directions 343



[39] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, A Gather Service in a Health Grid Environment, CD-Rom

of Medicon and Health Telematics 2004, IFMBE Proceedings, Volume 6, July 31 - August 05, Island

of Ischia, Naples, Italy

[40] G. Aloisio, M. Cafaro, D. Conte, I. Epicoco, S. Fiore, G.P. Marra, A grid enabled Map Server,

Proceedings of Information Technology Coding and Computing (ITCC 2005), IEEE Press, Volume I,

pp. 298-303

[41] Southern European Partnership for Advanced Computing (SEPAC) – [http://www.sepac-grid.org]

[42] Southern Parternship for Advanced Computational Infrastructure (SPACI) – [http://www.spaci.it]

[43] S. Fiore, M. Mirto, M. Cafaro, G. Aloisio, GRelC Data Storage: Lightweight Disk Storage

Management solution for bioinformatics "in silico" experiments, to appear in the Proceedings of the

20th IEEE International Symposium on Computer-Based Medical Systems (IEEE CBMS 2007), June

20-22, 2007, Maribor (Slovenia)

[44] S. Fiore, M. Cafaro, A. Negro, S. Vadacca, G. Aloisio, R. Barbera, E. Giorgio, GRelC DAS: a Grid-DB

Access Service for gLite Based Production Grids – Submitted to Fourth International Workshop on

Emerging Technologies for Next-generation GRID (ETNGRID 2007)

[45] M. Antonioletti, A. Krause, N. W. Paton, A. Eisenberg, S. Laws, S. Malaika, J. Melton and D. Pearson.

The WS-DAI Family of Specifications for Web Service Data Access and Integration. ACM SIGMOD

Record, Vol 35, No 1, pp. 48-55, 2006.

[46] R. Van Engelen, K. Gallivan: The gSOAP Toolkit for Web Services and Peer-to-Peer Computing

Networks. CCGRID 2002: 128-135

[47] G. Aloisio, M. Cafaro, D. Lezzi, R. Van Engelen, Secure Web Services with Globus GSI and gSOAP,

Euro-Par 2003, 26-29 Aug 2003, Klagenfurt, Austria, LNCS, Springer-Verlag, N. 2790, 421-426, 2003.

[48] R. Alfieri, R. Cecchini, V. Ciaschini, L. Dell'Agnello, A. Frohner, A. Gianoli, K. Lorentey, F. Spataro,

VOMS, an Authorization System for Virtual Organizations. European Across Grids Conference 2003:

33-40

[49] S. Fiore, A. Negro, S. Vadacca, M. Cafaro, M. Mirto, G. Aloisio, Advanced Grid DataBase

Management with the GRelC Data Access Service, submitted to the Fifth International Symposium on

Parallel and Distributed Processing and Applications (ISPA07)

[50] G. Aloisio, M. Cafaro, S. Fiore, M. Mirto, WebGRelC: Towards Ubiquitous Grid Data Management

Services, Proceedings of the 2nd International Workshop on Grid Computing Environments, held in

conjunction with SuperComputing 2006, November 12-13 2006, Tampa, Florida, USA

[51] G. Aloisio, M. Cafaro, G. Carteni, I. Epicoco, S. Fiore, D. Lezzi, M. Mirto , S. Mocavero, The Grid

Resource Broker Portal, to appear in Concurrency and Computation: Practice and Experience, Special

Issue on Grid Computing Environments

[52] J. Novotny, S. Tuecke, V. Welch. An Online Credential Repository for the Grid: MyProxy Proceedings

of the Tenth International Symposium on High Performance Distributed Computing (HPDC-10), IEEE

Press, Aug 2001, pp. 104-111.

[53] Berkeley Database Information Index (BDII) – [https://twiki. cern.ch/twiki/bin/view/EGEE/BDII]

[54] G. Andronico, V. Ardizzone, R. Barbera, R. Catania, A. Carrieri, A. Falzone, E. Giorgio, G. La Rocca,

S. Monforte, M. Pappalardo, G. Passaro, G. Platania, GILDA: The Grid INFN Virtual Laboratory for

Dissemination Activities, TRIDENTCOM 2005: 304-305

[55] INFN Grid - [http://grid.infn.it/]

[56] GRelC Data Access Service tutorial on GILDA t-Infrastructure [https://grid.ct.infn.it/twiki/bin/

view/GILDA/ UserTutorials]

[57] The SEPAC-Grid Project, http://www.sepac-grid.org

[58] LITBIO - [http://www.litbio.org]

[59] BioInfoGrid – [http://www.bioinfogrid.eu]

[60] The SwissBioGrid Project - [http://www.swissbiogrid.org]

[61] M. Podvinec, S. Maffioletti, P. Kunszt, K. Arnold, L. Cerutti, B. Nyffeler, R. Schlapbach, C. Türker, H.

Stockinger, A.J. Thomas, M.C. Peitsch, T. Schwede, The SwissBioGrid Project: Objectives,

Preliminary Results and Lessons Learned., IEEE e-Science 2006, 2006, pp. 148-155.

[62] Laboratorio Italiano BioInformatica (LIBI) – [http://www.libi.it]

S. Fiore et al. / The GRelC Project: State of the Art and Future Directions344



Service-Based Access to and Processing
of Large Scientific Datasets

Umit V. CATALYUREK a,1, Sivaramakrishnan NARAYANAN a, Olcay SERTEL a,
Jun KONG a, B. Barla CAMBAZOGLU a, Tony PAN a, Ashish SHARMA a,

Shannon HASTINGS a, Stephen LANGELLA a, Scott OSTER a, Tahsin KURC a,
Metin GURCAN a and Joel SALTZ a

a Dept. of Biomedical Informatics, The Ohio State University, USA

Abstract. Service oriented application development has gained wide acceptance in
the Grid computing community. A number of projects and community efforts have
been developing standards (OGSA and WSRF), tools, and middleware systems to
support development, deployment, and execution of Grid Services. In this paper,
we present the use of Grid Services in two application scenarios; servicing of large
scale data from simulation-based oil reservoir management studies and computer-
aided analysis of large microscopy images for neuroblastoma prognosis. We de-
scribe how the high-performance backend systems have been developed for these
applications and how these backend systems have been exposed through Grid Ser-
vice interfaces. Our work illustrates that with the help of appropriate middleware
systems, it is possible to develop and deploy high-performance Grid Services that
support storage, retrieval and processing of large scale scientific and biomedical
datasets, while enabling remote access to the data via well-defined interfaces and
protocols.

Keywords. Grid computing, grid service, data services, analytic services.

Introduction

There is an increasing number of collaborative research projects and applications, which
involve access to heterogeneous and distributed collections of data and analytical re-
sources, in all fields of science, engineering, and biomedical research. Many of these
projects and applications require query and retrieval of large datasets and analysis of
data through simple and complex operations. Simulation-based oil reservoir management
studies [25,38] and analysis of digitized microscopy images [10,24] are two examples of
applications that generate and reference large datasets (ranging from tens of Gigabytes
to Terabytes in size). The datasets in these applications are usually captured and stored at
different locations, prompting the need to provide support for remote access to datasets
and/or remotely process them. The complexities of management of large data volumes
and execution of compute intensive operations create many challenges when researchers
would like to share their data and analysis applications. The challenges are compounded
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by the heterogeneous nature of data sources, in terms of dataset formats and support for
query and retrieval, and of analytical resources, in terms of the format of input and output
parameters of analysis programs and how these programs are invoked.

There has been considerable progress in Grid computing technologies and Grid-
enabled middleware systems in recent years. Grid computing has moved from being an
infrastructure to enable access to high-end computing systems at supercomputer centers
towards becoming a platform to facilitate sharing and integration of distributed informa-
tion, data analysis tools, and applications. Interoperability is a major concern in an en-
vironment where data and analytical resources are developed autonomously by different
developers and when programmatic access to resources is required. To address the inter-
operability concerns, a services-based view of the Grid has emerged. In this view, data
sources and applications are exposed to the environment using standard interfaces. Users
interact with the resources through well-defined Grid services protocols. In this way, the
complexities and heterogeneity of individual resources can be hidden from clients and
greater interoperability among applications can be achieved.

Several core functions need to be supported in an end-to-end system for enabling
data-driven scientific applications in a Grid environment. These functions include man-
agement of data types and metadata, virtualization of data sources, remote data analy-
sis execution (including data product generation), and Grid services interfaces. We have
developed a suite of middleware components and tools to support these functions. In
this suite, DataCutter, which is a component-based middleware, enables combined use
of task- and data-parallelism and is used to support data product generation (e.g., aggre-
gates of data subsets) [7]; STORM [31,32] provides virtualization of file-based datasets
as object-relational tables and support for data subsetting; Mobius [20] supports man-
agement of data definitions and data types as XML schemas, XML virtualization of data,
and metadata management; Introduce [21] facilitates development and deployment of
strongly-typed Grid services.

In the following section, we briefly describe two application scenarios from engi-
neering and biomedical research. A short description of the middleware frameworks and
tools is presented in Section 2. Sections 3 and 4 illustrate how these frameworks and
tools are used to develop Grid-enabled data and analysis services in the two application
scenarios.

1. Application Scenarios

1.1. Oil Reservoir Management Studies

Effective oil reservoir management requires accurate characterization of the reservoir
properties and efficient management strategies that involve optimized placement of pro-
duction and injection wells. Simulation-based oil reservoir management is a viable ap-
proach to evaluate different optimization strategies and to understand changes in reser-
voir properties over long periods of time [25]. Various production strategies (i.e., the
number of placement of injection and production wells) applied to multiple realizations
(simulation runs) of geostatistical models are simulated using a numerical model of the
reservoir under study to incorporate geologic uncertainty. This approach can lead to large
volumes of output data [38]. In addition, changes in reservoir characteristics (e.g., rock
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properties) over time are tracked by seismic data simulations (or seismic measurements
in the field). Data obtained from seismic and reservoir simulations are stored for analy-
sis. The data analysis processes subsets of seismic simulation datasets and reservoir sim-
ulation datasets in order to generate summary data such as production rates over a time
period, bypass oil regions in the reservoir, and rock properties in the reservoir. The re-
sults of the analysis can be used to refine the reservoir models, simulate new production
strategies, and collect additional seismic data.

Simulations are performed on a three-dimensional mesh over several time steps.
Each realization corresponds to different geostatistical models and different number of
wells and well placements. At each time step, the value of seventeen separate variables
and cell locations in 3-dimensional space are output for each cell in the grid. Common
analysis scenarios involve queries for economic evaluation as well as technical evalua-
tion, such as determination of representative realizations and identification of areas of
bypassed oil. Examples of client requests include “Find all the potential bypassed oil
cells between time T1 and T2 in realization A” and “Retrieve the oil saturation values
at all mesh points from realizations A and B between time steps T1 and T2; visualize the
results.”

Seismic data is recorded as sound traces generated by multiple sound sources on
the surface and sampled by receivers at the bottom and on the surface of the reservoir.
The sound traces are used to infer subsurface material properties. The surveys can be
either carried out in the field or simulated using the seismic models of the reservoir. A
seismic dataset is stored in files in a standard exchange format, referred to as SEGY,
defined by the Society of Exploration Geophysics. A seismic data file consists of a 3600-
byte header followed by a record for each sound trace. Each record contains a 240-byte
header and the sound trace. The header information stores the metadata associated with
the sound trace including sound source id, receiver id, receiver location, the number of
samples stored for the trace. Traces collected for a single sound source are usually stored
in a single file. When numerical models are used to generate seismic data, each data file
can be up to 25 Gigabytes in size and there can be thousands of data sources simulated,
resulting in datasets ranging from a few terabytes to hundreds of terabytes in size.

Seismic data can be used in creating subsurface images and predicted subsurface
material properties. The reservoir model can be revised by imaging and inversion of
output from seismic data simulations. Imaging analysis requires that subsets of seismic
data be selected based on, for example, the type of sensor in a recording array and for
each or a suite of sources.

1.2. Computer-Aided Prognosis of Neuroblastoma

Neuroblastoma is a cancer that develops from sympathetic nervous system. The current
prognosis of the disease is based on examinations of tissue samples by expert pathol-
ogists following the International Neuroblastoma Prognosis Classification System de-
veloped by Shimada et al. [39]. According to the International Classification System,
each neuroblastoma case can be classified based on several morphological features such
as neuroblastic differentiation (undifferentiated, poorly-differentiated, and differentiat-
ing subtypes), mitosis karyorrhexis index and the presence or absence of Schwannian
stroma development (stroma-poor and stroma-rich tissue).

The manual examination of tissue samples by pathologists is not only time con-
suming but also subject to intra- and inter-reader variability. Therefore, it is crucial to
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develop a computerized system that allows reproducible diagnosis. The system should
also assists pathologists in their decision-making procedure. Recently, intensive research
studies have been conducted to develop computer-aided prognosis methods. As a contin-
uation of these efforts, a new computerized system is being developed for discriminat-
ing the grade of neuroblastic differentiation as well as analysis of Schwannian stromal
development [18,23].

The input to this system is compressed, digital images of tumor tissue samples
stained using haematoxylin and eosin. In this system, computer vision and pattern recog-
nition methods are utilized in developing a novel multi-resolution classification system
for discriminating the grade of neuroblastoma. A new segmentation method that merges
the Fisher-Rao criterion into the generic Expectation-Maximization algorithm is pro-
posed [23]. After extracting representative features from identified regions associated
with different cytological components of interest, such as cytoplasm and neuropils, these
features are used in the classification stage where multiple classifiers are employed. At
each resolution level, a sequence of image processing steps, including segmentation,
feature construction, feature selection, feature extraction, and classification, are applied.
Furthermore, a decision rule that controls the transition process from the lower to higher
resolution level is defined using a procedure that involves voting and weighting priori
classifier accuracies over the training data.

As for the computerized analysis of Schwannian stromal development, a similar
multi-resolution approach is employed, using texture analysis to classify each neuroblas-
toma image as stroma-poor or stroma-rich. The statistical texture features such as local
binary pattern [34] features are extracted to construct the feature pool. Also, a feature
selection step [37], which determines the most discriminating features, is employed.

In order to satisfy the requirements in terms of classification accuracy, due to large
image sizes, the computational burden is excessive to be handled by a single computer.
The performance gets worse when various components of the system for grade of differ-
entiation and stroma classification are combined to provide the classification information
that is required for prognosis. Therefore, it is essential to develop a powerful computa-
tion infrastructure for pathological image analysis, where the computation time can be
significantly reduced.

2. Middleware and Development Tools

In this section, we briefly describe DataCutter, Mobius, STORM, and the Introduce
toolkit. We have used these tools in the development of high-end backend systems and
Grid services for the applications presented in Section 1.

2.1. DataCutter

DataCutter [7] is a component-based middleware framework [35,36,22,1,5,2,11] de-
signed to support coarse-grain dataflow execution on heterogeneous environments. In
DataCutter, application processing structure is implemented as a set of components, re-
ferred to as filters, which exchange data through logical streams. A stream denotes a uni-
directional data flow from one filter (i.e., the producer) to another (i.e., the consumer). A
filter is required to read data from its input streams and write data to its output streams
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SELECT < Data Elements >

FROM Dataset1, Dataset2, ..., Datasetn
WHERE< Ex pression > AND < Filter(< Data Element >) >

GROUP-BY-PROCESSOR ComputeAttr ibute(< Data Element >)

Figure 1. Database queries supported by STORM.

only. The DataCutter runtime system supports both data- and task-parallelism. Process-
ing, network and data copying overheads are minimized by the ability to place filters on
different platforms. The filtering service of DataCutter performs all steps necessary to
instantiate filters on the desired hosts, to connect all logical endpoints, and to call the
filter’s interface functions for processing work. Data exchange between two filters on the
same host is carried out by memory copy operations while a message passing commu-
nication layer (e.g., TCP sockets or MPI) is used for communication between filters on
different hosts.

2.2. STORM

STORM [31,32] is a services-oriented framework designed to support processing of large
datasets in a distributed environment. It provides basic database support for 1) selection
of the data of interest from scientific datasets stored in files and 2) transfer of selected
data from storage nodes to compute nodes for processing. The current implementation
is based on DataCutter middleware framework. Using the DataCutter runtime support,
STORM can perform parallel I/O on distributed data and execute data selection and data
filtering operations on heterogeneous collections of storage and compute clusters.

In order to support data subsetting on file-based datasets, STORM implements three
abstractions: virtual tables, select queries, and distributed arrays. The first two abstrac-
tions are based on object-relational database models [40]. SELECT operation of the form
shown in Figure 1 are supported on virtual tables. Data elements selected by the SELECT
operation are grouped based on a computed attribute. In the figure, the < Ex pression >

statement can contain value-based selections and range queries. Filter allows imple-
mentation of user-defined operations that are difficult to express with simple comparison
operations.

The client program that carries out data processing can be a parallel program. In that
case, the distribution among client nodes of the data elements returned as the result of
the query can be represented as a distributed array. This abstraction is incorporated into
the STORM framework by the GROUP-BY-PROCESSOR operation in the query formu-
lation. ComputeAttr ibute is another user-defined function that generates the attribute
value on which the selected data elements are grouped together based on the application
specific partitioning of data elements.

2.3. Mobius

Mobius is a middleware framework [29,26] designed for efficient metadata and data man-
agement in dynamic, distributed environments. It provides a set of generic services and
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protocols to support distributed creation, versioning, management of database schemas,
on-demand creation of databases, federation of existing databases, and querying of data
in a distributed environment. Its services employ XML schemas to represent metadata
definitions and XML documents to represent and exchange metadata instances. The role
of Global Model Exchange (GME) service of Mobius is to ensure distributed model evo-
lution and integrity while providing the ability for storage, retrieval, versioning, and dis-
covery of models of all shape, complexity, and interconnectedness in a distributed en-
vironment. Mobius Mako is a service that exposes data resources as XML data services
through a set of well-defined interfaces based on the Mako protocol. Our current Mako
implementation provides support to expose XML databases that support the XMLDB
API and contains an implementation of MakoDB. MakoDB is an XML database built
on top of MySQL [30]. The Mako protocol defines methods for submitting, updating,
removing, and retrieving XML documents. Upon submission, Mako assigns each entity
a unique identifier. Documents or subsets of XML documents, can be retrieved by speci-
fying their unique identifier. XML documents can be removed by specifying their unique
identifier or by specifying an element identifying XPath [6] expression. XML documents
that reside in a Mako can be updated using XUpdate2.

2.4. Introduce

Introduce [21] is an open-source, extensible toolkit that supports easy development and
deployment of Web Services Resource Framework compliant services. Introduce is de-
signed to reduce the service development and deployment effort by hiding low-level de-
tails of the Globus Toolkit and to enable the implementation of strongly-typed services.
In strongly-typed services, a service produces and consumes data types that are well-
defined and published in the Grid. This enables data-level syntactic interoperability so
that clients and services can access and consume data elements programmatically and
correctly.

3. Grid Data Services for Datasets from Oil Reservoir Management Application

In Section 2.2, we introduced the STORM system that could answer SQL-like queries
over scientific datasets distributed over multiple nodes in a cluster. A STORM instance
may be setup to serve one or more of these datasets. A STORM daemon process is the
front-end of an instance. It receives queries from a client and returns the results. It orches-
trates the execution of the query by starting up tasks on nodes in the cluster. Frequently,
however, datasets served by different STORM instances need to be correlated for anal-
ysis. For example, one STORM instance running in cluster0 may serve reservoir simu-
lation information while a different, remote STORM instance running in cluster1 may
serve seismic measurements. An analysis to determine a suitable location to drill for oil
may require a combination of parts of these datasets. This necessitates the functionality
of distributed query execution across STORM instances.

In this section, we describe the design and implementation of a layered infrastructure
for serving large, distributed datasets using STORM and OGSA-DAI. The first layer
in our infrastructure implements support for efficient use of distributed storage clusters

2http://www.xmldb.org
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Figure 2. Querying multiple data sources using DQP, OGSA-DAI, and STORM.

and provides an object-relational virtualization of file-based datasets. This layer builds
on the STORM middleware framework. The second layer leverages the existing work
in the Grid community. The OGSA-DAI project3 provides middleware for integrating
and querying data from multiple data sources. To exploit their middleware, we expose a
STORM instance as an OGSA-DAI data source. In Section 3.1, we briefly describe the
OGSA-DAI infrastructure. In Section 3.2, we describe the integration of STORM with
the OGSA-DAI infrastructure. We also provide experimental results using Oil Reservoir
and Seismic Studies application data in Section 3.3.

3.1. OGSA-DAI

The Grid has emerged as an integrated infrastructure for distributed computation [13,15].
The Open Grid Services Architecture (OGSA) [14] defines mechanisms for creating,
managing, and exchanging information among entities called Grid services. The objec-
tive of the OGSA-DAI initiative is to build upon the OGSA infrastructure to deliver high
level data management functionality for the Grid. It defines services and interfaces that
can be used by clients to specify operations on data resources and data.

The OGSA-DAI infrastructure consists of two middleware components: OGSA-DAI
(Data Access and Integration) and OGSA-DQP (Distributed Query Processing). OGSA-
DAI [33] is a middleware product that allows data resources, such as relational or XML
databases, to be accessed via Grid services. An OGSA-DAI data service allows data to
be queried, updated, transformed and delivered. OGSA-DAI thereby provides a means
for users to Grid-enable their data resources. OGSA-DQP [4] is the distributed querying
component of the infrastructure. It supports queries over OGSA-DAI data services and
over other services available on the Grid, thereby combining data access with analysis.

To leverage this infrastructure, we exposed a STORM instance as an OGSA-DAI
data source. The details of this implementation are described in Section 3.2.

3http://www.ogsadai.org.uk/

U.V. Catalyurek et al. / Service-Based Access to and Processing of Large Scientific Datasets 351



3.2. System Implementation

The Grid Data Service (GDS) is the central OGSA-DAI component. OGSA-DAI pro-
vides default implementation of a Grid Data Service (GDS) that can expose databases
that implement the JDBC interface. In order to take advantage of this, we developed a
JDBC driver implementation for STORM. This allows the default GDS implementation
to use a standard interface to communicate with the STORM instance. The JDBC driver
also exposes the metadata corresponding to the tables (virtual tables) that the particular
STORM instance serves.

When the GDS receives a SELECT query, it passes it on to the JDBC driver. The
JDBC driver parses the query into the internal format used in STORM and sends it to the
STORM daemon over a TCP/IP connection. Results are forwarded from STORM to GDS
via the JDBC driver, which implements the ResultSet interface. The JDBC driver reads
the results from STORM as a stream of bytes. It then parses the results into appropriate
Java objects. Note that parsing objects may also require conversion from little endian to
big endian format.

With this integration, as shown Figure 2, a STORM instance may be exposed
as a data source. A user wanting to submit a query over disparate data sources
that are wrapped by OGSA-DAI GDSs can also use the Distribute Query Processing
(DQP) infrastructure, which implements a distributed query engine on OGSA-DAI data
sources [4].

It is possible that for some kind of queries, the JDBC driver of STORM may prove
to be a bottleneck. We incorporated a feature wherein the driver can interpret the data
it receives from the STORM daemon in different ways. For example, an 84 byte record
consisting of 21 floats may be interpreted as a single 84 byte array. The intuition be-
hind this is that it is less expensive to interpret a record as an array of bytes rather than
parse them into individual Java objects. This notion can be further extended to interpret
a sequence of records as a single larger record to reduce the number of operations per-
formed per record. We should note that this approach, however, will remove interoper-
ability with OGSA-DQP since the DQP requires knowledge of individual attributes to
execute operations like PROJECT and JOIN.

3.3. Experimental Results

For the experimental evaluation, we used two PC clusters. The first one, called mob, con-
sists of 8 nodes equipped with dual 1.4 GHz AMD Opteron processors, 8 GB of mem-
ory and 1.5 TB of disk storage in RAID 5 SATA disk arrays. The nodes are connected
to each other via a Gigabit switch. The second cluster, called xio, consists of 16 nodes,
each node having two Intel Xeon 2.4GHz processors with hyper threading, resulting in
4 virtual CPUs per node. Each node has 4GB of memory and is connected to a distinct
7.3TB FAStT600 disk array. A detailed discussion of this cluster’s I/O architecture can
be found in [8]. We were able to achieve a raw I/O bandwidth (i.e., just reading data from
disk without any selection operations) of 2.69 GB/s using STORM on the 16 xio nodes.
Note that in the following experiments, we measure the efficiency of our integration upto
the OGSA-DAI stage and not the DQP stage as overheads after the OGSA-DAI stage
were out of our control.

In our first set of experiments, we carried out a preliminary performance compari-
son between STORM and MySQL and their OGSA-DAI implementations. OGSA-DAI
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Figure 3. (a) Comparison of MySQL and STORM. (b) Effect of large tables.

provides a default Data Resource implementation for MySQL. We generated tables with
6 floating point attributes, one of which is a unique attribute idf. No indexes were built
on the tables. Experiments were done on a single node in the mob cluster.

In Figure 3(a), we compare the performance of MySQL and STORM for varying
query sizes. Queries were of the form SELECT * FROM T100m WHERE idf < N
where N corresponds exactly to the number of rows returned by the query. Here, T100m
corresponds to a table with 100 million rows. We can see that STORM performs better
than MySQL. Both systems take almost constant time to execute these queries because
the scanning of the table takes up the bulk of the time. STORM’s OGSA-DAI imple-
mentation is not as efficient as MySQL’s, especially for very large queries. We attribute
this to the fact that our current JDBC implementation is not well optimized. There is a
high variable cost associated per tuple. However, STORM’s implementation outperforms
MySQL for queries smaller than 300,000 records. This is because the fixed (startup)
cost associated with STORM-DAI implementation is lower than that of the MySQL-DAI
implementation.

We should note that there are time and space overheads associated with importing
file-based data into a database. In our experiments, we observed that when data is im-
ported to MySQL using by piping the binary files via hexdump utility and using the
LOAD DATA INFILE command, the transfer time was about 600 seconds per GB of data.

Figure 3(b) highlights the effect of growing table sizes on a query’s performance.
Queries were of the form: SELECT * FROM TXm WHERE idf < 10000.0
where X is the size of the table in million rows. The cold-cache lines correspond to case
when the filesystem’s cache is purged by reading a large file. STORM and MySQL have
almost identical performance with the cold-cache. Our results show that I/O costs domi-
nate the execution time in the cold-cache case. The hot-cache experiments were done by
repeating the queries several times to allow for benefits of the filesystem’s caching. In
these experiments, STORM has a 40% improvement over MySQL, which we attribute
to the lower per tuple processing cost of STORM.

In the second set of experiments, we used a 315 GB size oil reservoir dataset. This
data corresponds to the simulation output of a single realization as described in Sec-
tion 1.1. For every time step, each point of three-dimensional grid is stored as a tuple of
21 attributes; the values of seventeen separate variables, cell locations in 3-dimensional
space and realization id. Simulation is done over a grid of size 512 × 512 × 256 for
60 time steps (Table 1). The dataset is partitioned across 3 data nodes such that each
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Dataset Attributes Record Size Records Dataset Size (GB) Cluster Name

(bytes) (millions) Number of Nodes

Oil Reservoir 21 84 3,840 315 mob, 3

Seismic 16 4,240 247 1,056 xio, 16

Table 1. The characteristics of the datasets used in the experiments.

node has roughly 1/3 of the dataset. The dataset is indexed using an R-Tree [19] on the
X,Y,T,SOIL,VX attributes where X and Y are spatial attributes, T refers to the time
step, SOIL is the saturation of oil at the grid location and VX is the velocity in the X
direction.

Figure 4(a) shows the timing results with varying query size. The queries involve
retrieving all data in a rectangular region over increasing intervals of time. The number
of records retrieved, thus, grows linearly. Since the dataset is indexed, there is almost
no excessive I/O and STORM takes only about 2 seconds to execute these queries. The
straightforward method of exposing this dataset, denoted by STORM-DAI-o is very inef-
ficient, due to parsing of 21 attributes in every record and creation of excessive number
of Java objects. Combining all 21 attributes into a single array (see Section 3.2), shown
by the STORM-DAI-1 line, results in a significant gain in performance. STORM-DAI-50
combines 50 records into a single array which further improves performance. Combin-
ing larger number of records did not give us any further benefit. In Figure 4(a), 3 DAIs
shows the execution time when the dataset is distributed across three STORM-DAI-50
instances, each running on a single node. Each query was submitted to each STORM
data source (i.e., the sub-tables) and the results were collected at the client. Partitioning
the data across multiple data sources, improves parallelism among the STORM-DAI-50
instances resulting in better performance.

In the last set of experiments, we used 96 seismic data files compliant with the SEGY
file format described in Section 1.1. Each file contained traces for a single sound source,
generated by a simulation using a seismic model of the reservoir and was 11 GB in size.
Files were evenly distributed across the 16 nodes of the xio cluster. The dataset was
indexed using an R-Tree on the RECV attribute that corresponds to the receiver number
for a particular trace.

On a single xio node, a base I/O rate of 193 MB/s was achieved using the dd Unix
utility. As with any pipeline, bandwidth achieved increased with query size till a limit-
ing value was reached. The bandwidth achieved at the end of the Extractor stage was
172 MB/s and at the end of the Filtering stage was 122 MB/s. The end-to-end bandwidth
seen by the client was 55 MB/s. The memory-to-memory bandwidth, measured using the
memcpy routine was about 560 MB/s. This was an important factor as communication
between stages of the pipeline involves packing and unpacking tuples into/from buffers
which involved a memory copy. Memory became the bottleneck that reduced the band-
width at each stage of the pipeline. This is a problem in systems where the memory-to-
memory bandwidth is comparable to I/O bandwidth.

Queries returned all records that involved a certain set of receivers denoted by a
range: SELECT * FROM segy WHERE RECV >= 1 AND RECV <= X where
we varied X linearly. The results of this experiment are shown in Figure 4(b). The number
of records returned by such a query is 96 ∗ X .

We employed similar techniques as in the previous experiments to improve the query
execution performance. For these queries, STORM performs the same amount of I/O
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Figure 4. (a) Varying query sizes on oil reservoir simulation data. (b) Performance on Seismic Data.

and filters out unwanted tuples. The fixed cost is therefore STORM’s startup costs, the
constant I/O and filtering costs. The variable cost is that of transferring the result of the
filtering operations. We can see that the naive OGSA-DAI implementation has a high
variable cost. Treating records as an array of bytes reduces this cost. Combining several
records into a single array, however did not cause any improvements unlike in the oil
reservoir experiments. This is because of the small number of rows returned by the query.
To further improve performance we set up STORM and GDS instances on two nodes
to serve half the table (each) and noticed a further improvement in performance. This is
reflected in the 2-DAIs line in the figure.

4. Grid Analytical Services for Analysis of Neuroblastoma Images

In this section, we present a service-based [14] infrastructure that allows multiple, geo-
graphically distant researchers and software developers to access a common image data
and code repository, letting them share their data while reusing the codes developed by
the others. The infrastructure involves a multi-processor backend that enables fast paral-
lel processing of images. It is specifically designed for very large-scale image processing
and has pipelined processing capabilities. In this system, the images are automatically
declustered by a central coordinator among multiple cluster nodes, where subimages are
processed through Matlab [27], a high-level, commercial development environment, and
the results (text or image) are collected back at the central coordinator. Furthermore, this
backend is exposed as a Grid service and a Grid client is developed as a part of the sys-
tem, for data management, remote image navigation, and job submission by end users.

Several recent papers address the use of Grid architectures [9,16,17,28,41,42] in
biomedical applications. In [16], Giovanni et al. describe a service-based architecture,
where various algorithms are provided as Grid services for drug design. In [28], Milanesi
and Merelli describe their implementation of a high-performance Grid application for
protein analysis. In [41], Sulakhe et al. present a scalable computational system for high-
throughput analysis of genomes. In [42], Tirado-Ramos and Sloot focus on the design of
a conceptual Grid architecture for interactive biomedical applications.

Our infrastructure differs from the above-mentioned works in that the parallel back-
end is based on a number of concurrently running high-level applications. Hence, the sci-
entists can develop their algorithms using Matlab, which is a conventional and rapid de-
velopment environment for most scientists. For a survey of related work on parallel Mat-

U.V. Catalyurek et al. / Service-Based Access to and Processing of Large Scientific Datasets 355



Figure 5. Overall system architecture.

lab environments, the reader is referred to [12]. Moreover, previous works focus on com-
putational parallelism, whereas our emphasis in this work is on large-scale data-parallel
processing, where the data needs to be stored on disk during the execution. Although our
current prototype uses Matlab as the high-level algorithm development language for our
image processing application, our design is generalizable and flexible enough to support
other high-level languages such as IDL with minimal effort. Moreover, the developed
architecture allows creation of simple workflows in the forms of pipelines of algorithms,
i.e., the outputs of an algorithm can be fed as input to another, allowing quick integration
of algorithms into a multi-stage image processing pipeline.

The general architecture of our framework includes a Grid client, a frontend Grid
service, and a backend parallel system for processing very large images. The Grid client
application contains a graphical user interface (GUI) for connecting to the frontend Grid
service using a strongly-typed Grid service interface. Frontend provides the functional-
ity to access a common algorithm and data repository and interacts with the backend
processing system for executing image processing jobs. The backend system includes
a master process that coordinates the data and task distribution on a number of storage
and compute nodes of the backend system. The overall architecture with multiple Grid
clients accessing the infrastructure is illustrated in Figure 5.
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Figure 6. The Grid client GUI.

4.1. Client Application

The Grid client application, implemented as a Java application, contains a GUI for con-
necting to the frontend Grid service using a strongly-typed Grid service interface. A
screen-shot of the client is provided in Figure 6. The Grid client provides functionality
for

1. managing the local and remote data and algorithm repositories by providing
some of the common operations found in a typical database management system.
Users can upload their local data/algorithms to a remote Grid site, query the re-
mote repository content, retrieve data and algorithms to the local disk, and delete
the remote content.

2. constructing simple imaging workflows in the form of pipelines that will be exe-
cuted on the parallel backend. The client also lets the user set several application-
specific execution parameters. Here, we refer to a pipelined workflow combined
with a specific set of execution parameters as a job.

3. submitting jobs to the backend system with the selected image data, selected set
of algorithms, and configured parameters.

4. visualizing the remote images through the built-in image viewer. The viewer pro-
vides access to images in the data repository and functionality to remotely navi-
gate on the images as well as zoom-in and zoom-out operations.

The Grid client is currently used during the development and evaluation of new
algorithms. In the future, we plan to use it at the production level.

4.2. Grid Service

Grid service handles the interaction between the Grid clients and the backend parallel
computing system. It provides methods for management (i.e., upload, query, retrieval,
and deletion) of common image and algorithm repositories located on a master node. It
is also responsible for configuring and initiating the image processing application at the
backend in compliance with the job parameters set by the clients.

We developed the Grid service using the Introduce service development and deploy-
ment toolkit [21] as a strongly-typed service. Hence, client APIs and service interfaces
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Table 2. Characteristics of the images used in the experiments

Slide Name Resolution Size (MB) Class

Slide A 64990 × 59412 599 Schwannian stroma-poor

Slide B 75607 × 68443 1,700 Schwannian stroma-poor

operate on well-defined XML schemas. Due to the massive size of the images, we utilize
the bulk data transfer for upload and retrieval of images. For this purpose, master node
runs a gridFTP server [3] that facilitates transfer of the data over the Grid.

gridFTP is also used for transferring the portions of the images that are remotely
visualized by the user. The service extracts the currently viewed portion of the image
from the larger image on the disk and transfers it to the client via the bulk data transfer
mechanism. Some simple caching mechanisms are implemented both at the server and
client side to reduce the communication overhead while navigating in the images.

4.3. Parallel Backend

The parallel backend is developed using a version of the DataCutter middleware [7] that
uses MPI as the underlying communication layer. The parallel backend runs a master
application and a number of application daemons, implemented as a set of DataCutter
filters. The master application is composed of a single reader filter, which reads the input
images from the disk and divides them into image tiles. The image tiles are assigned to
the application daemons running on the compute nodes, in a round-robin fashion. The
tiles are transferred to the compute nodes and cached in their local disks.

Each application daemon is composed of two DataCutter filters: a tile writer filter
and a Matlab executor filter. The writer filter is responsible for storing the incoming
image tiles on the disk. For each tile, the writer passes the location of the image tile to a
Matlab executor filter. The executor filter fires up a thread which runs Matlab at the very
beginning. This thread runs the selected image processing applications through Matlab
on the image tiles read from the disk. The results for each tile are written back to the
disk, where they are fetched by the executor filter and passed to a result aggregator. After
all image tiles are processed, the partial results are combined into the final result.

4.4. Experiments

We conducted experiments to evaluate the performance of the parallel image processing
backend on a 16-node Linux cluster located at the Department of Biomedical Informatics
at The Ohio State University. Each node of the cluster is equipped with dual 2.4 GHz
Opteron 250 processors, 8 GB of RAM, and two 250 GB SATA drives providing 500 GB
of local storage via software RAID0. The nodes are interconnected with switched gigabit
Ethernet and Infiniband and are running Linux as the operating system.

We report various results using the algorithm we developed for analysis of Schwan-
nian stromal development. Experiments are conducted on two neuroblastoma images of
different sizes: a small image (Slide A) and a large image (Slide B). The properties of the
images are given in Table 2. The images are divided into tiles of size 896 by 896 during
the parallel processing.

Here, we report the performance results in terms of load imbalance, execution times,
and speedups. The tests on four different whole-slide neuroblastoma images (in total,
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Figure 7. Load imbalance in terms of the number of pixels, the number of non-background tiles, and execution
time with varying number of nodes.

images consist of 16,372 image tiles, each with a size of 896×896 pixels) show that
the algorithm achieves a remarkable 96.55±2.33% classification accuracy in classifying
neuroblastoma images into stroma-rich and stroma-poor regions.

Figure 7 presents the load imbalance over the parallel system during the classifica-
tion for varying number of compute nodes using Slide A and Slide B. Here, the load
imbalance is defined as (Wmax − Wavg)/Wavg, where Wmax and Wavg denote the load
of the maximally loaded node and the average node load, respectively. The imbalances
are displayed in terms of the number of pixels, the number of tiles, and actual execution
time. Note that, in the algorithm, tiles having more than a certain percent of background
pixels are considered as background tiles and not processed. Hence, the presented re-
sults are for the non-background tiles. According to Figure 7, round-robin distribution
of tiles achieve a fair load balance. For both pixels and tiles, the imbalance is always
under 6% for Slide A and under 3% for Slide B. On the other hand, the load imbalance
in actual execution times is relatively higher. This is basically due to the multi-layered
nature of the algorithm. The image tiles that the algorithm is unable to classify are tried
to be re-classified at a higher resolution until a classification decision can be made on
the tile. Consequently, some nodes process more tiles than the others, resulting in a load
imbalance in the system. Since the classification decisions are made at the run time, no
static load balancing strategy is possible and round-robin assignment is prone to load
imbalance. It should also be noted that there is a difference between the load imbalances
in processing the small and large images. This difference stems from the fact that the
tile size is fixed while the image resolutions are different. Hence, the large image, which
has the higher resolution, has more flexibility for load balancing. The tile size is fixed
because the tile size of the training and test images must be the same.

Our analysis shows that using a single image reader is not sufficient as the number
of compute nodes increases. This is because of the fact that the reader library we used
is slow and becomes a bottleneck in providing the compute nodes with adequate number
of image tiles. To alleviate this problem, we have employed a multi-reader approach
that will guarantee that enough number of image tiles will be present for processing by
the compute nodes. In this approach, multiple images are tiled concurrently by different
readers running on different nodes and submitted to the compute nodes for processing.
Figure 8 displays the execution times and the achieved speedups with varying number
of compute nodes and two readers. As seen in the figure, it takes around 4.7 hours to
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Figure 8. Execution times and speedups in processing small and large images with varying number of compute
nodes.

classify the tiles of Slide B on a single-processor system. The execution time drops to
about 21 minutes on a 16-node parallel system.

5. Summary

In this paper, we presented the use of Grid Services in two applications that involve
access to large volumes of data and analysis of large datasets. In our implementations,
Grid Service interfaces are coupled to high-end backend systems for storage and pro-
cessing of data. The backend systems have been developed using DataCutter, which al-
lows combined use of task and data parallelism on a cluster system, STORM, which
implements high-performance query and data retrieval support for datasets stored in a
set of distributed files, and Mobius, which provides XML-based support for metadata
management. One of the applications have been exposed to the Grid environment us-
ing the OGSA-DAI framework, thus providing a OGSA compliant Grid Data Service.
The service interfaces for the image analysis application, on the other hand, have been
implemented using the Introduce toolkit and are compliant with the Web Services Re-
source Framework standards. Our work illustrates an example of combined use of Grid
Service frameworks and high-performance middleware tools to create interoperable data
and analytical resources that can handle large data and complex data analysis.

Acknowledgments

This research was supported in part by the National Science Foundation under Grants
#CNS-0403342, #CNS-0615155, #CCF-0342615, and by NIH NIBIB BISTI #P20EB000591.

References

[1] The ABACUS project. http://www.cs.cmu.edu/∼amiri/abacus.html.
[2] M. Aeschlimann, P. Dinda, J. Lopez, B. Lowekamp, L. Kallivokas, and D. O’Hallaron. Preliminary

report on the design of a framework for distributed visualization. In Proceedings of the International
Conference on Parallel and Distributed Processing Techniques and Applications (PDPTA’99), pages
1833–1839, Las Vegas, NV, June 1999.

U.V. Catalyurek et al. / Service-Based Access to and Processing of Large Scientific Datasets360



[3] W. Allcock, J. Bester, J. Bresnahan, A. Chervenak, L. Liming, S. Meder, and S. Tuecke. Gridftp protocol
specification. GGF GridFTP Working Group Document, September 2002.

[4] M. Alpdemir, A. Mukherjee, A. Gounaris, N. W. Paton, P. Watson, and A. A. Fernandes. OGSA-DQP:
A grid service for distributed querying on the grid. In Proc. 9th International Conference on Extending
Database Technology (EDBT), pages 858–861, 2004.

[5] K. Amiri, D. Petrou, G. R. Ganger, and G. A. Gibson. Dynamic function placement for data-intensive
cluster computing. In the USENIX Annual Technical Conference, San Diego, CA, June 2000.

[6] A. Berglund, S. B. X. WG), D. Chamberlin, M. F. Fernández, M. Kay, J. Robie, and J. Siméon. XML
Path Language (XPath). World Wide Web Consortium (W3C), 1st edition, August 2003.

[7] M. D. Beynon, T. Kurc, U. Catalyurek, C. Chang, A. Sussman, and J. Saltz. Distributed processing of
very large datasets with DataCutter. Parallel Computing, 27(11):1457–1478, Oct. 2001.

[8] S. Bokhari, B. Rutt, P. Wyckoff, and P. Buerger. An evaluation of the osc fastt600 turbo storage pool.
Technical Report OSUBMI_TR_2004_n02, The Ohio State University, Department of Biomedical In-
formatics, Sep 2004.

[9] V. Breton, C. Blanchet, Y. Lagre, L. Maigne, and J. Montagnat. Grid technology for biomedical appli-
cations. Lecture Notes in Computer Science, 3402:204–218, April 2005.

[10] U. Catalyurek, M. D. Beynon, C. Chang, T. Kurc, A. Sussman, and J. Saltz. The virtual microscope.
IEEE Transactions on Information Technology in BioMedicine, 7(4):230–248, Dec 2003.

[11] Common Component Architecture Forum. http://www.cca-forum.org.
[12] R. Choy and A. Edelman. Parallel matlab: doing it right. Proceedings of the IEEE, 93(2):331–341,

February 2005.
[13] I. Foster and C. Kesselman. The Grid: Blueprint for a New Computing Infrastructure. Morgan Kaufmann

Publishers, San Francisco, CA, USA, second edition, 2003.
[14] I. Foster, C. Kesselman, J. M. Nick, and S. Tuecke. The physiology of the Grid: An open grid services

architecture for distributed systems integration. http://www.globus.org/research/papers/ogsa.pdf, 2002.
[15] I. Foster, C. Kesselman, and S. Tuecke. The anatomy of the Grid: Enabling scalable virtual organization.

The International Journal of High Performance Computing Applications, 15(3):200–222, Fall 2001.
[16] A. Giovanni, C. Massimo, F. Sandro, and M. Maria. Progengrid: a grid-enabled platform for bioinfor-

matics. Proceedings of HealthGrid 2005, from Grid to Healthgrid, 112:113–126, 2005.
[17] M. N. Gurcan, T. Pan, A. Sharma, T. Kurc, S. Oster, S. Langella, S. Hastings, K. M. Siddiqui, E. L.

Siegel, and J. Saltz. GridIMAGE: A novel use of grid computing to support interactive human and
computer-assisted detection decision support. Journal of Digital Imaging, 20(2):160–171, 2007.

[18] M. N. Gurcan, T. Pan, H. Shimada, and J. Saltz. Image analysis for neuroblastoma classification: Seg-
mentation of cell nuclei. Engineering in Medicine and Biology Society, 28th Annual International Con-
ference of the IEEE, pages 4844–4847, August 2006.

[19] A. Guttman. R-trees: A dynamic index structure for spatial searching. In Proceedings of SIGMOD’84,
pages 47–57. ACM Press, May 1984.

[20] S. Hastings, S. Langella, S. Oster, and J. Saltz. Distributed data management and integration: The
mobius project. In GGF Semantic Grid Workshop 2004, pages 20–38. GGF, June 2004.

[21] S. Hastings, S. Oster, S. Langella, D. Ervin, T. Kurc, and J. Saltz. Introduce: An open source toolkit for
rapid development of strongly typed grid services. Journal of Grid Computing, March 2007.

[22] C. Isert and K. Schwan. ACDS: Adapting computational data streams for high performance. In 14th
International Parallel & Distributed Processing Symposium (IPDPS 2000), pages 641–646, Cancun,
Mexico, May 2000.

[23] J. Kong, H. Shimada, K. Boyer, J. Saltz, and M. Gurcan. Image analysis for automated assessment of
grade of neuroblastic differentiation. IEEE International Symposium on Biomedical Imaging, Accepted,
2007.

[24] V. S. Kumar, B. Rutt, T. Kurc, U. Catalyurek, S. Chow, S. Lamont, M. Martone, and J. Saltz. Large
image correction and warping in a cluster environment. In Proceedings of SC2006 High Performance
Computing, Networking, and Storage Conference, 2006.

[25] T. Kurc, U. Catalyurek, X. Zhang, J. Saltz, R. Martino, M. Wheeler, M. Peszyńska, A. Sussman,
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Abstract. A very important topic in the effort of deploying workflow applications

in grid environments is finding a means to describe the complex application struc-

tures that is simple for users yet expressive enough to provide the workflow sched-

uler with the information needed to make (good) scheduling decisions. A workflow

description language defines syntax and semantics for specifying workflow tasks

and their relationships; thus it provides an abstract and formalized representation of

the complex workflow structures in text format. But the existing workflow descrip-

tion languages focus on expressiveness with respect to describing the data and con-

trol flow of workflow structures. They lack the ability to specify resource request

information in support of resource allocations for workflow tasks by the scheduler.

In addition, we have found that many of the features requested by end users are not,

or are only partially supported in current workflow languages.

In this paper, we present a high-level abstract language for domain scientists to

describe workflow applications in grid environments, the Grid Application Mod-

eling and Description Language (GAMDL). GAMDL associates resource request

information with a workflow description so that a workflow scheduler can make

resource co-allocation requests based only on the workflow description itself. In

terms of expressiveness, GAMDL is able to describe data-flow structures of com-

plex domain problems, and also allows the definition of control-flow logic within

the data-flow. Designed to be intuitive and suitable for users without a background

in grid computing, GAMDL provides features that are not available in other lan-

guages.

Keywords. Workflow Description Language, Grid Environment, Workflow Scheduling,

Resource Allocation, GRACCE, GAMDL

1. Introduction

Scientific workflow applications [1] are domain problems that make intensive use of

numerical tools. They require high compute power for the simulation and visualization

and entail the transfer, storage and analysis of a huge amount of data. A simulation of

these problems in computational grids [2] incorporate multiple dependent modules to be

executed in predefined order on multiple resources. An uninterrupted simulation requires

the storage and transfer of module data between resources in a timely manner. Enabling

such an application in grid environments is much more complex than enabling monolithic

and single-executable applications.

High Performance Computing and Grids in Action
L. Grandinetti (Ed.)
IOS Press, 2008
© 2008 The authors and IOS Press. All rights reserved.
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A very important part of the effort of deploying workflow applications in grid en-

vironments is describing the complex application structures. A means to do so must be

simple yet expressive enough to provide the workflow scheduler with the information

it needs to make (good) scheduling decisions. A workflow description language defines

syntax and semantics for specifying workflow tasks and their relationships; it provides

an abstract and formalized representation of the complex workflow structures in text for-

mat. As the basis of the establishment and execution of grid workflows, workflow de-

scription languages are the widely-used meta-model to describe the physical processes

of large-scale applications.

Existing workflow description languages focus on being expressive enough to de-

scribe the data flow and control flow of workflow structures. They do not provide syntax

for specifying resource request information to support resource allocations for workflow

tasks. For example, it is very difficult to specify such resource request information as

the number of CPUs and the amount of memory of workflow tasks to support resource

co-allocation and execution planning. One workaround could be to use another method,

such as RSL [3], that is independent of the workflow description to make the resource

multi-request. But this approach introduces complexities in reasoning about the resource

multi-request based on the workflow task relationships. The workflow scheduler has to

refer to two specifications to make resource allocation and scheduling decisions, one for

resource allocation and one for workflow scheduling. In addition to support for schedul-

ing, a workflow language should also provide ease of use, and should support workflows

with a variety of different requirements. Some typical features include helping handle

errors produced before, during and after task execution and dependency handling, sup-

port for partial workflow specification, and support for application-specific utilities for

task launching, termination and restarting. These features are not, or are only partially

supported in current workflow language development efforts.

In this paper, we present a high-level abstract language for domain scientists to de-

scribe workflow applications in grid environments, Grid Application Modeling and De-

scription Languages (GAMDL). GAMDL associates resource request information with

workflow description so that a workflow scheduler can make resource co-allocation re-

quest based only on the workflow description itself. GAMDL also allows job execu-

tion history to be specified in an application description, which may be utilized by the

workflow scheduler for resource co-allocation and execution prediction. GAMDL is able

to describe data-flow structures of complex domain problems, and also allows the def-

inition of control-flow logic within data-flow. Intuitive and suitable for users without a

background in grid computing, GAMDL provides many features that are not available in

other languages.

The paper is organized as follows. In the next section, we discuss the background,

related work and motivation for the design of GAMDL. Section 3 gives the main ap-

plication entities specified using GAMDL. In Section 4, we show how an application,

its data-flow and control-flow logic are described in GAMDL. In Section 5, we show

how resource request information and execution history are specified. We then provide

an example of a complex control-flow description in Section 6. Finally, we draw our

conclusions in Section 7.
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2. Background, Related Work and Motivations

The design of GAMDL was driven by the needs of a production application, the UH Air

Quality Forecasting (AQF) application [4], and is the result of a collaboration between

domain users and the authors to enable the AQF application on the University of Houston

(UH) campus grid in the GRACCE project [4].

2.1. the AQF Scientific Workflow Application and the GRACCE Project

AQF is an integrated computational model for regional and local air quality forecasting,

and is composed of three subsystems: the PSU/NCAR MM5 weather forecast model,

the SMOKE emission system, and EPA’s CMAQ chemical transport model. An AQF

execution is a computational sequence of the three subsystems with increasing resolution

and decreasing geographical boundaries. Figure 1 illustrates the workflow of a nested 2-

day forecasting operation over a single region of interest by a three-domain computation.

Each rectangle represents a workflow module (task) and each arrow indicates the flow

of data between modules. The 36km domain computation provides coarse forecast data

over the continental USA, the 12km domain provides data across the south central USA,

and the 4km domain forecasts air quality across a smaller geographic region.

CMAQ

MM5

SMOKE

2nd day

1st day1st day 1st day

2nd day 2nd day

1st day 2nd day2nd day 1st day 2nd day 1st day

2nd day

1st day1st day

2nd day 2nd day

Postprocess
Visualization

36km Domain 12km Domain 4km Domain

ETA
Data

1st day

Figure 1. AQF Module Workflow

AQF modules are parallel MPI codes that require high performance parallel sys-

tems for their executions. A campus grid environment [5,6] that includes several Linux

clusters with MPICH [7] as the MPI runtime has been set up for AQF daily forecasting.

The AQF modules are installed on those cluster systems. In our original AQF workflow

scheduler, AQF workflow structure is described using an XML file, and a Perl script is

responsible for launching AQF workflow modules according to a predefined order. For

each module, the resource are preallocated by the system administrators and is hard-

coded in the XML file. The Perl script, which acts as the workflow scheduler, launches

the tasks when the dependencies are resolved and initiates the transfer of intermediate

files when these files are produced. Obviously, this type of human-scheduling policy is

not suitable for changing grid environments and resource allocation should be automated

to provide best possible decisions according to the resource load status.
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GRACCE (Grid Application Coordination, Collaboration and Execution) project [8]

was initiated to provide a general solution for managing scientific workflow applications

in computational grid environments. The vision of GRACCE is to provide domain scien-

tists with an integrated framework for building a custom grid application environment,

from the management of the application and its dataset, to the automatic execution and

viewing of results. In the GRACCE framework, end users are only required to provide

descriptions of their applications and resource requirements. GRACCE is responsible for

allocating grid resources for tasks in a workflow, placing tasks on resources for execu-

tion, monitoring them, and returning the results back to users as desired. The workflow

scheduler developed in GRACCE addresses the resource allocation capability missing in

our early XML/Perl solution and in most currently available workflow systems in compu-

tational grid environments. It features resource co-allocation and reservations, workflow

execution planning, performance prediction and data/network-aware scheduling. Our ini-

tial simulation results show that the GRACCE workflow scheduler is able to improve the

workflow performance by about 20% under a high resource load, compared to a regular

workflow scheduler. We refer interested readers to [9,10] for more information about the

project and the scheduler.

2.2. Application Modeling and Description: Related Works

During the process of deploying the AQF application, we were requested by users to

provide a general-purpose and easy-to-use method to describe application entities and

structures. Thus we needed a description language to support this and resource allocation

in the GRACCE workflow scheduler.

2.2.1. Condor DAGMan

Condor [11] is a resource management system for distributed computing resources. The

Directed Acyclic Graph Manager (DAGMan) [12] is a workflow scheduler for Con-

dor jobs. DAGMan uses DAG as the data structure to represent job dependencies and

the data-flow is specified by parent-child relationships. Condor does not have support

for specifying the intermediate files between tasks, and users must specify data transfer

through the preprocessing and postprocessing scripts associated with each job.

2.2.2. The Chimera Virtual Data Language

The Chimera Virtual Data System (VDS) [13] is a set of tools for data-processing work-

flow management. The workflow description language of Chimera is called Virtual Data

Language (VDL) and it is a data-flow style language. In VDL, a set of application pro-

grams are described as transformations (TR) and the executions of transformations are

described as derivations (DV). Derivations produce or consume data files, which are de-

scribed as data objects. In Chimera, VDL definitions are stored in a catalog that pro-

vides for the tracking of the provenance of all files derived by an application. Chimera

VDS contains the strategy for producing a given logical file. The dependencies between

derivations in terms of data files constitutes the application abstract workflow in the form

of a DAG of program execution steps.
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2.2.3. Taverna XScufl

Taverna [14] is a workflow environment for grid life-science applications. Taverna uses

an extended Scufl [15], XScufl, as the workflow specification language. The Scufl lan-

guage is essentially a data-flow centric language. In Scufl, a logical service, an individual

step within a workflow, is called a processor, which can be regarded as a function of some

set of input data to a set of output data. A set of data links connect data source processors

to data destination processors. Taverna has developed a set of processor plug-ins that

handle the data flow on data links; for example, a WSDL Scufl processor implemented

by a single Web Service operation described in a WSDL.

2.2.4. Askalon and Karajan

Askalon and Karajan workflow systems both define a control-flow style language to de-

scribe application logics [16,17]. In this style, the task execution order, which is implied

by their dependency relationships, is explicitly specified using sequential and parallel
syntactics. For example, given a 4-task diamond workflow, the specification could be

“{sequential A, {parallel B, C}, D}”. It is read: task A, task group {parallel B, C} and task

D must be executed in sequential order, where tasks B and C can be executed concur-

rently. In this way, the dependency relationships between tasks are implicitly constrained

by the task execution order that is specified by using the two syntactics. In addition to

these two, Askalon and Karajan introduce other imperative programming structures, such

as for, if, switch, etc., to specify complex control-flow logics. Karajan also allows the

definition and use of variables and functions in the specification.

2.2.5. Triana

Triana [18] provides a graphical environment to enable the composition of workflow ap-

plications through mouse input. In the Triana workflow language, a component, the unit

of execution, is a Java class with an identifying name, input and output “ports”, a number

of optional name/value parameters and a single process method. Triana uses both data-

flow and control-flow in workflow description. In the case of data-flow, data arriving on

the input “port” of the component triggers execution, and in the case of control-flow, a

control command triggers the execution of the component. The execution of workflow

within Triana is decentralized; data or control flow “messages” are sent along communi-

cation “pipes” from sender to receiver.

2.2.6. Others

YAWL [19] is a workflow language built upon two main concepts: workflow patterns

and Petri net [20]. It was developed by taking Petri nets as a starting point and adding

mechanisms to allow for more direct and intuitive support of different workflow patterns.

Similar to the Karajan and Askalon approach, it is a control-flow style language.

Business Process Execution Language (BPEL) [21] is an XML-based workflow def-

inition language to describe enterprise business processes in web services. In BPEL, a

workflow step is described using WSDL. For scientific applications, either extensions to

the language or the wrapping of the applications is needed to use BPEL.

Semantics web [22] standards, Resource Description Framework (RDF) [23] and

Web Ontology Language (OWL) [24], aim to provide another structuring and descrip-

Y. Yan and B.M. Chapman / A Feature-Rich Workflow Description Language 367



tion framework that allows data to be integrated in a much larger-scale than what cur-

rent HTML-framework provides. The general-purpose semantic web standards are very

abstract and additional vocabularies need to be defined for a specific field.

2.3. Discussions and Motivations

In reviewing those related efforts, we found that most existing workflow description lan-

guages focus on being expressive enough to describe the data flow and control flow of

workflow structures. They lack the features for users to provide resource request informa-

tion to support resource allocations for workflow tasks by the scheduler. For example, the

resource request information for multiple dependent tasks could be specified to support

workflow-orchestrated resource co-allocation and execution planning. One workaround

is to make the resource multi-request using another method, such as RSL [3] that is inde-

pendent of the workflow description. However, users have to derive the resource multi-

request from the workflow task relationships and the derivation is a complex reasoning

process. The workflow scheduler has to refer to two specifications, one for resource allo-

cation and one for workflow scheduling, which complicates its decision making process

during resource allocation and scheduling.

Aside from scheduling support, a workflow language should provide ease of use

and should support workflows with a plethora of different requirements. Some typical

features include helping handle errors produced before, during and after task execu-

tions and dependency handling, support for partial workflow specification, and support

for application-specific utilities for task launching, termination and restarting. We have

found that these features are not, or are only partially supported in the workflow language

development efforts.

In terms of their structure, workflow languages provide for the description of work-

flow applications in either control-flow or data-flow style. In control-flow style, the

execution order of workflow tasks are specified explicitly. It is either in the order

of specification statements or specified using imperative-programming syntax, such as

“sequential”, “parallel”, “fork” or “join”. The formalized model for control-flow style

is the Petri Net [20], and in [25,26], the authors show how Petri Nets are used for work-

flow description. Using data-flow style, a workflow description consists of the specifica-

tions of a set of tasks, one or multiple start tasks, and a set of dependency relationships

between the parent and child tasks that share intermediate data. The dependency rela-

tionships determine the execution order of the workflow tasks. The data-flow descrip-

tion is the Directed Acyclic Graph (DAG) representation of the workflow and it is able

to specify most of the current scientific workflow applications. Unlike the control-flow

style, only dependency relationships between relevant tasks need to be specified. For big

workflows, the control-flow style makes it very complex and error-prone for users to rea-

son about the sequential or parallel execution orders of the tasks. But using data-flow

style, the task execution order can be easily determined by the workflow scheduler based

on the task dependency relationships. So the DAG-based data-flow style is a much easier

method for users to describe static workflow than the Petri Net-based control-flow style.

Based on our study and the requirements of both AQF users and our workflow

scheduler, we have designed a data-flow style workflow description language, Grid Ap-

plication Modeling and Description Language (GAMDL). GAMDL provides supports

for resource allocation to the workflow scheduler in great flexibility and extensibility by
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allowing resource request details to be specified at different levels of abstraction. It is

more powerful and flexible than the related efforts we have studied. We summarize the

capabilities and features of GAMDL as follows:

• Supports the description of both data-flow and control-flow logic (loops and con-

ditional branches) at a high level of abstraction.

• By separating the description of application logic and execution workflow,

GAMDL supports the specification of partial workflows and reoccurring work-

flows without introducing additional complexities.

• GAMDL allows multiple jobs to be associated with a workflow module. The

scheduler may choose the most suitable one according to the hardware and soft-

ware environment of the allocated resource. For example, a workflow module

has two binary codes, one for Intel X86 architecture and one for PowerPC archi-

tecture. GAMDL allows them to be specified as two jobs and lets the scheduler

choose the right one based on the architecture of the resource allocated for this

module.

• Supports the definition of nested or hierarchical workflows, i.e. a workflow con-

tains another workflow.

• Associates the specification of resource requests and execution schedules with

the module specifications to support resource co-allocation of workflow depen-

dent modules. When allocating resources for a module, the scheduler evaluates

resources based on not only the module itself, but also on its parent, child and

sibling modules. For example, given a parent module and a child module, the

scheduler considers allocating the same resource for them so that there is no need

to transfer the intermediate files on the network.

• Allows for the specification of application-specific scripts for various purposes,

such as preprocessing, postprocessing, checking the state of job execution, clean-

ing temporary file, killing jobs, etc.

• Allows similar modules to be easily described using multi-value properties. The

description document is structured by using entity uid and uid references. These

two features greatly improve the usability of the language and the readability of

the description document.

GAMDL is XML language-based and the GAMDL syntax is developed as a set

of XML-Schema [27]. XML is the most widely used modeling language for workflow

description in grid computing and has a very rich set of development tools support. XML-

Schema is used to define a set of rules to which an XML document must conform in

order to be considered ’valid’. It is a W3C standard and provides a rich data model that

allows us to express sophisticated structures and constraints used in GAMDL. The use

of XML-Schema for GAMDL helps us easily develop a GAMDL parser using the open

source XML development library, Apache XMLBeans [28]. XMLBeans binds XML data

with Java objects through the schema of the data expressed in XML-Schema. In our

example, after we design the GAMDL in XML-Schema, the XMLBeans compiler takes

the GAMDL schema and generates Java codes that access a GAMDL document. All the

data types, XML documents and elements in GAMDL are mapped to Java classes. Using

these automatically generated codes, we can easily develop a GAMDL parser in pure

Java language.
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3. GAMDL Entities and Core Concepts

As a data-flow style language, GAMDL describes a workflow application by specifying

the application entities and the relationships and dependencies between entities. In this

section, we discuss the main application entities used in GAMDL.

3.1. GAMDL Execution Specification

In distributed and heterogeneous environments, a computational job is often specified

in an abstract, platform-independent format by users and runtime systems translate the

specification to a platform-dependent launching script that is used to create the execution

instance. The main issue in developing a specification language for different level of

users and runtime is how to flexibly define the properties of an execution in such an ex-

tent that different level of users can specify them in the abstraction level only they need.

To support such flexibility, GAMDL splits an execution specification into two parts, the

execution schedule and the execution configuration. An execution schedule includes in-

formation about when and where the executable is launched, such as its start time and

host name. An execution configuration includes information about how the executable is

launched, such as its launcher (e.g. a bash shell), directory, arguments and environment

variables. In this separation, the platform-independent information in the execution con-

figuration is supplied by users. When the scheduler allocates a resource for the execution,

its fills in the execution schedule. Based on the architecture of the allocated resource,

the runtime system fills in the platform-dependent part of the execution configuration.

Another information that is part of an execution specification is the resource request. The

resource request lists the resource details required for this execution, such as the number

of CPU and the memory size. Based on this information, the scheduler makes resource

allocation decisions and generates an execution schedule. An execution is of ExeType
type in GAMDL schema, as shown in the following code fragment.

<xsd:complexType name="ExeType">
<xsd:sequence>
<xsd:element name="executable" type="xsd:string"/>
<xsd:element name="location" type="xsd:anyURI"/>
<xsd:element name="version" type="gamdl:VersionType"/>
<xsd:element name="exeType" type="gamdl:ExecutableTypeEnumeration"/>

<xsd:element name="exeSchedule" type="gamdl:ExeScheduleType"/>
<xsd:element name="exeConfig" type="gamdl:ExeConfigType"/>
<xsd:element name="resrcReq" type="gamdl:ResourceReqType"/>

<xsd:element name="supportArch" type="gamdl:SysArchType"/>
<xsd:element name="requiredLibrary" type="gamdl:LibraryType"/>
<xsd:element name="docPage" type="xsd:anyURI"/>

</xsd:sequence>
<xsd:attribute name="uid" type="gamdl:UidType"/>

</xsd:complexType>

ExeType Schema

In the ExeType schema, most of the fields (elements or attributes in XML terms),

such as executable and location elements, are self explainable. The execution schedule

is specified in the exeSchedule field of ExeScheduleType type, the execution config-

uration in the exeConfig field of ExeConfigType type and the resource request in the

resrcReq field of ResourceReqType type.
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<xsd:complexType name="ExeScheduleType">
<xsd:attribute name="startTime" type="xsd:dateTime"/>
<xsd:attribute name="host" type="xsd:string"/>
<xsd:attribute name="hostCPUList" type="xsd:string"/>
<xsd:attribute name="numCPU" type="xsd:integer"/>
<xsd:attribute name="memSize" type="xsd:nonNegativeInteger"/>
<xsd:attribute name="retry" type="xsd:string"/>

</xsd:complexType>

<xsd:complexType name="ResourceReqType">
<xsd:attribute name="startTime" type="xsd:dateTime"/>
<xsd:attribute name="endTime" type="xsd:dateTime"/>
<xsd:attribute name="maxNumCPU" type="xsd:integer"/>
<xsd:attribute name="minNumCPU" type="xsd:integer"/>
<xsd:attribute name="maxWTime" type="xsd:long"/>
<xsd:attribute name="maxCPUTime" type="xsd:long"/>
<xsd:attribute name="maxMem" type="xsd:nonNegativeInteger"/>
<xsd:attribute name="minMem" type="xsd:nonNegativeInteger"/>

</xsd:complexType>

ExeScheduleType and ResourceReqType Schemas

The above code fragment shows the schemas of ExeScheduleType and Re-
sourceReqType. The retry field in ExeScheduleType is used to specify how the sys-

tem should rerun this schedule if the last execution fails. The retry string is defined in

format of “[Integer]:[Integer]:[Integer][+|x|e]”. The first integer is the maximum num-

ber of retries; the second one is the first interval (in second) and the base to calculate the

interval between each retry; The last [Integer][+|x|e] is used to define how the interval

is calculated in each retry, e.g. 4+ means the next interval is the current one plus 4; 2x

means the next interval is 2 times the current one; 2e means that next interval is the cur-

rent one powered by 2. For example, “retry=“5:2:2x”” means that the scheduler should

retry this execution up to 5 times if the first one fails, and the intervals between each try,

in seconds, are 2, 4, 8, 16, 32.

<xsd:complexType name="ExeConfigType">
<xsd:sequence>
<xsd:element name="launcher" type="xsd:string"/>
<xsd:element name="launcherArgu" type="xsd:string"/>
<xsd:element name="directory" type="xsd:string"/>
<xsd:element name="arguments" type="xsd:string"/>
<xsd:element name="env" type="gamdl:EnvironmentType"/>
<xsd:element name="stdin" type="xsd:string"/>
<xsd:element name="stdout" type="xsd:string"/>
<xsd:element name="stderr" type="xsd:string"/>

<xsd:element name="validator" type="gamdl:ScriptType"/>
<xsd:element name="preprocesser" type="gamdl:ScriptType"/>
<xsd:element name="postprocesser" type="gamdl:ScriptType"/>
<xsd:element name="cleaner" type="gamdl:ScriptType"/>
<xsd:element name="killer" type="gamdl:ScriptType"/>
<xsd:element name="doctor" type="gamdl:ScriptType"/>

</xsd:sequence>
</xsd:complexType>

ExeConfigType Schema

In the ExeConfigType type, the six fields of ScriptType type are used to spec-

ify the application-specific scripts for different purposes. The validator script is used to

check whether a completed execution generates the expected results or not; for example

whether the data in the output files are correct or not. While the execution’s exit code

from the operating system tells whether it has completed or failed, the use of the val-
idator script allows users to validate the execution using application-specific methods or

algorithms. The preprocesser script and the postprocesser script are launched before
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the executable is launched and after the execution is complete. The cleaner script is used

to clean out the temporary files after execution. The killer is the script used to kill the

execution process and its child processes if it has any. This is very useful for terminating

all the processes of an MPI program. The doctor script is used to check the health of the

execution and it is often called by the run time system.

Using these six scripts and the retry feature mentioned before, users can design ro-

bust and automated failure detection and restart functions for an execution. For example,

if a parallel MPI application runs much longer than its past executions, it is very likely

that the application’s parallel processes have lost the state of internal communications

and it hangs forever. The runtime system detects this using the provided doctor script

and kills the hanging processes using the killer script. It then validates whether the ex-

pected results are generated using the validator script because the application may have

lost communication state at the end of the execution, e.g. when closing the communi-

cation sockets after all the application data are generated. If it is a failed execution, the

runtime system invokes the cleaner script to clean the temporary and incomplete output.

According to the retry pattern configured in the retry string, the runtime system restarts

the execution. These features are requested by a group of application users [4] and are

very useful for applications that run frequently, e.g. daily. Users do not need to intervene

very often to deal with those errors that can be recovered from by the system.

3.2. Module and Job Specification

The core entity in GAMDL for describing a workflow application is “module”. A mod-
ule is an application component to accomplish certain application goals, typically, pro-

cessing input files and generating the required output files. A module is associated with

one or more jobs and their executions are all able to accomplish the module’s goals. A

common case of having multiple jobs is when the module code has been compiled into

several binaries for different platforms. Each of these binaries can be specified in one job.

A module may have multiple input and output files. All the module jobs should consume

these same input files and generate the same output files. The schema of the GAMDL

module, the ModuleType, is shown in the following.

<xsd:complexType name="ModuleType">
<xsd:sequence>
<xsd:element name="inputFiles" type="gamdl:UidRefSetType"/>
<xsd:element name="outputFiles" type="gamdl:UidRefSetType"/>
<xsd:element name="jobSpec" type="gamdl:ModuleJobSpecType"/>
<xsd:element name="dftExeConfig" type="gamdl:ExeConfigType" />
<xsd:element name="dftExeSchedule" type="gamdl:ExeScheduleType"/>
<xsd:element name="dftResrcReq" type="gamdl:ResourceReqType"/>
<xsd:element name="metaJobSpec" type="gamdl:MetaJobSpecType"/>

</xsd:sequence>
<xsd:attribute name="uid" type="gamdl:UidType"/>
<xsd:attribute name="name" type="xsd:string"/>
<xsd:attribute name="description" type="xsd:string"/>
<xsd:attribute name="dftJobIndex" type="xsd:integer"/>

</xsd:complexType>

ModuleType Schema

The inputFiles and the outputFiles fields in the schema are self-explanatory. The job-
Spec and the metaJobSpec fields are for specifying the two types of GAMDL mod-

ule jobs, the regular job and the meta-job. A regular job is a single execution and it is

of ModuleJobSpecType type. A meta-job, of MetaJobSpecType type, is a workflow.

The use of a meta-job allows the construction of nested workflows where a workflow
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contains another workflow. In a MetaJobSpecType-typed meta-job, the workflow is

specified by the appRun field of AppRunType type. We shall discuss this schema later

on. The schemas for the two types of jobs are shown in the following.

<xsd:complexType name="ModuleJobSpecType">
<xsd:sequence>

<xsd:element name="exeSchedule" type="gamdl:ExeScheduleType"/>
<xsd:element name="exeConfig" type="gamdl:ExeConfigType"/>
<xsd:element name="resrcReq" type="gamdl:ResourceReqType"/>

</xsd:sequence>
<xsd:attribute name="index" type="xsd:integer" use="required"/>
<xsd:attribute name="uid" type="gamdl:UidType" use="optional"/>
<xsd:attribute name="name" type="xsd:string" use="optional"/>
<xsd:attribute name="description" type="xsd:string" use="optional"/>
<xsd:attribute name="exeSpecUid" type="gamdl:UidType"/>

</xsd:complexType>

<xsd:complexType name="MetaJobSpecType">
<xsd:sequence>
<xsd:element name="argu" type="gamdl:VariableType"/>
<xsd:element name="appRun" type="gamdl:AppRunType" />
<xsd:element name="appRunFile" type="xsd:anyURI" />

</xsd:sequence>
<xsd:attribute name="index" type="xsd:integer" use="required"/>
<xsd:attribute name="uid" type="gamdl:UidType" use="optional"/>
<xsd:attribute name="appRunUid" type="gamdl:UidType" use="required"/>
<xsd:attribute name="name" type="xsd:string" use="optional"/>
<xsd:attribute name="description" type="xsd:string" use="optional"/>

</xsd:complexType>

Schema for Module Job Specification

In the ModuleJobType schema, the exeSpecUid attribute references an ExeType-

typed execution that is already defined. The three elements, the exeSchedule, the ex-
eConfig and the resrcReq, are for specifying the job-specific execution details and re-

source request. Although the execution specification referenced by the exeSpecUid at-

tribute also provides these, allowing them to be provided here gives users the option of

supplying module-specific details for an execution, and allows them to customize an ex-

ecution in one module without changing the execution itself. For the same reason, the

dftExeConfig, dftExeSchedule and dftResrcReq fields in the ModuleType schema

are for specifying the corresponding default for jobs. If a field is not given in the job

specification, the corresponding default is used. Also, since a module may belong to

one or more applications or workflows, these fields may be given in the application and

workflow description too, in order to provide custom execution details specifically for

that application or the workflow.

Finally, we note that both regular and meta module jobs can be identified via an in-

dex, the index field of the above schemas. An index is a sequence number that orders the

job specifications. The dftJobIndex field in the ModuleType schema tells the scheduler

which job should be considered first when allocating resources.

3.3. Multi-Value Property and Entity Uid

In applications, such as AQF, multiple modules use the same executable with different,

but similar execution details and input/output files. For example, there are 6 different

CMAQ modules in the AQF workflow shown in Figure 1 for forecasting air quality in

three domains and for two days. The differences in the use of the six modules are in the

specification of the execution configuration and input/output file names. To describing

them one by one is tedious work. Moreover, changes in the specification of the CMAQ

execution may requires changes in that of all the six CMAQ modules. This has proved to
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be an error-prone editing process and the readability of the resulting description is poor.

We have introduced additional language support for these to improve the usability and

readability of workflow specifications. These new features in GAMDL are provided via

the “multi-value property” and the “entity unique id”.

A Multi-value property (mvproperty), as its name implies, is a property that may

have multiple values. It is defined as mvpName = {v0, v1, ..., vn}, and is refer-

enced by $mvpName. #mvpName denotes the number of values defined. A refer-

ence to mvpName replicates the referencing sentence #mvpName times; in each

replica, the reference is replaced with a distinct one of its values. For example, if we de-

fine dmsz = {36k, 12k, 4k}, and day = {d1, d2}, the sentence aqf -mm5-${dmsz}-

${day} represents all six instances (#dmsz ∗#day) of the AQF MM5 modules in Fig-

ure 1. In an XML document, the replication of an mvproperty reference is on an element

basis. When the GAMDL parser encounters a reference to an mvproperty, it replicates

the nearest outer element that contains the reference. This element is called the contain-

ing element of the mvproperty reference. The parser does not recursively process the

same references in the child element of the containing element, instead, it instantiates all

references to the mvproperty in a replicate element with the same value.

In the GAMDL description for the AQF application, the mvproperties are defined as

following:

md={mm5, smoke, cmaq} # Three AQF subsystems
dmsz={36k, 12k, 4k} # Three AQF domains
day={d1, d2} # Two-day forecasting
vdmsz={12k, 4k} # The visualized domain

The following code fragment describes the six CMAQ modules in Figure 1 using

these mvproperties.

<module uid="cmaq-${dmsz}-${day}">
<inputFiles>
<ref uid="cmaq-${dmsz}-${day}-in1"/>
<ref uid="cmaq-${dmsz}-${day}-in2"/></inputFiles>

<outputFiles>
<ref uid="cmaq-${dmsz}-${day}-out1"/>
<ref uid="cmaq-${dmsz}-${day}-out2"/></outputFiles>

<jobSpec name="cmaq-${dmsz}-${day} job spec">
... ...

</jobSpec>
</module>

CMAQ Module Definition

The entity unique id (uid) is an attribute to uniquely identify an entity, for example

a job or a module, as shown in their schemas presented above. It is provided by users

when specifying an entity. To include a defined entity in another entity’s specification,

the user only needs to reference it by its uid. In the above code fragment for CMAQ mod-

ule definition, the module uid is defined to be “cmaq-${dmsz}-${day}” which covers

the six modules. The input/output files are specified by the uid references of the corre-

sponding files. This is the typical usage of uids in GAMDL, that is, the application enti-

ties are defined in several documents, one for each type of entity; and the documents for

specifying entity relationships and workflows use these entities via their uid reference. In

this way, changes in the entity specification do not necessitate changes in the documents

for higher-level application specification. It enables the creation of well-organized doc-

ument structures that match human approaches to organizing this information. The use
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of uids also enables the re-use defined entities in other applications; it can be used as the

key or foreign key reference when storing an entity in an RDBMS or XML database.

4. Application and Workflow Specifications

GAMDL models a domain problem as an application and an execution of the application

as a workflow. It allows both data-flow and control-flow logics to be described using

data-flow style syntax.

4.1. GAMDL Application and Workflow

In GAMDL, application and workflow are two different concepts. An application is a

high-level model of a domain problem from the viewpoint of an end user; a workflow

is an execution instance of the application. An application definition includes the speci-

fications of all the application entities and of the entity relationships and dependencies.

A workflow definition specifies which application entities are included in the workflow

execution and with which module(s) the execution starts; the runtime workflow is then

constructed based on the high-level application specification. One advantage of this sep-

aration is that it allows users to specify multiple and different workflows of an appli-

cation based on their needs without defining a new application each time. The support

for subworkflow and partial workflow is thus provided naturally from this separation. A

GAMDL application is defined in an application document and a GAMDL workflow

in an appRun document. The structure of the application document is illustrated in the

following code fragment.

<application name="" uid="" description="">
<version ... />
<appExes>
<ref uid="" />
... ...

</appExes>
<appDataFiles>
<ref uid="" />
... ...

</appDataFiles>
<appModules>
<ref uid="" />
... ...

</appModules>
<appMdRships>
<pCnRshipSet>
... ...

</pCnRshipSet>
</appMdRships>

</application>

GAMDL Application Document Structure

As this code fragment demonstrates, the collection of the definition of all applica-

tion entities is via uid references. These references are organized in three child elements,

appExes, appDataFiles, and appModules, each for one of the three types of appli-

cation entities respectively, i.e. execution, file, and module. The descriptions of module

relationships and dependencies are in the appMdRships element: we discuss its details

below. The next code fragment shows the AppRunType schema for the appRun docu-

ment.
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<xsd:complexType name="AppRunType">
<xsd:sequence>
<xsd:element name="description" type="xsd:string"/>
<xsd:element name="dftMdJobIndex" type="xsd:integer"/>
<xsd:element name="dftMdJobResrcReq" type="gamdl:ResourceReqType"/>
<xsd:element name="dftMdJobExeConfig" type="gamdl:ExeConfigType"/>
<xsd:element name="dftMdJobExeSchedule" type="gamdl:ExeScheduleType"/>

<xsd:element name="mdRun" type="gamdl:MdInAppRunType"/>
<xsd:element name="startMd" type="gamdl:UidRefSetType"/>

... ...
</xsd:sequence>
<xsd:attribute name="uid" type="gamdl:UidType"/>
<xsd:attribute name="appUid" type="gamdl:UidType"/>
<xsd:attribute name="startTime" type="xsd:string"/>

... ...
</xsd:complexType>

<xsd:complexType name="MdInAppRunType">
<xsd:sequence>
<xsd:element name="jobResrcReq" type="gamdl:ResourceReqType"/>
<xsd:element name="jobExeConfig" type="gamdl:ExeConfigType"/>
<xsd:element name="jobExeSchedule" type="gamdl:ExeScheduleType"/>

</xsd:sequence>
<xsd:attribute name="ref" type="gamdl:UidType"/>
<xsd:attribute name="jobIndex" type="xsd:integer"/>

</xsd:complexType>

AppRunType

In the workflow schema, the application specification is referenced via the appUid
attribute. The startTime string states when the workflow should be launched: it allows a

sophisticated cron job format for reoccurring executions of the workflow. The mdRun el-

ement of MdInAppRunType type is for specifying the inclusion of application modules.

It includes the module uid reference, the job index of the module, the execution details,

i.e. the execution configuration and the execution schedule, and the resource request.

This schema allows users to provide workflow-specific execution details and a module

job index. As the ModuleType schema, the three elements, dftMdJobResrcReq, dft-
MdJobExeConfig and dftMdJobExeSchedule, are used to specify the default values

of resource request and execution details of the workflow modules. These default values

are used for a module whenever its mdRun element does not provide them. Lastly, the

starting module(s) of the workflow are specified in the startMd element as uid refer-

ences to the workflow modules. The following code fragment is an example of an AQF

workflow definition.

<appRun uid="uhaqfrun" appUid="uhaqf" startTime="2005-07-16T15:23:15">
<mvproperty file="uhaqf.mvproperties"/>
<modules>
<ref uid="eta-download"/>
<ref uid="mm5-${dmsz}-${day}"/>
<ref uid="smoke-${dmsz}-${day}"/>
<ref uid="cmaq-${dmsz}-${day}"/>
<ref uid="postv-${vdmsz}-${day}"/></modules>

<startMd><ref uid="eta-download"/></startMd>
</appRun>

An AQF Workflow Definition

In the workflow specification, users do not need to specify the module relationships

and dependencies. They are all given in the appMdRships element of the application
document. In the following two subsections, we explain how data-flow and control-flow

logics are described in GAMDL.
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4.2. Application Data-flow Description

GAMDL models the application data-flow as a DAG, and captures both the dependency

relationships between modules and the intermediate files associated with these relation-

ships. A dependency relationship can be defined in either parent-children (PCn) pattern

or child-parents (CPs) pattern. A PCn relationship, specified as a PCnRship element in

GAMDL, has a parent module and one or more child modules, and a CPs relationship,

as a GAMDL CPsRship element, has a child module and one or more parent modules.

Intermediate files in a relationship are specified as pipes, one file per a pipe. A pipe has a

pipeIn element and a pipeOut element; the pipeIn element represents the piped output

file of the parent module, and the pipeOut element the piped input file of the child mod-

ule. The next code fragment is part of the appMdRships element in the AQF applica-
tion document. It describes the PCn relationships between the SMOKE and CMAQ mod-

ules, and between the CMAQ modules for the first day and the second day forecasting of

the AQF application in Figure 1.

<appMdRships>
<mvproperty file="uhaqf.mvproperties"/>

... ...
<PCnRship parentMdUidRef="smoke-${dmsz}-${day}">
<childMd uidRef="cmaq-${dmsz}-${day}">
<viaPipe pipeIn="smoke-${dmsz}-${day}-out1"
pipeOut="cmaq-${dmsz}-${day}-in1"/>

</childMd>
</PCnRship>

<PCnRship parentMdUidRef="cmaq-${dmsz}-d1">
<childMd uidRef="cmaq-${dmsz}-d2">
<viaPipe pipeIn="cmaq-${dmsz}-d1-out1"
pipeOut="cmaq-${dmsz}-d2-in1"/>

</childMd>
</PCnRship>
... ...

</appMdRships>
PCn Relationship Examples

4.3. Control-Flow Logic Description

GAMDL allows the specification of control-flow logics, such as loops or conditional

branches, by introducing conditional pipes and variables. A conditional pipe associates

a pipe with a boolean if condition which will be evaluated after the module completes ex-

ecution. If it evaluates to true, the pipe is processed; otherwise, it is not. If the conditions

of all pipes in a relationship are evaluated to false, runtime dependency is not established

and the child module will not be executed. A GAMDL variable is a <name, value>
pair associated with an if condition. A new value can only be assigned to the variable if

the associated if condition evaluates to true; if no if condition is specified, an assignment

is always made. If the value being assigned is in the form of value1:value2, value1 is

assigned if the if condition is true and value2 is assigned otherwise.

In GAMDL, complex flow controls are achieved by the proper assignment of vari-

able values and reasoning on the conditions associated with pipes and variables. The run

time system can assign values to variables before a module’s execution (in a preAssign
element) and/or after a module’s execution (in a postAssign element). The condition

associated with a variable assignment or a pipe is permitted to reference system environ-

ment variables as well as GAMDL variables defined in other modules. In the following

Y. Yan and B.M. Chapman / A Feature-Rich Workflow Description Language 377



for loop example, the child1 module postAssigns 100 to the loop index (loop) if the

loop variable has not yet been defined (which means this iteration is entering the loop),

or ${loop} - 1 in each subsequent iteration. In the pCnRship of par module and child1
module, a null pipe (using /dev/null file) is specified with an if condition as ${loop} > 0.

In each iteration, if the condition evaluates to "true", the pipe is established and control

passes to the child1 module.

child1

par

.

.

.

loop>0 ?

loop --

loop = 100

<module uid="child1">
... ...
<postAssign name="loop" value="${loop}-1:100"

if="defined(loop)"/>
</module>

<PCnRship parentMdUidRef="par">
<childMd uidRef="child1">

<viaPipe inFileUidRef="/dev/null"
outFileUidRef="/dev/null" if = "${loop} > 0"/>

</childMd>
</PCnRship>

For Loop

In Section 6, we give a more detailed example showing how a workflow with loops

and conditional branches is specified using conditional pipes and variables. We want to

note here that the control-flow specification introduces additional complexity in reason-

ing about the module execution order and is best used for the specification of simple

control-flow logics.

5. Support for Resource Co-Allocations

GAMDL introduces the specification of two types of information about a module to aid a

workflow scheduler when it is making resource allocation decisions; the resource request

information of a module or workflow job, and the historical and profiling information

about a job’s execution on a resource.

5.1. Resource Request Specification

As we mentioned before, the resource request of an execution is specified using the Re-
sourceReqType type shown below. It lists the resource details required by the execu-

tion. Two attributes we want to note here are the host and hostCPUList. These two

fields are optional. If they are specified, it tells the scheduler that dedicated resources are

requested, otherwise the scheduler allocates resources for the execution and fills in these

two fields. This allows users to manually allocate resources for some workflow tasks and

specify them in the execution specification. Using those dedicated allocations as hints,

the workflow scheduler can make much better decisions for tasks for which users do not

specify dedicated resources.
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<xsd:complexType name="ResourceReqType">
<xsd:attribute name="startTime" type="xsd:dateTime"/>
<xsd:attribute name="endTime" type="xsd:dateTime"/>
<xsd:attribute name="host" type="xsd:string"/>
<xsd:attribute name="hostCPUList" type="xsd:string"/>
<xsd:attribute name="maxCPU" type="xsd:integer"/>
<xsd:attribute name="minCPU" type="xsd:integer"/>
<xsd:attribute name="maxWTime" type="xsd:long"/>
<xsd:attribute name="maxCPUTime" type="xsd:long"/>
<xsd:attribute name="maxMem" type="xsd:nonNegativeInteger"/>
<xsd:attribute name="minMem" type="xsd:nonNegativeInteger"/>

</xsd:complexType>

ResourceReqType

GAMDL associates the resource specification with a workflow module, which pro-

vides a natural solution for specifying resource multi-requests according to the work-

flow. When allocating resources for module jobs, a scheduler makes resource allocation

decisions based on the module dependency relationships, for example, sibling module

jobs are allocated concurrent resources if possible. The scheduling process is thus or-

chestrated by the workflow. Under Globus RSL [3], users have to explicitly specify the

resource multi-requests for the purpose of resource co-allocation [29,30]. These resource

multi-requests have to be constructed manually according to the dependency relation-

ships of the workflow modules. While it would be possible to associate the RSL of mod-

ule jobs with the workflow, the ability to specify resource multi-requests in RSL is then

lost.

5.2. Job Execution Profile

The Execution Profiles of a module job in GAMDL are the historical and profiling infor-

mation about the job executions on different grid resources. They provide the scheduler

the historical information on observed executions in order to predict its future execution.

For applications like AQF that run every day under similar scenarios, it is very easy to

predict the execution of a module job on the resource on which it has been executing.

Based on such prediction, the scheduler can make much better resource co-allocation de-

cisions for module jobs. Also statistical analysis, data normalization and scaling may be

performed on the historical data for other purposes, such as improving resource usage.

The GAMDL schema for a job execution profile is ExeProfileType, shown in the

following. GAMDL organizes the execution profiles of a module job based on the re-

sources the job has run on, with one profile for each resource. A module job may have

been executed several times on a resource; each execution is described as an execution

scenario, consisting of a list of the resources consumed, of ExeScenarioType type. In

each profile, scaling algorithms are defined to calculate the possible resource usage based

on the available scenarios.

<xsd:complexType name="ExeProfileType">
<xsd:sequence>
<xsd:element name="name"/>
<xsd:element name="resourceName"/>
<xsd:element name="scenarios"

type="gamdl:ExeScenarioType"/>
<xsd:element name="CPUTimeScalingAlgorithm"

type="gamdl:ScalingAlgorithmType"/>
<xsd:element name="VMemScalingAlgorithm"
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type="gamdl:ScalingAlgorithmType"/>
...

</xsd:sequence>
</xsd:complexType>

<xsd:complexType name="ExeScenarioType">
<xsd:sequence>
<xsd:element name="name" type="xsd:string"/>
<xsd:element name="numberOfCPU"/>

<xsd:element name="hostCPUList"/>
<xsd:element name="startTime"/>
<xsd:element name="endTime"/>
<xsd:element name="cpuTime"/>
<xsd:element name="wallTime"/>
<xsd:element name="memSize"/>
<xsd:element name="swapSize"/>
<xsd:element name="vmSize"/>
...

</xsd:sequence>
</xsd:complexType>

<xsd:simpleType name="ScalingAlgoNameType">
<xsd:restriction base="xsd:string">
<xsd:enumeration value="LINEAR"/>
<xsd:enumeration value="INVERSELINEAR"/>
<xsd:enumeration value="SEQURE"/>
<xsd:enumeration value="EXPONENTIAL"/>
</xsd:restriction>

</xsd:simpleType>

Job Execution Profile Specification

6. A GAMDL Example for A Workflow With Loops and Conditional Branches

In this section, we use a workflow example in Figure 2 to show how complex control-flow

logic, such as loops and conditional branches, is described in GAMDL. In the example

workflow, the module md2 generates different output files (F1, F2 or others) in different

loops and these files are processed by module md3, md4 or md5, respectively. The loop

count is 100.

md1

md3

md2

md6

md5

md7

md4

F1 F2 else

loop < 100

Figure 2. A Workflow with Loop and Conditional Branches

In the GAMDL description shown below, module md1 postAssigns a loop variable,

whose initial value is 100 and stride is -1. The module md2 postAssigns two variables,

F1recent and F2recent. F1recent is set to true if file F1 is generated by md2 in the last

execution, otherwise F1recent is set to false; F2recent is handled similarly with respect to

file F2. The pipe condition for md3-md2 CPsRship is set to “pipe(F1) && ${F1recent}”,

which is evaluated to true if F1 is generated in the last execution and is available for
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piping in. The if conditions for the F2 pipe in md4-md2 CPsRship and the else-pipe

in md5-md2 CPsRship are similar to the F1 pipe. Loop control is specified in md1-md6
CPsRship of md1 and md6 using a null pipe with condition “${loop}<100 ”.

In this example, GAMDL uses condition functions, such as generated(F1), in a con-

dition string. A condition function is a regular function (binary or script) that returns

a boolean value; it should not make any modification to its externals. In the following

specification, the pipe(fileName) function checks whether a file can be piped in or not.

The generated(fileName) function checks whether the module execution generates the

specified file; the defined(variableName) function checks whether a variable is defined

or not.

<application name="LoopCon Example" uid="loopcon" ...>
<appModules>
<module uid="md1">
<postAssign name="loop" value="${loop}-1:100" if="defined(loop)"/>

</module>
<module uid="md2">
<outputFiles>
<ref uid="F1"/>
<ref uid="F2"/>
<ref uid="Fx"/></outputFiles>

<postAssign name="F1recent" value="true:false" if="generated(F1)"/>
<postAssign name="F2recent" value="true:false" if="generated(F2)"/>

</module>
<module uid="md3"><inputFiles><ref uid="F1"/></inputFiles></module>
<module uid="md4"><inputFiles><ref uid="F2"/></inputFiles></module>
...

</appModules>

<appMdRships>
<cPsRshipSet>
<CPsRship childMdUidRef="md2">
<parentMd uidRef="md1">
<viaPipe> ... </viaPipe></parentMd></CPsRship>

<CPsRship childMdUidRef="md3"> <!--md3-md2 CPsRship -->
<parentMd uidRef="md2">
<viaPipe if="pipe(F1) && ${F1recent}"
inFileUidRef="F1" outFileUidRef="F1"/></parentMd></CPsRship>

<CPsRship childMdUidRef="md4"> <!--md4-md2 CPsRship -->
<parentMd uidRef="md2">
<viaPipe if="pipe(F2) && ${F2recent}"
inFileUidRef="F2" outFileUidRef="F2"/></parentMd></CPsRship>

<CPsRship childMdUidRef="md5"> <!--md5-md2 CPsRship -->
<parentMd uidRef="md2">
<viaPipe if="!{F1recent} && !{F2recent}"
inFileUidRef="Fx" outFileUidRef="Fx"/></parentMd></CPsRship>

<mvproperty name="md345">
<value>md3</value>
<value>md4</value>
<value>md5</value></mvproperty>

<CPsRship childMdUidRef="md6">
<parentMd uidRef="${md345}">
<viaPipe if="" inFileUidRef="${md345}-out"
outFileUidRef="${md345}-out"/></parentMd></CPsRship>

<CPsRship childMdUidRef="md1"> <!--md1-md6 CPsRship -->
<parentMd uidRef="md6">
<viaPipe if=" ${loop} < 100" inFileUidRef="/dev/null"
outFileUidRef="/dev/null"/></parentMd></CPsRship>

<CPsRship childMdUidRef="md7">
<parentMd uidRef="md6"><viaPipe ... /></parentMd></CPsRship>

</cPsRshipSet>
</appMdRships>

</application>

Y. Yan and B.M. Chapman / A Feature-Rich Workflow Description Language 381



7. Conclusions

In this paper, we presented the Grid Application Modeling and Description Language

(GAMDL), a high level abstract language for domain users to describe a workflow appli-

cation. GAMDL, designed to address the limitations of current workflow languages with

respect to support for resource co-allocations for workflow tasks, is feature rich. It asso-

ciates resource request specification and execution profile with workflow module spec-

ification, so resource multi-requests can be easily constructed by software based on the

workflow. The execution details of a workflow job can be specified in different contexts,

thus providing a flexible means to organize and reuse the entities in different applica-

tions without having to redefine them. Using GAMDL, both data-flow and control-flow

relationships can be described using DAG style structures. Users do not need to manu-

ally construct the application’s control-flow if they have a data-flow application. Other

features of GAMDL include the use of mvproperties to describe similar entities, and its

support for nested and partial workflow.
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Abstract. Massively Multiplayer Online Games (MMOGs) are an increasingly
popular class of real-time interactive distributed applications that require scalable
network architectures and parallelization approaches. While games of the role-
playing genre already allow thousands of users to concurrently participate in a
single game session, there are important genres, in particular action and strategy
games, which have not been scaled to the massively multiplayer realm so far. These
games have hard requirements in terms of scalability, in particular regarding den-
sity, because many players tend to congregate in small locations in these games. In
this paper, we provide a comprehensive analysis of different scalability dimensions
for online games and describe our novel approach of game state replication for
scaling the density of players. The practical impact of our work is demonstrated by
porting the popular action game QFusion, based on the famous Quake 2, onto our
proxy-server system architecture using the replication approach. We discuss our
solutions for maintaining data consistency of distributed replicas of the game state,
as well as our enhancement of the game implementation in order to support multi-
server replication. The experiments with the ported QFusion demonstrate its high
responsiveness and show that our approach allows to almost triple the maximum
number of players on four servers as compared with a single-server version.

Keywords. Virtual Environments, Scalability, Parallelization,
Replication, Multiplayer Online Games

Introduction

Multiplayer online games played over the Internet have become a very popular class of
distributed applications and are played by a continuously increasing number of users
worldwide. Technically, an online game application is a distributed system consisting
of several user clients and servers; a single application instance operates in real-time
on a common application state replicated at all participating processes. The application
updates the state frequently, such that users get the impression of a continuously evolving
virtual environment.

In the area of distributed interactive real-time systems, online games are the most de-
manding applications in terms of responsiveness and scalability. In a running distributed
game session, there are two main functionalities carried out by participating processes:
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(1) the server component manages and regularly updates the application state depending
on user inputs and the application-specific logic; (2) the client component regularly vi-
sualizes the updated application state to the user and forwards user inputs to the server
component. Different actual placements of these components in the distributed architec-
ture are possible; they directly determine important characteristics of the distributed ap-
plication, like the achievable responsiveness and scalability. As an architecture solution
for online games, the the client-server and the peer-to-peer approaches have been mostly
used. Besides these well-known approaches, more sophisticated multi-server architec-
tures for online games have been proposed by academia [5,7] and implemented in com-
mercial game titles. The main goal of these recent approaches is to provide high scalabil-
ity of the architecture to support high user numbers in a single game session, thus allow-
ing to operate Massively Multiplayer Online Games (MMOG). While traditional multi-
player game types, also known as game genres, like First Person Shooter (FPS) or Real-
Time Strategy (RTS) usually are played with a few dozens of players, MMOGs, espe-
cially the sub-genre of Massively Multiplayer Online Role Playing Games (MMORPG),
are played with possibly several thousands of concurrent users in a single distributed
application instance. Such high player numbers are possible, because the virtual game
world of MMORPGs is huge and thus can be subdivided into independent regions, so-
called zones, for concurrent parallel processing. Unfortunately, the virtual game worlds
of FPS and RTS games are usually much smaller, such that the zoning approach is much
less feasible for these types of games. Consequently, FPS and RTS games usually can
still only be played in small-scale sessions.

Generally speaking, interactive online applications and distributed virtual environ-
ments all share the continuous real-time computation scheme. However, particular tech-
nical characteristics are quite different among the various types of applications. In terms
of scalability, which is most important for the trend of making applications massively
multi-user, several different scalability dimensions have to be distinguished by character-
izing which particular application characteristic should be scalable. Some characteristics
like the size of the virtual world or the total number of users can be scaled quite well
already with known mechanisms. However, other characteristics of virtual environments
are barely scalable yet. Especially the density of interactable objects, the so-called en-
tities is very important for a wide range of interactive applications and game types as
described and motivated further in this paper. These entities actually constitute the dy-
namic and modifiable state of a virtual environment: increasing their density is an urgent
requirement for providing a highly dynamic and interactive application.

The overall size of a virtual world, as an example of a scalability dimension, can be
quite easily scaled using the described zoning approach by adding additional zones to
increase the overall world size. In contrast, the density of interactable entities, i.e., the
number of those entities in a region of a fixed size in the environment, is difficult to scale
and at best marginally supported by existing parallelization approaches: increasing the
density requires the distributed architecture to increase the processing power dedicated
to a particular region of the virtual world, which raises hard challenges in terms of con-
sistency and correctness of the application processing. Efficient solutions for these chal-
lenges are not obvious and not available so far. However, this entities’ density scalability
dimension is crucially important for a wide range of virtual environment applications
and game types. Such virtual environments can not be scaled properly yet using currently
well-known scalability mechanisms.
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This paper summarizes our novel virtual world replication approach as a suitable
parallelization concept for scaling the density of interactable objects in virtual environ-
ments and online real-time applications. Scaling the density of these entities allows a
whole range of application types to be run in a massively multi-user manner for the first
time. For example, the presented replication approach allows FPS and RTS online games
to be played with a substantially increased number of concurrent players. In order to
operate the replication concept in a responsive manner, we discuss our Proxy-Server Ar-
chitecture as a distributed architecture suitable to run the replication concept on multi-
ple servers. Instead of subdividing the virtual environment into independent zones, the
novel replication approach replicates all relevant data at participating server components.
This way, the replication does not rely on particular characteristics of the environment
and, therefore, can be applied to arbitrary types of interactive real-time applications. In
contrast to existing approaches, the novel replication approach does scale the density of
interactable entities in a virtual environment, because the overall processing of the appli-
cation data is now distributed and parallelized among several server-components, such
that each component only has to process a particular data subset. In order to keep the
data consistent between distributed server components, several different synchronization
mechanism analyzed, resulting in the use of an adapted lazy primary copy replication
concept guaranteeing eventual consistency as a good compromise for the trade-off be-
tween responsiveness and level of consistency of the distributed real-time applications.

The contribution of this paper is threefold: (1) we provide a comprehensive analysis
of the scalability dimensions required by different genres of massively multiplayer on-
line games (Sections 2 and 3); (2) we present and discuss our replication parallelization
approach to scaling FPS and RTS games using our Proxy-Server Architecture [10,9] as
an alternative to conventional architectures (Sections 3 and 4); (3) as the main contribu-
tion, we demonstrate the practical impact of our replication approach for the important
and large class of FPS games by porting the open source FPS game QFusion [14] onto
our proxy-server architecture and reporting the scalability results (Sections 5-7).

1. Scalability of Interactive Real-Time Applications

Interactive real-time applications have various requirements regarding scalability. For ex-
ample, in multi-user training scenarios of catastrophes, physical simulation of fire spread
and behaviour simulation of crowds are required to scale. In virtual residence environ-
ments, the world size and the storage space for user-created models and textures must
scale. This section discusses how scalability of online games is influenced by the real-
time game processing and identifies the main dimensions of scalability for games.

1.1. State and its Processing in Online Games

In order for an online game to be interactive and provide the impression of a fluently
evolving game world, the game state must be updated in real time: there is a deadline to
be met for each state update. A single update incorporates user inputs and the simulation
of the virtual world; the update has to be visualized at all participating game clients.
The game state consists of the states of all dynamic game entities like avatars (virtual
representations of human users) and other game elements users can interact with. An
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entity’s state contains attributes like position, orientation, and the current action, which
have to be updated both frequently and consistently: All clients connected to the same
session have to present the same game state to their users.

The frequency of the game state updates (so-called ticks) defines the responsiveness
of a distributed online game, i.e., how fast a certain user input is acknowledged, pro-
cessed and reflected in the game state. The required responsiveness depends on the type
of the online game: Fast-paced First Person Shooter (FPS) games require a very high
responsiveness due to the direct controlling of the player’s avatar in a very tight feed-
back loop. These games usually run at update rates ranging from 10 to 35 and even more
updates per second depending on the actual implementation. In contrast, Role-Playing
Games (RPG) are played more indirectly by giving commands to the avatar in a more re-
laxed feedback loop. Therefore, these games usually run at lower tick-frequencies of 5 to
10 updates per second. However, all these games are still soft real-time systems: A delay
of a state update beyond the length of a tick, i.e. a violation of the real-time constraints,
immediately destroys the steady flow of the game, leads to stuttering animations, and
thus disrupts the users in their game immersion.

1.2. Conventional Client-Server Processing

Currently, the most common solution for small-scale FPS and RTS games is the well-
known client-server architecture. The single server receives user actions from all par-
ticipating clients, computes the new game game state for every entity in the game, and
sends the new state back to each client. If we abstract the virtual game world to be a two-
dimensional area, the single server is responsible for all entities in this complete area as
depicted by Figure 1.

[..]
Game World

Game Entities (Avatars, NPCs, items)

Game Clients

Single
Game Server

Figure 1. Single-server setup: the server is responsible for all entities in the game world

The single-server concept is easy to implement, but the server constitutes a single
point of failure and, more importantly for massively multiplayer gaming, is not able
to scale a game session for an increasing amount of entities. If the amount of entities
in the game is increased when more clients join, the required computation for a game
state update grows: the server will eventually congest and violate the game’s real-time
constraint. In order to scale a game session for massively multiplayer gaming, the system
architecture must be able to increase the computing power, which can be achieved by
using several CPUs and/or servers.
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1.3. Scalability Dimensions of Online Games

In the following, we identify three main scalability dimensions of Massively Multiplayer
Online Games by analyzing different game genres:

1) Overall number of participating users. In MMORPGs, this is the number of users
connected to a single virtual world (realm or shard) which, therefore, are able to interact
with each other. In an FPS or RTS, this is the number of users playing in the same game
session. Among different game genres, RPGs have the strongest requirement regarding
this scalability dimension, because the usually huge game world has to be populated.
However, MMO versions of FPS and RTS require this scalability dimension as well, in
order to provide game sessions for more than the current maximum of about 100 users.

2) Game world size. This dimension of scalability is especially required by MMORPG,
where users can “live” in very large virtual worlds. In order to scale the game world
size, two resources are required. The first is processing power for computing actions of
actively computer-controlled entities. In a larger game world, more of such entities like
Non-Player Characters (NPCs) or mobile enemies (mobs) have to exist and be controlled
by the servers. The second resource is the main memory for storing an increasing amount
of static terrain geometry and dynamic entities populating the game world.

3) Maximum player density. The density of players refers to the number of players
located near to each other in a comparatively small region of the game world. This di-
mension of scalability is urgently required by FPS and RTS games: Because the main
goal of these games is to defeat other human players, users move their players to where
some action is going on, and thus dynamically create player clusters with a high density.
For MMO versions of FPS and RTS, player density has to be scalable in order to provide
responsive gameplay for such situations. In MMORPGs, this dimension may be required
as well: For example, users come together at a high density in big cities to interact with
each other (trade or chat) or form large armies in high density player-vs-player scenarios.

There are several other scalability dimensions for specific game designs: for ex-
ample, a virtual housing environment may require scalable disc space for storing user-
created and uploaded models and textures. However, the three dimensions 1)-3) iden-
tified above are general for all massively multiplayer games and required by the three
main real-time game genres of RPG, RTS and FPS.

2. Parallelization Approaches

In this section, we discuss two different multi-server parallelization approaches for online
games with regard to the three scalability dimensions introduced in Section 1.3: The
zoning concept which is already used for MMORPG, and our own alternative replication
concept suitable for MMO versions of fast-paced FPS and RTS games.

2.1. Game World Zoning

The zoning approach partitions the game world of an MMOG into disjoint zones. The
state updates for zones can be computed independently of each other on several servers.
The highest performance is reached if each server handles only a single zone: then the
architecture can be viewed as an independent collection of single-server topologies.
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Figure 2 depicts an example of a game world partitioned into four zones, where each
zone-server handles its entities independently of the rest of the game world. Communi-
cation between servers only occurs when a user moves his avatar from one zone into an-
other: The game client has to establish a new connection to the server responsible for the
new zone and the servers have to handle the client migration in a consistent way. There
are several possible enhancements like dynamic resizing of zones, processing several
lightly populated zones on a single server or slightly overlapping zones for a transpar-
ent migration of clients. The usual cluster-setup for zoning is discussed in [5], while [7]
presents a peer-to-peer-based architecture.

The zoning approach allows to scale the total number of players, i.e., dimension 1),
very well if the players are distributed evenly among the different zones. In MMORPG,
where zoning is commonly applied, the users are encouraged to spread out in the game
world: the zones are usually different in difficulty and obtainable game rewards, such
that players of different experience levels tend to become separated. Additionally, zoning
scales the game world size (dimension 2) because additional zones and servers can be
added arbitrarily. However, zoning does not work well for FPS and RTS games, because
it does not scale the density of players (third dimension): “hot spots” with a high density
of players congest the single server of the corresponding zone.

2.2. Our Approach: Game World Replication

An alternative to the zoning concept is our approach of game world replication which
aims at scaling the user density in interactive real-time applications. In our multi-server
replication concept, each server holds a complete copy of the world and all entities of
the game, but the responsibility for entities is equally distributed among all participating
servers: each server computes the new state only for a particular subset of entities; these
are called active entities for this server. The entities being updated at other servers are
called shadow entities. Each server regularly, i.e., after each update, sends the new state
of its active entities to all other participating servers which then update their shadow
copies of these entities. Figure 3 shows how the replicas at the different servers can be
viewed as layers, in which the active entities of a particular server are depicted as filled,
while the shadow entities maintained at other servers are outlined.

Only one server is allowed to alter the state of each entity, i.e., has write access to it.
This primary copy [19] synchronization approach guarantees eventual consistency [18]
of the replicated game state. In general, there is a trade-off between the responsiveness
of the distributed state processing and the degree of consistency. We chose to implement
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eventual consistency because it enables high responsiveness of the game state processing
(no communication for entity locking is required) at a reasonable degree of consistency.

Our replication approach is particularly suitable for FPS and RTS games because it
does not partition the game environment and thus can work on arbitrarily small worlds.
As we demonstrate in Section 6, it does scale the maximum density of players (third
dimension) since all servers participate in the processing of the entities at a hot spot. The
main observation here is that the computation of the new state of an active entity (check-
ing collisions and computing the new position, processing interaction targets, computing
health points, etc.) usually takes more time than communicating and applying a remote
update of a replicated shadow entity which only requires some unchecked variable as-
signments. Additionally, the replication approach does not require clients to change their
server connection during a game session. Each game server has a full copy of the game
state and therefore can serve arbitrary clients regardless of their avatar position in the
game environment. This property allows the game to run in a seamless world without
zones and therefore is more suitable for small- to mid-sized worlds of FPS and RTS
games.

3. The Proxy-Server Architecture

In order to use the replication approach in an actual game implementation, we developed
and implemented the Proxy-Server Network [10] as an operational multi-server network
architecture. In this architecture, several proxy servers are interconnected for a single
online game session; each proxy can serve arbitrary clients. Servers can be scattered over
the Internet at different Internet Service Providers (ISP), and a client chooses to connect
to a server with low communication latency: such a server is “close” to the client in terms
of latency and thus called proxy in our architecture. Figure 4 shows an example session
with four proxy servers.

The proxy-server architecture implements our replication approach (Section 2.2):
each proxy holds a complete copy of the application state and is responsible for cal-
culating the new game state of its active entities and for communicating it to all other
participating proxies.

The decision about which game entities are active on a proxy determines how well
the computational load is balanced, and is based on distinguishing two kinds of entities:
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Figure 4. The Proxy-Server Architecture

1. User-dependent entities are directly associated to a particular client. These enti-
ties are usually the avatars controlled by the user at a client, as well as status and
game score information corresponding to that client.

2. User-independent entities are not directly associated with a particular client: they
are objects in the game world users can interact with, without directly controlling
them. Examples are non-player characters (NPCs), or items like health potions,
ammunition packs, etc. which can be picked up by users.

The application should distribute the active state of user-independent entities among
all participating proxy servers in a way that takes the actual processing power of the
server machines into account. The user-dependent entities have to be active entities at
the proxy server the particular game client is connected to. This way, all user actions
which manipulate the user’s own entities (like moving its avatars) can immediately be
processed at the client’s proxy, resulting in high responsiveness for these frequently is-
sued user actions. The proxy server can immediately change the entity state (e.g., change
the position) and confirm the new state to the client. Additionally, the server sends an up-
date message to all other proxies which update their corresponding local shadow entity
of the changed entity accordingly.

The processing of interactions can not be performed solely by the proxy server of
a particular client: an interaction issued by a user (firing a weapon, picking up an item,
etc.) possibly affects not only the state of the user’s own avatar entity, but also other
entities. In the general case, the interaction target will be active at another proxy, which
requires sending the interaction to this remote proxy for evaluation.

Fig. 5 depicts the processing of an interaction example in the proxy-server architec-
ture. The user at client A issues an interaction affecting the avatar of client B, for ex-
ample, the user fires a weapon onto the position of the avatar of B. In step ➀, client A
submits the action to its proxy server which validates the received input in step ➁. If the
validation was successful, i.e., the state of the avatar allows to perform the attack, then
the proxy sends an acknowledgement back to client A (step ➂) and forwards the interac-
tion to all other participating servers in step ➃. The other proxies update their local game
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state, i.e., they update the avatar’s state of the attacking client A in step ➄. Additionally,
each remote proxy checks whether a game element it is responsible for is affected by the
attack of avatar A. Let us assume that the avatar of client B is hit by the attack. Then the
local proxy of client B updates the state of its avatar by decrementing health points and
informs all other proxies about this state change (step ➅). Finally, in step ➆, all proxies
inform local clients which are directly affected by the interaction (clients A and B). Ad-
ditionally, all clients whose avatar is located near to the interacting avatars, are notified
about the interaction. For example, the users at clients D and E observe the interaction
and the proxies inform the clients about it.

The discussed distributed computation scheme of interactions in the proxy-server ar-
chitecture might in principle lead to situations where competing user inputs are processed
in the incorrect order. In [10] and [12], we discussed in detail the correctness issues and
solutions by incorporating additional mechanisms – local lag or timewarp [8,20,3] – in
the proxy-server architecture.

4. The QFusion Engine

For testing the practical impact of our replication approach, we ported the open source
FPS game QFusion [14] onto our proxy-server topology and studied the scalability of the
density and maximum number of participating players. Before discussing the details of
the implementation in Section 5, we describe the original game processing. The QFusion-
Engine is an enhanced version of the popular FPS game Quake 2 [17] of ID Software. The
source code of Quake 2 (implemented in C) has been made open source by ID Software in
2001 and was then used as the basis for the QFusion-engine. Fig. 6 shows two screenshots
of five players with the original implementation and fifty players already using the proxy-
server port, allowing a high avatar density.

J. Müller-Iden et al. / Parallelization and Scalability of Multiplayer Online Games392



(a) Small-scale session screenshot with 5 players

(b) Large-scale session screenshot with 50 players in a high density

Figure 6. Game Screenshot of QFusion

While QFusion provides much more sophisticated graphics than the original
Quake 2, the basic network code remained the same. Therefore, just as Quake 2, QFusion
is a very fast-paced, small-scale multiplayer First Person Shooter game using a single
server. Each client sends the user commands to the server which frequently (10 updates
per second) computes a new game state and sends it back to the clients. This original
setup is depicted in Figure 7.

While the single-server architecture works well for small sessions, there is a partic-
ular maximum number of players depending on the processing power of the server ma-
chine: the server will not be able to maintain the required rate of 10 updates per second if
the number of clients exceeds this maximum. Our experiments, which will be discussed
in Section 6, showed that the QFusion-server running on a Pentium 4 1.7 GHz host can
maintain the required update rate for up to 38 participating clients; more clients result
in server congestion: the game becomes unresponsive, movements of avatars and user
interactions are constantly lagged.

In order to port the QFusion-engine to our proxy-server architecture, we thoroughly
analyzed the game state processing inside the server update loop. The game state is called
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Figure 7. Original QFusion Architecture

frame in QFusion. There are four blocks of computation in the main update function
SV Frame() which are processed during each update loop, see Figure 7:

1. Receiving, validating and processing user actions in the function Client-
Think(). The server receives user actions in form of usercmd t structs from the
clients. For each of these messages, the server computes the new state of the correspond-
ing user, which is stored as a player state t struct containing variables for all rel-
evant values like position, movement velocity, viewing direction, the weapon currently
used etc. The update of these variables depends on the particular user actions and possi-
ble interactions with other users (being hit by a weapon, e.g.).

2. Updating user-independent entities in the function G RunFrame(). All server-
controlled items – weapons, armor, ammunition packs etc. – are processed in this step.
The server calculates a new state for each of these entities after the freshly passed time
of 100 ms which corresponds to the standard tickrate of 10 ticks per second.

3. Waiting for the frame time of 100 ms to complete if there is time left after the
steps 1 – 2. During waiting, the server still listens on incoming user actions from clients:
if a user action is received, then the server will awaken and will validate and process this
action by running the player update function ClientThink() for the particular client.

4. Transmission of the new game state to clients in the function SV SendCli-
entMessages(). At the end of the game frame, all the new player and server-entity
states computed in the previous three steps are sent to the clients. Instead of sending the
complete state to all clients, the server determines and sends the relevant subset of the
overall game state to each client. This filtering of information not only reduces the used
network bandwidth, but also prevents the type of cheating in which hacked clients can
make hidden entities “visible through walls”, because the server does not send recent
data concerning these hidden entities.

In our port of the QFusion-engine onto the proxy-server architecture, this main loop
for the computation of a frame was enriched to incorporate the active/shadow concept.
Each server receives and processes updates of shadow entities and generates/sends ap-
propriate update messages for its own active entities. We discuss the required changes to
the server processing in the next section in detail.
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We only present the server update loop of QFusion and do not discuss the client-side
processing: an important feature of our proxy-server architecture is that a client does
not need any additional functionality, compared to the single-server approach. There-
fore, only adjustments to the original QFusion-server were necessary to incorporate the
replication concept.

5. Implementing the QFusion-Engine on the Proxy-Server Architecture

We ported the QFusion-engine onto the proxy-server architecture in order to test our
replication approach using several servers, described in Section 2.2, for scaling the max-
imum number and density of players in fast-paced FPS games. Additionally, it is a de-
manding case study on how the eventual consistency synchronization affects the game’s
responsiveness and whether a very fast-paced shooter game is not delayed by the inter-
proxy synchronization communication. In the remainder of the paper, the new ported
engine will be called QFusion Proxy-Architecture (QPA).

5.1. Incorporating the Active/Shadow Concept

The two types of user-dependent and user-independent entities discussed in Section 3
can be found in the QFusion-engine as well. Our general solution for the distribution
of the active role of entities is that: 1) each proxy is responsible for the user-dependent
entities of its locally connected clients, and 2) the active role of user-independent entities
is distributed among proxies in a load-balancing way.

For QPA, the active role distribution of user-dependent entities implies that the state
of a client can only be changed by the proxy the client is directly connected to. This
distribution ensures the eventual consistency of entities as explained in Section 2.2.

5.1.1. Optimized User-independent Entity Processing

The user-independent entities are active on every proxy server in the QPA. Each proxy
can alter the state of these entities, and has to send an appropriate update message
to other servers if the state is changed. Although the apparently concurrent access to
user-independent entities is not synchronized by the architecture itself, consistency is
still ensured because the game logic prevents a concurrent access as follows. All user-
independent entities in QFusion are passive items (weapons, ammunition, health packs
or armor) which can be picked up if a user moves his avatar directly over the item. Due
to the usually in FPS games implemented collision handling being also used in QFusion,
only one avatar at a time can walk over an item to pick it up.

We implement the processing of an item pick-up action in QPA as follows. The
responsible proxy of the avatar that moved over an item removes the item from the map,
updates the avatar state (for example, increasing health points in case of a health pack
being picked up) and sends an update notification concerning the removed item and the
updated avatar state to the other servers. If another avatar maintained at a different proxy
tries to walk over the same item at the same time, this proxy will detect the collision
with the avatar already “standing on” the item and will not execute that movement of
its player. This optimized synchronization using the existing collision detection reduces
network communication. It also results in highly responsive execution, because the local
proxy performing the movement can immediately perform the pick-up action as well.
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5.1.2. Inter-Avatar Collision Handling

Determining and handling a collision of two avatars maintained at different proxy-servers
is problematic: depending on the communication latency between the servers, positions
of remote avatars might be outdated, yet have to be used for collision-checking of locally
active avatars.

In our demonstrator RTS game Rokkatan [11], we used a pessimistic approach to
solve this problem by virtually extending the collision boundaries of avatars. Collision
checks are performed using these bigger boundaries which serve as a “bumper area”
avoiding that the actual avatars move into each other due to inter-server latency.

For QPA, an optimistic approach can be applied because users try to avoid colliding
each other in an FPS game. Collision checks are performed by each proxy using the
original small bounding boxes of the avatars. This might lead to avatars maintained at
different proxies moving into each other. As soon as the proxy-servers recognize such
a situation by receiving the next entity update message of the other avatar, both avatars
are only allowed to move in the opposite direction to solve the collision conflict. This
optimistic mechanism turned out to be very suitable for the game style of QPA: users
tend to preserve distance to others for being able to move freely, such that inter-avatar
collisions are rare.

5.2. Main Loop of QPA

We enriched the original server update function SV Frame() to incorporate the ac-
tive/shadow concept and to handle synchronization messages with other servers to ensure
the eventual consistency of the replicated game state.

Figure 8 illustrates an example setup of the QFusion Proxy-Architecture, the com-
munication between the participating processes and the processing in the enriched
SV Frame() function. Each server participating in a single session has a full copy of
the game state. During the computation of a new game state, each server has to process
its local active entities and to update the remote shadow entities; the resulting processing
steps for the different types of entities are printed in bold font in the figure.

In the following, we discuss the main steps of the QFusion-Proxy-Server update
loop, referring to Figure 8:

1. Receiving, validating and processing of user actions from local clients. Just
as in the original, single-server version, each proxy server receives user actions from
the directly connected clients and computes the new state of the corresponding ac-
tive player entities using the player update function ClientThink(). In addition to
the single-server implementation, the proxy server will immediately forward the new
player state t structs to all other participating proxy servers if the action of that
particular user is an interaction. The other proxy servers need this information about the
interaction in order to check whether one of their local clients is affected. This forwarding
of interactions is performed in the new function QPA SV SendRemoteCLUpdate().

2. Receiving and processing updates of shadow entities from other proxy servers.
If the state of a remotely maintained avatar has been updated by the responsible proxy,
the corresponding update message including the new player state t struct has to be
processed. In this step, the proxy computes all updates in the function QPA Update-
RemoteClientState() by assigning the received updated values of position, health
points etc. to its local shadow data structure of that avatar entity. Additionally, the proxy
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Figure 8. Ported QFusion-Proxy Architecture

checks if a received interaction like the firing of a weapon affects a local active player
entity. If there was a successful hit, for example, the proxy will update its local active
player entity (decreasing health points, etc.) and send a corresponding update to the other
proxies. This way, we implement the general interaction processing scheme of the proxy-
server architecture discussed in Section 3 (Figure 5).

3. Updating the user-independent entities of the game world (pickup-items like
weapons and armor). As discussed in the previous subsection, each proxy server checks
whether such an item is picked up by one of its clients in the function G RunFrame().

4. Waiting for the complete time of a single server frame (i.e., 100 ms) to pass.
As in the original QFusion-engine, the server sleeps the remaining time of the frame
and processes incoming user actions during that time by running the ClientThink()
function.

5. Transmitting the new game state to clients. This part has not been changed in
comparison to the original engine: each proxy server determines what new state has to
be sent to which directly connected client and transmits this information in the function
SV SendClientMessages().

6. Final synchronization transmission of all changes of active entities which have not
been sent in the current frame yet. While interactions already have been forwarded in the
first step, non-interactive user actions like movements, changes of viewing directions or
changes of the activated weapon have not been sent yet. These entity updates are sent in
this final step using the function QPA SV SendRemoteCLUpdate() to be processed
by other servers as soon as they run step 2 of their frame computation next time.

This main loop of our QFusion Proxy-Architecture port incorporates the general
concept of the replication approach. The two most compute-intensive functions – the
state computations of all active player entities (ClientThink()) in step 1 and the fil-
tering of the relevant state information (SV SendClientMessages()) in step 5, –
are distributed among all participating proxy servers. However, we introduced some addi-
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tional computation for sending and processing entity synchronization messages (QPA -
UpdateRemoteClientState() and QPA SV SendRemoteCLUpdate()).

5.3. Communication in QPA

The original QFusion-engine uses its own network subsystem, in which clients and the
server directly communicate over the sockets API as illustrated in Figure 9.

QFusion
Server Logic

QFusion

QFusion
Client Logic

QFusion

QFusion

Client Logic

Networking Networking

Networking

[..]

QFusion

Figure 9. Original QFusion Networking

In order to synchronize the replicated game state of a QPA session, additional inter-
server communication had to be incorporated into the QFusion network layer. Instead
of adding this functionality to the original network system, we replaced the complete
communication layer of the QFusion-engine with our Game Proxy-Architecture (GPA)
communication library as illustrated in Figure 10.
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Figure 10. Ported QFusion using the GPA

The GPA library has been implemented in our previous work using C++ to ease
the use of the proxy-server architecture by providing socket-based channels for client-
server and inter-server communication. For each communication channel, the processes
can send and receive character-arrays using an API with several degrees of communica-
tion reliability. The inter-server communication uses IP-Multicast and automatically falls
back to unicast communication for servers which are not able to join the multicast chan-
nel because some intermediate router does not support multicasting. Figure 10 shows the

J. Müller-Iden et al. / Parallelization and Scalability of Multiplayer Online Games398



altered server main loop and the replaced network subsystem shadowed, while the client
logic of QFusion was not changed.

The GPA was already successfully used as the network subsystem in our RTS
demonstration game Rokkatan [11] and allowed us to add the required additional com-
munication functionality to the QFusion-engine with relatively little work.

6. Experiments

We conducted different tests of the presented QFusion Proxy-Architecture in order to
verify its functionality and, especially, to evaluate its scalability, i.e., the actual increase
of possible player numbers in a single session.

6.1. Functionality and Responsiveness Test

For testing functionality, we set up a distributed session with two QFusion proxy-servers
located in Muenster and Luebeck at the distance of ca. 500 km, see Figure 11.

Figure 11. Functionality Test Setup

At each of the two sites, several clients are connected to the server near to them in
terms of communication latency. The proxy-servers fully replicated the game state and
synchronized their entities according to our active/shadow approach over a public Inter-
net connection with an inter-proxy latency of about 15-20 ms. The distributed play test
ran successfully, there was no noticeable delay of interactions between users at different
sites. Avatar movements were processed in a highly responsive manner due to the low
communication latency of clients to the local proxies.
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Figure 12. Results of the various Scalability Experiments

6.2. Scalability Tests

For testing the maximum number of simultaneous players, we used an autonomous non-
graphical bot client of which we started several instances on each single client host.
The bot client generates as many actions as possible by continuously moving around
and firing weapons as fast as possible, i.e. we tested the worst case: at each tick actions
of all users are processed. Due to the high number of required hosts for the clients,
coordinating and running the tests was quite complex and took dozens of hours. For
easier management, we ran the scalability test for different numbers of proxies in a single
LAN environment in Muenster. Using up to 20 hosts at our department for servers and
clients, we were able to test sessions with up to four participating proxies. The server
machines in the tests were single-CPU Pentium 4, 1.7 GHz hosts. For each setup, we
continuously added clients to the session until the servers became congested, i.e., were
not able anymore to finish the complete tick calculation in the time of 100 ms given by
the QFusion standard tickrate.

The maximum number of players before the servers saturated is illustrated in Fig-
ure 12(a) demonstrating a scalable behaviour for up to 80 players on four servers. In
numerous test runs, we did not only measure the overall number of clients, but also ob-
tained fine-grained timing and bandwidth use values, shown in Figures 12(b) and 12(c).
For an increasing number of clients, the lines in Fig. 12(b) and 12(c) show the compu-
tation time of four main steps of the loop described in Section 5.2 and bandwidth use to
other processes at a single server. The measured values allow a detailed analysis of the
factors influencing the QPA scalability; a corresponding discussion can be found in [9].
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The tests were run on a very small quadratic map without any additional separating
walls, because we wanted to test the actual scalability of player density. In the single-
server setup of QPA, up to 32 users were able to participate in an uncongested session.
Using four servers, the parallelized QPA version allows to almost triple the maximum
number of participating users to up to 80 players. In comparison, the original, highly
optimized QFusion-engine on the same server host is able to support 38 users, i.e. the
overhead of the additional proxy-related processing is about 19 %.

7. Related Work and Conclusions

In the area of online games as an important application in the area of virtual environ-
ments, different dimensions of scalability required by particular game types are critically
important. The commonly used zoning approach scales the overall size of the virtual en-
vironment as well as the total number of users, as long as they are distributed over the
independent regions equally. However, the zoning concept does not scale the density of
users in the virtual world, which disqualifies this approach for FPS and RTS games. The
replication concept presented in this paper provides a strong improvement regarding the
scalability of player density and allows to substantially increase the amount of concurrent
users in game applications with small virtual environments not suitable for zoning.

The presented port of the QFusion-engine demonstrates that our replication ap-
proach on top of the proxy-server architecture is a feasible method to scale the over-
all number of players as well as their density. While the zoning approach as discussed
in [5,7] targets MMORPGs and is favourable for scaling the total number of players in
large game environments (our identified scalability dimensions 1 and 2), it is not suitable
to scale the density of players which is critically important for fast-paced action games.
The total player numbers we achieved with QPA are still much lower than those of avail-
able MMORPGs. We expect that MMO-gaming in FPS games will involve hundreds
rather than thousands of users, due to their much smaller game world.

The Colyseus system [4] also uses replication, but entities are replicated on demand,
which requires an additional setup time and targets large game environments. Regard-
ing our presented scalability dimensions, [16,15,6] provide some related, but less de-
tailed discussion. [2] presents a detailed scalability analysis for the game Quake 1 as the
predecessor of Quake 2 used in our implementation.

Our goal was to scale the density of players, which we achieved by processing an
increased number of simultaneous avatars in a very small test environment using several
servers. Additionally, setting up local proxy-servers allowed to run the game at a high
responsiveness. An alternative way of increasing the number of players is to use a server
of higher performance, i.e. an SMP system as discussed in [1] for Quake 1, using a pes-
simistic locking mechanism for synchronizing concurrent write access. Both possibilities
– SMP servers and multiple servers – are orthogonal to each other and can be used either
alternatively or in combination.

The sequential implementation of the commercially successful game QFusion is
highly optimized, such that porting the server onto the proxy-network introduced an
overhead of about 19 % for the additional processing. As we experienced while imple-
menting our demonstrator game Rokkatan [11], the implementation can be more effi-
cient when incorporating the replication approach from scratch, because the data struc-
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tures can be designed and optimized accordingly. Despite these difficulties, the QPA port
does scale the entity density quite well for a reasonable cost. The replication approach
is currently being incorporated in the Real-Time Framework [13] middleware of the EU
IST edutain@grid project1, where replication and zoning will be combined for achieving
dynamic scalability of real-time interactive application in a grid-computing environment.

References

[1] Ahmed Abdelkhalek and Angelos Bilas. Parallelization and performance of interactive multiplayer

1www.edutaingrid.eu

game servers. In IPDPS 2004, Santa Fe, New Mexico, USA, April 2004. IEEE.
[2] Ahmed Abdelkhalek, Angelos Bilas, and Andreas Moshovos. Behavior and performance of interactive

multi-player game servers. In Proceedings of 2001 IEEE International Symposium on Performance
Analysis of Systems and Software, Tucson, Arizona, USA, November 2001.

[3] Yahn W. Bernier. Latency compensating methods in client/ server in-game protocol design and opti-
mization. In Proceedings of Game Developers Conference’01, 2001.

[4] Ashwin Bharambe, Jeffrey Pang, and Srinivasan Seshan. A distributed architecture for multiplayer
games. In PACM/ USENIX NSDI, San Jose, USA, 2006.

[5] Wentong Cai, Percival Xavier, Stephen J. Turner, and Bu-Sung Lee. A scalable architecture for support-
ing interactive games on the Internet. In Proceedings of the 16th Workshop on Parallel and Distributed
Simulation, pages 60–67, Washington, D.C., May 2002. IEEE.

[6] Thomas A. Funkhouser. Network topologies for scalable multi-user virtual environments. In VRAIS
’96: Proc. of the Virtual Reality Annual Int. Symposium, Washington, DC, USA, 1996. IEEE.

[7] Björn Knutsson, Honghui Lu, Wei Xu, and Bryan Hopkins. Peer-to-peer support for massively multi-
player games. In IEEE Infocom 2004, Hong Kong, China, March 2004. IEEE.

[8] Martin Mauve, Jürgen Vogel, Volker Hilt, and Wolfgang Effelsberg. Local-lag and timewarp: Provid-
ing consistency for replicated continuous applications. IEEE Transactions on Multimedia, 6(1):47–57,
February 2004.

[9] Jens Müller-Iden. Replication-based Scalable Parallelisation of Virtual Environments. PhD thesis,
Universität Münster, July 2007. <http://pvs.uni-muenster.de/jmueller/mueller07.html>.

[10] Jens Müller, Stefan Fischer, Sergei Gorlatch, and Martin Mauve. A proxy server-network for real-time
computer games. In Euro-Par 2004 Parallel Processing, volume 3149 of LNCS, pages 606–613, Pisa,
Italy, August 2004. Springer.

[11] Jens Müller and Sergei Gorlatch. Rokkatan: scaling an RTS game design to the massively multiplayer
realm. ACM Computers in Entertainment, 4(3):11, 2006.
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ImageGrid: An Image Processing Grid
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Abstract. Grid computing has emerged as a new infrastructure for modern im-
age processing applications with the demands of more large-scale, collaborative
processing and storage capabilities. But it is too hard to develop grid applications
with the immature grid-enabled computing environment. ImageGrid is a project in
ChinaGrid to provide an efficient and collaborative grid processing environment
on components and workflow technologies. In this paper, the infrastructure and
the integrated mechanisms are discussed, which provide the benefits of flexibil-
ity, reusability and scalability. The deployments and realizations of typical image
processing applications in ImageGrid are also given out.

Keywords. Grid Computing, Image Processing, Grid Workflow, Digital Virtual
Body, Remote Sensing, Medical Information Integration

Introduction

0.1. Motivation: Why use ImageGrid?

Image processing is a very exciting area of computer science research, which utilizes
computational and digital analytical methods to solve image problems, such as image
enhancement, restoration, compression and analysis. There are many useful applications:
remote sensing, medical applications, intelligence gathering/’smart’ weapons, car guid-
ance and optical correction, which are growing and non-exhaustive.

Many image processing applications create numerous 2D/3D scenarios or models
and require high, even exponential increasing computing powers. For examples, stereo
image matching and feature extraction are usually too compute-intensive to be done in
reasonable time on a single processor. Rendering photorealistic images and computing
animated films consume aggregate power of all workstations. It will take several hours
or even days for these image processing applications on desktop computers. Global grid
is the way to speed up the large-scale processing requirements, which can harness dis-
tributed resources such as servers, workstations, clusters and bulky spaces.

What’s more, global grid [1] can eliminate the gulfs between image processing and
high-performance computing [2]. Many professional researchers of image processing
expect to utilize high-performance computers to resolve image processing applications
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and upgrade their researching faculties. But they know little about computer, distributed
and parallel computing technologies, so that they must spend more energies and times
on professional knowledge of computer and computing before working, which is very
difficult for them to master better in a short time. Although more high-performance par-
allel servers and workstations with hundreds of computing powers are unused, and the
distributed and heterogeneous characteristics of them also cumbers the combination of
high-performance computing and image processing.

There are comparability and inheritability in the research of image processing. Some
basic image processing algorithms can be applied into various different applications. For
example, image partitioning is available in remote sensing application for target extrac-
tion, which is also used in medical, geography and other areas. Once a high efficient al-
gorithm is designed, it can be treated as one of general methods in a basic toolkit to settle
some kindred problems. In this way, the latter can continue to research upon the former
shoulder. With the increasing of image processing complexity and diversity, it becomes
impossible to contain all image processing methods in image toolkit, so that the toolkit
should be scalable and extendable.

0.2. The System: What is ImageGrid?

As the reasons above, grid computing are used effectively to advance image process-
ing research. Grid computing has been developed with the high speed of Internet, which
are becoming an attractive and promising platform for solving large-scale computing-
intensive scientific problems. In grid environment, large numbers of geographically dis-
tributed resources are logically coupled together, sharing all computing resources, stor-
age spaces and data resources. Grid Computing can satisfy image processing demands
sufficiently, and enable image processing on disparate data and heterogeneous clusters
or machines. It shields the heterogeneous bottom of grid computing technology and op-
erating complexity, users can conveniently make use of diverse resources in grid.

0.2.1. ImageGrid Introduction

Image Processing Grid (ImageGrid) [3] is one of five important application grids sup-
ported by ChinaGrid, aiming to create a grid platform for image practitioners and re-
searchers to solve large-scale scientific problems of image processing.

ImageGrid is a service-oriented architecture whose aim is to create a grid platform,
bridging the gaps between image processing and high-performance computing. Image-
Grid aggregates all computing powers and resources as a virtual computer, solving large-
scale scientific problems of image processing. It enables users to take advantage of sub-
stantial computing powers available on heterogeneous grid environment without in-depth
knowledge of parallel computing theories or experiences. Namely it not only provides
high-speed executions of complex applications, but also provides an easy-to-use web
GUI, through which any user can access ImageGrid from anywhere at anytime as con-
veniently as Web. ImageGrid provides the software toolkit with the thinking of "write
once, anybody run", which enable any scientist or engineer quickly and easily build a
distributed parallel application with the combination of his new service component and
reusable software components existed in ImageGrid.

The overview of ImageGrid is shown in Figure 1. ChinaGrid Support Platform
(CGSP) is the foundation of the platform and applications. Reconstruction of digital vir-
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Figure 1. ImageGrid Overview

tual body, image processing of remote sensing, medical image diagnoses are three typical
image processing applications in ImageGrid.

0.2.2. CGSP: The Foundation of ImageGrid

ChinaGrid Support Platform (CGSP) [4] is a grid middleware developed for the con-
struction and evolution of ChinaGrid [5]. CGSP aims to integrate all sorts of heteroge-
neous resources distributed over CERNET, and provide transparent, high performance,
reliable, secure and convenient grid services for scientific researchers and engineers. In
addition to supply to ChinaGrid, CGSP offers a whole set of tools for developing and
deploying various grid applications.

The main characteristics of CGSP are as follows:

1. Based on OGSA (Open Grid Service Architecture) [6], CGSP is developed ac-
cording to the latest grid specification WSRF (Web Services Resource Frame-
work). It supports multiple service types, such as super (virtual) services, com-
mon web services, WSRF services.

2. ChinaGrid has the feature of highly localization. In order to obtain resources
nearby and satisfy the autonomy requirement of specialized grid application in
ChinaGrid, CGSP brings up the concept of "region" and each region could offer
specific services independently.

3. Scalability of CGSP satisfies the demand of expansion of ChinaGrid. The tree
structure of CGSP ensures that ChinaGrid has the capacity to cover the majority
universities in China.

4. CGSP guarantees the integrity and uniformity of ChinaGrid by a global moni-
toring system starting from the root region, a uniform entrance, and independent
portals in each sub-region.
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0.2.3. Typical Image Processing Applications

There are three typical image processing application in ImageGrid: digital virtual body
reconstruction, remote-sensing image processing, medical image diagnoses.

The Virtual Human Project is the creation of complete, anatomically detailed, three-
dimensional representations of the normal male and female human bodies. The realiza-
tion of digital virtual human is to identify and classify inner viscera, rebuild the edge
profile data of outer body and three-dimensional profile data of inner viscera, and con-
struct high-precision digital human grid to obtain visualization of them. Because the data
amount increases greatly in mesh construction with the massive body slices, only grid
with high-performance resources can afford the processing.

Geographers use remote sensing technique to monitor or measure phenomena found
in Earth’s lithosphere, biosphere, hydrosphere, and atmosphere. Remote sensing imagery
has many applications in mapping land-use and cover, agriculture, soils mapping, city
planning, and other uses. Remotely sensed data are usually digital image data. Therefore
data processing in remote sensing is dominantly treated as digital image processing,
which includes image preprocessing, advanced processing and categorization.

Medical imaging processes are dedicated to the storage, retrieval, distribution and
presentation of images, which are handled from various modalities, such as ultrasonog-
raphy, radiography, magnetic resonance imaging, computed tomography and so on. Doc-
tor and his patients can get more reliable and precise medical images (such as X-ray
slice, CT and MR) with more quick, exact and simple mode, so as to increase the rate of
inchoate morbid detection and diagnoses and the living opportunity.

1. ImageGrid Platform

1.1. Holistic ImageGrid Architecture

ImageGrid is built upon campus grids in twelve universities of China as a part of China-
Grid. ImageGrid screens the heterogeneity of resources, and provides transparent access
for grid users to enable image processing grid applications. It makes full use of grid re-
sources of campus grids and interacts with them by standard interfaces. The hierarchical
architecture of ImageGrid is shown in Figure 2.

ImageGrid includes three layered parts logically from the bottom up: Grid resources
configured with CGSP, ImageGrid application platform and grid portal.

Grid resources, as the lowest layer of ImageGrid, comprise various clusters, work-
stations, high-performance computers, databases, and large-scale storages in ChinaGrid.
They are isolated logically, but can be unified to be shared, integrated and interoper-
ated by CGSP in wide-area grid environment, with which standard interfaces and basal
toolkits are offered for upper application platform.

ImageGrid application platform is the most important and pivotal middleware in
ImageGrid. It can be divided into two parts with different orientations: ImageGrid core
services and ImageGrid fundamental services. ImageGrid core services are the continu-
ation and enhance of CGSP, which are responsible of providing computing powers with
the lower interfaces for the share, integration and interoperation. The details of grid re-
sources are hidden as far as possible, and user can access them transparently. ImageGrid
fundamental service aims to provide flexible supports to various image-processing appli-
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Figure 2. ImageGrid Architecture

cation scenarios by some APIs and SDK such as image processing integrated develop-
ing environment, cooperative parallel tasks, application monitoring, so that users can es-
tablish their custom-built individual applications or services. Some modular image pro-
cessing toolkits are also offered for several special requirements. For examples, image
visualization tool can present 3D rendering or reconstructing images from remote image
services or workstations, image searching can find suitable pictures with the content and
character from grid image databases.

ImageGrid portal is the entrance for omni-directional uses, managements and mon-
itor of the platform as a uniform, simple and friendly web access interface. The explicit
functions, impressive expression and simple operation can bring convenient use without
more knowledge of grid and documents for help. Portal interface is the bridge between
ImageGrid application platform and portal, including both ImageGrid core services and
fundamental services.

1.2. Technology Features

There are many technologies and methods used in the design of ImageGrid. Here is a
generalization of the features, and the details will be expatiated in next section.

ImageGrid shields the distributed locations and heterogeneous characteristics of grid
resources with grid platform, screens the complicated inner technical and design details
with application middleware, and offers friendly graphic interface and convenient envi-
ronment with web portal. All of these decrease the difficulty for image processing pro-
fessional researchers to utilize the platform and toolkits.

ImageGrid provides a series of toolkits and basic services for image processing ap-
plications. Computing powers are integrated by grid service components to solving large-
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scale scientific problems, yet the difficulty and complexity are reduced by image process-
ing solving environment and workflow engine. Image processing solving environment is
based on grid service technology, in which image processing toolkits and software are
deployed as service components. All these services are usually deployed redundantly for
fault-tolerance, availability, performance and so on. Users just only care for these virtual
services of image applications, which are the abstract of several physical services and
transferred into different physical services running in our grid. Meanwhile, grid work-
flow engine can disperse and simplify application logic and cut down the user interven-
tion and operation, so as to improve service performance, reusability and expansibility
and even support distributed applications at the same time.

Service Request Broker, a communication tool for grid service components and grid
workflow engine, provides a general service transferring interface for remote client. It
can replace normal grid client programs, so that grid programmers should do nothing for
service caller. It simplifies service calling mode, and enhances the stability and security
of grid service components and grid programs.

ImageGrid provides a multi-node cooperative mechanism for image processing ap-
plications in grid environment. High-performance computing powers in wide areas, such
as parallel clusters, workstations or mainframe computers can be utilized together for
various applications, which can heighten both the work efficiency for cooperative image
processing applications and the availability ratio of idle resources.

ImageGrid provides global resource views at application level. It can monitor appli-
cation services, service components and dynamic workflow processing effectively, with
which not only users can conveniently query and monitor the whole environment or re-
lated grid information at any time, but also the administrator can hunt and adjust more
appropriate parameters or better means for image processing applications.

ImageGrid also provides intuitionistic, photorealistic and interactive remote visual-
ization tool. A classical image based rendering (IBR) technology is employed, which is
called panoramic cylindrical mosaics for planar images without any depth information.
This method can bypass the difficulty of modeling and rendering process of traditional
walkthrough system and don’t affect the photorealism of scene. Users can utilize this
tool to look over the remote image results with huge data and get real-time transform for
the display of the result, which not only saves user’s storage space, but also ensures the
data secrecy and the alternation between user and system. This tool can also be applied
to other similar applications such as virtual museum, virtual park.

2. Image Processing Solving Environment

The aim of image processing solving environment in ImageGrid is providing a friendly
platform to solve image processing problems easily. Grid service workflow model is
commonly used in the research of service-based grid application with the advantage of
cross-platform and flexible expression, but the weaknesses are still existent as follows:

1. The transparency is not enough for grid users. While editing the applied work-
flow, users have to select grid services explicitly and build exact process, which
is at variance with the original intention of grid-transparently utilizing grid re-
sources.
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Figure 3. Hierarchical Structure of Image Processing Solving Environment

2. The executing fashion is not flexible for grid user, which is the immediate result
of the first weakness. Grid services and accessing resources have been specified
by application workflow [7], so that load balance, performance optimization and
fault tolerant can not be achieved without resource scheduling during the execu-
tion of the workflow.

Conquer these weaknesses and combine the characteristics of image processing ap-
plications, service-based image processing solving environment makes image processing
grid application developments convenient utilization, fault tolerance and automatic opti-
mization. Grid components and workflow technologies are used to construct and manage
the simple/complex applications with various requirements.

2.1. Hierarchical Structure

Image processing solving environment [8] targets image analysis and visualization in
distributed grid environment, which is provided for deploying existing image software or
toolkits as service components, and building composite image applications by "drag-and-
drop" interfaces. Some deployed image processing grid services have been integrated be-
forehand in ImageGrid. With the recombination of these service components, all simple
or complex image processing applications can be processed if decomposed services are
supported in grid environment.

Every kind of components, an aggregation of grid services with the same functions
and interfaces, will be encapsulated as "virtual service". Each component is deployed in
different grid resources with its own service handle, called "physical service". Virtual
service masks the details of the lower implementation and simplifies the difficulty of the
usage, while physical service is employed when it is called by service request broker.

The hierarchical structure of service-based image processing solving environment is
shown in Figure 3, which includes four layers from bottom up.

Grid Application Service Layer is the resource foundation of the platform. It mani-
fests as grid service and its description, which is an encapsulation of software and toolkits
in image processing application field.

Grid Programming Foundation Layer is the abstract of grid application service. It
makes service implementation transparent to grid users, and supplies grid programming
interfaces for image processing. It hides the diversity, physical redundancy and dynamic
action of application services, supports parameters transferring and uniform service call-
ing from abstract interfaces to physical grid services. Grid Programming Interfacing
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Layer includes Grid Service Management, Grid Service Scheduling, Grid Service Re-
quest Broker and Grid Data Management modules.

Grid Programming Development and Execution Layer is the core layer. Grid Pro-
gramming Development can manage grid application programming interfaces and grid
programs with these two sub-systems. When one request is submitted, Grid Program-
ming Execution explains and parses with grid workflow engine, and employs lower in-
terfaces to perform in grid resources, which contains workflow modeling translation and
workflow execution engine.

On-line Grid Programming Layer supports grid access for users. A friendly web-
based interface is provided for grid users to create their own workflow applications with
graphic environment, query grid or workflow states information, even amend their tasks.

Grid Info Service is run through the platform, with which the necessary information
of resources, services, tasks or processing procedures can be obtained by users, grid
scheduling or other kernel modules.

2.2. Grid Programming Foundation

2.2.1. Grid Service Management

Grid service management module is responsible for the register and repeal of grid ser-
vices of image processing afforded by different research organizations and schools.
Moreover, the statuses or information of registered services should be monitored for re-
source providers and grid users. Besides, grid manager should pause or delete the lawless
grid services which do not obey the service providing protocols.

2.2.2. Grid Service Scheduling

Sometimes several service providers offer grid services with the same functions and
interfaces. Once one user wants to utilize them, one should be selected. Grid service
scheduling module chooses the right service according to the status of grid resources, the
qualities/costs of services or users’ requests about the performance of the service. In this
module, four scheduling algorithms are supported for choosing as follows:

1. RANDOM : Random Scheduling Strategy.
2. ROUND-ROBIN : Round-Robin Scheduling Strategy.
3. MIN-EXEC-COST : Scheduling Strategy with Minimal Executing Time.
4. MIN-TRAN-COST : Scheduling Strategy with Minimal Transferring Time.

2.2.3. Service Request Broker

There are large numbers of various grid service of image processing in ImageGrid with
different interfaces and parameters. They are executed by their own client programs.
Generally, client programs are designed differently with different grid services and dif-
ferent interfaces. Once one new service is registered, a new appropriate client program
will be supplied. The more the count of grid services is, the more tedious and onerous
the work is. A common service request broker is designed for this shortage, which can
auto-complete client details with a common interface. It can mask difference of grid ser-
vices on lower layer, access various servicing handles in grid environment, and simplify
service-invoking method. The service request broker facilitates grid users and enhances
the stability, feasibility and performance of grid services synchronously.
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As a more unattached module in ImageGrid, the common service request broker is
independent from other parts and can to be loaded easily. It designed as Client/Service
mode, among which the server is the distributed resource as various grid services, and
the client is the web portal accessing the lower services.

The processing is as follows: For every service request extracted from users’ appli-
cation requirements, the scheduling module of web portal parses them (virtual service)
and transmits to the client program of request broker; the client chooses proper service
(physical service) and submits the forming service requests to broker server, namely the
server programs on grid resources; the server sends corresponding instance handles of
grid services to the client after verifying the validity of the requests. Thus, the client can
access the service instance, execute the service and obtain the results.

2.2.4. Grid Data Management

The processing objects of image processing applications are mass data, which may be a
single large file or a set of large amounts of small files in distributed storage resources.
During the processing of various applications, these data will be transmitted among grid
nodes more than once. And the larger the amount of data is, the more aculeate the con-
fliction of naming is, which should be solved as one of the most all-important problems.
Grid Data Management Module is to manage image data and provide an efficient and
fault-tolerated transmission mechanism.

2.3. Grid Programming Development and Execution

Most image-processing applications are data-intensive. The processing structures of ap-
plications are implemented as a set of components that exchange data through stream ab-
stractions. Components are connected via logical workflows, which denote a directional
data flows from one component to another.

2.3.1. The Model and Flow Chart

The model and flow chart should support the following functions( shown in Figure 4):

1. Workflow translation from users’ submission to workflow language recognised
by lower processing programs;

2. Workflow procedure control by workflow modelling and engine during workflow
execution;

3. Various workflow management and information services.

The model is composed of four parts: Workflow Translating, Workflow Modeling,
Workflow Engine and Workflow Management, which are corresponding to the three
above functions.

User requests are submitted from on-line programming graphical portal, but they can
not be directly recognized by workflow engine. It must be translated into grid language
with EDAG (Extended Directed Acyclic Graph) format, which is the extension of DAG
[9], supported in ImageGrid. Only after the conversion and other checking of validity
and security, the requests can be processed by other modules.

Workflow Modeling is responsible for constructing grid workflow describing the
processing of image application, and decomposes into several activities. The processing
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Figure 4. The Model and Flow Chart

is the composition of activities, which are encapsulated as grid service components. The
activities are convenient to regroup and model new grid workflows.

Workflow Engine takes care of dynamic execution of processing description after
workflow translation, including instances creating, execution managing and parameter
transfering. Processing instance is the dynamic creation of processing description. Each
instance represents separately as a processing or an activity.

Grid applications are all complex with long periods and protean, uncertain execu-
tions. Any more, plenty of applications are maybe submitted to the platform contem-
poraneously. Workflow Management should manage these numerous application tasks
and afford some information services. The main functions includes: 1.Implementing the
management of grid tasks and providing some operations for grid users, such as delet-
ing, repairing, and canceling; 2.Monitoring and controlling workflow executing proce-
dure; 3.Collecting service information real-timely for workflow modeling and engine;
4.Supporting fault tolerance.

2.3.2. Data Flow and Service Types

In the workflow model, data resources are exchanged among workflow components. One
component requires reading data from its input streams (the output of previous compo-
nent) and write data to its output streams (the input of next component). Figure 5 illus-
trates a scenario of a logical workflow with 3 components. In the case, an image appli-
cation is complex that needs a workflow combining with 3 components (maybe they are
not executing in one grid node). Suitable service components are selected by grid flow
controlling engine to compose a linear workflow and data stream is flowing among these
components.

Here workflow engine affronts two service types: Virtual Service and Physical Ser-
vice. Users only see virtual services with their functions and parameters regardless of
where or how they are implemented. They basic attributes of virtual services are:

1. Virtual service is an independent unit, whose design, deployment and configura-
tion are realized interiorly;
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Figure 5. Logical Data Flow and Service Types

2. Virtual Service is separated from outer environment and other components. It
means the services are encapsulated strictly, and it is not necessary for users to
know the inner details, which are independently of out interface and invoking
mechanism;

3. Virtual Service can be reused and assembled to several different applications. Al-
though the kernel of component management is small, the components set (or
services set) can be extensible and scalable with the customization of compo-
nents.

After Grid user chooses what he/she needs from virtual service sets, all the other
things are disposed by workflow engine, such as service checking and service match-
ing. Service matching is the mapping from virtual services to physical services. Physi-
cal services have more detailed information than virtual services. A service handle and
related description are included for better execution. For each virtual service, workflow
engine can select a suited physical service to do real computing and processing. At the
same time, the middle results and data are transferred among these grid nodes where the
physical services are located.

2.4. On-line Grid Programming

On-line Grid Programming provides a visual programming toolkit named Vimage for
users. With this toolkit even users who are not familiar with programming can easily fin-
ish the fussy coding work. Further more, information about the application constructors
are available for the real platform. Users only select needed application constructors, join
them with connectors, and then make their own image grid programs. The structure of
on-line Grid Programming is shown in Figure 6.

The Vimage system first checks the program to make sure that there are no lexical
mistakes, and submits it. Users then are able to view their jobs and edit them.

Application Constructor List and Descriptions – Application constructor List
shows a list of instantaneous application constructors and the services provided by Im-
ageGrid. From the column of application constructor description, the specification and
the parameters’ type of application constructors can be obtained. This sub-module is
based on the information service module, which makes the real-time display feasible.

H. Jin et al. / ImageGrid: An Image Processing Grid Based on CGSP 413



Figure 6. An overview Structure of On-line Grid Programming Graphical System

Graphical Programming – Graphical Programming sub-module presents an easy
way to program grid applications. The coding work can be finished just like drawing.
First, choose a service from the application constructor list; then, fill in the real parame-
ters for the program sheet. When you finish, try another module that you need. Finally,
connect these modules, save and submit them. After syntax checking by Vimage, the job
will be processed to the Image Grid platform.

Job submitting – The sub-module of Job Submitting deals with the operations of
job submitting. The dominating function of this part is the conversion from graphical
program to the codes the platform can read and the transfer from clients to servers.

User Program Management – Users can view the status of their program submitted
to the platform and delete the submitted program through User Program Management.

Statistics and Analysis – The module of statistics and analysis presents some statis-
tics data from programs or the system itself.

3. Image Processing Applications

Here we introduce three typical image processing application in ImageGrid: digital vir-
tual body reconstruction, remote-sensing image processing, medical image diagnoses.

3.1. Digital Virtual Body Reconstruction

3.1.1. Introduction and Requirements of Digital Virtual Body

VHP (Visible Human Project) was proposed by the National Library of Medicine of
USA in 1993. In the following decade, many world-famous institutions carried out much
research work based on VHP data and obtained tremendous achievement like image
auto-segmentation, 3D reconstruction algorithm, image registration and so on. Using
these new technologies, many advanced systems or models have been developed based
on VHP dataset such as virtual endoscope, virtual patient model, etc.

To fit physical features of orient people, our country decides to develop Visible Chi-
nese Human (VCH) system with our own copyright. Some institution published several
representative VCH datasets successively from the beginning of 2003. In the field of ob-
taining dataset, our researchers have proposed some new advanced technologies and the-
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ories and as the result, the quality of dataset is higher than that of other countries in some
respects. On the other hand, however, in the field of dataset processing, surface recon-
struction and result application, we still have great difference between these advanced
countries.

The main process of realizing digital virtual body is getting the contour data of outer
shape and inner organs through recognition and segmentation, reconstructing the triangle
mesh of human body through Marching Cube [10] or other method. Commonly, because
the obtained triangle mesh data is very huge and not good at visual effect, it should be
optimized from smoothing and simplification operation. Connecting with some special
background database and providing a friendly interface, the digital virtual body platform
should be established.

Since the quantity of VCH dataset is very huge, e.g., the capacity of original dataset
is over 20GB, the amount of calculation is numerous. When execute recognition and
reconstruction on these data, the needed power of computing resources will be even
higher. Fortunately, grid with robust computation and storage abilities can satisfy this
requirement. To take full advantage of grid resources, obviously, all the algorithms must
be improved in parallel mode and then, the digital virtual body system will be practical
because user can complete various operations quickly.

3.1.2. Digital Virtual Body Reconstruction in ImageGrid

As a representative application in ImageGrid, the application of digital virtual body re-
construction provides some algorithmic services besides 3D reconstruction. In detail, the
following algorithms will be available: mesh reconstruction, mesh smoothing and mesh
simplification algorithms. Each service accepts the format-given data and required pa-
rameters via grid interfaces. If a mission is submitted, the system will search some avail-
able computing resources from ImageGrid automatically. After completing correspond-
ing operations, the 3D results will be returned.

Remote visualization acts as a crucial part in 3D reconstruction. Usually it’s used
for generic users to view or browse long-range virtual scene or 3D model by remote high
performance computers. Nowadays most of remote visualization system is implemented
either by loading 3D file at client to render or else through the method raised by Bernar-
dini. But both of them include such-and-such shortage, for examples, overlong download
time, biggish network bandwidth and enormous computer powers, and so on.

In order to resolve these difficult problems, we introduce IBR (Image Based Render-
ing) technology into the tools of reconstruction and visualization in ImageGrid. As far as
known, the conundrum of achieving full interactivity without losing visualization quality
is thus far unanswered. But our method has given a chance to this problem. McMillan’s
3D Warping algorithm is adopted and improved. The inputs to 3D warping are depth im-
ages, which are 2D color images containing depth information at each pixel. Each depth
image also contains a viewing matrix with fame buffer and depth buffer. Comparing with
the traditional 3D graphic pipeline, new 3D warping algorithm demands less computing
powers.

C/S mode is used in remote visualization system. When the server receives interac-
tive information periodically, it updates depth images based on the input parameters and
transmits new depth images to the client. The communication between client and server
is the compound of both synchronous and asynchronous visualization modes (Figure 7):
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Figure 7. Compound Communication Mode of Synchronous and Asynchronous Mode

synchronous mode is for better visualization quality and asynchronous mode is for better
remote visualization interactivity.

Firstly, user sends interactive information to server and client’s IBR rendering mod-
ule. The server renders 3D files to get depth images (called "accurate view") with syn-
chronous mode. At the same time, IBR engine do an asynchronous with the correspond-
ing work at the client to generate "approximate view". When user browses the 3D model
or virtual scene rapidly he/she can watch the approximate view re-constructed by 3D
warping method. But when the observer finds something attractive and wants to stop and
examine the special view, the approximate view will be replaced by the accurate view
built with real data from the server. With this method, the server also may take advantage
of grid resources to reconstruct vivid 3D images, and the client can hide computing costs
and network latency by performing 3D warping to update the display at interactive rates.
Even when network is down or the server fails to update depth images, the client can still
work in stand-alone mode. Meanwhile, users needn’t tradeoff between the visualization
quality and interactivity.

Figure 8 is the reconstruction of virtual body, liver and kidney based on Virtual
Chinese Human II (VCH II) in ImageGrid.

3.2. Remote-sensing Image Processing

3.2.1. Introduction and Challenges of Remote-sensing Image Processing

Remote sensing is a kind of science and technology for measuring, analyzing and rec-
ognizing a target object’s characteristics by means of some sensors or instruments with-
out directly touching the object. Currently, the application of remote sensing technol-
ogy is being developed from qualitatively to quantitatively, from statically to dynam-
ically. Meanwhile, theories and technologies of remote sensing information process-
ing closely related to remote sensing application have been substantially progressed.
Remote-sensing image processing is performing digital processing with computer to en-
hance and obtain professional information from remote-sensing image.

With the rapid innovations of information and remote sensing technology, remote-
sensing image processing is facing three big challenges: a great demand of huge storage
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Figure 8. Reconstruction of virtual body, liver and kidney

resource, an increasing complexity of computation and an intensive requirement of fast
even real-time processing. The size of the image, for example, is up to gigabytes; and
only a process of geometric correction for one 10000*10000 image needs over ten billion
float operations. Obviously, single processor system would not meet all these demands.
Therefore, massively parallel processing (MPP) or high performance computing (HPC)
becomes the best way to speed up the processing and analyzing of remote-sensing im-
age. However, considering allowed cost of production, not all research organizations own
costly supercomputers. On this background, how to utilize low cost computing resources
and idle computing capacities in collaborative research environment receives much at-
tention.

As a solution of cooperative computing, grid computing supports traditional parallel
applications and aims to offer consistent and inexpensive access to resources irrespective
of their physical locations or access points, which can settle these new challenges of
remote-sensing image processing:

First, grid technologies can integrate rich computation and storage resources in com-
putational grid. With these aggregated tremendous capacities, distributed super comput-
ing can be supported in larger scale.

Second, computational grid can support traditional parallel applications. For exam-
ple, using MPI-G2, standard MPI programs can run transparently on various grid nodes
such as clusters or heterogeneous computers located faraway.

Third, encapsulating remote-sensing image processing into grid service can facilitate
more users, and the values of the applications will be fully presented. Additionally, grid
can offer secure authentication mechanisms, provide dynamic and static information of
resources, and construct virtual labs for users.

3.2.2. Parallel Remote-sensing Image Processing Service System in ImageGrid

Parallel Remote-sensing Image Processing Service System based in ImageGrid [11]
(PRIPSS-G) puts PRIPS (Parallel Remote-sensing Image Processing System) software
system into grid environment. Multifarious remote-sensing image processing parallel al-
gorithms are provided as grid services for grid users, which cover the three phases of
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Figure 9. Grid application construction and submission

remote-sensing image processing [12]: preprocessing, basic processing and advanced
processing, totalizing fourteen large sorts and thirty-five kinds.

Considering the primary efficiency and performance of remote-sensing image pro-
cessing, all parallel algorithms are exploited with standard C language and MPI library
is adopted for the parallelization. According to the standard of grid service, they are all
encapsulated as services with Java programming. After deploying them into ImageGrid,
users can obtain the capabilities of grid services and develop remote-sensing image pro-
cessing applications to satisfy their own requirements.

ImageGrid utilizes the computational resources in grid and image processing solving
environment to transmit remote-sensing image processing application to be workflow by
the component and workflow techniques, which not only decreases the user’s work hard,
but also improves the efficiency and solves more matters by computational resources.

To illuminate remote-sensing image processing application in ImageGrid, we refer
to take the landform recognition example of satellite remote-sensing images. It is com-
posed of four operations: gray scale transformation of image enhancement, median filter
of noise reduction, gradient transformation of edge enhancement and water shedding of
image segmentation. The traditional method is to do a series of linear operation step by
step, which makes heavy interactions and frequent communication / data transmit among
grid nodes and managing center.

Users only construct the application and point out the logistic relationship and image
data, the other things are processed automatically by the system: converting the applica-
tion requirements to workflow description, picking out required service and integrating
them into grid workflow for execution.

Figure 9 is a graphic interface for the application, through which application can be
constructed via drag and drop. The real-time grid services and detailed descriptions are
listed on the left. The right is user’s main working panel, in which the relationships of
service components are presented with service panes and arrows. The traces of user’s
actions are listed at the bottom. Grid service components are dragged from the service
lists and dropped onto the right canvas.
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Figure 10. The result of the remote-sensing image processing example

The visual result of the example is shown in Figure 10. The source image is a picture
of an airport with a lake aside, the target after four linear steps is on the right. Users can
download the processed images on their own.

3.3. Medical Image Processing

3.3.1. Introduction and challenges of Medical Applications

With widely use of digitalized medical equipments such as CT (Computing Tomogra-
phy), MRI (Magnetic Resonance Imaging), PET (Positron Emission Tomography) and
DR (Digital Radiology) in clinical diagnosis, coupled with prevalence of computer tech-
nology in hospital, medical image data has been increased exponentially, and faces huge
challenge to storage, computation and management.

The healthcare information systems such as HIS (Hospital Information System),
PACS (Picture Archiving and Communication System) and CIS (Clinical Information
System) are widely utilized for managing hospital data and basic communications in one
hospital. But these medical systems are heterogeneous and incompatible, which adopt
various computing platforms and data storage environments designed by different de-
velopers. This non-uniformity has given rise to the problem of how to integrate medical
resources and data within or across hospitals.

The other challenge stands out as a result of exponential growth of medical image
data and rapid development of medical imaging technology. Medical images with vi-
sual healthy or diseased features are very important to assist doctor’s diagnosis. But the
growth of medical data has increased the workload and enormous pressure to doctors’
diagnosing. That means clinicians are drowning in data. Some rare or tiny details in im-
ages may be ignored regrettably, and only experienced clinicians can quickly find out
abnormal images from mass image cases.

The combination of medical image processing and grid technology will arouse new
approaches to solve these challenges. The aim of medical image grid is to make use the
grid technology to integrate different medical systems among across-area hospitals, and
turn into a clinical application environment to support information sharing, cooperative
teamwork, and assistant diagnoses.
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Figure 11. MedImGrid Information Integration

3.3.2. Medical Image Application in ImageGrid

Medical image application in ImageGrid (MedImGrid) [13] is apart from other computing-
sensitive grid applications, which is a kind of data-sensitive application with the key
problems of medical information integration, searches and medical image analysis and
processing.

Medical Information Integration in MedImGrid is based on a distributed multi-agent
architecture and uses HL7 [14] as accredited medical information exchanging standard
[15,16]. A HL7 application middleware has been developed to access medical infor-
mation systems through compatible HL7 or DICOM standards, which avoids the di-
rect database operation. MedImGrid retrieves medical images and information from date
agents on medical grid nodes through CGSP-DAI. With these data resources, medical in-
tegrating module implements seamless integration and uniform assess of medical infor-
mation and images on different hospitals or platforms. Upper portal utilize user-context
and metadata to discover grid services and retrieve information. Intelligent, humanized
human-computer interaction interfaces are provided for various medical applications.

One medical information integration instance of decentralized data nodes is shown
in Figure 11. It retrieves emphysema cased from different hospitals. Online image pro-
cessing tool are also provides to open and process medical images with DICOM (Digital
Image Archiving Communication System) format.

There are two kinds of medical image processing applications in MedImGrid. One is
CSBIR (Content and Semantic Context based Image Retrieval) application, which can be
used by clinics to find feature-like images to aid his diagnose according to image content
and user context. Figure 12 is the instance of retrieve thorax CR images from distributed
image libraries. The other is CT-based 3D reconstruction application. Figure 13 shows
the reconstruction of 30 slices of head CT images based on Marching Cubes algorithms.

Within these two applications, all medical image processing algorithms are encap-
sulated as grid services and stored in grid algorithm barn. A metadata table is used to
record the description of them, as the clues to find out the most suitable and optimal
algorithm for various medical image processing applications. All chosen algorithms can
be processed on available clusters or high-performance computers in MedImGrid.
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Figure 12. Instance of medical image retrieval

Figure 13. 3D head reconstruction based on CT

4. Conclusion and Future Work

In this paper, some complicated problems in ImageGrid platform, middleware and tools
are summarized, and image processing applications are tackled with the technologies of
Grid. As a solution, complex grid applications are evolving into sets of cooperating com-
ponents, which should be constructed as grid workflow by assembling these components
in grid environment to get high performance in computing grid. The integrated grid ar-
chitecture of image processing solving environment are discusses then. The significance
and implementation of three typical image processing applications, digital virtual body
reconstruction, remote-sensing image processing and medical image processing are in-
troduced in the end.

Yet, no matter grid middleware or image processing applications in ImageGrid need
further improving and expanding, and the researches are underway. There are many fac-
tors and aspects that should be thought carefully, such as the universality of remote-
sensing image processing algorithms, the standardization and integration of medical in-
formation and data, the security about the transfers of medical data and the secrecy of pa-
tient’s privacy. The support of more complex and more flexible processing of grid image
processing and related grid modules also should be strengthened in the near future.
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Abstract. Enabling Grids for E-sciencE represents the worlds’ largest multi-
disciplinary grid infrastructure today. Co-funded by the European Commission, it 
brings together more than 90 partners in 32 countries to produce a reliable and 
scalable computing resource available to the European and global research 
community. At present, it consists of more than 200 sites in over 40 countries and 
makes more than 35,000 CPUs available to users 24 hours a day, 7 days a week. 
This article provides an overview of EGEE, its infrastructure, middleware, 
applications and support structures. From this experience, the current state of 
future plans will be explained, which is summarized under the term European Grid 
Initiative (EGI), and represents an emerging federated model for sustainable future 
grid infrastructures. 

Keywords. Grid computing, e-Infrastructures, scientific computing, sustainability. 

Introduction 

Over the past decade, European states and the European Commission have
heavily in grid technology. A report [1] by the GridCoord project in 2005 shows more 
than 100 million Euro per year of investment on a national basis without EU fu
in the years 2002 to 2006. The European Commission reported a spending of 275
million Euro over the same timeframe. 

Initially, these efforts were driven by academic proof-of-concept and test-bed
projects, such as the European Data Grid project [2], but have since developed into
large-scale, production grid infrastructures supporting numerous scientific communitie
Leading these efforts is a small number of large-scale flagship projects, mostly co-
funded by the European Commission, which take the collected results of predecess
projects forward into new areas. Among these flagship projects, the EU Project EGEE
(Enabling Grids for E-sciencE) is intended to unite thematic, national and regional grid 
initiatives in order to provide an infrastructure available to all scientifi
Europe and beyond in support of the European Research Area (ERA)[3].  
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to ensure the long-term availability of its grid infrastructure to the larger research 
community. 

This paper provides an overview of the EGEE project, currently in its second two-
year phase under the name EGEE-II. Section 1 introduces EGEE-II and some of its 
characteristics in numbers. Section 2 defines the grid landscape in Europe and EGEE’s 
role in incubating collaborating grid projects. This is followed by a description of 
EGEE’s infrastructure in Section 3, an overview of EGEE applications in Section 4, 
and an outlook of the future sustainable grid infrastructure in Section 5. Concluding 
remarks end the paper in Section 6.  

1. EGEE in a nutshell 

The EGEE project has turned the vision of the seamless sharing of computing resources 
on an international scale into reality. Co-funded by the European Commission, it was 
launched on 1 April 2004 to establish a European grid infrastructure in support of the 
European Research Area.  

The first two-year phase of EGEE ended successfully on 31 March 2006, 
exceeding almost all its goals. In its second phase, EGEE-II, which started on 1 April 
2006, over 90 partners in 32 countries are organised in 13 federations to make up the 
project’s consortium. On the global landscape, EGEE has expanded beyond Europe, 
establishing international relationships with groups in the US and Asia. 

The primary goal of EGEE is to produce and maintain a production quality grid 
infrastructure. Beyond this, it aims to spread knowledge about the grid and its benefits 
to researchers and students in high energy physics, life and earth sciences, astrophysics, 
computational chemistry, fusion and other fields. In addition, it has generated interest 
from a wide spectrum of IT vendors and business applications. 

As a main result, the project has constructed an infrastructure with more than 200 
sites in over 40 countries, making it the world’s largest multi-science grid infrastructure, 
offering a 24/7 service to its users. Currently, this infrastructure processes up to 
100,000 jobs per day from eight scientific domains, ranging from biomedicine to fusion 
science. In total, over 200 Virtual Organizations (VOs) use the EGEE infrastructure.  

To organize and integrate the disparate computational facilities belonging to a grid 
and to make their resources easily accessible to users, the project has assembled its own 
grid middleware, the gLite distribution [4]. The gLite middleware was re-engineered by 
the project from a range of best-of-breed middleware components to contain a full 
range of foundation services as well as support for field- and application-specific high 
level services.  

Built on the pan-European network GÉANT, EGEE has significantly extended and 
consolidated the EGEE grid in its second phase, linking national, regional and thematic 
grid efforts, as well as interoperating with other grids around the globe. The resulting 
high capacity, world-wide infrastructure greatly surpasses the capabilities of local 
clusters and individual centres, providing a unique tool for collaborative compute-
intensive science, so-called “e-Science”. 

four-year programme, and is now exploring ways to develop sustainable infrastructures
The project has met with considerable success within the first three years of its 
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2. The pan-European grid landscape 

Figure 1. Countries within EGEE or connected to the EGEE Infrastructure via collaborating projects 

The vision of grid computing that launched EGEE implies a sharing of resources across 
institutional, disciplinary and national boundaries, in contrast to ‘enterprise grids’ 
which often exist within individual companies. The broader vision pursued by EGEE 
and others requires members of individual grids to be aware of and cooperate with 
other related grid efforts to work toward interoperability at both an European and 
global level. 

While EGEE primarily attracts computing centres with clusters of commodity PCs, 
the project is also collaborating with supercomputing grids via the DEISA (Distributed 
European Infrastructure for Supercomputing Applications) project, also funded by the 
European Commission.  

Europe contains a number of projects, generally co-funded by the European 
Commission, which extend the reach of the EGEE infrastructure to new regions. These 
include European member states as well as other countries in areas such as the Baltic 
States, Latin America, China, India, the Mediterranean and South Eastern Europe (see 
Figure 1 and Table 1). 

On the global stage, EGEE has close ties to Asia through partners in Taiwan and 
Korea (both of which operate sites on the EGEE infrastructure) and works with Japan’s 
NAREGI project. In the US, EGEE again has project partners but also works with the 
Open Science Grid (OSG) and TeraGrid. 

Both within Europe and world-wide, scientific research grid infrastructures face many 
of the same problems, and all are developing solutions for how to drive grid computing 
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PROJECT COUNTRIES INVOLVED 

BalticGrid Estonia, Latvia, Lithuania, Poland, 
Sweden and  Switzerland 

EELA Argentina, Brazil, Chile, Cuba, 
Italy, Mexico, Peru, Portugal, 
Spain, Switzerland, and Venezuela 

EUChinaGrid China, Greece, Italy, Poland, 
Switzerland and Taiwan. 

EUIndiaGrid India, Italy, United Kingdom 

EUMedGrid Algeria, Cyprus, Egypt, Greece, 
Jordan, Israel, Italy, Malta, 
Morocco, Palestine, Spain, Syria, 
Switzerland, Tunisia, Turkey and 
the UK 

SEE-GRID Albania, Bulgaria, Bosnia and 
Herzegovina, Croatia, Greece, 
Hungary, FYR of Macedonia, 
Moldova, Montenegro, Romania, 
Serbia, Switzerland, Turkey. 

Table 1: Infrastructure projects connected to EGEE and deploying gLite 

forward. One notable effort, organised through the Open Grid Forum (OGF) standards 
organisation, is Grid Interoperation Now (GIN)[5]. Through this framework, EGEE 
works with the other major infrastructures mentioned to make their systems 
interoperate with one another. Already this has led to seamless interoperation between 
OSG and EGEE, allowing jobs to freely migrate between the infrastructures as well as 
seamless data access using a single sign-on. Similar efforts are currently ongoing with 
NAREGI, DEISA, and NorduGrid. As part of the OGF GIN effort, a common service 
discovery index of nine major grid infrastructures world-wide has been created, 
allowing users to discover the different services available from a single portal [6]. 

3. The EGEE Infrastructure 

The computing and storage resources that EGEE integrates are provided by a large and 
growing number of Resource Centres in all regions contributing to the infrastructure, 
coordinated by so-called Regional Operations Centres, or ROCs. The gLite middleware 
binds these resources into a single infrastructure to provide seamless access for the 
project’s user communities. Users thus have access to resources that would not be 
available without the grid, permitting scientific investigations that would otherwise not 
be possible. Such a grid-empowered infrastructure facilitates collaborations of 
geographically dispersed communities who can also share data and resources.  

In addition to the resources and services provided by EGEE, significant additional 
resources are made available to the research community through related infrastructure 
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projects and interoperation with grid infrastructures world-wide. A number of external 
groups from the research and business sectors also provide resources in order to gain 
experience as infrastructure providers. This makes up around 25% of the overall 
capacity of the EGEE grid infrastructure. 

3.1. The EGEE Production Service. 

The Production Service is a supported infrastructure capable of maintaining the high 
throughput of jobs needed to be of daily use to the scientific and research communities.  

This production service is spread across more than 40 countries, managed by 10 
Regional Operation Centres (ROCs), who share overall responsibility for the 
infrastructure on a rotating 8x5 basis. With the forthcoming addition of additional 
partners in the United States and Asia, this should move to a 24x7 worldwide coverage 
model in the future.  

At present the production service has access to some 5 petabytes of storage and 
35,000 CPUs, with numbers expected to rise dramatically over the next year as extra 
resources for the experiments of the forthcoming Large Hadron Collider (a next-
generation particle accelerator currently under construction at CERN, Switzerland) and 
other new applications come online. Already these figures considerably exceed the 
goals planned for the end of the four-year EGEE programme, demonstrating the 
enthusiasm within the scientific community for EGEE and grid solutions. In the first 
year of EGEE-II, the production service processed 19.6 million jobs totalling 8400 
CPU-years.

The distributed operation model used by the project is key to the success of 
EGEE—a centralized operational model would not be scalable to the large amount of 
sites federated in EGEE. It is worth noting that in 2006, EGEE saw a three-fold 
increase of the workload together with significant increases of the infrastructure both in 
terms of sites and CPUs without any impact on the overall operations of the 
infrastructure. Figure 2 shows the development of EGEE in terms of numbers of sites. 

.
Figure 2. Development of the EGEE infrastructure 
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This service also interoperates with other major grids worldwide, in particular 
OSG in the United States. Work is also ongoing to interoperate with the DEISA project 
and the Advanced Resource Connector (ARC) provided by NorduGrid. 

3.1.1. The Pre-Production service. 

The EGEE Pre-Production Service runs across 27 sites, providing a limited 
environment for medium scale testing of new middleware releases and applications. 
Working in a truly distributed manner that as far as possible mimics the properties of 
the production service allows the project to test new software in the most rigorous way 
possible prior to deployment across the whole production service. This testing is vital 
for such a large grid, as any errors or faults in deployed software would not only 
expose many sites to security risks, but would also be time-consuming to fix due to the 
diverse properties and geographical spread of the grid sites connected to the EGEE 
infrastructure.  

3.1.2. The GILDA testbed. 

The project also features a specialized grid testbed dedicated to dissemination, training, 
porting and early stage testing. GILDA (the Grid INFN Laboratory for Dissemination 
Activities) was set up by EGEE partner INFN (Istituto Nazionale di Fisica Nucleare) in 
2004 to aid in a wide range of activities. It allows members of the public or prospective 
new users of the EGEE infrastructure to try the grid in a simple but realistic way, 
including all the normal grid elements such as certification authorities, resource brokers, 
storage and computing elements. 

Within the EGEE training activity, the GILDA testbed also functions as training 
infrastructure, which emulates the production e-Infrastructure but has additional 
properties that meet particular training and student needs – such as pre-production 
features, short response times, light-weight authorization and convenient portals. This 
allows trainees to learn about grid use in an environment as close as possible to the 
production service such that their transition to real grid usage is smooth. In addition to 
these training functions, GILDA is also used as a platform for accelerated application 
porting and testing, making use of the small testbed to “gridify” an application in a 
very short period of time. This service allows prospective or new users to gain 
understanding not only of the grid but of how their applications will be used on it. 

3.2. The gLite Middleware 

EGEE deploys the gLite middleware [4], a middleware distribution that combines 
components developed in various related projects, in particular Condor [7], the Globus 
Toolkit (GT) from Globus [8], LCG [9], and VDT [10], complemented by EGEE 
developed services. This middleware provides the user with high level services for 
scheduling and running computational jobs, accessing and moving data, and obtaining 
information on the grid infrastructure as well as grid applications, all embedded into a 
consistent security framework.  

The gLite middleware is released with a business friendly open-source license 
(based on the Apache 2 license), allowing both academic and commercial users to 
download, install and even modify the code for their own purposes.  

The gLite grid services follow a Service Oriented Architecture [11], which will 
facilitate interoperability among grid services and allows to easily complement the 
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services provided by gLite with application specific services, such as metadata catalogs 
and  meta-schedulers,  which is a common usage pattern on EGEE.    

The focus of gLite is on so-called foundation services. These services provide the 
basic middleware infrastructure that defines the EGEE grid and encompass the security 
infrastructure, the information and accounting systems, as well as access to computing 
and storage resources, typically referred to as Compute Elements and Storage Elements. 
Examples of higher level services, like a meta-scheduler, replica catalog, or file transfer 
service are included in the gLite distribution as well. The gLite security infrastructure 
is based on X.509 certificates, involves sophisticated tools for VO management and 
local authorization and is currently being integrated with upcoming organization 
membership services based on Shibboleth [12]. The information system is based on 
hierarchical ‘ldap’ servers and the accounting system uses the OGF defined usage 
records facilitating interoperability with other infrastructures. Access to compute 
resources is provided via Condor and GT2 GRAM (which is currently being updated to 
GT4 GRAM), work on a HPC-Profile/BES [13] compliant interface is ongoing [14] 
and EGEE has standardized on the SRM [15] interface to storage resources, for which a 
number of production-level implementations are available. GridFTP is used for data 
transfer.  

The gLite distribution is available from the gLite webpage: http://www.glite.org.
The current version 3.0 was released in May 2006 and will be upgraded to 3.1 during 
summer 2007. More details on gLite are available in [4] and via the gLite 
documentation available from the gLite webpage.  

EGEE has taken a conservative approach in defining the gLite composition, 
avoiding frequently changing cutting-edge software while tracking emerging standards. 
For a production infrastructure, reliability and scalability are of higher value than the 
exploitation of the very latest advances that still need time to mature. EGEE is moving 
towards web services adhering to WS-Interoperability recommendations wherever 
possible.  

In order to achieve the required reliability and scalability to support the size and 
workloads of EGEE a strict software process, involving several stages of testing has 
been applied. This process, which has been modelled after industry strength processes, 
includes software configuration management, version control, defect tracking, and an 
automatic build system. The experiences gained with the gLite developments are made 
available to other software projects via the ETICS project [16] that offers the software 
development tools to a wider community.  

4. EGEE Applications 

EGEE actively engages with application communities, beginning with High Energy 
Physics and Biomedicine at the start of EGEE but expanding to support many other 
domains. These include Astronomy, Computational Chemistry, Earth Sciences, 
Financial simulations, Fusion science and Geophysics, with many other applications 
currently being evaluated by the project. 

The applications running on the EGEE Grid are rapidly moving from testing to 
routine usage, with some communities already running large numbers of jobs on a daily 
basis. These communities are organized in Virtual Organizations, groups of people 
working in the same domain or specific research area. Virtual Organizations allow 
users to access common data sets and tools, and enable remote collaborations in 
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research. Already, EGEE supports more than 200 such Virtual Organizations. These 
include both groups actively supported by EGEE, with help being provided for 
application porting and the inclusion of special features into the gLite middleware, and 
groups who simply make use of the general services EGEE provides. The following 
sections highlight two of the application areas supported by EGEE. 

4.1. Large Hadron Collider  

Support for processing data coming from the forthcoming Large Hadron Collider 
(LHC), a next-generation particle accelerator under construction at CERN, Switzerland, 
was a major driver in the development of the EGEE programme. The LHC experiments 
are predicted to produce on the order of 15 petabytes of data per year, implying a scale 
of data-processing that made grid technology a natural choice. EGEE works closely 
with the Worldwide LHC Computing Grid (WLCG) collaboration set up to distribute 
and process this data. Through the EGEE infrastructure, members of the global physics 
community will be able to collaborate on the analysis of this data, which it is hoped 
will find the Higgs boson, an important step in the confirmation of the so-called 
‘standard model’ in particle physics. 

Figure 3. Average throughput for High Energy Physics experiments 

These LHC experiments also help to stress-test the EGEE infrastructure due to 
their large-scale requirements. An example of this is the network bandwidth needed for 
the distribution of the LHC data, where the experiments have each demonstrated 
capacity of one petabyte per month transfer, and aggregate speeds for the LHC 
experiments have reached one gigabyte per second with real workloads (see Figure 3). 

4.2. The WISDOM initiative 

WISDOM, Wide In Silico Docking On Malaria, was launched in 2005 to use emerging 
information technologies to search for drugs for Malaria and other so-called ‘neglected’ 
diseases. WISDOM works closely with EGEE, and has made use of the EGEE 
infrastructure to run a number of large scale ‘data challenges’. These are tests that 
screen large scale databases of molecules for potential treatments for disease. The first 
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of these was carried out in summer 2005, when 42 million compounds were screened 
for efficacy against a malarial protein in just 6 weeks. This was followed by a data 
challenge looking for potential treatments for the H5N1 Avian influenza, and a second 
challenge on malaria in winter 2006/2007. This challenge processed up to 80,000 
compounds per hour, totalling 140 million compounds tested in the 4 months of the 
challenge. Furthermore, the grid enabled testing is much more cost effective than 
testing in research laboratories. WISDOM estimate the total cost of computing 
resources, power and time of running such a study on the Grid as €3.6 million2 on the 
grid rather than some €350 million in a lab. 

5. Towards a European Grid Initiative 

While EGEE’s success has been clearly demonstrated above, its status as a series of 
short term projects raises the question of the future of the infrastructure it has built. 
Already today, many scientific applications depend on the EGEE production grid 
infrastructure, new scientific collaborations have been formed thanks to the 
advancements of grids, and business and industry are getting very interested. However, 
a long term plan for the availability of the grid service model is needed to protect the 
investments of user communities. 

This is of particular relevance as the series of EGEE projects are based on typical 
EU funding cycles, and the current phase of EGEE will last only until April 2008. This 
contradicts many of the needs of new users joining the grid community. 

New users require some amount of investment, both monetary and in time, in order 
to enable their particular application for usage on the grid. This means that if a new 
user wants to use the grid, there is a certain barrier to be overcome before the grid can 
be exploited, and it is obviously necessary that these investments are protected. In the 
case of the grid, this means that the effort spent on getting the application grid-enabled 
must be exploited as much as possible. If, however, a grid infrastructure can only be 
guaranteed to be operational for a limited amount of time, then the user community 
needs to decide whether the effort required to get an application started on the grid is 
justified. This is a clear limitation of the cyclic project-funding used by EGEE and 
other similar efforts, where a subsequent project phase is always determined by a 
corresponding proposal application process. A solution to this situation is urgently 
needed for Europe to maintain its leading position in global science grids, and to ensure 
a reliable and adaptive support for all sciences with the ERA. 

As a consequence, EGEE has performed a series of activities together with 
national European grid efforts to establish the production grid infrastructure as a 
sustained, permanent research tool for science and engineering. 

The initial outcome of these discussions is an operational model based on National 
Grid Infrastructures (NGIs) coordinated by a body tentatively named the European 
Grid Initiative (EGI). Driven by the needs and requirements of the research community, 
it is expected that this setup will enable the next leap in research infrastructures.  

                                                          
2 EGEE does not pay for this work, those costs include the equipment the tests are 

run on (which are donated to the project by the partner institutes), and the time of 
members of EGEE and WISDOM that is funded by the EC or donated by the 
WISDOM members. 
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Based on the experiences and building on the results achieved in EGEE described 
above as well as related national and European efforts, the objectives of the future 
NGI/EGI organization should be to [17]: 

Ensure the long-term sustainability of the European e-Infrastructure; 
Coordinate the integration and interaction between National Grid 
Infrastructures; 
Operate the European level of the production grid infrastructure for a wide 
range of scientific disciplines to link National Grid Infrastructures; 
Provide global services and support that complement and/or coordinate 
national services (Authentication, VO-support, security, etc.); 
Advise National and European Funding Agencies in establishing their 
programmes for future software developments based on agreed user needs and 
development standards; 
Coordinate middleware development and standardization to enhance the 
infrastructure by soliciting targeted developments from leading EU and 
national grid middleware development projects; 
Integrate, test, validate and package software from leading grid middleware 
development projects and make it widely available; 
Provide documentation and training material for the middleware and 
operations. (National Grid Infrastructures may wish to make the material 
available in turn in their local language);  
Take into account developments made by national e-Science projects which 
were aimed at supporting diverse communities; 
Link the European infrastructure with similar infrastructures elsewhere; 
Promote grid interface standards based on practical experience gained from 
grid operations and middleware integration activities, in consultation with 
relevant standards organizations; 
Collaborate closely with industry as technology and service providers, as well 
as grid users, to promote the rapid and successful uptake of grid technology by 
European industry. 

A major part of the work envisaged here will be carried out by National Grid 
Infrastructures. EGEE plays a major role in establishing these NGIs by providing the 
nucleus for the tasks mentioned above, for instance through its distributed operational 
infrastructure, and transferring the knowledge gained by operating a large scale 
production infrastructure. However, from an organisational point of view NGIs are not 
yet fully operational today. In fact, while most countries have established NGIs to 
enable the construction and operation of a national grid, the diversity between these 
countries is very high. They range from single individuals who act as a point of contact 
for the national grid community to operational national grid infrastructures; a wide 
variety of levels of maturity can be observed.  

It is therefore essential that EGI supports the development and progress of NGIs as 
much as possible, that EGI defines the workload distribution between the individual 
NGIs and the EGI together with the appointed NGI representatives, and that the NGI 
representatives drive the establishment of the EGI organisation. 
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Another contributor to the EGI is the e-Infrastructure Reflection Group (eIRG), 
which has provided a series of important actions as ground work for the development 
of a sustainable grid infrastructure with a number of important steps. 

During the UK Presidency of the European Union in 2005, a European Vision 
for a universal e-Infrastructure has been formulated as follows [18]: “An 
environment where research resources (H/W, S/W & content) can be readily 
shared and accessed wherever this is necessary to promote better and more 
effective research.”   
During the Austrian Presidency of the European Union in 2006, this statement 
has been further strengthened with the setup of the e-IRG Task Force on 
Sustainable e-Infrastructures (SeI), which formulated 5 recommendations in a 
corresponding report [19]. The report has been endorsed by the e-IRG 
Delegates and distributed to the European Commission and the European 
governments and funding agencies. 

As a direct result of these efforts, a proposal for an EGI Design Study (EGI_DS) 
has been put together and submitted to the European Commission in May 2007. This 
will evaluate use cases for the applicability of a coordinated effort, identify processes 
and mechanisms for establishing an EGI, define the structure of a corresponding body, 
and ultimately initiate the construction of EGI. 

This EGI_DS proposal  has the unanimous support of the NGI representatives [20] 
and is currently under evaluation, while the EGI itself is continuing to seek support 
from the NGIs. At present, EGI is supported by all EU27 countries and 8 additional 
European countries, as well as partners from Asia, Latin America, and the US.  

One of the major technical challenges will be the provision of a continuous Grid 
infrastructure during the transition from operations funded by projects like EGEE and 
others to the NGI/EGI structure. EGEE is preparing for that through its decentralized 
model which will be further refined in the coming two years and we expect a 
significant overlap time of both structures to ensure a smooth transition.  

The above clearly indicates that Europe is on the verge of a new organizational 
form for coordinating and operating a sustainable grid infrastructure. 

6. Conclusions 

Since the launch of the EGEE programme in 2004, the project has made strides forward 
in both delivering a world-class production grid infrastructure and strengthening the 
grid field in general. Through provision of a reliable, scalable production infrastructure, 
high quality middleware and well developed support services, EGEE has attracted a 
wide range of users from the research and business communities.  

These users began by experimenting with grid technology via EGEE, but are now 
shifting to daily use of the EGEE grid. This is particularly notable with the two original 
applications groups associated with EGEE, High Energy Physics and the Biomedical 
field, but these groups are rapidly being joined by groups such as Earth Sciences as 
major grid users. 

While the user base has grown rapidly, with more than 200 Virtual Organizations 
now making use of the EGEE grid, the short project lifespan of EGEE and EGEE-II is 
becoming a limiting factor in EGEE’s ability to attract users. To address this issue, 
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EGEE has worked alongside the European Commission and other members of the grid 
community to work on a long-term solution, namely the European Grid Initiative. This 
body would coordinate European grid computing in collaboration with the many 
emerging National Grid Initiatives to provide for long term support for grid users in 
Europe. Such a move will ensure that Europe keeps its place as the world leader in grid 
computing. 
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Abstract.  The Latin American Grid (LA Grid) joint research program fosters 
collaborative research across eleven universities and IBM Research with the 
objective of developing innovative grid technologies and applying them to solve 
challenging problems in the application areas of bioinformatics and hurricane 
mitigation. This paper describes some of these innovative technologies, such as the 
support for transparent to the application expert grid enablement, meta-scheduling, 
job flows, data integration, and custom visualization, and shows how these 
technologies will be leveraged in the LA Grid infrastructure to provide solutions to 
pharmagenomics problems and hurricane prediction ensemble simulations.  

Keywords.  Meta-scheduling, job flows, data integration, transparent grid 
enablement, custom visualization, bioinformatics, hurricane mitigation. 

Introduction 

Since December 2005, IBM has been engaged with academic partners in Florida, 
Puerto Rico, Mexico, Argentina, and Spain in the Latin American (LA) Grid initiative 
to dramatically increase the quantity and quality of Hispanic Technical Professionals 
entering the Information Technology fields.  

At the core of this initiative is the development of a computer grid across multiple 
universities and businesses that serves as the platform for education and collaborative 
research in the critical and emerging fields of grid computing, distributed systems and 
supercomputing.  The LA Grid constitutes a living laboratory for advanced research by 
the universities and IBM Research in application areas such as bioinformatics, 
hurricane mitigation, and healthcare.  
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In our ongoing research efforts, we aim to address application area problems with 
current state-of-the-art grid solutions by employing a top-down approach that provides 
the right level of abstraction for the domain experts while factoring out the common 
services that can be reused across domains. Among these common services, our focus 
has been on providing support for transparent grid enablement, meta-scheduling, job 
flows, data integration, and custom visualization. In this paper, we first describe the 
innovative technologies we developed in order to provide such support, and then we 
illustrate how these technologies can be leveraged towards the resolution of 
challenging problems in the area of bioinformatics and hurricane mitigation.   

The paper is structured as follows. In Section one, we introduce the concepts of 
grid superscaling and transparent adaptation and show how these concepts can be 
combined to provide transparent grid enablement. In Section two, we detail our design 
for meta-scheduling and our on-going prototyping activities in that space. In Section 
three, we outline our approach to job flows, leveraging WS-BPEL and providing 
support for fault-tolerant job flows through a wrapping layer. In Section four, we 
describe the set of services we have been developing and the architecture we designed 
to provide data integration capabilities in grid environments. In Sections five and six, 
we show how our innovative technologies are being applied to address challenging 
scenarios in bioinformatics and hurricane mitigation. Section seven concludes this 
paper with our future plans towards the creation of a transparent grid environment, 
which will allow domain experts to express application logic using an appropriate 
visual interface while making transparent, to the greatest extent possible, the details of 
the grid hardware and middleware stack. 

1. Transparent Grid Enablement 

The advent of cluster and grid computing has created a remarkable interest in high 
performance computing (HPC) both in academia and industry, especially as a solution 
to complex scientific problems (e.g. bioinformatics and hurricane mitigation 
applications). To efficiently utilize the underlying HPC facilities using the current 
programming models and tools, however, scientists are expected to develop complex 
parallel programs; a skill that they might not necessarily have and is better done by 
HPC experts. 

Current standards for cluster and grid programming such as MPI [1], OGSA [2], 
and WSRF [3] (and their implementations in offerings like MPICH2 [4], the Globus 
Toolkit [5], Unicore [6], and Condor [7]; to name just a few) have provided scientists 
with higher levels of abstraction. Noteworthy, these approaches have been successful in 
hiding the heterogeneity of the underlying hardware devices, networking protocols, and 
middleware layers from the scientist developer. However, the scientist is still expected 
to develop complex parallel algorithms and programs. Moreover, as the code for 
parallel algorithms typically crosscuts the code for business logic of the application, the 
resulting code is entangled and is difficult to maintain and evolve.  

In this part of our research, we address these problems by enabling a separation of 
concerns in the development and maintenance of the non-functional aspects (e.g. the 
performance optimization) and the functional aspects (i.e. the business logic) of 
scientific applications. We achieve this goal by integrating two existing programming 
tools, namely, a Grid framework, called GRID superscalar [8], and an adaptation-
enabling tool, called TRAP/J [9]. On one hand, GRID superscalar enables the 
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development of applications for a computational grid by hiding details of job 
deployment, scheduling, and dependencies and enables the exploitation of the 
concurrency of these applications at runtime. On the other hand, TRAP/J supports 
automatic weaving of alternative parallel code (including the corresponding calls to 
GRID superscalar runtime) into the sequential code developed by the scientist to 
support static and dynamic adaptation to heterogeneous grid computing environments.   

1.1. Overview

Inspired by the superscalar processors, GRID superscalar provides an easy 
programming paradigm for developing parallel programs [8]. Similar to superscalar 
processors that provide out-of-order and parallel execution of machine instructions by 
bookkeeping their dependencies, GRID superscalar provides parallelism to the 
functions of a program written in a high-level programming language such as Java. 
Using GRID superscalar, a sequential scientific application developed by a scientist is 
dynamically parallelized in a computational Grid. GRID superscalar hides the details 
such as resource mapping, staging input data files, cleaning temporary data files, 
deploying and scheduling tasks, exploiting instruction-level parallelism, and exploiting 
data locality. We note that for many of its responsibilities, GRID superscalar depends 
on other grid computing toolkits such as GT4, Condor, and others. 

TRAP/J is a tool that enables static and dynamic adaptation in Java programs at 
startup and runtime, respectively [9]. It consists of two GUI-based interactive tools as 
follows: (1) the Generator, which generates an adapt-ready version of an existing 
application by inserting generic hooks into a pre-selected subset of classes in the 
application, called adaptable classes; and (2) the Composer, which allows insertion of 
new code at the generic hooks both at startup or runtime. Adaptable behavior is 
provided through alternative implementations of adaptable classes. To replace 
alternative parallel algorithms developed using the GRID superscalar codes, we use the 
Generator to make the classes with sequential code adaptable, and then we use the 
Composer to weave in the parallel code. 

Each tool provides us with the necessary features for transparent software 
adaptation from a sequential code to a grid-enabled one. Figure 1 illustrates the 
operation of our transparent grid enablement framework in the context of a simple case 
study, during which a sequential matrix multiplication program (developed in Java) is 
transparently adapted to run in a grid computing environment. First, we use GRID 
superscalar to develop alternative hyper-matrix multiplication algorithms by splitting 
the original matrices into a number of sub-matrices or blocks (Figure 1 (a), 
development time). Therefore, instead of just one task as in the original approach, 
using hyper-matrix multiplication and GRID superscalar, up to 4 tasks can be active at 
the same time. Of course, if we split the matrix into 9 blocks, then up to 9 tasks can be 
executed at the same time and so on and so forth. Next, using TRAP/J and GRID 
superscalar code generators, an adapt-ready version of the application is generated 
(Figure 1 (a), compile time). Next, a system administrator (or an intelligent software 
agent) configures the application to use the appropriate parallel algorithm based on the 
availability of resources, for example, the number of available nodes (Figure 1 (b), 
startup time). Finally, the GRID superscalar code—woven into the application using 
TRAP/J—will exploit the task-level parallelism by resolving the dependencies of the 
tasks, each performing multiplication of sub-matrices accumulatively (Figure 1 (b), 
runtime). 
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Figure 1. Grid enablement approach for the matrix multiplication case study 

 
 

1.2. Experimental Results 

To show the validity of our approach, we conducted a set of experiments that measure
the speedup gained as a result of the grid enablement of the matrix multiplication
application. The results are illustrated in Figure 2. 
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Figure 2. Execution time and speedup of grid-enabled versions of the matrix multiplication application 

In Figure 2, we see that as the matrix size increases, the speedup improves and 
when the size of the matrix reaches 1152 (number of rows = number of columns = 
1152), all the algorithms for the grid-enabled application perform better than the 
original sequential application. We notice that the algorithm, which uses 4 blocks on 4 
worker nodes, exhibits the best performance. For a matrix of size 2304, it performs 

R. Badia et al. / Innovative Grid Technologies Applied to Bioinformatics and Hurricane Mitigation440



almost twice as fast as the sequential application. This is because of the even 
distribution of the load and a one-to-one mapping of the blocks onto the worker nodes, 
which result in more parallelism and less communication overhead related to the file 
transfer between the nodes required both at the initialization and finalization stages.  

We emphasize that these experiments are part of our ongoing research activities 
and they are not meant to be representative nor conclusive with respect to providing a 
quantitative metric for speedup gained because of the grid enablement. The main 
purpose of these experiments is to show that we were able to use our current 
transparent grid enablement prototype to transparently adapt an application to run in a 
grid computing environment. 

1.3. Related Work 

Satin [10] is a Java based programming model for the Grid which allows for the 
explicit expression of divide-and-conquer parallelism. HOCS [11] is a component 
oriented approach based on a master-worker schema. ASSIST [12] is a programming 
environment that aims at providing parallel programmers with user-friendly, efficient, 
portable, fast ways of implementing parallel applications. ProActive [13] is a Java grid 
middleware library for parallel, distributed and multi-threaded computing. Unlike our 
transparent grid enablement framework, none of the above mentioned approaches 
provide an explicit separation of concerns identifying separate tasks for scientist 
developers and HPC expert developers. Our framework can be extended to use these 
methods instead of or in complement to GRID superscalar and could be used as an 
enabler for supporting interoperation among the above mentioned approaches. 

1.4. Future Work 

As we mentioned before, we have been able to achieve static adaptation.  Our next task 
will be to extend our framework in support of more autonomic behavior and include 
adaptation at runtime (dynamic) in response to high level system policies such as the 
addition of more nodes to the grid, a change in process scheduling or application level 
policies such as different blocking algorithms or faster algorithms. At present, dynamic 
adaptation of Java programs with TRAP/J is under progress and is being tested. 
Furthermore, moving towards building a more autonomic self adapting and self 
configuring system, we can expand our framework to provide context-aware adaptation, 
by keeping track of the state of the runtime environment and retrieve information about 
resource allocation, scheduling, etc.  

2. Meta-scheduling 

Over the past two decades, computing power has become increasingly available. 
However, the demand for computing power, driven by many new applications in 
bioinformatics, healthcare, physical science simulation, supply chain modeling, and 
business intelligent decision, still surpasses the supply.  Grid computing allows 
harnessing of available computing resources from cooperating organizations or 
institutes, in the form of virtual organizations (VOs), in order to satisfy user demands 
and share the cost of ownership of the resources.   
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The first generation of grid technologies and infrastructures focused on harnessing 
the computational power of machines.  With the evolution and availability of grid 
infrastructures, today’s grid technologies further enhance the collaboration of users by 
providing easy access to greater varieties of resources, such as data and software 
services. For examples, the collection of astronomy data at one observatory can be 
easily made available to scientists around the world, the BioMOBY web services in 
Taverna [14] are used to support publishing and extracting of biological data. 

At the core of grid technology is a resource brokering component, commonly 
known as meta-scheduler or meta-broker. The meta-scheduler matches user work 
requests to appropriate resources in the VO to execute the requests.  In addition to the 
challenges of managing VO resources that have dynamic availability attributes, meta-
schedulers need to take into account the resource usage policies and security 
restrictions enforced by the local schedulers, which they interact with. 

Currently, there are many studies and systems related to meta-scheduling in the 
grid community.  As discussed by Subramani et al. [15], most meta-schedulers can be 
classified into three different models:   

o Centralized model: one meta-scheduling component has direct information of 
all resources available at the various institutes of the virtual organization and 
is responsible for scheduling job execution on all resources; local schedulers 
at individual institutes will act as job dispatchers. An exemplary system of this 
model is eNANOS [16]. 

o Hierarchical model: one meta-scheduling component has no direct access to 
resources in the virtual organization, but assigns jobs to the local schedulers of 
the various institutes; local schedulers will match jobs to resources. An 
exemplary system of this model is the Community Scheduling Framework 
(CSF) [17]. 

o Distributed model: multiple local schedulers exist in a VO; each local 
scheduler has a companion meta-scheduling functional entity; local schedulers 
can submit jobs to each others through their respective meta-scheduling 
functional entities.  Exemplary systems of this model include IBM Tivoli 
Workload Scheduler Loadleveler [18] and Gridway [19]. 

All three models have their respective advantages and disadvantages and are 
suitable in different deployment environments. The centralized model is relatively 
simpler than other models. However, the meta-scheduler can become a bottleneck for a 
VO that has a very large number of resources.  The meta-scheduler can also be a 
potential single point of failure.   The hierarchical model is a more scalable scheme 
than the central model, but the meta-scheduler has less control of the scheduling 
decisions and can still be a single point of failure. The distributed model is the most 
complex of the three models and does not present bottleneck and single point of failure 
exposures. 

For LA Grid, our meta-scheduling design is a mix of the hierarchical and 
distributed models, as shown in Figure 3.  

Our grid model consists of multiple domains. Each domain has its domain meta-
scheduler and consists of a collection of local dispatchers, local schedulers or even 
other meta-schedulers. A domain can be viewed as the meta-scheduling functional 
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Figure 3.  LA Grid meta-scheduling architecture 

entity of an institution.  This aspect of our model intends to reflect the reality of many 
organizations having multiple local schedulers for different lines of business or for 
various levels of services. The domain meta-scheduler supports the encapsulation of 
resources and scheduling details within each organization and only its aggregate 
scheduling capability and capacity would be exposed to the partner organizations of the 
grid.   Then, the grid can be viewed as a sphere with collaborative partners.  The peer to 
peer relationship between domain meta-schedulers is dynamically established upon the 
agreement between peers.  Users of a domain would interact with that specific domain 
meta-scheduler to access resources of collaborative partners. 
       The following example illustrates the use of our meta-scheduling model.   A 
bioinformatics data service provider differentiates its services to paying and trial 
customers.  Paying customers are users of a consumer organization that pays for the 
bioinformatics services.  They typically get an expected quality of service as well as 
access to the full set of databases.  Multiple sites are set up to support paying customers 
with guaranteed service quality and availability. In contrast, trial customers are users 
without any organization association or users from a non-paying organization. They 
typically get service on a best effort basis on a single site with access to only sample 
databases. Using our meta-scheduling model, this bioinformatics provider would set up 
a meta-scheduling domain with a single local scheduler for trial customers. For the 
paying customers, the provider would either set up a sub-domain meta-scheduler with 
multiple local schedulers for each site, or include all the local schedulers in the same 
domain with a single meta-scheduler as for trial customers. For a consumer 
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organization, the bioinformatics data service is made available to its users (e.g. by 
including the data service in the service registry). Depending on the demands of its 
users and budgetary constraints, the organization would establish either a paying or a 
non-paying peer-to-peer relationship with the bioinformatics provider. For the users in 
the consumer organization, their application logic would not be affected by the paying 
status of the organization. 

The Open Grid Forum [20] is leading the effort of defining a standard description 
language for job submission, called Job Submission Description Language (JSDL) [21]. 
This language allows specification of job characteristics as well as resources required 
for the job execution in a grid infrastructure.  The adoption of JSDL is a good first step 
towards achieving collaboration across virtual organizations from a job execution 
standpoint. However, there is a strong need for a standard interface for expressing 
meta-scheduler to meta-scheduler interactions and meta-scheduler to local scheduler 
interactions to realize collaborative job execution.  One of our project objectives is to 
experiment with the necessary interfaces to support interactions between domain meta-
schedulers and their associated local schedulers. We categorize these interfaces into 
three sets: 

o Meta-scheduler connection API: used to establish and terminate the 
connection between domain meta-schedulers, either through a peer-to-peer 
relationship or an up-stream relationship in a hierarchy. Once the connection 
is established, heart beats are exchanged to guarantee the healthy state of the 
connection.

o Resource exchange API: used to exchange the scheduling capability and 
capacity of the domain controlled by the meta-scheduler; the exchanged 
information can be a complete or incremental set of data.  

o Job management API: used to submit, re-route and monitor job executions 
across the network of (meta-)schedulers.  

A domain meta-scheduler supports these three APIs and implements the necessary 
functions, as illustrated in Figure 4.  It is composed of three functional modules: the 
resource management module, the scheduling module, and the job management module. 
The resource management module is responsible for resource discovery, resource 
monitoring and resource information storage.  The resource information storage can be 
either a persistent storage device or a cache device. The scheduling module is 
responsible for locating suitable resources or a suitable scheduler for each job request. 
The job management module manages the lifecycle of the job, including the reception 
of the job request, its routing or dispatching to the matched resources or scheduler, and 
the monitoring of the job status.  

Our current implementation of the meta-scheduling APIs is using grid web 
services in order to more easily accommodate existing meta-schedulers and integrate 
them as collaborative job execution partners using the Globus Toolkit. We will verify 
the possibility for the same set of APIs to be recursively useful regardless of the 
relationship between meta-schedulers.  Our experimentation platform consists of three 
collaborative meta-scheduling partners: the first one is based on IBM’s Tivoli Dynamic 
Workload Broker [22]; the second one is based on the Barcelona Supercomputing 
Center’s eNANOS broker, and the third one is based on Gridway or CSF.    
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Figure 4.  LA Grid domain meta-scheduling 

We use the bioinformatics and hurricane mitigation scenarios depicted in Sections 
five and six as application test cases, as they both exhibit data and compute intensive 
workloads. 

3. Job Flows 

For many years, workflow1 technology has been used in orchestrating multiple tasks in 
business processes. Only recently, scientific communities became very active in 
exploring workflow technology for orchestrating the execution of composite jobs that 
consist of multiple steps. The use of job flow would potentially provide richer 
expressiveness and flexibility for users to instruct the job management system on how 
to schedule and execute their jobs. In this part of our research, we explore issues related 
to job flow in grid environments, including job flow modeling, transparent workflow 
adaptation, and data dependencies in job flows.  

3.1. Background 

Job flow management can be achieved through service orchestration or choreography 
[23]. In service orchestration, job flow management is achieved through a central 
application. This application (usually an executable workflow) models the interaction 
between the partner services, so that they collectively accomplish a coarse grain task. 
The application is aware of the interfaces of the partner services and controls their 
execution order and message exchanges. In service choreography, job flow 
management is achieved through a distributed approach, where partner services are 

                                                          
1 In this document, we use the terms job flow and workflow interchangeably. 
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aware of each other and each service knows of its participation in the message 
exchanges of the interaction. Figure 5 illustrates the difference between orchestration 
and choreography. 
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Figure 5.  Orchestration and choreography 

3.2. Overview

We have adopted a two-level approach to job flow management in grid environments 
that employs service orchestration at the upper level to control coarse-grain job 
submissions and service choreography at the lower level to control the interactions 
among executing jobs. To create high-level service orchestration for job submissions, 
we use the Business Process Execution Language (BPEL) [24], which has become the 
leading standard for web service orchestration. Web services can be integrated, using 
some XML-grammar, to create a higher-level application (business process). The 
XML-grammar that defines a BPEL process is interpreted and executed by an 
orchestration engine which exposes the process itself as a web service. BPEL provides 
many constructs for the management of process activities, including loops, conditional 
branching, fault handling and event handling (such as timeout). Additionally, it allows 
for activities to execute sequentially or in parallel. For the lower level choreography, 
we use JSDL [20] to describe the requirements of jobs for submission to the grid. 

In addition jobs also need one or more input data items for their execution and can 
produce multiple outputs as well. There may be multiple copies/replicas of these data 
items in the system. For replica management in grids we use the Replica Location 
Service (RLS) available in the Globus Toolkit. RLS maintains and provides access to 
mapping information from logical names of data items to target names. These target 
names may represent the physical locations of the data items or map to other entries in 
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the RLS providing a second level of logical naming for the data items.  The use of 
logical to physical name abstraction provides users with the option of specifying 
logical names of data items in their job descriptions, rather than the actual physical 
locations. Also, in distributed grids, it is very often desirable to maintain multiple 
copies of data items so that job executions can be optimized at more than one possible 
location. 

Figure 6 provides an architectural diagram of our job flow management framework 
and shows how it interacts with meta-schedulers. First, the Grid Job Flow Application 
Modeling and Tooling captures the job control flow in an abstract BPEL workflow and 
the data dependencies as embedded JSDL scripts within the BPEL workflow. These 
documents are then interpreted to extract the job to job, job to data, and job to resource 
dependencies to form a directed graph. Next, this graph becomes more concrete by 
mapping the jobs to scheduling domains considering the resources they need, the data 
they require, and the other jobs they are dependent on.  Then, additional steps for data 
transfer and Replica Location Service (RLS) registration are appended to the BPEL 
workflow. At this point the abstract BPEL workflow is concretized by binding the jobs 
to specific resource domains.   

Any good job flow management system must adequately address the issue of fault-
tolerance on behalf of the job flow. BPEL has constructs for detecting (and generating) 
fault messages, as well as constructs for specifying event-driven compensation 
activities. Compensation activities serve to undo some business logic that occurred 
prior to the event. However, grid environments call for more robust fault handling than 
is available in BPEL. To make job flows resilient to failure, in this step, we use a 
previously developed framework, called TRAP/BPEL [25], which adds autonomic 
behavior into existing BPEL processes automatically and transparently.  

Unlike other approaches, TRAP/BPEL does not require any manual modifications 
to the original code of the BPEL process and there is no need to extend the BPEL 
language, nor the BPEL engine. Within the TRAP/BPEL framework, a BPEL 
workflow is made adaptive by first running it through an adaptation generator. The 
generator generates the adapt-ready BPEL process by inserting “hooks” at specified 
points in the workflow. These hooks redirect invocations through a proxy that provides 
adaptive behavior by shielding the workflow from failure and applying recovery 
mechanisms that are specified in a recovery policy [25]. 

During adaptation, specific jobs which require monitoring are identified and for 
each job, an adequate failure handling technique is specified in a recovery policy. The 
recovery policy is modeled in an XML document that is not part of the job flow 
definition. Failure handling techniques may include check-pointing, or finding an 
alternative (substitute) resource or service upon which to submit a job.   Invocations for 
monitored jobs are replaced with invocations to a generic proxy. Messages for those 
jobs are therefore redirected through this proxy. The proxy using some failure detection 
mechanism (e.g. polling, event notification) monitors the individual jobs and enforces 
the recovery policy. The proxy in this case is a job submission and monitoring service 
and forwards jobs to the schedulers. There is only one generic proxy per job flow 
engine, although there may be several instances of this proxy performing recovery on 
behalf of the workflows executing on that engine. 

Finally, the adapted concrete BPEL process with embedded JSDL scripts is 
executed on a BPEL engine to orchestrate the job submission through the use of some 
job submission web services.  As described in Section two, meta-schedulers can engage 
in peer-to-peer choreography in order to decide on the specifics of how the actual job 
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execution and data transfers occur (e.g. the exact machine on which the job is to be 
executed, the exact data transfer protocol that is to be used). 
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 Figure 6.  Job flow management framework interaction with meta-scheduling

3.3. Related Work 

There are many job flow languages used in the scientific communities including 
DAGMan of the University of Wisconsin [26], SCUFL of the e-Science group [14], 
YAWL of Queenland University Technology [27].  In the enterprise domain, the most 
popular language for business processes is WS-BPEL [24]. WS-BPEL has become the 
de-facto standard for workflow technology in enterprise systems. To help foster 
interactions between job flow systems in the grid there is clearly a similar need for 
standardization.  For this reason, in recent times, the scientific community has also 
started exploring the possibility of using the WS-BPEL standard for job flows. We 
selected WS-BPEL as our workflow language for our project. Software offers that 
support WS-BPEL include IBM’s WebSphere Process Server [28] and ActiveBPEL 
[29].  

There are many projects and studies of job flows in grid environments. The 
Pegasus [30] project at the University of Southern California addresses the planning 
and resource allocation of job flow in grid environments. VDS of GriPhyN [31] 
supports the virtual data specification language used in conjunction with the DAGMan 
job flow language.  Unlike other studies, our project explores the combined use of WS-
BPEL and JSDL along with data mapping. 
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Our architecture also supports the specification of flexible, user-defined failure 
handling mechanisms while supporting separation of concerns. By adapting the 
concrete BPEL workflow, failure handling mechanisms are defined in a manner that 
does not tangle the code for fault-tolerance with the business logic of the application. 
Some other Grid workflow systems (Karajan [32], Kepler [33] and Grid-WFS [34]) 
allow for user-defined failure handling, however, Karajan and Kepler do not support 
the separation of concerns. Grid-WFS claims to support the separation of concerns but 
fault handling strategies are specified along with the task in the same workflow 
definition. This approach does therefore entangle the code for failure handling with that 
of the business logic. Further, our approach does not require a purpose-built workflow 
engine, as do the other systems, since we utilize standard BPEL constructs. 

For more general information on workflows, the reader is invited to refer to 
http://www.gridbus.org/reports/GridWorkflowTaxonomy.pdf, which is a good survey 
paper on workflow taxonomy and workflow projects. 

4. Data Integration 

Data integration involves combining data residing at different sources and providing 
the user with a unified view of such data. Data integration is a traditional problem that 
exists in numerous applications, for example, integrating the databases for two 
companies that are being merged, or combining research results from different 
bioinformatics repositories. Data integration frequently occurs as the volume of data 
and the need to share it increase. Data integration has been the focus of extensive work 
and numerous open research problems remain to be solved. In this study, we present a 
system architecture which aims to define essential components for developing a 
domain-specific, modular, and decentralized data integration system in a grid 
environment. The proposed architecture incorporates a series of grid-oriented services 
(e.g. coordinator, semantic catalog, repository, synchronization) that address the 
distributed nature and autonomy of the data sources. The architecture also incorporates 
a series of data-oriented services (e.g. schema mapping generation, query generation, 
query rewriting) that facilitate the actual integration of data. Nodes in the grid 
environment can provide data, integration services, or a combination of both. Through 
the proposed system, users can contribute new data, define relationships among 
existing data sources and schemas, relate data to domain-specific concepts, or even 
construct new schemas that can be reused by others. 

4.1. Architecture and Services 

Our architecture supports distributed storage and manipulation of data and adapts to 
dynamic addition and removal of nodes. For every session, an application server 
connects users to nodes and designates a particular node as the “master”. Any node is 
capable of performing the “master” role. The master node distributes the required tasks 
among many other nodes in the grid and is also responsible for coordinating, collecting, 
and merging results from “slave” nodes.  

Figure 7 depicts the LA Grid data integration architecture. Each LA Grid node 
contains seven components/services, namely: the coordinator service, the semantic 
catalog, the repository service, a data repository, the synchronization service, the Data 
Grid Management System (DGMS) [35], and the data services suite. At this time the 
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data services suite is completely implemented and other services are at different stages 
of development. Implementation is done in Java and nodes are currently deployed in a 
grid architecture based on the Globus Toolkit [5]. 

Figure 7.  Data integration architecture 

Coordinator Service: This service is the front-end interaction point for data-driven 
operations. It has access to a locally held semantic data catalog. The local coordinator 
service communicates with remote coordinator services for coordinating operations 
across the system. Query distribution/data materialization decisions are also handled by 
this service based on quality of service, load balancing, and optimization requirements. 
Coordinator services are key elements for automated workflow construction because 
they are responsible for decisions involving forwarding, splitting, or directly handling a 
request. Upon receiving a request, the coordinator needs to access the semantic catalog 
to retrieve information about data needed/involved in the request. Based on metadata 
and information about registered nodes and deployed services, the coordinator makes a 
decision about handling the request, i.e., forwarding, splitting, or directly handling it. 
The coordinator maintains a set of rules to help make such decisions. The efficiency 
and accuracy in defining such rules is crucial for correct and efficient system 
performance. While a system could perform its function using a limited set of rules, its 
performance could be enhanced by adding and tuning rules. For example, a simple rule 
is to forward a request to the first node that has the required services deployed. 
However, a better rule is to incorporate the location of data. From our experience, fine 
tuning rules may result in complex but efficient workflows of services. 
Semantic Catalog: The semantic catalog contains the physical locations of data 
components as well as domain-specific semantic descriptions. For example, the 
semantic catalog of each schema may store its name, the location of its definition, 
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semantic mappings from the schema elements to biomedical domain-specific concepts, 
and pointers to known instances of the schema. Additionally, we may store schema 
mappings that directly relate pairs of schemas (created by the schema mapping creation 
service – cf. detailed description below). The semantic mappings between schema 
elements and domain-specific concepts are currently simple correspondences from 
schema elements to terms in a conceptual model, similar to an ontology. Users provide 
ontologies and mappings applicable to their problem domain. This kind of semantic 
mapping is an active research area [36] that can enhance schema mapping/matching 
operations (for example, if two or more schema elements can be mapped to the same 
semantic term in the ontology, a potential match is indicated). In the current 
implementation, UMLSKS [37] is used as the domain-specific mappings knowledge 
source. The latest version of the semantic catalog is built as a dynamically evolving 
OWL (Web Ontology Language) [38] resource. It captures relations between schema 
definitions, instances, mappings and their domain. Those relations are represented as 
RDF (Resource Description Framework) [39] statements that can be manually asserted 
by system users or can be automatically evaluated using a set of utility services. Using 
this design, the semantic catalog is able to answer queries like: Is there a mapping from 
schema A to schema B?; Find all mappings that use schema C as a source; Does a 
mapping have an inverse in the repository?; etc. Pellet [40] - an open source, OWL 
Description Logic reasoner in Java - is used for reasoning and augmenting information 
in the catalog while SPARQL [41] is used as the query language. 
Repository Service & Data Repository: This service is responsible for storing and 
extracting all raw data (via the DGMS or VFS - discussed below). It also notifies the 
synchronization service about new changes in the repository. Currently, this service is 
implemented on top of the Apache Commons Virtual File System [42]. VFS provides 
APIs for accessing different file systems and presents a unified view of files from 
different sources (e.g., local disk, remote ftp, or http servers). In the current system 
implementation, only a pure XML data repository is supported. Other data 
representations can be supported only if the data can be exported to XML. 
Synchronization Service: The synchronization service keeps the semantic catalog 
entries synchronized among nodes. When a node is added to the grid, the node has the 
option of subscribing to various topics. Whenever a change affecting a given topic 
occurs, the nodes subscribed to that topic receive notifications of the update. This 
service is implemented on top of the WSRF notification mechanism provided by the 
Globus Toolkit. 
Data Grid Management System: Through multiple abstractions, the DGMS [43] 
provides a logical namespace that hides the complexity of distributed data and 
heterogeneous resources. The Storage Resource Broker (SRB) [44] is a tool for 
managing distributed storage resources. Files in the SRB are referenced by logical file 
handles that do not require the actual physical locations of the files. A Metadata 
Catalog, MCAT, maintains maps of logical handles to physical file locations. The 
proposed semantic catalog and data services can be seen as augmentations on top of 
DGMS in order to facilitate finer grain semantic integration at the data level.  The 
current system implementation uses the Apache VFS. 
Data Services Suite: This component provides a number of web services that allow the 
creation of schema mappings and operations over those schema mappings. We have 
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selected Clio’s [45] schema mapping components, and wrapped them as web services.  
The suite provides the following data services: 
- Schema Mapping Creation: Given a source schema, a target schema, and a set of 
“correspondences” between source and target schema elements, this service creates a 
“mapping” from the source schema to the target schema. This mapping consists of a set 
of declarative constraints that dictate what the target instance should be, given a source 
instance. The mapping creation algorithm takes into account the schema constraints 
(e.g., foreign key constraints, type constraints) as well as correspondences [46]. 
- Query Generation: Given a mapping (produced by the Schema Mapping Creation 
service), this service produces an XQuery, an XSLT, or an SQL/XML query that 
implements the transformation implied by the mapping [45]. The query and the 
association between the query and the mapping used to produce the query are stored in 
the semantic catalog (for future reuse). 
- Query Execution: For convenience, we also have a service that executes the queries 
generated by the previous service. Given a query script and a set of input XML 
documents (e.g. instances of the source XML schema), the service executes the query 
and returns the resulting XML document. 
- XML Transformation: This service allows the direct and scalable execution of the 
mapping, as opposed to simply executing the query that implements it. Based on the 
technology detailed in [47], this service takes as input a mapping and the source XML 
instances and returns the target XML instance that is implied by the mapping. As 
opposed to the query generation/execution services, this service neither produces nor 
executes a query; rather, it uses a Java-based engine to optimally execute the mapping. 
- Query Rewrite: An interesting application of mappings is the ability to rewrite target-
side queries into queries that work on the source-side. This is useful, for example, if the 
target-side schemas are virtual and actual data resides on the source side. We use the 
query rewriting techniques detailed in [48] to implement this service. Given a schema 
mapping and an XQuery over a target schema instance, this service returns a rewritten 
XQuery over the source schemas in the mapping.  
- Schema Integration: Given a number of mappings between several schemas, this 
service attempts to create an “integrated” schema that captures the unified concepts of 
the schemas that are related by the mapping [49]. 

4.2. Related Work 

A number of data integration systems have been proposed to address the problem of 
large-scale data sharing (e.g. [50, 51, 52]; and the survey by Halevy [53]). These 
systems support rich queries over large numbers of autonomous, heterogeneous data 
sources by making use of semantic relationships between the different source schemas 
and a mediated schema, which is designed globally. However, the mediated schema 
becomes a problem since it may be hard to come up with a single mediated schema that 
everyone agrees on. Moreover, all access (querying) is done against the mediated 
schema (a single point). Furthermore, this architecture is not robust with respect to the 
changes in the source schemas. As a result, data integration systems based on mediated 
schemas are limited in supporting large-scale distributed and autonomous data sharing. 
Peer Data Management Systems (PDMS), e.g., Piazza [54], have been proposed to 
address the aforementioned problems and to offer an extensible and decentralized data 
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sharing system. The study presented in this section can be viewed as an effort to 
present and discuss the design, components, and services required to realize a PDMS in 
a grid environment. Our system requirements are, in principle, no different from these 
peer data management systems. Compared to Piazza’s approach, our intended 
applications imply smaller numbers of data sources. However, the sources have 
complex schemas and may contain overlapping and potentially conflicting and 
dynamically changing data. The proposed system emphasizes the use of tools and 
services that facilitate mappings among schemas and generate the queries that are 
needed to access and integrate the data. 

5. Application to Bioinformatics 

A problem facing many bioinformatics researchers today is the aggregation and 
analysis of vast amounts of data produced by large scale projects such as the Human 
Genome Project. This is further complicated by the fact that data is distributed among 
heterogeneous sources. As of September 2006, the Gene Expression Omnibus (GEO) 
repository at the National Center for Biotechnology Information (NCBI) holds over 3.2 
billion individual measurements. Moreover the repository is growing at a rapid rate 
[55]. The amount of data, the rate of its growth, and the heterogeneity of data sources 
present real problems, hindering advancements in bioinformatics [56]. 

In this section, the focus is on data integration problems in bioinformatics. 
However, a typical bioinformatics research activity involves both computational and 
data driven aspects. Data driven tasks involve techniques to extract data from multiple 
sources. Computational tasks involve processing data after extraction for pattern 
matching, alignment, and clustering. 

Pharmacogenomics is a branch of bioinformatics dealing with the influence of 
genetic variation on drug response in patients. Approaches investigating such 
influences promise the advent of "personalized medicine", in which drugs and drug 
combinations are optimized for each individual's unique genetic makeup. To make 
“personalized medicine” decisions, information from multiple  heterogeneous data 
sources needs to be incorporated; for example OMIM, dbSNP and dbGaP from NCBI 
[57], Haplotype data from the HapMap project [58], Human Gene Mutation and 
TRANSFAC databases from BioBase [59] in addition to PHARMKGB [60]. Figure 8 
shows a related example that aims to understand rates of gene expressions in different 
tissues and correlate these expression profiles with active transcription factors and their 
binding sites. The data required for this study is distributed among various sources (e.g. 
UCSC Genome Browser [61], GNF SymAtlas [62] and TRANSFAC [63]). The figure 
shows how Clio mapping technology can be used to provide a high-level definition for 
mappings between such sources and a target schema. In particular, a graphical user 
interface allows the identification of correspondences that relate schema elements.  

Our sample scenario involves three collaborating groups of scientists. Assume the 
groups are associated with the three data sources in Figure 8 and located in the USA, 
Spain, and Mexico, respectively. The USA group is conducting experiments related to 
identifying known genes and their chromosomal positions. The team from Spain is 
doing experiments on gene expression levels in different tissues, while the team from 
Mexico is concerned with identifying transcription factors binding sites for different 
genes and the associated transcription factors. Furthermore, assume there is a fourth 
team in the UK that will do the analysis of the collected data. Their role is to collect 
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and interpret data from the different teams and to discover new knowledge from the 
experiments conducted in the study. 

Figure 8.  A high-level mapping definition using Clio 

Assume that the teams in the USA, Spain and Mexico have uploaded their data to 
their associated data sources. Now the UK analysis team can start interpretation and 
analysis of the data. However, they are facing the problem of merging and integrating 
these three data sources. To efficiently analyze the data, they would like to organize it 
according to a specific structure. Therefore, the UK team constructs a new schema that 
captures the required data organization (the target schema in Figure 8) and creates the 
required domain-specific mappings. Then, they connect to their node and download 
(via Java Web Start) an application that allows the construction of Clio-based 
mappings. Source and target schemas are loaded into the tool which shows their 
structure as a tree of schema elements (very similar to how they are presented in Figure 
8). Value mappings are entered by drawing lines from source schema elements to target 
schema elements. The output from this process is a value mapping, which is sent to the 
schema mapping service that evaluates the mapping specification and passes it to the 
repository service for storage. The synchronization service updates the local semantic 
catalog and notifies remote nodes about the new mapping. 

Different query processing scenarios could arise based on the location of data 
(local vs. remote), and whether the query is against a materialized version of the data or 
not. If the data is not materialized then either a materialization or a query distribution 
decision could be made by the coordinator service. Criteria for such decisions can be 
based on the frequency of the queries against data sources.  
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For instance, the UK team is trying to answer the following query using the 
federated target schema: 

“Find a list of gene names and their chromosomal locations that have an 
expression level  e in both heart and liver and are regulated by the same set of 
transcription factors.”

The above query is written against the target schema. However, it is assumed that the 
UK node does not have any data associated with this federated schema; all data resides 
at the other nodes (a global-local-as-view –GLAV– scenario [64]). The query is 
rewritten by the Query Rewrite service into a new query, formulated in terms of the 
source schemas (at the USA, Spain, and Mexico sites). When executed, the rewritten 
query retrieves the three source documents and then locally (on the UK node) joins and 
filters the data, and finally produces an instance of the target schema. Another 
alternative we are exploring is to further decompose the rewritten query into maximal 
sub-queries that are sent to the sources. For example we could send a join query to data 
source 3 (Mexico) and only get the relevant data back. In another scenario, one or more 
source schemas may also be the output of previous schema mapping operations. In 
such cases, a nested query rewrite with further decomposition is needed. 

6. Application to Hurricane Mitigation 

6.1. A Possible Hurricane Mitigation Scenario 

A tropical depression in the Caribbean Sea quickly strengthens in the warm waters as it 
drifts westward into the Gulf of Mexico. It is tracked and modeled by the National 
Hurricane Center as it becomes a tropical storm and then a category one hurricane by 
day three. Once in the central Gulf of Mexico the storm intensifies into a category three 
hurricane by the end of day four. A similar storm is shown in Figure 9.  

Hurricane track models begin to indicate that the storm will continue to intensify 
and re-curve northeast and then east toward the western Florida coast. The NOAA 
National Hurricane Center model forecasts begin to predict landfall along the central 
western Florida coast by day six. 

Synoptic scale numerical weather prediction (NWP) models capture the general 
storm circulation and general movement, but do not predict intensity changes well [65, 
66]. Results of these large scale models, in turn, are used along with other high 
resolution data as input to regional and mesoscale models that run ensembles across a 
computing grid infrastructure of thousands of nodes.  These ensemble models do more 
than determining high resolution hurricane impact; they also provide information about 
the uncertainty of the hurricanes track and intensity forecast.  Between 48 and 72 hours 
prior to landfall these ensembles allow risk management for the event, as they also 
include information about the sensitivity of the forecast to both data and physics 
uncertainty. 

6.2. Our approach 

The Weather Research and Forecasting (WRF) model is the state-of-the-art mesoscale 
numerical weather prediction system, serving both operational forecasting and 
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Figure 9.  Hurricane Wilma in the Gulf of Mexico - October 23, 2005 

atmospheric research needs [67]. The WRF model Version 2.1.2 software distribution 
comprises about 360000 lines of source code. This code is highly modular and is 
greatly optimized to run on several heterogeneous cluster computing facilities using 
MPI [1] for inter-node communications and OpenMP [68] for intra-node 
communications among the processors. In this part of our research, we address two 
problems with the current version of WRF.  

First, to mitigate the impact of hurricane landfalls, we need to provide even more 
accurate and timely information to enable effective planning [69, 70, 71, 72]. Pushing 
the limits of WRF today, there is a increasing need for fine-grain simulation in smaller 
regions (e.g. zip-code level hurricane simulation). Considering the limited resources 
available—that each interested organization may have—would leave us with no choice 
than to scale out from single-managed cluster computing to grid computing that can 
span over many organizations with different needs and administrative domains. Such 
grid-enabled WRF code can employ the resources available in several organizations to 
contribute toward solving fine-grain hurricane simulations. As the WRF code does not 
provide any inherent support for grid computing and as we do not want to stray away 
from the mainstream revisions of the WRF code, we are employing our Transparent 
Grid Enablement approach (mentioned in Section one) to enable execution of WRF on 
grid computing environments in a transparent manner to the original WRF code (no 
manual modification to the WRF code). 

Second, to contribute to future WRF model development, meteorologists are 
required to develop new dynamics and physics model packages in languages such as 
FORTRAN and C as well as to understand the architecture of the underlying 
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computing platforms to optimize code – very challenging skills. In this part of our 
research, we address this problem by investigating on a high-level modeling platform, a 
web-based interface called the Grid WRF portal. The portal allows meteorologists to 
use WRF and to develop new meteorology model packages adaptable to different grid 
computing environments. Our preliminary work shows that a specialized visual 
modeling interface supported by a workflow language (e.g. BPEL) may be a good 
choice. We continue to address challenging questions such as the expressive power of 
workflow languages [73, 74, 75, 76], and the efficiency of the generated WRF code 
[77]. This high-level graphical user interface is backed up with the results of our other 
research mentioned in Sections two and three, where we have designed and partially 
developed a job flow management system and a meta-scheduler that can adapt to the 
dynamic changes of a grid computing environment. 

Beyond grid enablement of hurricane modeling across multiple geographic and 
temporal scales for implementation of real time ensemble simulations, there is the 
potential for creating a suite of products both distinct and integrated which couple 
multiple types and scales  of model simulations (atmospheric, ocean wave, storm surge, 
hydrological, socio-economic models, etc.). This capability coupled with user- and 
application-centric visualizations gives rise to a new class of data analytics for decision 
support in a proactive sense that has heretofore been unavailable. 

Ocean wave and storm surge models are also run on the grid and are used to better 
predict impacts on coastal infrastructure, shipping and oil drilling interests in the 
eastern Gulf of Mexico and along the shoreline as the hurricane continues its eastward 
track. Mean and ensemble members of the atmospheric, ocean wave, storm surge and 
hydrological models are coupled to create predictions on storm movement, intensity, 
near shore wave heights, storm surge, and flooding forecasts that include both 
optimistic and pessimistic bounds on the likely outcomes. The various model forecasts 
are concurrently produced and visualized with grid resources to create customized 
decision support guidance for emergency management, utility, transportation, debris 
removal and other interests as the storm makes landfall along the western Florida coast.  

National authorities do not currently have the required computational power nor 
the bandwidth to produce such high resolution (cloudscale) ensembles and deliver them 
to emergency management, businesses, and the public. Within the grid environment, 
smaller domain storm surge results and visualization of complex rainfall, wind fields 
and waves can be generated for distinct localities in high detail. Mesoscale and 
cloudscale model ensemble forecasts continue to run in real time utilizing grid 
resources to enable timely generation of decision support products. Information, data 
and analytics are produced in multiple forms, which are then integrated and delivered 
to support planning, response and remediation as the storm moves eastward across 
Florida and exits along the northeastern coast. These analytics allow improved 
estimates of damage to electrical grids and transportation infrastructure while 
supporting efforts to plan and mobilize storm recovery. 

Grid enablement for the generation of new and unique products, guidance and 
analytics in support of mission critical decision making in a transparent manner while 
utilizing a dynamic, heterogeneous and geographically disparate set of computing 
resources is one of the strategic goals of the LA Grid hurricane mitigation project. It is 
a necessary and evolutionary step in the convergence of science and technology for 
societal benefit. 
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7. Future Plans 

Our initial work demonstrated in previous sections is part of a novel approach to grid 
application development we call Transparent Grid Environment (TGE), whose goal is 
to allow domain experts to effectively express the logic and software artifacts of 
domain applications while hiding the details of the grid architecture, software, and 
hardware stack. This TGE paradigm will serve as the foundation for the study of 
application development methodologies, platforms, and tools that will significantly 
ease grid-enabled application development (hence broadening grid utilization) and 
make applications more portable and adaptable to future changes of grid technologies. 
We believe that grids utilizing the TGE paradigm will be agile, flexible, and capable of 
serving a broad set of scientific and business communities. 

Our approach is characterized as application-driven (hence “top-down”) by basing 
and focusing our investigation on (1) supporting grid-enablement for a few carefully 
chosen critical application domains, e.g. hurricane mitigation and bioinformatics, and 
(2) developing common methodologies, services and tools for deploying grid-enabled 
applications in these domains. In our approach, we factor out common services that can 
be reused across domains. This will ensure that our tools have broad significance and 
utility to a range of applications, thus avoiding the tendency for tools to be too generic 
to be effective. Our future plans entail investigation of the following key challenges:  
1. High-level Visual Interactive Development Environment (IDE): What is the 

appropriate IDE for domain experts to easily specify the logic of their 
applications? Do IDEs targeted for different domains have many common 
properties? Is it possible to develop a common IDE that supports multiple 
domains? Are the workbenches being developed and used by domain experts today 
the right solution? 

2. Automated Code Generation and Software/Hardware Reuse: How can we 
automate the generation of executable code from a high-level specification 
provided by a domain expert? How can we reuse the existing software and 
hardware components and map abstract specifications to concrete resources in 
order to execute the application?  

3. Hiding the Heterogeneity of Grid Architectures: How do we hide the details of 
heterogeneous grid architectures and resources and provide a virtualized interface 
for application development while addressing efficient resource utilization?  
Under the LA Grid initiative, we have established a globally-integrated research 

and education program to respond to the above challenges and to realize a TGE. We 
have taken a divide-and-conquer approach that allows us to tackle the above challenges 
in parallel. To conduct our investigations we have identified nationally-important 
domains of Grid Applications, as discussed in Sections five and six. We have 
established a number of Grid Integration projects that enable aggregation and 
discovery of data, visualization of data, and weaving of high-level grid enablement 
services into the logic of domain-specific applications, as described in Section four. 
Finally, we have established several Grid Enablement projects that provide a layer of 
abstraction on top of heterogeneous Grid architectures by offering high-level services, 
as presented in Sections one, two, and three. 

As our research progresses, the technologies and their associated tools developed 
in these projects will form grid application enabling platforms at different levels of 
abstraction. First, the projects in the Grid Applications Layer will identify the 
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requirements and provide methodologies, frameworks, and modeling tools that enable 
domain experts to model, design, and code their applications with minimal attachment 
to the underlying grid. In designing and developing these “application interfaces,” 
common high-level, application-oriented functions, components, and tools are 
extracted and packaged into the Grid Integration Layer, which provides services that 
can be reused by other applications in the targeted domains. The projects in the Grid 
Enablement Layer will provide system-level services and tools to support efficient and 
transparent management and utilization of heterogeneous grid resources through 
uniform virtualized interfaces. Such services will make applications even more 
adaptable to changes of the underlying infrastructure. 

The LA Grid initiative aims to simplify the manner by which scientific and 
business domain experts develop, use, and maintain software applications over 
distributed computing resources. Using our TGE approach we will create innovative 
tools which promote the reuse of commonalities across domains resulting in flexible 
and cost effective grid implementations which allow experts in diverse domains to 
easily code their application logic using an integrated development process.  
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Abstract. The Computer Science discipline, especially in large scale distributed
systems like Grids and P2P systems and in high performance computing areas,
tends to address issues related to increasingly complex systems, gathering thou-
sands to millions of non trivial components. Theoretical analysis, simulation and
even emulation are reaching their limits. Like in other scientific disciplines such
as physics, chemistry and life science, there is a need to develop, run and main-
tain generations of scientific instruments for the observation of complex distributed
systems running at real scale and under reproducible experimental conditions.
Grid’5000 and DAS3 are two large scale systems designed as scientific instruments
for researchers in the domains of Grid, P2P and networking. More than testbeds,
Grid’5000 and DAS3 have been designed as "Computer Science Grids", where re-
searchers share experimental resources spanning over large geographical distances,
are able to reserve resources, configure them, run their experiments, realize precise
measurements and replay the same experiments with the same experimental condi-
tions. Computer scientists use these two platforms to address issues in the differ-
ent software layers between the hardware and the users: networking protocols, OS,
middleware, parallel and distributed application runtimes, and applications. In this
paper, we will present two Computer Science Grids: Grid’5000 and DAS3. We will
describe the motivations, design and current status of these two systems. We will
also present some of their key results, not only in terms of scientific results in com-
puter science, but also the impact of these two systems as research tools. The suc-
cess of the Grid’5000 and DAS platforms is the basis of an international initiative,
having the objective to deploy a European level "Computer Science Grid".

Keywords. Computer Science Grid, large scale experiments, reconfiguration,
controlable experimental conditions

Introduction

Grid and P2P systems are very popular as production platforms (EGEE, TeraGrid,
SETI@home, Edonkey, Skype) and inspire a wide spectrum of research. These dis-
tributed systems are still difficult to design, operate and optimize due to their software
complexity, heterogeneity, the volatility of their components and their large scale. As
a consequence, many institutes and international programs develop significant funding
efforts to foster Grid and P2P research initiatives.

As a matter of fact, the research in Grid and P2P systems span over all the layers of
the software stack between the user and the hardware. The applications, programming
environment, runtime systems, middleware, operating systems and networking layers
are subject to extensive studies seeking to improve their performance, security, fairness,
robustness and quality of service.

High Performance Computing and Grids in Action
L. Grandinetti (Ed.)
IOS Press, 2008
© 2008 The authors and IOS Press. All rights reserved.
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Like other scientific domains, research in Grid and P2P computing is based on a va-
riety of methodologies and tools. When Grid’5000 [1] and DAS were designed, most of
the research conducted in Grids and P2P systems was performed using simulators [2] [3]
[4], emulators [5] or production platforms. However, all these tools present limitations
making the study of new algorithms and optimizations difficult. Simulators focus on a
specific behavior or mechanism of the distributed system and abstract the rest of the sys-
tem. A main restriction of simulators is the difficulty of their validation. Indeed very few
studies have been conducted to validate the existing simulators. When it becomes diffi-
cult to capture and extract the factors influencing the distributed systems, emulators can
help by executing the actual software of the distributed system, in its whole complexity,
on a fully controlled platform. As a consequence, there is still a gap between emulators
and the reality: they cannot capture all the dynamic, variety and complexity of real life
conditions.

Production platforms may be considered as good candidate for experimentation be-
cause they expose the software to experiment to realistic conditions. However, there are
several reasons why computer scientists require their own infrastructure and cannot use
existing production machines. Foremost, many computer science projects require exper-
iments with the operating system and communication protocols, for example to investi-
gate various resource management policies or security mechanisms within the operating
system. Some projects even require the installation of experimental hardware, such as
advanced network interface cards or the GRAPE N-body processors. These types of ex-
periments are hard to do on production machines. Secondly reproducing the experimen-
tal conditions several times is almost impossible on production platforms. Thirdly, there
is a clear difference between how computer scientists and application scientists use the
resources. Application scientists just want to run large experiments that take much com-
pute time, often many 100,000s node hours per year. Most production machines are thus
optimized for high job throughput and have a high utilization degree. Production applica-
tions typically run on a single site, and many applications even consist of a large number
of sequential jobs that run on a single node. Several projects allow sharing of multiple
production machines, but each application typically runs on a single site, determined by
a global scheduler. Computer scientists, on the other hand, want to do distributed ex-
periments that run on many sites at the same time, for example to do research on grid
middleware, P2P systems, or distributed algorithms. Also, the experiments are far more
interactive and large-scale: they run on many nodes, but for a relatively shorter time.
This requires optimizing the system for fast job-startups rather than for high throughput.
The utilization degree of the system should be low during daytime, to allow successful
co-allocation of multiple resources at the same time.

Thus, the complexity of Grid and P2P systems raise the need for real-scale experi-
mental platforms where computer scientists can run experiments, observe the distributed
systems at large scale, stress the systems using experimental conditions injectors and
make precise measurements. In theory, such platforms could be built by combining ex-
isting clusters from different universities. Such ad hoc grids are used in many European
projects. This approach has major disadvantages. It is inefficient, because each project
has to invest much manpower into setting up such an infrastructure. Moreover, the ex-
isting clusters are (by definition) also used for other purposes, so each time they are
needed for grid experiments much effort is needed to prepare them. Often, cooperation
from a local system administrator is needed (e.g. for changing configuration settings), so
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Figure 1. Methodologies used in distributed system studies.

the preparation time increases with the number of resources. In practice, this situation is
highly ineffective.

Grid’5000 and DAS were designed by a community of computer science re-
searchers. More than testbeds, Grid’5000 and DAS have been designed as Computer
Science Grids, where researchers share experimental resources spanning over large geo-
graphical distances, are able to reserve resources, configure them, run their experiments,
realize precise measurements and replay the same experiments with the same experimen-
tal conditions. We may consider them as large scale research instruments like particle
accelerators or telescopes for physicists and astrophysicists; the main difference being
the user community of Grid’5000 and DAS which is the researchers in computer sci-
ence. Grid’5000 and DAS avoid having remote humans in the loop and make sure the
systems always are available for distributed experiments. This need to develop and share
common instruments is shared by computer architects. The RAMP project developed
by several universities in the USA has many methodological motivations similar to the
ones which guided the design of Grid’5000 and DAS: speed, malleability, observability,
reproducibility, and credibility.

Figure 1 presents the spectrum of methodologies used by researchers to study issues
in distributed systems and especially in Grid and P2P systems. Note that PlanetLab [6]sits
in between a production platform and a real-scale experimental platform since its edge
resources (PCs) are not fully controlled by the users and the networking conditions are
not reproducible.

The cost (vertical axis) is an expression of the technical difficulty, actual hardware,
maintenance and running costs and the complexity to manage and operate the research
tool. One of the lessons learned during the first years of the Grid’5000 project is the
complexity of coordinating a team of engineers distributed geographically to develop,
run and maintain the platform hardware and software components.

In this paper we thus present two computer science grids: Grid’5000 and DAS.
Grid’5000 is substantially larger and has more advanced configuration support. DAS has
a longer history, including DAS1 (1997), DAS2 (2002), and DAS3 (2006), and is de-
signed as a simple but very reliable testbed for computer scientists. In Section 2, we
present the design principles of Grid’5000 and DAS3, which are the results of the experi-
ences of Grid researchers. The implementation and status of Grid’5000 and DAS is pre-
sented in Section 3. Section 4 presents examples of key results in Grid, P2P and Network-
ing obtained with the two platforms. In Section 5 we present the impact of Grid’5000 and
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DAS as research instruments, giving statistics such as the number of users and the num-
ber of papers published using them. As conclusion, in section 6 we present the initiative
toward a European scale Computer Science Grid.

1. Design

The designs of Grid’5000 and DAS3 were established separately. Both platforms are
the results of 1) the past experiences on testbeds for Grid research such as eToile in
France and DAS1 and DAS2 in the Netherlands, and 2) the description by the computer
scientists of their needs in experimentation. These two elements led to propose large
scale experimental platforms, with deep reconfiguration capabilities and a strong control
and monitoring infrastructure.

1.1. Grid’5000

During the preparation of the project in 2003, we conducted an analysis on the need of
a computer science Grid and the diversity of potential experiments. The researchers of
the Grid computing community in France, involved in many French ACI Grid projects
and European Grid projects, proposed a set of about 100 experiments. A first conclusion
of the analysis was the need for a large scale (several thousands of CPUs), distributed
(10 sites) computer science Grid. A second conclusion was that the experiment diversity
nearly covers all layers of the software stack used in Grid computing, from the user in-
terface to the networking protocols. A third conclusion was that most of the researchers
need a specific experiment setting, different from the other researchers. Researchers in-
volved in networking protocols, OS and Grid middleware research often require a spe-
cific OS for their experiments. Some research on virtual machines, process checkpoint-
ing and migration need the installation of specific OS versions or OS patches that may
not be compatible. Researchers needs are quite diverse in Grid Middleware: some re-
quire Globus, while others need Unicore, Desktop Grid or P2P middleware. Some other
researchers need to test applications and mechanisms in a multi-site, multi-cluster envi-
ronment, without any Grid middleware.

As a consequence, we concluded that Grid’5000 should provide a deep reconfigura-
tion mechanism allowing researchers to deploy, install, boot and run their specific soft-
ware images, possibly including all the layers of the software stack. This reconfigura-
tion capability led to the experiment workflow followed by Grid’5000 users: 1) reserve
a partition of Grid’5000, deploy a software image on the reserved nodes, reboot all the
machines of the partition using the software image, run the experiment, collect results
and relieve the machines.

Because researchers are able to boot and run their specific software stack on
Grid’5000 sites and machines, we decided 1) to isolate Grid’5000 from the rest of the
Internet and 2) to let packets fly inside Grid’5000 without limitation. The first choice en-
sures that Grid’5000 will resist to hacker attacks and will not be used for Internet attacks.
The second choice guarantees that communication performance does not suffer from the
overhead of an imposed security system. Thus, Grid’5000 is built as a large scale con-
fined cluster of clusters. Strong authentication and authorization checks are done when
users log in Grid’5000.
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Grid’5000 is composed of heterogeneous resources. However, we decided to keep
at least 2/3 of the machine homogeneous in Grid’5000 for two main reasons: 1) speedup
evaluation is difficult to evaluate with heterogeneous hardware, 2) hardware diversity
increases the complexity of the deployment, reboot and control subsystems and the every
day management and maintenance cost.

The capability to reproduce experimental conditions is fundamental in experimental
tools, especially when performance comparisons are conducted. To fulfill this strong
requirement, we decided to use dedicated network links between sites, to allow users
reserving the same set of resources across successive experiments, to allow users running
their experiments in dedicated nodes (obtained by reservation) and to let users install
and run their proper experimental condition injectors and measurements software. Thus
every user has full control of the reserved experimental resources.

1.2. DAS3

DAS was designed to be a distributed infrastructure that is shared between many com-
puter science groups of the ASCI research school. ASCI (Advanced School for Com-
puting and Imaging) is a formal collaboration between several Dutch universities. Three
systems have been built so far: DAS1 (by Parsytec, 1997), DAS2 (IBM, 2002), and DAS3
(ClusterVision, 2006). Each system consisted of 4-5 clusters. The major design principle
behind the DAS systems is to make them robust by keeping the design as simple as possi-
ble. An important design choice therefore is to make the systems homogeneous: all clus-
ters use the same CPU type, network (Myrinet), and operating system. This allows clean,
laboratory-like experiments and eases system administration and exchange of software
between different universities.

The most novel part of the new DAS3 system is its optical wide-area interconnect
(see Figure 2), which is provided by SURFnet, as part of its Gigaport project. An extra
band of the optical SURFnet-6 network is allocated to DAS3, with up to 8 lambda’s of
10 Gb/s each, giving DAS3 its own dedicated optical network, separate from the univer-
sity backbone. DAS does not support the high degree of reconfiguration that Grid’5000
allows, but DAS3 was designed to allow reconfiguration of the optical wide-area net-
work. Using Wavelength Selective Switches (WSS), the topology of the optical intercon-
nect can be changed dynamically, giving DAS3 a unique reconfigurable optical network,
called StarPlane (see www.starplane.org).

2. Organization and Status

The construction of Grid’5000 started in 2004 while that of DAS3 began in mid 2006.
As a consequence, the status of the two systems are different: Grid’5000 software tools,
while still in evolution, are quite mature and robust. The users and administrators have
acquired 2 and 1/2 years of experience in using Grid’5000, preparing and running exper-
iments.

2.1. Grid’5000

Based on the design decisions presented in the previous section, we decided to build
a platform of 5000 CPU-cores distributed over 9 sites in France. Figure 3 presents an
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Figure 2. DAS3 with its optical wide-area network.

overview of Grid’5000. Every site hosts a cluster and all sites are connected between
each others by high speed network links (RENATER 4: 10 Gbps links).

Figure 3. Overview of Grid’5000.

Numbers in Figure 3 give the target number of CPUs for every cluster. 2/3 of the
nodes are dual CPU 1U racks featuring 2 AMD Opteron running at 2 Ghz, 2 GB of
memory and two 1Gbps Ethernet Adapters. Clusters are also equipped with high speed
networks (Myrinet, Infiniband, etc.). Disk space varies across the 9 sites. Most of the
CPUs racks provide at least 80 Gbytes of local non archived storage. In addition, all
Grid’5000 sites provide more than 1 Tbybtes of storage (replicated or archived) for the
user experimental data.

Every user has a single account on Grid’5000. Every Grid’5000 site manages its
own user accounts and runs an LDAP server containing the same tree: under a common
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root, a branch is defined for each site. On a given site, the local administrator has read-
write access to the branch and can manage its user accounts. The other branches are
periodically synchronized from remote servers and are read-only. Once the account is
created, the user can access any of the Grid’5000 sites or services (monitoring tools,
wiki, deployment, etc.). User data are kept local to every site and distribution to remote
sites is done by the user through classical file transfer tools (rsync, scp, sftp, etc.). Data
transfers from and to the outside of Grid’5000 are restricted to secure tools and done on
gateway servers.

At cluster level, users submit their resource reservations and experiment jobs us-
ing the OAR [7] reservation engine and batch scheduler. OAR provides most of the im-
portant features implemented by other batch schedulers such as priority scheduling by
queues, advance reservations, backfilling and resource match making. OAR relies on a
specialized parallel launching tool named Taktuk [8] to manage all large-scale operations
like parallel tasks launching, nodes probing or monitoring. At the Grid level (Cluster of
Clusters) a simple broker collocates the resources of several Grid’5000 sites by submit-
ting reservations to the local OAR schedulers. Currently, if one reservation is refused,
all previously accepted reservations are canceled. This simple meta-reservation approach
is acceptable when the platform workload is moderate. Clearly it should be replaced by
a more sophisticated approach when normal workload leads to many meta reservation
cancellations.

To reconfigure the software stack on every reserved node, the users run the Kade-
ploy2 [9] deploying the user defined software environment on a disk partition of selected
nodes. The software environment contains all software layers from the OS to application,
in addition to experimental condition injectors and measurements tools. Deployment be-
gins by rebooting all nodes on a minimal system through a network booting sequence.
This system prepares the target disk for deployment (disk partitioning, partition format-
ting and mounting). Then the environment is broadcast to the selected nodes using a
pipelined transfer with on the fly image decompression. At this point, some adjustments
must be done on the broadcasted environment in order to be compliant with node and
site policies (mounting tables, keys for authentication, information for specific services
that cannot support auto-configuration). The last deployment step consists in rebooting
the nodes on the deployed system from a network loaded bootloader.

2.2. DAS

DAS1 and DAS2 were primarily designed for experiments with algorithms, program-
ming environments and systems software, for which such a clean design turned out to
be a major advantage. For DAS3, the research focus shifted more towards designing grid
middleware and e-Science software (scheduling, workflow, visualization, etc.), with an
increasing need for a somewhat more heterogeneous testbed.

Therefore, the DAS3 clusters have different CPU speeds, a mix of single- and multi-
core nodes, and some variation in local network (one site uses only Ethernet, the others
also have Myrinet). The types of the CPUs and the operating system (Linux) are uniform,
to significantly ease system administration. DAS3 has 272 nodes (2.2-2.6 GHz dual-SMP
AMD Opterons), each with 4 GB memory (over 1 TB in total), and 250-500 GB local
disks (84 TB in total). One of the clusters will be extended shortly with 47 TB of extra
disk space, to allow experiments with large-scale multimedia data in the MultimediaN
project.
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Each cluster has 2-10 TB storage on its head node (29 TB in total). This mass storage
at every DAS3 site is NFS-mounted on the local compute nodes and subdivided into two
categories: user data that is backed up, and a large amount of scratch space, containing
for example copies of large external data sets and temporary results. Scratch space is not
backed up: the sheer amount of mass storage forced us to make this choice, which works
out well in practice. Users are themselves responsible to transfer or replicate their data
over different sites, if needed by their application. In principle, the DAS3 wide area inter-
connect has a large enough bandwidth to facilitate running a DAS3-wide distributed file
system, but this is currently not implemented. Note that spurious file system traffic would
interfere with true wide area application traffic, which makes performance analysis more
difficult.

DAS1 used a dedicated 6 Mb/s ATM wide-area network between the clusters; DAS2
used the university backbone network. The optical SURFnet-6 network gives DAS3 a
much better balance between the computing and networking power. The optical network
is connected to the clusters using the latest 10 Gbit/s version of Myrinet, Myri-10G.
Like previous Myrinet generations (which were also used in DAS1 and DAS2), Myri-
10G offers a state-of-the-art low latency, high throughput interconnect, but what makes
it especially attractive for DAS3 is its native compatibility with 10 Gbit/s Ethernet. The
Myri-10G switches at the DAS3 sites contain special blades that take care of the rather
straightforward 10G Ethernet/Myrinet protocol translation (low-level flow control and
packet routing). The net effect is that a DAS3 compute node with a Myri-10G NIC can di-
rectly communicate with both local nodes as well as off-site resources at full 10G speed,
without any intermediate layer-3 routers. This can be very advantageous for several high
performance distributed application scenarios on a Grid.

DAS uses a simple system administration model that is coordinated from a central
site (VU Amsterdam). It uses a single, replicated, user account file. Likewise, the secu-
rity model is fairly simple. Since the DAS clusters are used for truely distributed com-
puting, often requiring direct coupling with remote computing and data resources, apply-
ing highly restrictive firewalls at each site would hamper research and daily operations
too much. However, a reasonable security level is obtained by restricting the number of
system services with open ports to a minimum, and improved by allowing direct login
via SSH only to the head nodes of the clusters from a limited list of sites or hosts. Jobs
on the compute nodes can only be started from a site’s head node. Jobs arriving via the
Globus grid infrastructure are only accepted for users that obtained their certificate from
certificate authorities implementing well-accepted security procedures.

The cluster and Grid systems software used in DAS likewise evolved. For DAS1,
we used no true Grid middleware, and local compute nodes were allocated using a sim-
ple, home-brew scheduler. Cross-site jobs were typically started using shell scripts. For
DAS2 and DAS3, we use the Globus Toolkit, in order to adhere to international stan-
dards, which is especially important for large projects like VL-e (see below). DAS2 and
DAS3 employ the standard SGE (Sun Grid Engine) cluster resource management sys-
tem, which has proven to be very reliable over the years. As currently set up, every clus-
ter has its own, independent, SGE scheduler which can be used both through local in-
terfaces or via Globus. Policies related to cross-site scheduling are implemented using
additional services. For example, the KOALA [10] software developed at TU Delft sup-
ports co-allocation of multiple resources, possibly taking cluster load and proximity of
data sets into account. Also, many of our projects now use higher-level APIs like the
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Grid Application Toolkit (GAT) or the new Simple API for Grid Applications (SAGA)
to abstract from the specifics of the underlying Grid middleware.

DAS3 is running standard SL4 (Scientific Linux version 4) but the kernel is replaced
with one based on the recent version 2.6.18 to obtain peak TCP/IP performance (over 9
Gbit/s) over Myri-10G. At 10 Gbit/s implementing the networking stack and interrupts
efficiently (e.g., using PCI’s Message Signaled Interrupts) becomes an important issue.

At present, all clusters for DAS3 are operational. Setting up the optical wide-area
network required major efforts and investments from SURFnet. This interconnect is ex-
pected to be operational soon.

3. Examples of key results

Grid’5000 and DAS have already produced significant results in computer science for
the community of Grid and P2P researchers. This part presents the domains covered by
the experiments in the two platforms.

3.1. Grid’5000

The main objective of Grid’5000 and its associated software set is to ease the deploy-
ment, execution and result collection of large scale Grid experiments. Currently about
300 experiments are planned or realized. The topic of these experiments cover all the
layers of the software stack between the user and the Grid resources.

About 50 experiments are planned at the networking layer. This includes research on
high speed protocols, monitoring, distributed measurements, high performance protocols
for MPI on the Grid, high bandwidth data transfer analysis and modeling, traffic isolation,
stress of 10G WAN links, realistic Internet traffic replay, Grid collective communications,
transfer time prediction, etc.

More than 100 experiments are proposed for the middleware layer. This set of exper-
iments includes tests on Globus, OGSA-DAI, fault tolerant MPI, distributed storage sys-
tems, automatic Grid infrastructure deployment, rapid and dynamic virtual cluster cre-
ation, Desktop Grid environments, data management and scheduling in Desktop Grids,
P2P DHT, meta and hierarchical Grid schedulers, fully distributed batch schedulers, au-
tomatic Grid execution checkpointing, JXTA performance and scalability, resource dis-
covery systems, etc.

About 40 experiments are planned for the programming layer of the software stack.
For this layer, the research concerns the design, implementation, tests and evaluation of
Grid programming environments, such as Workflow description and runtime tools (YML,
OpenWP, etc.), Grid versions of MPI implementations (MPICH and OpenMPI), Grid
RPC environment such as DIET and OmniRPC, combinatorial optimization environment
such as PARADISEO-G, Object oriented parallel and distributed computing in Java with
ProActive, Component model environments, etc.

The application layer receives a strong interest with more than 80 experiments (done
or planned). The main purpose of this research is to evaluate the performance of appli-
cations ported on the Grid and test alternatives or design new algorithms and new meth-
ods for these applications. The application domains cover life sciences (mammograms
comparison, protein sequencing from tandem mass spectrometry, gene prediction, virtual
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screening funnel, conformation sampling and docking, etc), physics (seismic imaging,
parallel solvers for two phase flows, hydrogeology, simulation of self-propelled solids
in a viscous incompressible fluid, Particle Image Velocimetry, seismic tomography, geo-
physical inverse problem, climate modeling, 3D discrete ordinates neutron transport:
SWEEP3D, fluid mechanics, external aerodynamics, radiative transfer coupled to hy-
drodynamics, etc.), applied mathematics (sparse matrix computation, combinatorial op-
timization solvers, parallel and distributed model checkers, PDE problem solving with
asynchronous iterations, etc.), chemistry (molecular simulation, estimation of thickness
and optical constants of thin films, etc.), industrial processes, financial computing, etc.

In addition there is a set of 20 experiments that do not fit in one of the previously
mentioned layers. They concern operating systems (XtremOS), virtualization techniques
and software tools to be used as Grid’5000 mechanisms: heterogeneity emulators, exper-
imental condition injectors, monitoring tools, fast software deployment and reconfigura-
tion tools, etc.

To highlight the interests and benefits of using Grid’5000, we present three experi-
ment examples in three different layers of the software stack.

The first example concerns the middleware layer. This is collaborative work with
Sun Microsystems about the scalability of the JXTA P2P framework. The experiments
evaluated two main protocols of JXTA [11]: 1) the peerview protocol used to organize
super peers, known as rendezvous peers, in a JXTA overlay and 2) the discovery pro-
tocol, relying on the peerview protocol, used to find resources inside a JXTA network.
All sites of Grid’5000 were used and a mix of hundreds of rendezvous peers and normal
peers (called edge peers) were deployed on at most 580 nodes. The goal of the evalua-
tion is to answer common and unanswered questions about JXTA scalability: how many
rendezvous peers are supported by JXTA in a given group and what is the expected time
to discover resources in such groups? Results show that with the default configuration of
the peerview protocol, the algorithm does not scale, even with as few as 45 rendezvous
peers. Larger configurations in terms of number of rendezvous peers are still possible
after careful tuning. For the discovery protocol, the experiment demonstrated that dis-
covery time is rather small, provided that local peerviews are consistent across all ren-
dezvous peers of a given group. These results clearly demonstrate that even for industrial
software with production quality, there is a strong need to test and evaluate the properties
of the distributed system in real scale platform such as Grid’5000.

The second example concerned the programming environment layer and combina-
torial optimization algorithms. Optimally solving large instances of combinatorial opti-
mization problems using a parallel Branch and Bound (B&B) algorithm requires a huge
number of computational resources. In [12], the authors proposed a gridification of the
parallel B&B algorithm, based on new ways to efficiently deal with some crucial issues,
mainly dynamic adaptive load balancing, fault tolerance, global information sharing and
termination detection of the algorithm. A new efficient coding of the work units (search
sub-trees) distributed during the exploration of the search tree is proposed to optimize
the involved communications. The algorithm has been implemented following a large
scale idle time stealing paradigm (Farmer-Worker) and experimented on the Flow-Shop
NP-hard scheduling problem instance (T a056) (scheduling of 50 jobs on 20 machines).
The algorithm allowed to improve the best known solution by providing the optimal so-
lution with proof of optimality. The problem was solved within 25 days using about 1900
processors belonging to 6 clusters of the Grid5000 and to 3 clusters from Université de
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Lille1 . During the resolution, the worker processors were exploited with an average of
97% while the farmer processor was exploited only 1:7% of the time. These two rates are
good indicators of the efficiency of the proposed approach and its scalability. This result
can be considered as a success story since the problem instance has never been solved
exactly before.

The third example concerns the application level. Since the last 30 years, many re-
search works in geophysics (seismology) focused on seismic tomography to reveal the
structure of Earth interior. To solve the resolution limitation of tomographic models, an
irregular model is used, which adapts locally to the density of seismic information. This
method computes the seismic tomography from the huge amount of data, based on the
seismicity of the world from the years 1964 to 1995 (approximately 82000 seisms and
12 millions of rays, about 1.2 millions significant rays after pre-processing). To speed-
up the computation, several specific parallel MPI programs have been developed. The
experiment [13] concerned the first step of a method, which consists in ray-tracing the
seismic rays (the waves’ paths) from the recorded seismic events. This step is highly
parallel since every ray can be traced independently. However the method eventually re-
quires an all-to-all communication phase, which is a real bottleneck on many hardware
platforms. In July 2006, Grid’5000 was used for a tomography using the full dataset.
Several configurations were tested to assess the application scalability, with 32, 64, 128,
192 and up to 458 processors, on 1, 2, 3 or 5 sites. Despite a considerable volume of data
exchanged in the all-to-all phase (7 GB, 15 GB and 20 GB for 32, 128 and 458 proces-
sors resp.) the speedup stays nearly linear. Moreover the application performance does
not significantly decrease when using 3 sites instead of 2. The global method takes 227s
on 458 processors, 3164s on 32 processors (a single cluster) and more than 36 hours on
a single PC. This experiment demonstrates: 1) this class of applications scales extremely
well on Grid’5000, 2) MPI applications can run efficiently on a Grid, 3) a platform like
Grid’5000 is a very useful tool to evaluate the scalability and performance of parallel
applications on the Grid.

3.2. DAS

Many important computer science results have been obtained on the DAS systems over
the past 10 years, as summarized briefly below. A good indication of the research per-
formed with DAS are the Ph.D. theses that used the system for their experiments. An
overview and classification of these theses is given in the table below.

Much research has been done on programming environments for cluster comput-
ers, including various distributed shared memory systems (like the Orca language), ef-
ficient communication in Java, and communication protocols for Myrinet. Also, several
compiler projects have used (or are still using) DAS.

After this work on cluster computing, the focus shifted more towards grid comput-
ing. Successful experiments have been done with running non-trivially parallel programs
on a wide-area system, for applications like search algorithms, N-body simulations, SAT-
solvers, image processing, weather modelling, video analysis, astronomy [14], and many
others. This work has shown that distributed supercomputing on grids is more generally
applicable than just high-throughput (trivially parallel) applications. Many effective op-
timizations for distributed supercomputing have been found, including load balancing
mechanisms, latency hiding techniques, and algorithmic improvements.
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Parallel programming systems:

Communication Architectures for Parallel-Programming Systems

Collective Computation in Object-based Parallel Programming Languages

Java for High Performance Computing

MultiGame: An Environment for Distributed Game-Tree Search

Compiler and Runtime Optimizations for Fine-Grained DSM Systems

Method Invocation Based Communication Models for Parallel Programming in Java

Compile-Time Scheduling for Distributed-Memory Systems

Compilers for HPC:

Iterative Compilation in Program Optimization

Rule-based Compilation of Data-Parallel Programs

Statistical compiler tuning

Code Generation for Large Scale Applications

Grid computing:

Efficient Java-Centric Grid-Computing

Performance Analysis of Processor Co-Allocation in Multicluster Systems

Time Warp - from Cluster to Grid

Handling complexity and change in grid computing

Distributed systems:

An Object-Based Software Distribution Network

Locating Objects in a Wide-Area System

An Approach to a Scalable Wide-Area Web Service

Epidemic-Based Self-Organization in Peer-to-Peer Systems

Separation and Adaptation of Concerns in a Shared Data Space

Scientific Information in Collaborative Experimental Environments

Applications:

Branching Growth in Stony Corals

Hybrid Systems for N-Body Simulations

Mesoscopic Computational Haemodynamics

Simulating self-gravitating systems on parallel computers

Grid-based HLA Simulation Support

Plan Merging in Multi-Agent Systems

Agent-Based Matchmaking and Clustering

An agent based architecture for constructing Interactive Simulation Systems

Improving Visual Matching; Similarity Noise Distribution and Optimal Metrics

User Transparent Parallel Image Processing

Data and Task Parallelism in Parallel Image Processing Applications

Complex Streamed Media Processor Architecture

Table 1. Titles of Ph.D. theses done using DAS2

New programming systems have been developed that are especially designed for
grid computing [15], such as the Ibis Java-centric system, the Satin divide-and-conquer
system, the MagPIe and Dynamite MPI libraries and the Spar language. Several of these
systems have been used in large-scale experiments, often in combination with Grid’5000.
A new scheduler (KOALA) was developed that is able to co-allocate multiple resources
(sites) at the same time, and to optimize co-allocation by taking the locations of large
input files (and their replicas) into account. This research extensively uses tracefiles from
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DAS itself to study the performance of various scheduling algorithms [10].
An important related topic is distributed systems, which addresses issues like repli-

cation of web pages, self-organization, and distribution networks. DAS was used exten-
sively to study the interaction of new high speed Internet transport protocols in varying
mixes with standard TCP over different international optical connections [16].

DAS is also used to investigate advanced applications, for example from computa-
tional science, astronomy, imaging, and agent technology. Also, many novel interactive
application experiments have been performed. For example, in the European CrossGrid
project, a Grid-enabled, distributed vascular bypass operation has been implemented and
demonstrated. The demonstration consists of a CT-scanner connected with a blood-flow
simulator (running on DAS2) and a virtual operation. One other result that obtained much
interest from the media was the fact that John Romein (VU) solved the 3000 year old
game of Awari[17]. He used a parallel retrograde analysis program running on the 144-
CPU DAS2 cluster at the VU, showing that the game-theoretical value of the game is a
draw.

The new DAS3 system will be used for many other projects in these areas, and
also for two very large (30-40 M. Euro) research programs: VL-e (Virtual laboratory
for e-Science) and MultimediaN. The computer science research in VL-e focuses on
interactive problem solving environments, workflow, information management, adaptive
information disclosure, visualization, and grid computing.

We discuss three research projects for DAS3 in more detail: Ibis, KOALA, and
JADE-MM.

Ibis is a Java-centric grid programming system that exploits Java’s ’write once, run
anywhere’ portability to run applications on heterogeneous grids. Ibis has been used to
develop parallel Grid applications that run on large numbers of resources distributed
across Europe, including DAS3 and Grid’5000. Ibis has been used to implement several
high-level programming models. In particular, our divide-and-conquer system (Satin)
is highly suitable for writing parallel Grid applications. Using DAS, we have shown
that this model can be made fault-tolerant and can even automatically adapt to changing
conditions in the grid, like overloaded CPUs or networks [18]. Ibis and Satin are used
by several institutes, for applications like analyzing brain images, protein identification,
and grammar learning.

KOALA is a grid scheduler which has as its aim to provide a transparent scheduling
service across multiple clusters in a grid. KOALA’s two most important features are
its support for co-allocation (i.e., for allocating processors in more than one cluster to
single applications), and for load sharing across clusters. In addition, it supports file
movement and Ibis applications that require co-allocation. With KOALA, we have shown
that it possible to design, implement, test, and deploy a real grid scheduler that employs
efficient scheduling policies and that gives a reliable scheduling service to daily users.
Furthermore, we have designed and implemented tools such as Grenchmark for grid
performance evaluation.

Part of the MultimediaN project focuses on emerging problems in the field of mul-
timedia content analysis, ranging from real-time comparison of objects and individuals
in video streams obtained from surveillance cameras, to interactive access to archives of
current and historic television broadcasts. As digital video may produce high data rates,
and multimedia archives steadily run into Petabytes of storage space, compute power is a
persistent bottleneck for multimedia content analysis [19]. To provide researchers in the
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multimedia domain with efficient and transparent access to Multimedia Grid services,
much research is required — especially in the definition of easy-to-use programming
models for non-experts in Grid computing, in the automatic optimization of resource
utilization, and in the performance modeling of heterogeneous systems.

To this end, our JADE-MM project aims, among other things, to develop stochastic
control schemes that make time-constrained multimedia applications tolerant to the dy-
namics of large-scale Grid environments. Recent results obtained on DAS-2 and DAS-
3 [19] have shown convincingly that Grid-based distributed computing can bring efficient
solutions for state-of-the-art multimedia problems. One example is a real-time visual ob-
ject recognition task performed by a robot. Our solution to this computationally demand-
ing problem, requiring up to 20 seconds per video frame on a fast sequential machine,
is one of the few known instances of a real-time task involving extensive communica-
tion patterns among geographically distributed resources. For this application we have
obtained a ’most visionary research award’ at AAAI 2007 - one of the most high-profile
conferences in the field of artificial intelligence.

Another example constitutes our participation in the international NIST TRECVID
evaluation, i.e. the yearly benchmark for the comparison of approaches to finding seman-
tic concepts (e.g., human faces, cars, interviews) in archives of news broadcasts from
ABC and CNN. Our algorithmic approaches, in combination with the use of DAS-2 and
DAS-3, have brought decisive advantages, resulting in multiple ’best performances’ in
a field of strong international competitors (a.o. including IBM Research and Carnegie
Mellon University). For this off-line application, which would require over 10 years of
processing on the fastest sequential machine at our disposal, we have also obtained a
’best technical demo award’ at ACM Multimedia 2005. Clearly, with data volumes com-
monly in the peta-scale range, and the presence of extensive and irregular communication
patterns, DAS-3 is essential for this line of research.

4. Impact as research instruments

Designing, constructing and running a Computer Science Grid raises many technical
issues and has a significant cost. Grid’5000 and DAS3 should be evaluated as research
tools, the quality and quantity of the scientific results they have produced and their impact
on the research community.

4.1. Grid’5000

One of the most significant signs of success of Grid’5000 is its number of users. We
currently have about 250 active users who present their experiment context and report
on the Grid’5000 web site. We frequently receive requests from foreign colleagues to
get an account and use Grid’5000, despite the fact that Grid’5000 access is rather re-
stricted, because all funding is supported by France. Foreign colleagues can get an ac-
cess to Grid’5000 through collaborations with a French research team. This is the case
for the participants of several European projects of the European Frame Work program
6 (Grid4all, QosCos, XtreemOS, etc.). In total, the users are from 60 computer science
laboratories worldwide.

Beyond the attractiveness, the main result is the number of publications: in about
2 years of exploitation, Grid’5000 has been used for 4 HDR (a diploma in France that
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could be obtained 4 or 5 years after the Ph. D.), a dozen of Ph. D., tens of Master theses
and hundreds of publications. We continuously observe an increase of the number of
master students, Ph. D. candidates and researchers using it.

A nice measure of the Grid’5000 usefulness is the activity level: in normal situations
the workload is around 50% of the total capacity. However this workload can exceed 70%
in the month preceding important conference deadlines such as the one of SC, GRID,
CCGRID, IPDPS, etc. When the workload exceeds 90% (this situation was observed in
the Orsay site, the month preceding the SC deadline in 2006), users begin to complain,
simply because they are not able to get enough resources or they get them after the
deadline.

To understand how users consider Grid’5000 and what should be improved on it, we
conducted an audit asking users what they would suggest as improvements of Grid’5000.
The inquiry was based on a questionnaire with more than 20 questions. The users are
globally happy with the platform. They raised several issues: Grid’5000 is less stable
than desired, reproducibility can be improved probably by enhancing the experiment iso-
lation in the nodes and in the intra and inter site networks, the time to prepare an exper-
iment is high compared to the experiment itself, there is a need for more homogeneity
in the software and OS settings and more sophisticated network measurement tools. All
these comments are very useful and highlight the parts of the system where we should
concentrate our efforts. Note that the stability of Grid’5000 is not worse than the one
of other production Grids. However since the Grid’5000 users need to reuse the same
machines across successive experiments, they have a higher probability to suffer from
resource failures.

In addition to its service for research purpose, Grid’5000 is also used for education.
A winter school was organized in 2006. 117 participants coming from different commu-
nities (computer science, physics, life science) attended courses where they learned how
to use Grid’5000, how to run Globus GT 4 on it, how to deploy and run MPI applications
on several sites, and how to reconfigure Grid’5000. From the success of this school, we
decided to organize schools on an annual basis and to introduce in 2007, the Grid’5000
scientific conference.

Grid’5000 is also used for large scale events. The Grid Plugtests (N-Queens and
Flowshop Contests) has used Grid’5000 in a dedicated mode for several days in 2005 and
2006. The purpose of these events is to bring together users of the Proactive middleware
and to test the deployment and interoperability of ProActive Grid applications. The Grid
Plugtests, which consist of 2 competitions: the N-Queens Contest (find the number of so-
lutions to the N-queens problem, N being as large as possible) and the Flowshop Contest.
In 2006, the Grid Plugtests used more than 2600 CPUs during 2 days. For the second
consecutive year, Grid’5000 has provided by far the largest number of CPUs among the
participating Grids.

4.2. DAS

DAS has had a large impact on computer science research in the Netherlands. It attracted
over 200 users and was used so far for more than 30 Ph.D. theses and numerous papers,
including many ACM/IEEE journal papers and even a publication in Nature (on astron-
omy). The DAS systems caused a shift of focus from cluster computing to grid comput-
ing and e-Science. Whereas DAS1 was mainly used for doing single-cluster experiments
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(e.g., studying different Myrinet protocols [20]), DAS2 is used largely for distributed
experiments running on multiple sites.

Perhaps the largest impact of DAS is that it resulted in many new collaborations:

DAS was a major incentive for the VL-e (Virtual Laboratory for e-Science)
project. About one third of this Dutch project consists of computer scientists col-
laborating through DAS.
The DAS and Gigaport projects started a collaboration to set up an optical wide-
area network for DAS3, as described above. In the StarPlane project, we are in-
vestigating how to change the topology of the optical network dynamically, and
how to let (e-Science) applications benefit from this flexibility.
The MultimediaN project is using DAS3 to investigate multimedia content analy-
sis [21] on a grid, including searching in Petabytes of online movie databases and
realtime camera data.

VL-e, Gigaport, and MultimediaN each have a running budget between 20 and 40
MEURO. In addition, numerous other grants were obtained from the Netherlands science
foundation (NWO) for new research projects on DAS.

The DAS systems also proved to be extremely robust. We have experienced rela-
tively few operational problems. We have used the DAS systems as part of large-scale
experiments like GridLab, the Grid Plugtest, demonstrations for the SC conferences, and
so on, and over and over again DAS turned out to be of the most reliable components.

5. Toward an international Computer Science Grid

Grid’5000 and DAS3 share many objectives and design considerations. They are com-
plementary platforms. In Grid’5000 reconfiguration mainly concerns the software stack.
In DAS3, reconfiguration is focused on the network control. Connecting these two com-
puter science instruments will allow researchers testing Grid interoperability, meta Grid
scheduling, security, data transfer, fault tolerance issues, etc. Moreover the connected
platforms will allow experiments at a larger scale. Discussion with RENATER may lead
to the construction of an equivalent of StarPlane attached to Grid’5000 if experiments on
DAS3 demonstrate the benefits of its usage. Thus in the mid term, there is an opportunity
to construct and run a full experimental grid equipped with a reconfigurable network.

The connection of Grid’5000 and DAS3 is already on going (Figure 4) . Several peo-
ple are investigating the technical issues, for example, how to connect the two platforms
without comprimising the security of them

In the mid term, a European proposal may be submitted to the Framework Program 7
of the European Community in order to install, run a European Scale Computer Science
Grid and investigate Grid and P2P research issues with it. This initiative would provide
to the Computer Science researchers involved in the CoreGrid network of excellence a
unique, highly reconfigurable and controllable platform for their experiments.

6. Conclusion

Grid’5000 and DAS3 belong to a novel category of research tools for Grid and P2P
research: large scale distributed platforms that can be easily controlled, reconfigured
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Figure 4. An European Scale Computer Science Grid.

and monitored. The main difference between Grid’5000, DAS3 and the previous real
life experimental platforms is their degree of reconfigurability, allowing researchers to
reconfigure the software stack (Grid’5000) or the network topology (DAS3) for every
experiment.

The construction of a research instrument is a scientific act. Georges Charpak won
the Nobel price in 1992 in Physics for his invention and development of particle de-
tectors, in particular the multiwire proportional chamber. Building a Computer Science
Grid raises many issues about the quality of the measurements realized using it. Not
only measurement tools should be clearly understood and used but the experimental con-
ditions should be imposed and maintained with rigor. Experimental condition injectors
such as workload and failure generators for network, processor and disk should be vali-
dated. Moreover, since experiments are supposed to test complex systems for long runs,
experimental condition injectors may follow sophisticated scenarios.

The construction of such multi-generations large scale instruments is new in com-
puter science and the community is not used to deal with all the administrative, technical
and scientific details related to the design, construction, exploitation, maintenance, up-
grade and dismantlement of such platforms. Physicists involved in high energy physics
and Astrophysicists have a long history of instrument construction behind them. This is
a precious source of inspiration for computer scientists.

In addition to be instruments to study Grid research problems, Grid’5000 and DAS3
belong to a novel kind of facilities for computer scientists: platforms with resources
opened and shared by a large community of users (typically hundreds). Computer sci-
entists find in these platforms more than just resources they would not be able to access
in other circumstances: they find a sophisticated environment involving supporting engi-
neers, specific software, dedicated hardware to ease their experiments and also a social
context in which they can share their problems, questions and solutions.
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Abstract. New technologies are like accelerators for the economic growth. 
According with this trend the way logistics is managed is changing; there is a 
move to: faster, more reliable logistics networks; global purchasing for cost 
reduction; high-speed logistics services through information systems, e-business.
E-commerce is here to stay, to grow and to transform the way logistics business is 
conducted. E-marketplaces are a logical extension of the ability of e-business 
companies to trade goods and services online. The goal of this chapter is to 
understand the possibilities and needs using electronic marketplaces and Grid 
technology for the procurement of logistics services. A new e-commerce model is 
suggested. The model aim to integrate logistics service providers to companies that 
need to have their products distributed. To solve computation intensive 
optimisation tasks, to manage distributed data and to integrate back-office and 
marketplace applications, a Grid based marketplace implementation model is 
outlined.

Keywords. Logistics, e-marketplace, grid technology. 

Introduction  

Increasingly competitive markets are making it imperative to manage logistics systems 
more and more efficiently. Logistics [1] is key to the modern economy: almost every 
organization faces the problem of getting the right materials to the right place at the 
right time. Logistics Management is a business concept related with the 
opportunity/necessity to plan, implement and control the efficiency of the supply chain. 
While in the early 1950s was crucial the possibility of strategically manage and control 
goods, services and related information in a integrated view of all the business 
activities, nowadays an efficient logistics management is necessary to deal with the 
increasing complexity of globalized supply chain. 

Today, staying ahead of the competition means making the most of limited 
resources and planning effectively to identify and select new opportunities; the way to 
do this is optimizing supply chain utilizing new technology solutions. 

In the context of today’s business world, integration between traditional supply 
chain optimization and the new information technology is becoming increasingly 
important to companies in their attempt to achieve competitive advantage, to meet the 
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constantly changing demands placed on organisations to excel in their sector. The 
widespread development of information and communication technologies have 
completely changed the way logistics is managed, with remarkable benefits both in 
terms of cost reduction and service level improvement. The new logistics management 
paradigm consists in exploiting up-to-date parallel and distributing computing 
resources in order to process the huge amount of information required to synchronize 
customer orders, production schedule and distribution plans along the supply chains. 
Who is hesitant to jump into a new technology may be missing out on competitive 
opportunities. 

When most people think about technology, they tend to reflect only upon the 
application layer, but it is necessary to think also on the data and the whole on-demand 
approach. It regards work flow and data management and integration of information, 
i.e. the ability to share data, connect data, and make decisions regarding supply chain.  

It is essential to identify and manage rules in order to get the right information 
available for people who need it. Technology advances improve supply chain visibility 
in a variety of ways. The key is how quickly setting the information up and how 
efficiently using it. 

Complete implementation of these systems allows us to talk of real time across 
different organizations, of course some elements may be better optimized than others, 
but this gives us a remarkable ability to make the model work.  

Knowing the who, what, where and when of buying can give to a business entity a 
better opportunity to work with its supplier to put in place supplier/customer 
relationships on their commercial end to smooth the supply chain. Even if it is not 
possible to work directly with the suppliers, it is necessary to make decisions regarding 
supply chain with third-party logistics providers (3PLs) and technology is capable of 
offering efficient solutions.    

Today a large part of supply chains are managed across the Internet, unexpectedly 
this management still contains a lot of inefficiencies. The Internet had a tremendous 
impact on the field of supply chain management, high number of companies have used 
the Internet successfully to lower costs, improve response times and add value to their 
businesses. Nowadays the Internet, even if potentially able to create business 
opportunity, is not sufficient, other technological solutions are necessary. Solutions 
may be researched in two directions: Web services [2] and Grid computing [3].

The first direction is represented by the definition of efficient Web services 
capable not only of simplifying information exchange and business processes within 
the enterprise and between supply chain partners, but also of supporting business 
decisions. The benefits that may be derived in logistics service organisations through 
the use of Web services technology are important. As explained above, collaboration is 
extremely important for business companies, thus the implementation of distributed 
computing technology is an essential element of the business strategy.  

Web services emerged as the potential integration technology of the future, can be 
characterised as self-contained, self-describing, modular applications that clients can 
publish, locate, and dynamically invoke across the Web. Web services enable the 
development of distributed enterprise applications, improving data exchange with 
business partners and lowering costs of integration. This technology, which takes 
advantage of the ubiquitous nature of the Internet, permits an important integration in 
the context of logistics services and in particular for the development of robust, useful 
and cost effective solutions for on-line logistics services. 
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The second direction is represented by an efficient use of the distributed resources 
of a grid computing environment. Grid and peer-to-peer technology may be successful 
when used to solve logistics and transportation optimization problems. The recent 
technological advances in grid environment get us think that in the near future many 
conventional industrial applications will be interested in the distributed computing. 
Companies face every day computationally intensive problems characterized by a large 
set of normative, functional and operational constraints.  

A medium/large company operating in the logistics sector (or widely interacting 
with it) typically has thousands of customers to service every day, each one has to be 
geo-coded on a detailed road map and serviced within a specific time window. For this 
reason, the company may use an heterogeneous fleet of vehicles that has to be routed 
and scheduled. 

The optimization and planning of complex real-world logistics problems requires a 
huge computational effort, both in terms of CPU and memory structures in order to 
code the customers of the day on the road map, compute a huge time/distance matrix 
among customers basing on distributed data and define an effective routing plan. 

Advanced optimization algorithms to solve these problems often exist but the 
available computing power is not sufficient to guarantee acceptable response times, so 
heuristic solutions are used. Even if today effective methodologies, generally inspired 
by natural phenomena, have been developed to solve real industrial problems, they can 
not be used, because their computing cost is too high and low quality solutions are 
often chosen. 

Grid computing gives the possibility to solve real industrial problems by advanced 
optimization algorithms reducing dramatically computing time, and permits to effective 
and quickly process great quantity of distributed data. 

Nowadays, the literature is full of parallel algorithms for a large set of optimization 
problems, but very few of them are grid-enabled algorithms. Parallel computing 
provides substitute design alternatives for solution algorithms and offers also the 
opportunity to obtain performance benefits in both computational times and solution 
quality. Very often this is not enough: complex problems, which can only be solved in 
non-polynomial time and need huge distributed data sets, arise in most research fields 
and are becoming common in many research areas (industrial environments, economy, 
telecommunications, etc.). In other words many optimization problems cannot be 
solved to optimality within reasonable amounts of time with parallel computational 
resources.  

In order to find good solutions to these computationally demanding problems, 
grid-enabled algorithms need to be developed. Grid technology gives the possibility to 
solve optimization problems, otherwise out of the scope of researchers dealing with 
parallel algorithms. 

Recently, some papers on optimization algorithms on grid have been published. In 
particular, in literature are available some recent papers about branch-and-bound 
algorithms on Grids. The algorithms, that implement the branch-and-bound technique, 
search the solutions space following a tree enumeration. The computations along the 
sub-trees can be realized almost independently; this is the reason why researchers 
consider these algorithms suitable for parallel and grid computing. 

Iamnitchi and Foster (2000) [4] have proposed a fully distributed branch-and-
bound algorithm with fault tolerance mechanisms. Goux et al. (2001) [5] have proposed 
a centralized framework based on a master–worker model. In 2002 Anstreicher et al. [6]
improved the previous model adding a load balance strategy between workers. In 2003 
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Aida et al. [7] proposed a distributed branch-and-bound algorithm based on a two-level 
hierarchical master–worker algorithm. In 2006 Drummond et al. [8] proposed a fully 
distributed branch-and-bound algorithm that includes load balance and fault tolerance, 
reducing also the communication in low speed links. In 2007 Bendjoudi et al. [9]
proposed a P2P-based parallelization of the branch-and-bound algorithm for the 
computational Grid. 

For our knowledge, no grid-enabled solution algorithm is currently used to solve 
real-world industrial logistics problems, even if the advantages obtainable by using for 
addressing them such technology are evident. A grid is able to offer a good solution for 
the high computing requirements of a lot of logistics applications. Enabled by grid 
technological progress, real industrial applications will possibly consider very large 
instances, real road maps and a large set of operational constraints. It could also 
provide much better solution and more detailed simulation. The possibility to realize 
fast response tools basing on grid technology will give the opportunity of integrate 
modules for high level logistics solutions to industrial Enterprise Resource Planning 
systems (ERP). As a result the grid will be an important instrument to increase 
company competitiveness. 

The current trend of the ERP company is to try to provide value-added integrated 
solutions; one of the most important solution is the optimization of internal and 
external logistics functions. Effective logistics optimization, with special reference to 
transportation costs, is highly computationally intensive. Moreover, companies 
characterized by a great number of customers need to populate data structure 
containing million of shortest distances on detailed road maps; this induces severe 
storage requirements. Generally, the problems are characterized, also, by high time 
constraints for getting a solution. As a result real problems are very difficult to solve. 
The grid should provide very flexible solutions consistent with the industry real needs 
as required from the companies. 

The grid technology could: dramatically reduce computing times; increase a 
central control on distributed activities and their costs; support the definition of 
distributed scenario; support a good cost analysis based on an efficient data 
management and consequently reduce the overall cost. It could also provide 
instruments for efficient price policies, working load balancing of the drivers and 
depots, fleet vehicle optimization. 

The idea is to put together web services and grid into logistics management; in 
particular we propose an e-marketplace model for logistics services based on web 
services and grid technology. 

The chapter is structured as follows. In Section 2, the relationship between web 
services and grid computing is illustrated. In Section 3 a general description of the e-
marketplaces for logistics services together with a literature review is given. In Section 
4, the advantages of basing an e-marketplace system on grid technology are shown. 
Our suggested e-marketplace model is presented in Section 5. Finally, the conclusions 
of our research activity and an overview of future work are given. 

1.  Web services and grid computing 

Grid computing has emerged as a global platform to support organisations for 
coordinated sharing of distributed data, applications, and processes. While the promise 
of the Grid was fantastic, still this promise has not been fully realized. On the other 
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hand, emerging Web Services have transformed the Web into a dynamic and powerful 
content. Web services-based applications may be the solution to allow the Grid to 
realize its potentialities.  

The original idea behind the Grid was to solve computation intensive tasks by 
connecting the processing power of distributed resources over the network. Grid 
computing, devised in research organizations to support compute-intensive scientific 
applications and to share massive research databases, is a form of distributed 
computing in which the use of disparate resources often spread across different 
physical locations and administrative domains. Recently Grid computing has began to 
move out from the laboratories towards more general applications: enterprises of all 
types are beginning to recognize the grid technology as a foundation for flexible 
management and use of their internal IT resources, enabling them to better meet 
business objectives such as minimized cost and increased agility and collaboration. 
Grid technology gives the possibility to different scientific and business partners to 
collaborate: more and more emphasis has been placed recently on this opportunity. In 
these cases the problem is not only to run large programs on distributed resources but 
also enable business partners to use hardware or software services and databases. Grid 
computing is thus the foundation for collaborative high-performance computing and 
data sharing, for the adaptive enterprise, and for the vision of utility computing, in 
which computing resources will become pay-per-use commodities. 

A rapidly emerging field in distributed computing is Web services. Web services 
are distributed software components that provide information to applications through 
an application-oriented interface. They include messaging protocols, standard 
interfaces and directory services, as well as security layers, for efficient and effective 
business application integration. Typical application areas are business-to-business 
integration, business process management and design collaboration. The information is 
structured using eXtensible Markup Language (XML), a markup language for 
formatting and exchanging structured data; this way the information can be easily 
processed.  

To completely describe Web services it is necessary to illustrate other 
specifications, in particular SOAP and WSDL.  

SOAP is the acronym of Simple Object Access Protocol that is its originally 
meaning, today it has a different meaning but it maintains its original name; actually it 
is an XML-based protocol for specifying envelope information, contents and 
processing information for a message. Although a Web service can support any 
communication protocol, the most common is SOAP over either HTTP or HTTPS. 
This contributes to the appeal of Web services; the main advantage of this approach is 
its ubiquity which makes interoperability very simple. The ease with which Web 
services can be implemented and accessed from any platform has led to their rapid 
adoption by system management bodies that provide common manageability interfaces 
to disparate resources. 

WSDL is the acronym of Web Services Description Language; it is an XML-based 
language used to describe all the properties of a Web service, in particular attributes 
and interfaces. A WSDL document can be read by a potential client to learn about the 
service. Web services give details of their functions and interfaces, but they keep 
private their implementation; thus, a client and a service that support common 
communication protocols can interact without taking into account the programming 
languages in which they are written or the platforms on which they run. These web 
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services’ characteristics make them particularly appropriate to a distributed 
environment. 

Staab et al. (2003) [10] outline five issues that Web services need to address: 
efficiency, expressiveness, security, reliability and manageability.

The concept of efficiency means that the execution of Web services must be 
efficient to ensure scalability to enterprise application integration. 

Expressiveness means that the complex enterprise business processes required for 
integration purposes necessitate expressive concept modelling. 

The concept of security means that data transfer across and between enterprises 
must be secured in order to prevent attack and loss of data integrity. 

Reliability means that communication using Web services must be reliable so that 
messages are sent once to ensure dependable interactions between the involved parties. 

Manageability means that the Web service process for e-business automation must 
be manageable so that organisations can monitor usage and delivery and also enable 
easy update to Web services interfaces due to frequent enhancements. 

Grid computing and Web services have different backgrounds but a similar target: 
a fully integrated computer network that performs distributed computation with the best 
matched device. Grid computing has also started to use Web services to define standard 
interfaces for business services on demand. Service orientation of the Grid makes it a 
promising platform for dynamic development and integration of service-oriented 
applications. As a result these two technologies work together to providing a powerful 
computing platform to the business world. 

The Web services technology is non-proprietary, so solutions implemented using 
these technologies are relatively inexpensive. Moreover, the solutions are flexible due 
to the platform-independence of the technology, and the ubiquity of the Internet. 

The convergence of Grid computing and Web services is also embodied by the 
specification of Open Grid Services Architecture (OGSA) [11]. The OGSA Architecture 
document defines a service oriented Grid architecture based on Web services standards 
and protocols. It describes, at a high level, the required capabilities of the service-
oriented grid (job execution, resource management, data management, and security) as 
well as interfaces and standards to ensure interoperable implementations and a core set 
of services. 

A Grid service is a special Web service that provides a set of well-defined 
interfaces and that follows specific conventions in order to address a core set of 
services. Since every Grid service is a Web service, it has to implement several 
interfaces. The Open Grid Services Infrastructure specification [12] describes these 
interfaces using an extended version of WSDL.  

Since Web services are becoming more and more common in business 
applications, a Grid architecture is the natural model to adopt in a business 
environment. Therefore, the more the OGSA specifications become mature, the more 
intensive become the interests of large industry players towards Grid-based solutions.  

This chapter proposes a Grid services based model for an e-marketplace for the 
procurement of logistics services. E-marketplaces are based on initiatives for buying or 
selling products between customers and merchants or initiatives for supplying products 
among merchants, in the supply chain. They help trading partners to minimize their 
costs and increase their profit. In spite of the growing number of recent contributions in 
the area of e-commerce, it is necessary to face one serious challenge: the lack of 
appropriate support for managing e-marketplace initiatives.  
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The online optimization that e-marketplaces can offer requires large amount of 
computations and does not permit any delay. Moreover, the information that electronic 
marketplaces need are subjected to changes and evolutions. For these reasons, Grid 
technology can be viewed as a powerful solution.  

This chapter aims to carry this consideration one step forward. Therefore, in the 
following sections a Grid services enabled e-marketplace based on Grid technology is 
outlined.  

2.  E-Marketplaces for the management of logistics services 

Electronic marketplaces, capable of acting as important facilitators of business 
activities, seem to be potentially able to turn upside down the logistics management.  

An e-marketplace is a virtual online market where organizations conduct business-
to-business (B2B) e-commerce over the Internet. Services offered by e-marketplaces 
include electronic catalogues for online purchasing of goods and services, business 
directory listings and online auctions. E-Marketplaces are at the core of future e-
commerce growth. It is predicted that e-marketplaces will comprise 75% of worldwide 
online B2B trade, and they are currently growing at a faster rate than private e-
procurement and e-distribution solutions. 

E-Marketplaces differ from private e-procurement (buyer-centric) and e-
distribution (seller-centric) solutions in that they are usually initiated by a third party 
and serve multiple interests on both the buyer and seller sides. There are many types of 
electronic market based on a range of business models. They can be operated by an 
independent third party, or be run by some form of industry consortium that has been 
set up to serve a particular sector of business. Electronic marketplaces can be divided 
into categories basing on the way in which they are operated, in particular we 
distinguish between horizontal and vertical marketplaces. Horizontal marketplaces are 
category-specific, usually specializing in offering indirect goods. Companies from 
different industries can leverage consortium buying and pre-negotiated contracts to 
reduce prices and also increase the efficiency of non-strategic procurement processes. 
Vertical marketplaces are industry-specific, offer strategic products and are more 
focused on adding value by building communities and firm relationships between 
trading partners. Moreover, e-marketplaces can be either public or private. Public 
marketplaces are open to all companies, usually enabling participation after a credit 
check and registration. Private marketplaces are closed, usually set up for a group of 
co-operating buyers and exclusively invited suppliers. In addition, marketplaces can be 
divided into supplier-oriented, buyer-oriented and independent marketplaces. 

A supplier-oriented e-marketplace is set-up and operated by a number of suppliers 
who are seeking an efficient sales channel via the Internet to a large number of buyers.  

A buyer-oriented marketplace is normally run by a consortium of buyers in order 
to establish an efficient purchasing environment. The intention is to help buyers to 
lower their costs and improve the communication with suppliers. The e-marketplace is 
open to existing suppliers who are encouraged to place their catalogues online so that 
they can be accessed by all members of the consortium.  

An independent e-marketplace is operated by a third party who is neither a buyer 
nor a seller. They are usually public marketplaces open to all buyers and sellers in a 
particular industry or region. Typically some form of payment is required to 
participate. 
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E-marketplaces may also offer different extents of trading mechanisms and value-
added services.  

In the last few years an increasing number of manufacturing companies has 
understood the enormous advantages of the strict collaboration among customers, 
suppliers and logistics operators. This approach, known as “collaborative logistics”, 
aims at the identification and reduction of the hidden costs that the logistics subjects 
have to pay without having full control on them. For example, in the UE market the 
asset repositioning cost (the cost to reposition the inactive resources in order to make 
them ready to be used by the successive customer) has reached the value of the 18% of 
the total distribution cost (that means 165 billion euros). 

We started from the idea to project an e-marketplace of the logistics services, that 
is based on the collaborative logistics approach and capable of well coordinating 
demands and offers of logistics services and, therefore, of increasing the resources 
usage level. 

We have analyzed other different e-marketplaces, which are dedicated to the 
transportation of goods [13][14]. Those systems give the opportunity to distribution 
companies of offering vehicles for goods distribution and to other companies to publish 
product transportation demands. The mission of both systems is to match the 
transportation requests with the transportation offers but the deal is reached by the 
actors by themselves (blackboard approach).  

A more significant approach is the exploitation of the operations research to 
effectively support the e-marketplace system, making it more powerful, effective and 
efficient. Our idea is to propose in this chapter an e-marketplace framework based on a 
combinatorial auction system. 

Combinatorial auctions are those in which the auctioneer places a set of 
heterogeneous items out to bid simultaneously and in which bidders can submit 
multiple bids for combinations or bundles of these items. Further, bids can be 
structured and described with sophisticated logical relationships so that bidders can 
make conditional bids that properly express their preferences for different collections 
of items. In recent years, combinatorial auctions have proved to be a very effective and 
economically efficient price discovery mechanism and they have attracted a significant 
number of operations researchers and economists. Combinatorial auctions based 
systems have been used with benefits in a variety of industrial application areas, but of 
primary interest to our research is the procurement of contracts for freight 
transportation services. 

In freight transportation service procurement, shippers (typically large 
manufacturing companies or retailers) put service contracts on sale to carriers (trucking 
companies, for example) based on negotiated transportation rates and service level 
agreements. These contracts are for the provisions of transportation services between 
specific origin–destination pairs (lanes). It is worth to notice that a very important 
factor contributing to define carrier’s transportation costs (and therefore its rates) is the 
empty movement cost associated with vehicles move. As a result, carriers place a 
higher value on groups of lanes than on the sum of individual lanes if they can reduce 
their empty movement costs by combining these lanes into a single route. For these 
reasons, recently shippers have begun to sell contracts to carriers using combinatorial 
auctions instead of requesting quotes for each lane or small groups of lanes separately. 
This practice has reportedly resulted in significant benefits to shippers. 

However, it is well known that the bid valuation and construction problem for 
carriers facing combinatorial auctions for the procurement of freight transportation 
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contracts is very difficult and involves the computation of a number of NP-hard sub 
problems. In literature, several recent published papers point out that it is 
computationally difficult for the bidders to valuate the values or costs associated to 
each possible item to bid for [15][16]. Contrary to the assumption in classic auction 
theory that bidders know these information a priori, bidders in a combinatorial auction 
have to devote resources to discover their true values and to develop bids.  

Another important problem to solve in a combinatorial auction is the so called 
Winner Determination Problem (WDP). A WDP is a particular optimization problem 
where the objective is to find the winner (or winners) of combinatorial auctions in 
order to either maximize an objective function which represents the gain for the sellers 
or to minimize a function which represents the costs that the customers pay to obtain 
the services on sale on the marketplace. It is a well-known operations research 
problem, that belongs to the NP-Hard class of problems. As one can easily understand, 
how to address the WDP in different combinatorial auctions is the real basis of the e-
markeplace system that we are proposing and that will be detailed in the next sections. 
In the following we give some literature review about how those optimization problems 
have been addressed. 

In recent years, the design and use of combinational auctions across many 
applications have received an high interest by operations researchers and economists 
[17]. These auctions are suitable for situations in which complementarities and/or 
substitution effects exist among different combinations of items and in which bidders 
have complicated preferences for group of items rather than for individual items. One 
of these situations is the procurement of trucking services. 

The costs related to the vehicles repositioning from the destination of one load to 
the origin of a subsequent load represent an high percentage of logistic costs in 
trucking operations. Traffic lane operations exhibit strong interdependencies, that is, 
the cost of serving one lane often is strongly connected on the opportunity to serve 
other lanes. Specifically, the cost of serving together a set of lanes may be less than, 
equal to or greater than the cost of serving them by separate routes. For example, a lane 
from Rome to Milan is not related to a lane from Naples to Palermo; as a result, it does 
not make a difference if they are contracted to two carriers separately or to a single 
carrier. However, a lane from Naples to Rome is complementary to a lane on the return 
trip from Rome to Naples which makes the combined operations more cost-effective. 
As a result, carriers have complicated synergies over combinations of service contracts. 
This property makes combinatorial auctions a particularly suitable resource allocation 
mechanism for trucking service procurement and give to carriers a good opportunity to 
reduce their procurement costs [18].

Recently, large shippers have started to experiment with combinatorial auctions 
with the intention to give carriers flexibility in bidding and eventually to reduce their 
procurement costs. For our knowledge, the first company to use this mechanism to 
procure truckload trucking services has been Sears Logistics Services. Ledyard, Olson, 
Porter, Swanson and Torma [19] reported that in 1995 the company conducted a multi-
round combinatorial auction to sell contracts serving over eight hundred lanes and 
involving a cost of nearly two hundred million dollars per year. The result was that 
Sears Logistics Services reported a 13% savings that reduced its transportation 
procurement cost by $25 million per year. Another big company, The Home Depot, 
experimented in 2000 a one-shot, sealed-bid combinatorial auction to procure services 
for its truckload shipments [20][21]. In that application, the lanes that were auctioned-off 
accounted for about 52000 moves, approximately one fourth of all the inbound moves 
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to stores within Home Depot’s network. Over 110 carriers were invited to participate 
and a majority of them submitted bids. The authors reported that experiment as a big 
success even if savings figures were not disclosed. Additional applications of 
combinatorial auctions in the procurement of freight transportation contracts have been 
presented by Caplice and Sheffi in 2003 [22], by Sheffy in 2004 [23] and by Elmaghraby 
and Keskinocak in 2000 and 2003 [20][21] . 

It is important to mention that several difficult problems that have to be addressed 
are associated with combinatorial auctions. The problem of assigning winning, non-
conflicting bids to bidders with maximal benefits (Winner Determination Problem, 
WDP), has received the most attention in the research related to combinatorial 
auctions. It can be formulated as a variant of either the set covering problem or the set 
partitioning problem or the set packing problem depending on whether it is a forward 
auction (revenue maximization) or reverse auction (cost minimization) and depending 
upon auctioneers constraints. In all cases these are NP-Hard problems. Both exact and 
approximation algorithms have been studied in the past for the WDP. A detailed review 
of formulations and algorithms for the winner determination problem has been 
published by De Vries and Vohra (2003) [17]. While some variants of the Winner 
Determination Problem are well solved, when additional side constraints such as those 
identified by Caplice and Sheffi (2003) [22] are added, the problems become even more 
complex. In response to these complexities, recent research has focused on conducting 
simpler unit auctions for the trucking application in which the shippers predefine 
mutually exclusive and collectively exhaustive bid sets a priori or by developing 
approximation algorithms tailored to the more complex formulation of the problem 
[24][25].

The auction mechanism design, the question of how to design auctions in order to 
induce bidders to bid their true interests and achieve economic efficiency, has been a 
topic of interest in auction theory for many years. An important question in the design 
of combinatorial auctions is the bidding language, or syntax that is specified by 
auctioneers for bidders to express their logical preferences over combinations of bid 
items. A ‘‘good’’ bidding language should be both expressive and simple so that 
bidders are able to state their synergies on their desired combinations of items and they 
can use it easily. Nisan (2000) [26] formally introduced eight combinational bids 
including or extending three basic types. These are: atomic bids in which a bundle of 
items are treated as a single indivisible bid; OR bids which are collections of atomic 
bids in which the bidder will serve any number of disjoint atomic bids for the sum of 
their respective prices; and, XOR bids in which the bidder will serve at most one out of 
a set of atomic bids at the specified price. Sandholm (2002) [27] identified how 
combination bids, called OR-of-XOR bids could be used to represent all necessary 
relationships. Abrache et al. (2004) [28] discussed the limitation of Nisans’ language 
and proposed a two-level bidding framework and analyzed its impact on the 
formulation of the Winner Determination Problem. In addition, a bidding language can 
be designed to induce bidders make a reasonable number of bids so as to reduce the 
complexity of combinatorial auctions. Rothkopf et al. (1998) [29] discussed the 
restricted structures of bids under different scenarios in combinatorial auctions so that 
the number of bids generated can be tractable. Most recently, Day and Raghavan 
(2003) [30] presented a method for generating tractable bid sets by imposing certain 
restrictions known as matrix bids with order.  

A new problem generated by combinational auctions is the threshold problem. It is 
a variant of the free-rider problem and occurs when small bidders fail to coordinate 
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their bids to compete effectively with large but inefficient bids. This occurs because 
each of these small bidders intends to bid less anticipating that other bidders will bid 
high so that they can be a ‘‘free rider’’ (Cramton, 2002) [31]. Banks, Ledyard, Porter 
(1989) [32], Bykowsky, Cull, Ledyard (2000) [33] and DeMartini, Kwasnica, Ledyard 
and Porter (1999) [34] proposed new designs to avoid this problem in multi-item 
auctions. In addition, Parkes and Ungar (2000) [35][36] discussed the design of iterative 
auctions to reduce the complexity of the Winner Determination Problem and analyzed 
their equilibrium conditions. All of these research problems are from an auctioneer’s 
perspective. A classic assumption in auction theory is that bidders know their true 
values or costs for the items they want to procure prior to the auction or that value or 
cost is common across all participants but unknown due to missing information [37].
However, this assumption might not be true in a combinatorial auction, especially 
when a large number of combinational opportunities exist and when bidders have hard 
local optimization problems to solve. Larson and Sandholm (2001) [38] showed that the 
Generalized Vickrey Auction protocol loses its dominant strategy property when 
bidding agents are unrestricted but have limited computational resources. Conen and 
Sandholm (2001) [39] observed the existence of an exponential number of bundles that 
bidders may need to compute and therefore proposed an auctioneer agent that uses a 
topological preference structure to request only necessary information, and as a result, 
reduces the number of valuation problems that bidders need to solve. Further, they 
presented a method to make their design incentive compatible so that bidders need only 
to compute their own preferences and not those of competing bidders. Jones and 
Koehler (2002) [40] developed a framework within which instead of specifying bids 
completely, bidders present the auctioneer with a set of rules or constraints that the 
solution of the winner determination problem must satisfy. Parkes (2000) [15]
acknowledged that market design alone cannot fully simplify the bidder’s valuation 
problem, but argued that a well-designed auction could improve the quality of the 
bidder’s decisions. Further, Parkes et al. (1999) [41] introduced a bounded rational 
compatible auction in which a bidding agent makes bidding decisions based only on 
approximate information about the value of a good, that is, lower and upper bounds on 
its true value. The bid construction problem in freight transportation contract 
procurement may be even harder than that solved in other combinatorial auctions. In 
the trucking industry, carriers not only need to consider the economies of scope 
exhibited in delivery routes from new contracts, they also have to find an efficient way 
to integrate these new contracts with their pre-committed contracts. This, normally 
modelled as a vehicle routing problem, is itself NP-Hard in most cases as its solution 
typically requires the solution of variants of multiple travelling salesman problems. The 
solution of this problem provides a carrier’s true costs for serving a specific set of new 
contracts only. Research on solving vehicle routing problems is common. Extensive 
reviews of the basic vehicle routing problem, time constrained routing and scheduling 
and dynamic and stochastic routing and scheduling can be found in Fisher (1995) [42],
Desrosiers (1995) [43] and Powell, Jaillet and Odoni(1995) [44] respectively.  

Combinatorial auctions have been the topic of active research during recent years. 
However, there have been few attempts to address the bid construction problem from 
the perspective of a bidder. Song and Regan [16] propose a formulation of the problem 
to address to help a bidder to construct its optimal bids and propose an approximation 
method to address it. Of particular interest are the following questions: How should 
bidders determine their true values or costs for any bundle of bid items? What is the 
optimal way to structure bids for different combinations of items? These questions are 
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not easy to answer and need adequate computational resources to be well addressed 
even for simple cases.  

3. E-marketplaces based on Grid technology  

The potential advantages to be gained by joining an e-marketplace may be important, 
of course there are general business benefits and specific business benefits, these ones 
vary among industries and businesses, and between sellers and buyers. As general 
business advantages we could enumerate: the possibility of new trading partnership, the 
transparency and the reduction of business time. The virtual online markets give great 
opportunity for suppliers and buyers to establish new trading partnership either within 
their supply chain or across supply chains. They can also provide great transparency in 
the purchasing process since prices, availability and stock levels of the goods or 
services are all available in an open environment. Lastly, time constraints and problems 
with different office hours for international trade may be easily removed.  

While these are the general business benefits, it is necessary to distinguish between 
other important advantages of buyers and sellers of the e-marketplaces. 

The virtual online markets offer to the buyers the opportunity to have always 
updated information, to efficiently compare products and their cost, to provide a high 
level of trust. Updated information on price and availability make it easier to secure the 
best deal to the buyers. E-marketplaces offer a convenient way to compare prices and 
products from a single source rather than spending time contracting each individual 
supplier. This way the buyers can save their money and business time getting the 
lowest price on what they need to buy. E-marketplaces also provide a high level of trust 
for the buyers as they deal exclusively with suppliers that are perfectly known, because 
member of the virtual market. 

The virtual online markets offer to the sellers the opportunity to significantly 
increase the number of customers and reduce their costs. E-marketplaces provide 
additional sales channel for their products or services, in particular international e-
marketplaces can provide chances for overseas sales which can represent good business 
opportunities. Lastly, the electronic markets offer reduced marketing costs when 
compared to other sales channels.  

Summarizing, the main benefits for a seller of becoming involved in an e-
marketplace are reduced sales costs, greater decision flexibility, saved time and better 
collaboration with other partners. 

In addition to these important advantages, an e-marketplace model based on Grid 
technology and Grid services offers other remarkable advantages.  

The first one is the possibility of integrating existing value-added services. 
Actually e-marketplaces offer only a restricted number of functionality because of the 
difficulties in integrating marketplace activities with ERP systems and legacy back-
office applications. This integration is a very complex challenge but is necessary in 
order to achieve an effective exploitation of the potentiality of the system. An e-
marketplace model based on Grid and Web services concepts offers solutions for this 
problem. As noticed above, interoperability is provided by Web services standards. As 
Grid services are particular Web services they are able to communicate by exchanging 
standard SOAP messages despite any differences in hardware platforms, operating 
systems or programming languages applied. Therefore, if marketplace applications as 
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well as back-office applications are implemented as Grid services they are capable of 
communicating. 

The second important advantage offered by an e-marketplace model based on Grid 
technology is the possibility to distribute the amount of calculation among a set of 
distributed computing resources. An e-marketplace application may require large 
computational power. In particular a great number of efficient logistics optimization 
algorithms ask for massive computing resources. In order to give quick and efficient 
solutions an e-marketplaces may use distributed computing resources.  

The third important advantage offered by an e-marketplace model based on Grid 
technology is the possibility of an efficient and effective management of distributed 
data. The nature of the modern logistics management involves complex information 
flows between multiple organizations. To develop good solutions it is necessary to 
implement automated information processing between organizations. The data that are 
distributed throughout the supply chain has to be carefully analyzed and then used to 
realize strategic goals. Each organization has to integrate with external partners across 
the supply chain so that the data visibility is apparent and all the participants of the 
integration take advantages from it in order to lower the costs and/or increase consumer 
confidence in a brand or product. The long term strategic benefits to the companies are 
tangible: effective integration of systems across diverse locations and multiple 
organizations is essential to manage the return of consumer products; an efficient and 
effective transfer of data between organizations is the only way to implement this 
integration. Additionally, organizations can utilise the technology internally to improve 
reporting functions. Strategically, this enables the production of quality management 
reports that aid the decision-making process in service organizations.  

An e-marketplace model based on Grid technology offers the possibility to use this 
important resource giving effective instruments to query distributed database across 
different organization in order to provide access to real-time data for more accurate 
strategic decision-making processes.  

The Grid is a global platform to support organizations for coordinated sharing of 
distributed data, applications, and processes. It is clear that the advantages offered by 
E-marketplaces based on Grid technology are remarkable. However, if marketplace 
participants (buyers and sellers) should reengineer their existing applications (or 
develop completely new versions of them based on Grid services) these advantages 
could probably remain only a promise. The reengineering process is time consuming 
and very expensive, so probably a lot of companies could decide not to change their 
traditional habits. Clearly, if the reengineering process can be not so difficult, it is 
imaginable that the marketplace participants could easily try to experiment it. 

Delaitre et al. [45][46][47] offers a relatively easy solution for this: the Grid 
Execution Management for Legacy Code Architecture (GEMLCA). GEMLCA is a 
general architecture to set up legacy code programs as Grid services without code re-
engineering. It is a Grid service that offers a number of interfaces to submit and check 
the status of computational jobs, and give the results back. As any other Grid service, 
GEMLCA has an interface described in WSDL that can be invoked by any Grid service 
client to use its functionality through SOAP. The idea is to transfer legacy applications 
into Grid services only by installing a software solution, so that the existing 
applications do not require any modification in the original code. Therefore, 
marketplaces could immediately utilize the advantages of a Grid service-based model. 
If marketplace’s operators, buyers and sellers install GEMLCA, marketplaces can 
immediately exploit the benefits of a Grid service-based model. This architecture, 
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giving the possibility to transform existing applications into Grid services without code 
reengineering, offers a easy way to take all the advantages of the Grid technology. 

4. An e-marketplace model for selling transportation contracts using e-auctions

Logistics is an important component of the business management. It involves the 
transfer of goods or services from the point of manufacture to the point of consumption 
in order to meet the market demand [48]. As noticed above, currently the main part of 
the logistics management is provided across the Internet. While in the past this 
represented for logistics activities a clear improvement because telecommunication 
through computers facilitated a new relationship between businesses, today this is not 
enough and new logistics solutions have to be found. Internet, for example, does not 
enable an optimization that would include logistical costs. Promising tools for logistics 
services management seem to be the e-marketplaces. Today the existing e-marketplaces 
sell goods; usually they do not offer logistical solutions at all or offer a single solution 
or very few possibilities in different time-cost ranges. As explained above a company 
that join a marketplace has to face technical problems in order to integrate its legacy 
systems with the marketplace solutions. This integration task is often difficult and time 
consuming, so many companies continue to manage the logistics processes utilizing 
Web-based communication that is much cheaper than other solutions. 

We propose a general framework that can be used as a base for a family of e-
marketplace models that integrate logistics service providers to companies that need to 
have their products distributed to costumers. Logistics service providers usually offer 
one or more services among transportation, warehousing and packaging; we want to 
deal with providers that offer transportation services. In particular we propose an e-
marketplace model capable of step-by-step managing the negotiation of all the 
participants of the e-market including an optimization analysis for both buyers and 
sellers of the transportation services. 

As we have already pointed out, there are currently two contrasting approaches for 
managing the operations to connect offers to requests in an e-marketplace: the 
blackboard approach and a more active one in which the system is capable of finding 
the best offers-requests matching in order to achieve a certain objective.  

In our marketplace, a complex operations research based core system will be 
capable of managing different possible e-auctions (one-single-shot, two or more round, 
etc.) where the goods transportation services will be put up for sale by companies and 
will be offered to distribution organizations. Each delivery service is won by the 
company that has placed for it the lowest prize bid.  

How to place bids in a combinatorial auction is a very difficult task. In freight 
transportation field carriers are more interested in obtaining contracts for group of lanes 
instead of sum of individual lanes if they can reduce their empty movement costs by 
combining these lanes into a tour. Therefore, a distribution company logged to the 
proposed e-marketplace system will obtain a number of services which help it to 
evaluate the real transportation costs related to a set of combined lanes and to place 
bids following an intelligent bidding strategy.   

In other words, the proposed e-marketplace guides each participant of the market 
during the negotiation: evaluating the logistical cost of each choice, helping to place 
offers, managing the bids, administrating the auctions.  
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The goal of our marketplace is to find for each auction a combined proposal that 
tries to minimize the total costs of the buyers and to maximize the total profit margin of 
the sellers of the services. Therefore, the main task of the marketplace engine is to 
facilitate transactions, which includes helping to find best matching partners. This 
means building optimization algorithms into transaction handling processes. Such 
processes need a set of highly sophisticated algorithms. The methods, needed for the 
operation of such marketplaces involve substantial amount of computations, that is why 
a Grid-based implementation is suggested.  

As noticed above we want to propose a general framework that may be used as a 
basis for different type of e-marketplaces models. The structure of this framework is 
showed in figure 1.  

Figure 1. Framework’s structure 

The marketplace is joint with all the participants of the negotiation by front-end 
processors.  

It is possible to assume that each marketplace’s participant acts according to an 
established business strategy defined by a set of resource and finance planning 
programs. Each actor of the negotiation communicates with the market environment by 
its front-end processor, of course this processor operates according with the overall 
business strategy. The marketplace is joint not only with the front-end processor of all 
the partners of the arbitration but also computing resources and external databases, 
distributed all over the grid. The external database containing data related to 
transportation services; this may regard distances, weather conditions, fuel costs, 
import-export restriction and so on. The data management is really important to process 
relevant information in a short time. 
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According with the definition of framework the marketplace engine and the front-
end processors can follow different algorithms according to the different logic of the 
model. Despite the different possible implementations of this model, some important 
tasks of the marketplaces are similar, what may change is the way to realize them. First 
the e-marketplace has to permit the authentication of each participants of the 
negotiation, then it has to offer software tools to realize the transactions.  

A transaction starts with the collection of the service requests: each company 
needing distribution services (buyer) has to formalize its requests. In particular it has to 
identify the products, the packages dimensions, the quantities (that is the number of 
items), the maximum price limits that it wants to spend, the time window in which a 
delivery has to be completed (that is the earliest and latest completion time of the 
distribution services) and the origin and destination of each delivery. 

All the requests that regard a specific day are collected and put up on sale in an 
apposite auction. The marketplace engine forwards this information to the 
transportation services providers (sellers). It also helps each seller to compute the real 
cost of each distribution service on sale, computing the transportation costs related to 
all the possible routes related to the transportation requests on the system. In addiction 
it helps the bidders to define their offers, giving them the possibility to use specific 
software optimization tools to calculate how to bid in an intelligent manner without 
having to bid for all the possible group of lanes on sale. Finally, the marketplace engine 
gives assistance to bidders to select and formalize their bids. 

Once all the bids are defined, the WDP problem is solved and the winners of the 
lanes are computed. Finally, the participant to each e-auction are informed of the 
results of the transactions. 

In the following we aim to detail what is the work to do in the optimization 
modules inserted in the system architecture of our e-marketplace proposal. 

Basically, the system has three optimization modules: Bidding Strategy, Bid Insert 
and Auction Manager. This means that in these modules NP-Hard optimization 
problems (their formulation is given below) have to be addressed. The system 
architecture is given in figure 2. 

Figure 2.  Marketplace engine’s architecture 

Marketplace engine

Bidding Strategy 
Module 

Bid Insert  
Module 

Auction
Manager 

M.C. Incutti and F. Mari / An e-Marketplace Model for Logistics Services 497



4.1. The Bidding Strategy module  

The Bidding Strategy module is a software tool that helps bidders to place their offers. 
The module addresses a bidding construction problem. This problem has been well 
formulated by Song and Regan [16] and, substantially, it can be viewed as a particular 
case of the well known Set Partitioning problem or the Set Covering problem, which 
are both NP-Hard. The authors propose a valid heuristics for the problem whether in 
case the bidder has to add new transportation requests in already planned routes and 
whether it does not have any pre-existing commitments. The power of grid computing 
may give the possibility to solve those problems to optimality in a wide range of real 
life instances.  

In our idea, the Bidding Strategy module is invoked by distribution companies 
logged on the e-marketplace and it runs an algorithm that first takes note of all the 
lanes on sale and asks the carriers to decide if the lanes have to be inserted in already 
planned routes or not and what are the origins of the vehicles. The algorithm after 
having computed the route costs related to all possible bids, formulates and solves a Set 
Covering model, calculating the group of lanes to bid for, in order that all the lanes are 
inserted in at least one bid and the total empty movement cost is minimized. 

The optimization models to address by the Bidding Strategy algorithm are: the bid 
construction in the absence of pre-existing commitments and the bid construction in the 
presence of pre-existing commitments. 

4.1.1. Bid construction in the absence of pre-existing commitments 

In this context, carriers either do not have any pre-committed contracts of current lanes, 
or they do not intend to integrate new lanes into their current operations. Hence, they 
are only interested in the combination opportunities among new lanes. This is not 
unusual in practice as large carriers will run dedicated sub-fleets assigned to individual 
(large) shippers.  

The idea is to make carriers construct bids in such a way that the total operating 
empty movement cost is minimized. This essentially requires solving a vehicle routing 
problem. One important approach for solving vehicle routing problem is to formulate 
vehicle routing problem as a set partitioning problem and to then use a column 
generation method to obtain exact solutions [49][50].

The first step of this bidding strategy involves using an exhaustive search 
algorithm to enumerate all routes with respect to routing constraints and treat each 
route as a decision variable in the set partitioning formulation. For example, a depth 
first search algorithm can be applied to find all routes satisfying the following 
constraints:

A route visits each location at most once. 
No two empty lanes can occur consecutively in a route (these would be replaced 

by a single direct empty move). 
Additional operational constraints such as maximum route distance or driver work 

rules.
In this process each new lane is duplicated such that it can be used as an empty 

lane by other routes. Each constructed route constitutes a candidate bid yj : the new 
lanes in this route form the set of items bid for and its reservation cost determines the 
bid price and can be calculated based on route length, empty movement cost and 
carriers’ profit margin [24]. The Bid Insert module will be responsible of calculating the 
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bid price and how to do it will be explained below. The total empty movement cost ej
of each route is calculated and associated with each bid yj. Calculating this cost is 
obtained by interfacing the Bidding Strategy module with the internal DB of the 
distribution company that has called the Bidding Strategy module and considering 
external data (distances, weather conditions, and so on) stored in the central DB 
module. All bids are the candidate bids and are inserted as decision variables in the Set 
Partitioning Problem formulation of the Bid Construction Problem (BCP-SP) as 
follows: 
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where yj is a binary decision variable of candidate bid in set J, i is a new lane in set 
I, and ui is the number of loads on that lane. The objective function minimizes the total 
empty movement cost under an optimal allocation of the new lanes, while the first 
constraint guarantees that each new lane will be served by exactly one route. 

Notice that the number of optimal routes in a solution may exceed a carriers’ fleet 
capacity. However, this problem can be solved by restricting the number of routes 
selected to be equal to or less than the carriers’ fleet size. Also note that, generally, 
large trucking companies regularly accept contracts for more routes than they can serve 
and then sub-contract excess demand. 

An optimal solution to the BCP-SP problem has three important features. 
First, each lane is covered only by one optimal bid so that any two optimal bids are 

mutually exclusive of new lanes. 
Second, combinational bids consisting of collections of new lanes are favoured 

against single item bids when a complementary relationship exists between these lanes. 
This implies that a carrier should bid aggressively for these bundles. 

Finally, this formulation guarantees that even if only a subset of submitted bids is 
awarded by the shipper, that subset will still form an optimal solution to this carriers’ 
vehicle routing problem [16].

As pointed out by Song and Regan [16], this formulation could make a company 
lose good bidding opportunities due to the fact that optimal bids contain mutually 
exclusive group of lanes. For example, consider that there are three lanes for bid: AB, 
BA and BCA. Let us assume that the bidder loses BA in auction and the optimal bids in 
output by the algorithm that solves the BCP-SP problem are{AB; BA} and {BCA}. In 
this case the bidder has lost also AB. Suppose that the bidder has placed also the bid 
{AB; BCA} this gives him the possibility to gain AB also if BA is not awarded. 
Therefore, Song and Regan suggest to use a Set Covering formulation (BCP-SC) of the 
problem instead of a Set Partitioning one: 
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The set covering problem (SC) has been well addressed in literature and many 
good algorithms have been constructed to reach exact solutions in relatively short time 
also for real life instances size. 

4.1.2. Bid construction in the presence of pre-existing commitments 

It is common for carriers to have contracts serving multiple customers. The addition of 
new lanes may be normally integrated into a carriers’ current operations. Therefore, 
carriers have to consider how to insert these new lanes into their current routes. It is 
certainly true that new lanes represent new opportunities for carriers but, on the other 
hand, pre-existing plans might need to be protected.  

These new opportunities can be inserted into the BCP-SC formulation [16]. The 
model is the following: 
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Now the set of candidate bids is J1 and we have J  J1 in addition to those bids in J 
consisting solely of new lanes and/or empty lanes, J1 also includes those bids with a 
combination of current lanes and/or new lanes and/or empty lanes. I is the set of new 
lanes and K is the set of pre-existing lanes. The objective is still to minimize the total 
empty movement costs. The first set of constraints guarantees that each new lane is 
covered by at least one bid and the second set guarantees the inclusion of current lanes 
in pre-existing routes.  
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In an optimal solution, if a selected bid only includes current lanes and/or empty 
lanes, this is a routing plan for pre-existing commitments; if it also includes new lanes, 
these new lanes will constitute an atomic bid. 

4.2. The Bid Insert Module 

Several researchers notice that it is computationally difficult for the bidders to valuate 
the values or costs associated to each possible item to bid for [15][16]. Contrary to the 
assumption in classic auction theory that bidders know these information a priori, 
bidders in a combinatorial auction have to allocate resources to determine the values to 
associate to their bids. In our proposal a specific module is devoted to calculate costs 
and bid prizes of group of lanes. 

This module is called Bid Insert and its aim is to help bidders in developing their 
bids for the auction. For each item that a carrier wants to bid for (which may be the 
items given in output by the previously described Bidding Strategy module or directly 
decided by the bidder) the Bid Insert module formulates and solves a Travelling 
Salesman Problem (TSP). TSP is a particular logistics problem where the goal is to find 
the shortest route to visit a collection of cities and return to the starting point. The 
problem is formulated on a graph G (V,A) where V is the set of nodes (cities) and A is 
the set of arcs, i.e. the set of connections between nodes. To each arc (i,j)  A is 
associated a cost cij . The costs of the arcs are input data that the module can know 
interfacing itself with the databases distributed all over the Grid environment. 

The optimization model for TSP is given in the following: 
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The problem is NP-Hard and it needs massive calculations resources to be solved 
in acceptable time for real-world instances. 

Once a TSP solution is found, the module knows the cost of the item given in input 
and it is able to calculate the bid price simply interrogating the databases distributed on 
the Grid. The bid price can be calculated basing on route length, empty movement cost 
and carriers’ profit margin. Finally, the Bid Insert module returns the calculated bid 
price to the bidder along with the cost of the group of lanes received in input. The 
bidder is now able to choose if accepting the Bid Insert suggested bid price or insert a 
bid with a different associated value.  
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4.3. The Auction Manager Module 

The Auction Manager is the module responsible for the determination of the winner 
bids in an auction planned on the system. The optimization problem to address by the 
Auction Manager is the WDP. First, all the lanes are inserted and put up on sale, then 
all the bids are stored and a particular Linear Programming optimization problem is 
formulated and addressed. In the case of freight transportation the model is given in the 
following. It is a reverse combinatorial auction, where buyers (shippers) require a set 
of G items (freight transportation requests between a specific origin and a particular 
destination) to many possible sellers (carriers). A bid b is defined as b=(Sb,pb), where Sb
is a subset of items and pb represents the prize to pay by shippers to a seller to have the 
products distributed. Let B be the set containing all the bids and xb Bb  a decision 
variable that is equal to 1 if b is a winner bid, 0 otherwise. The goal is to find the bids 
that minimize the total prize to pay by shippers.  

The optimization model is:              
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where 1, bSj  if bSi , 0 otherwise.  

As it easy to see from the formulation the WDP to solve belongs to the NP-Hard 
class of problems and therefore grid computing techniques are very helpful to obtain 
solutions for real life instances.  

5. Conclusions 

The integration between electronic marketplaces and supply chain management is 
currently a hot topic. One instance of merging these two concepts are e-marketplaces 
for logistics services. They act as electronic agents and they aim to connect logistics 
service providers to companies that need to have their products distributed to 
costumers. Over the last few years, the electronic logistics marketplaces have emerged 
as new business models with the potential of having enormous influence over the way 
that transactions are carried out, relationships are formed, supply chains are structured 
and profit flow are operated. Enabled by the web technology, they may provide 
advantages in low cost inter-organization information connectivity, real time visibility 
and flexible partnership configurations between buyers and sellers.  

Buyers and sellers could leverage electronic logistics marketplaces by 
collaborating on a single platform and eliminating the complex and costly integration 
of different inter-organizational systems; they could also use electronic markets to 
reach wide resources, or to collaborate with other similar company. Summarizing, 
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virtual logistic marketplaces encompass a wide range of tactics designed primarily to 
drive sales and grow business of all their participants.  

Over the years, we have observed a proliferation of e-marketplaces for business 
services. Logistics services are not excluded from this process. However, we think the 
potential impact of electronic logistics marketplaces is more significant than simply 
transacting the buying and selling of logistics services online. Actually, this is what the 
logistics e-marketplaces offer currently. 

The benefits of incorporating logistics services into either horizontal or vertical 
marketplaces are only starting to be experimented. In particular we think the integration 
between logistics e-marketplaces and the grid technology could be very important for 
this exploration.  

The main advantage of this integration could be the possibility to realize an 
optimized logistics e-marketplace. It requires large computational power (a great 
number of efficient logistics optimisation algorithms ask for adequate computing 
resources); distributed computing resources may be used to give quick and efficient 
optimized solutions to all the participants of the virtual market. In particular, grid 
technology offers the possibility to distribute the amount of calculations among a set of 
distributed resources; to realize an efficient and effective management of distributed 
data, and to integrate existing value-added services. 

The aim of this research has been to design a general framework that can be used 
as a basis for a family of e-marketplace models that put together logistics service 
providers to companies that need to have their products shipped to their costumers. 

This research has focused on the suitability of grid technology for the development 
and the use of an optimized logistics e-marketplaces. Evidence from this study 
indicates that grids are appropriate for the designed e-marketplace model and their 
power should be actively used in order to exploit the great potentiality of these 
powerful systems.  

Future research will be conducted following two different directions: the first one 
regards a detailed analysis of the mathematical models and the development of 
distributed algorithms for the optimization problems on which the proposed 
marketplace engine is based, the other regards the implementation of the designed e-
marketplace architecture. 
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Abstract: Today’s global communities of users expect quality of service from 

distributed Grid systems equivalent to that their local data centers. This must be 

coupled to ubiquitous access to the ensemble of processing and storage resources 

across multiple Grid infrastructures. We are still facing significant challenges in 

meeting these expectations, especially in the underlying security, a sustainable and 

successful economic model, and smoothing the boundaries between administrative 

and technical domains. Using the Open Science Grid as an example, I examine the 

status and challenges of Grids operating in production today.  

Keywords: Global Communities, Grids, Distributed Computing, High Throughput 

Computing, Opportunistic Computing  

Introduction

Modern Grid infrastructures transfer up to a terabyte of data and run tens of thousands of 

processing jobs a day supporting not only “early adopter” physical science applications but 

also a broad range of research including nanotechnology, drugs and disease research, and 

the social sciences.  

There are several large national and international Grids, for example, Enabling Grids 

for EsciencE (EGEE)[1], GridPP[2], Nordic DataGrid Facility[3], Open Science Grid[4], 

and TeraGrid[5]. These Grids provide access to and sharing of as much as five hundred 

Teraflops of processing power. They include as many as two hundred independent physical 

sites. They provide data storage using tape and disk caches of as much as ten PetaBytes. 

They support data movement across a range of production and research networks from a 

hundred Mbit to several tens of GBits. Each Grid serves from ten to a hundred independent 

user communities each consisting from a single to a hundred users, and many of which act 

across multiple infrastructures.  

In 2008, the largest user communities are expected to run more than twenty thousand 

jobs a day across local and remote resources. This will involve moving data at sustained 

rates of up to ten Gigabit/second with latencies for the transfer of Terabyte datasets of less 

than a day. Each community will support hundreds of users doing data analysis in  
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simultaneously. As these distributed facilities are relied on more and more, there is an 

accompanying expectation that they will be as robust, capable and available as local data 

centers.

Modern researchers depend on a rapidly increasing amount of computation and 

electronic data to make progress. Individuals, small research teams, and university groups, 

need to gain access to and learn to use remote resources. Usable common distributed 

infrastructures lower the barriers for these groups to benefit from distributed facilities as 

well as increase local productivity by enabling sharing of resources across the campus or 

local region.

1. The Context 

The challenges facing production Grids today are threefold: First to provide high reliability, 

high throughput, scalable, multi-user, distributed data centers which operate around the 

clock and around the world; second to provide the security, technologies and infrastructure 

to serve an increasingly large and demanding community of researchers, educators, 

commercial companies and the general public; and third provide usable services that 

facilitate the entry of new participants in the use of distributed computational 

infrastructures.

Present experience where the Grid is driven by and embedded with the end user 

communities is encouraging in the success of matching expectation to realization and in the 

effectiveness of the operating infrastructure. This inclusion of all the actors – the users, the 

facility owners, and the technology providers, is a key component of the success. One of the 

larger distributed facilities, the Open Science Grid (OSG) Consortium, provides such an 

example. The scientists from the internal stakeholder communities – especially the Large 

Hadron Collider (LHC)[6] ATLAS and CMS experiments and the Laser Interferometer 

Gravitational Wave Observatory (LIGO)[7] – are immersed into the project in all aspects of 

the management and technical program. Similarly the computer science researchers and 

information technologists, who provide the software and services on which the 

infrastructure relies, participate fully in the leadership and all activities of the Consortium.  

1.1. The Open Science Grid Distributed Facility 

The Open Science Grid distributed facility, shown in Figure 1, includes: sites which provide 

shared storage and processing resources; communities, or Virtual Organizations[8], which 

include the users of the facility working in collaborating groups; and the common 

infrastructure which provides services to integrate and operate the facility as a whole. The 

infrastructure also provides gateways to other Grids.  

The following principles[9] guide the Open Science Grid’s implementation:  

 The owners of a site are responsible for, control, and manage access to, their 

resources.  

 The community is responsible for its users and applications and their access to and 

use of the resources.  

 • The OSG staff is responsible for the common services and for federating 

with other distributed facilities including campus, regional, and international infrastructures.  

 Such a facility can only thrive in an environment and with a value proposition 

where:
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 The economic model provides effective sharing so that the benefit experienced 

from the ensemble of resources is sufficiently greater than that delivered by the sum of each 

individual site.  

 The security, policy and trust infrastructures demonstrably protect all participants 

from unintended as well as deliberate misuse and attack.  

OSG today is a production infrastructure providing access to more than fifty processing 

sites and ten grid accessible storage sites, where space can be managed remotely, used by 

more than twenty VOs. The processing sites provide access to about thirty thousand cores 

providing over a hundred teraflops peak usage, with the size of the sites ranging from a few 

tens to a few thousand cores each. While the majority of the processing and storage 

resources are provided for the owners of the resource, on average more than ten percent are 

provided on a regular basis for other users – and on many days the “opportunistic” usage is 

significantly greater. In parallel with the production system is an integration or test 

infrastructure of about fifteen processing and two storage sites. The processing sites 

internally have a significant amount of both shared and local storage, with the total amount 

of disk accessible storage being of the order of a few petabytes.  

1.2. Implementation Architecture 

A production grid enables multiple VOs to use and share resources, software and services. 

The definition of an OSG VO includes not only the people but also the services and the 

resources used by the organization. And a VO may include sub-VOs within it. In the OSG 

context each VO acts as a “community grid” overlaid over one of more grids – there being a 

well-defined scope for the services, policies and procedures which make up the 

organization.

Figure 1: The OSG Facility 
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Within a grid there are a set of well-defined common interfaces between heterogeneous 

implementations for each component. These interfaces allow the distributed data center to 

act as a system and provide a manageable and smooth process for adding resources and new 

applications. Our architecture, which is typical for production grids today enables a resource 

to be accessed and used through multiple interfaces—locally through existing “non-grid’ 

means and/or through other grids such as local shared campus infrastructures etc. Similarly, 

the implementation architecture is cognizant that any VO may be using multiple 

infrastructures simultaneously and may have a deep set of (sometimes complex) shared 

software and services that are specific to the VO and operate across these infrastructures. 

Other architectural aspects include:  

 Shared resources provide not only agreed levels of use but also provide 

“opportunistic” access to otherwise unused resources.  

 Each service or resource manages their own interfaces.  

 The production facility supports multiple versions of the infrastructure 

simultaneously.  

 There are no single points of failure.  

 The distributed facility supports incremental upgrade and extensions.  

 All components adhere to the facility security requirements and can trace their use 

and access to a responsible person. Access may be denied (to a VO or user) based on 

security as well as contract and policy requirements.  

 Latency as well as performance needs influence the implementation.  

1.3. Lacks in Implementation 

Current implementations of the architecture are lacking in several dimensions. 

Extending the current practices can solve some of these, but others need research into new 

methods and techniques:  

 The ability of the services and components to defend themselves against overload 

and unintentional misuse by the application software.  

 The impossibility of testing all configurations in such a heterogeneous 

environment before putting new software into production.  

 The lack of software to support dynamic sharing of storage on a distributed set of 

resources.  

 The lack of the infrastructure to support recursive sub-VOs in a manner equivalent 

to VOs, including the OSG VO itself.  

 End-to-end communication of, response to, and diagnosis of downtimes, failures 

and errors.

2. The Value Proposition 

Large scientific collaborations control and own their vertically integrated data handling and 

analysis systems. This is essential to give them the ability to manage and make trade offs in 

the performance, functionality and scale of their systems to meet their scientific priorities 

and goals. And the nature of scientific collaboration today is intrinsically collaborative and 

widely distributed. Reliance on common infrastructures such as the OSG only succeed 

when there is a clear value which results in a reduction of effort or an increase in total 

throughput without compromising the end goals.  
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An example benefit that has been widely acknowledged by the communities is the 

integration, testing and monitoring of the suite of software and the deployed system. 

Another is the sharing of expertise and gradual acceptance of common needs and 

software that can be shared. This latter is a cultural change, which can only come 

gradually. It is an example of one of the longer-term values of common and 

collaborative grids that is difficult to quantify but should be included in the tally.  

Below we list some the value and benefits through deploying production grids for the 

science and research community:  

 Distribution of peak demands across a larger ensemble of resources and on 

average increase the % usage of available compute and storage cycles;  

 Reduction in the effort needed to adopt and use distributed systems;  

 Reuse of software and reduction of effort applied to duplication;  

 On the ground communication of knowledge and experience;  

 Reduction in risk of failure due through a broader range of available experts and 

systems.  

Using OSG as the example, the benefits indeed come from reducing the risk in and 

sharing support for large complex systems, which must be run for many years with a 

workforce whose availability is significantly shorter than the lifetime of the application 

projects. Leverage of the expertise and support for such systems to enable new communities 

to more easily participate in distributed science is an important additional benefit. This 

includes:  

 Savings in effort for integration, system and software support,  

 Opportunity and flexibility to distribute load and address peak needs.  

 Maintenance of an experienced workforce in a common system.  

 Lowering the cost of entry to new contributors.  

 Enabling of new computational opportunities to communities that would not 

otherwise have access to such resources  

Clearly, the existence of a shared virtual facility, aka grid, does not obviate the need for 

the purchase of hardware and building of computational facilities themselves. In fact when 

one calculates the basic costs of purchasing and maintaining hardware locally and compare 

it to the cost to interface and share say 10% of remote resources that one does not own, the 

results do not favour the latter. A more relevant calculation is the total lifetime cost of 

building and maintaining complex systems that scientists and researchers can effectively 

use.

2.1. Benefits from a Common, Integrated Software Stack 

Most production grids provide a reference software stack for use by resource owners and 

application communities to not only ease their participation with the infrastructure but also 

to ensure a robust, reliable foundation to which the resources interface and on which the 

applications can act. This testing, large-scale use and support for this software that is 

demonstrably “used under fire” is one of the values of a recognizable common 

infrastructure, which is widely deployed.  

Most scientific and research grids today rely on the security and execution management 

technologies from Condor[11] and Globus[12]. In addition, several rely on the additional 

extensions and integration offered by the OSG software releases – the Virtual Data Toolkit  
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(VDT) [10]. The VDT includes about thirty additional modules, including components from 

other computer science groups, the Enabling Grids for EScience (EGEE), DOE Laboratory 

facilities (Brookhaven, Fermilab and LBNL), the application communities themselves, as 

well as standard open source software components such as Apache and Tomcat. And, while  

TeraGrid does not rely on VDT per se, OSG and TeraGrid align their versions of the 

Condor and Globus software to ensure ongoing interoperability. The EGEE gLite and 

TeraGrid CTSS software stacks are similar to the VDT in goals and scope, and provide an 

integrated set for those grids that interoperate with the VDT as well as other software 

systems.  

Once installed on a site the VDT software enables support for remote job submission 

and local execution, access to remote storage and sharing of local storage, and data transfer 

into and out of the site. The site also has services to help the administrators manage 

priorities and access between VOs, support policies within the VOs, and can participate in 

the OSG monitoring, validation and accounting services.  

The VDT also provides client libraries and tools for the applications to use to access 

the distributed resources and services.  

Figure 2: Timeline of VDT Releases 

It is essential to maintain the operation and robustness of the production grid 

infrastructure to changes in software versions and capabilities. Production grids invariably 

institute a careful process in deploying new software and OSG is a prime example. Before a 

new release of the VDT, all components are built up to ten Linux platforms (as well as some 

limited builds on AIX and MacOSX) using the NSF Middleware Initiative build and test 

facility [13] and, by reusing builds, the VDT tested on up to fifteen platforms. The validity 

of the integrated release is checked carefully. For example many components use Apache 

web server and we check that usage is compatible. The integrated release is validated on a 

small number of well-controlled sites to check it works in a distributed environment. It is  
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then in at scale on a parallel grid to the production facility. In the OSG case this is a >15 site 

infrastructure, the Integration Testbed (ITB). The system tests only the individual services 

and components but also that the system and VO applications work reliably for long 

periods.

Most, if not all, the research communities’ domain specific software and services 

layered above the production grid software stack. The goal is for them to install their 

software dynamically using Grid methods and either compile and leave the executables on 

each site, or move the executable for each job submission. Integration, or pre-production, 

grid goals are invariably to test the complete matrix of horizontally integrated grid software 

and vertically integrated VO software.  

Software infrastructures provided by production grids also provide tools for 

incremental installation of new releases and patches, verification of installed configurations, 

and for functional testing of the sites. Security and robustness of the software as deployed is 

of paramount concern and an ongoing area of activity on alls production infrastructure. 

While progress is being made the following areas still merit research and development to 

make the support and use of these grids more secure, usable and dependable:  

• Tools to audit the use of and probe the software interfaces to determine overload 

and “denial of service” conditions.  

2.1.1. Challenges with Software Evolution and Support 

The following needs for software support have been shown to be ongoing challenges:  

 Quick and efficient patches of the software and redeployment in response to 

security notifications.

 Balancing the amount and effort spent on testing with the need to get new services 

“to the user” quickly. The stability of the resulting infrastructure becomes at risk since 

testing invariably does not cover the full set of usage patterns.  

 Adding functionality (driven by the user communities) balanced with the need to 

make the software stack minimal and low impact.  

 Integration of diverse software components from multiple software suppliers with 

different levels of development maturity and different release cycles.  

3. An Economic Model 

Computing and storage resources owners make their resources accessible to the OSG shared 

distributed facility and retain control of the management, use and policies of these resources 

(except of course in the response to security incidents) The OSG Consortium makes no 

policy on their use except that each resource contributor is expected to support at least one 

OSG application which is not the one owning the resources --otherwise this would obviate 

the need or interest in being part of the OSG -as well as supporting the OSG administrative 

VOs for monitoring, accounting, validation.  

Requests for production running are brought to the Executive Board to assess the 

technical needs and to the Council for an understanding of resource availability and policy. 

The Consortium members define policies that allow users of the OSG to take advantage of 

available and otherwise unused cycles. The economic model of OSG has the goal that the 

ensemble offers an overall higher peak and average throughput than would come from the 

sum of individual and separate use of each of the resources; that sharing of resources is a  
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win-win situation; and that we encourage sites to define policies for opportunistic use by a 

broad set of OSG member VOs wherever possible. In the long run OSG can only work if 

people give as well as receive. At the moment there are sufficient resources and the sum of 

the VO needs and ability to run on sites is such that OSG Council members have not yet had 

to take the hard decisions that we know are coming when there is oversubscription and there 

are many people knocking on the door.  

3.1. A Practical example: Opportunistic Use 

D0 is one of the two currently running experiments at the Tevatron in Batavia, Illinois. The 

experiment currently has more than two and a half petabytes of raw and processed data on 

archival tape. D0’s own resources are committed to the processing of newly acquired data 

and analysis of these datasets as they are processed. In November 2006 D0 asked to use 

fifteen to twenty thousand CPUs for up to four months for re-processing of an existing 

dataset (~500 million events) to deliver science results for the summer conferences in July 

2007. The OSG Executive Board estimated there were currently sufficient opportunistically 

available resources on OSG to meet the request; we also reviewed that the local storage and 

I/O needs could be met. The Council members agreed to contribute resources to meet this 

request. D0 had several months of smooth production running using more than a thousand 

CPUs and met their goal by the end of May.  

The steps to achieving this included: D0 testing of the integrated software system from 

December to February; OSG staff and D0 working closely together as a team to reach the 

needed throughput goals during February and March; working through detailed problems at 

more than twelve OSG sites as well as sites on the EGEE, Canada and UK grids; support for 

sustaining the throughput during April and May. The goal was achieved by the end of May. 

OSG contributed over half of the total events processed (286 million events) using more 

than two million CPUhours (see Figure 3) of opportunistically available cycles by three 

hundred thousand jobs, the average job length being between six and eight hours. During 

the reprocessing 48TeraBytes of data were moved from the central archive at Fermilab to 

the OSG sites and 22TeraBytes was moved from the OSG reprocessing sites back to the 

central archive.
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3.1.1. Lessons Learned 

This production activity was a very instructive experience in learning how OSG as an 

organization, as well as an operating infrastructure, can handle such requests. The ramp up 

time, as well as the unique problems experienced at each site as the VO’s application was 

commissioned, can clearly benefit from improvement. Additional problems and overheads 

were experienced scaling the whole system up to the throughput needed. As explained  

above we faced two main problems: Overall root cause analysis and troubleshooting of the 

quite different hardware configurations at the sites—especially data storage architectures—

was a challenge; and during the steady state operations phase we found inefficiencies in our 

processes for notification and responding to site downtimes and problems.

While the activity was a success there are several issues that we are taking under 

consideration for the future:  

 Sites do provide substantial sharing of their resources and VOs can rely on 

significant effective throughput from resources they do not own.  

 Ongoing teamwork between the application and infrastructure groups is essential 

in such a complex software and hardware environment.  

 We need to start preparing now for the future where the resources on OSG are 

oversubscribed and prioritization across the infrastructure is needed.  

4. Production Grid Services 

4.1. Security 

The security challenges faced by distributed data centers extend beyond those for a fire 

walled single site. Most grids define the site and VO management as responsible for the 

security of the resources and services they own. The VO management is responsible for 

ensuring their individual users follow best practice and are aware of security and its needs.  

The grid organization is responsible for the risk analysis, assessment and auditing of 

the assets it owns – the grid-wide services and the software it provides. Also the grid 

organization monitors and acts on risk and identified incidents across the whole 

infrastructure. In general, production grids do have active security activities that include 

security management, operational and technical components, agreed upon scope and 

authorities [14]. Communication of and timely response to security alerts is essential and 

the possibility of a major incident causes most grid managers loss of sleep.  

As an indication of scale, OSG has responded to more than fifteen security alerts that 

involve software vulnerabilities over the past year. These invariably result in new software 

releases and significant effort is spent developing and distributing these patches in a timely 

fashion. Communication across the software development teams early in the process is 

crucial for fast in depth analysis of the problem, validation of proposed solutions and non-

perturbative deployment.  

To identify its users, resources and services the largest production grids in action today, 

(including EGEE and OSG) support X509 user, host and service certificates allocated 

through one of the International Grid Trust Federation (IGTF) [15] accredited Certificate 

Authorities. The grids provide services that extend these certificates by adding information 

about the VO the use of the certificate will be associated with for a particular set of 

transactions, and in some cases a finer granularity (or role) within the VO which will be 

used to determine the access policies and priorities that will be applied to the transactions  
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themselves [16]. The grid infrastructure components map such certificate attributes to 

accounts, ACLs, and other access controls on sites and at the boundaries to services, as well 

as apply policy -including black-and white-listing.  

This security architecture implements a model of trust between sites and VOs with the 

grid organization. It relies on delegated trust between the VO and the end users, which must 

also be audited and assessed. Integration of newly emerging campus identification and 

authorization framework, Shibboleth [17] is underway as an extension to the existing X509 

based infrastructures.  

4.1.1. Lacks in the Security Infrastructure 

 Support for sub-VOs with inherited attributes and delegated trust is not fully 

available. Support for the extended attributes is restricted to a few services -notably 

processing, and soon storage.  

 Mechanisms for auditing and tracing of the end-to-end grid access and 

transactions are lacking.  

 Tools for tracing and assessing access across the whole ensemble of sites, VOs 

and services are not fully realised.  

 The safe storage and integrity of the certificates is a significant concern.  

 Delegation and use of proxy certificates is not fully supported by the end-to-end 

infrastructure.

4.2. Job Management and Execution 

Sites present interfaces allowing remotely submitted jobs to be accepted, queued and 

executed locally. The priority and policies of execution are controllable by and at the site. 

Science driven infrastructures such as OSG and EGEE provide mechanisms for each 

research community to internally define priorities across particular groups and users and 

X509 certificate attribute extensions are used to support this.  

Figure 4: The OSG Authorization Infrastructure. The VO maintains user membership information, 

while Sites control access and privileges to resources.
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Site policies and priorities are defined through mapping the user and attributes 

associated with their current transaction (see above) to specific accounts used to submit the 

job to a standard batch system. For example, OSG supports the Condor-G job submission 

client, which interfaces to either the pre-web service or web services GRAM Globus 

interface at the executing site. Job managers at the backend of the GRAM gatekeeper 

support job execution by local Condor, LSF, PBS, or SGE batch systems.  

Of course, we expect that our distributed data center won’t make the user have to select 

which remote system to submit their job to. Grid infrastructures offer a selection of  

automated resource selection services and meta-schedulers. The usefulness of such a service 

of course depends on the timeliness and accuracy of information about the state of the 

resources and their ability to successfully execute work that is sent to them. This is where 

the main challenges lie.  

Many different such resource selectors exist. Using OSG as an example, there is 

support for stand-alone Condor match-making, a generalized Resource Selection Service 

from D0 and also interoperable support for the EGEE resource broker (RB) which provide 

user controllable mechanisms to automatically select to which site jobs are sent. Both RESS 

and the RB depend on the OSG site information services, which present information about 

the resources using the Glue Schema [17] attributes and providers and optionally converting 

the information to Condor Classads.  

The user communities have realized that providing their own job management within the 

remote environment gives them more control over the prioritization and overall throughput 

of their applications. The largest science communities on OSG for example now use “pilot 

job” mechanisms. Pilot jobs are submitted through the normal job execution services. When 

the VO pilot job starts execution, using a standard batch slot, it interacts with its partner 

“VO job scheduler” to download the application executable to be run. The VO job 

scheduler controls the scheduling of jobs between the users in the VO and schedules jobs to 

run only on those resources that are immediately ready to execute them. These user jobs 

execute under the identity of the pilot job submitter↓, which can break the policy that sites 

must be able to identify the end user of their resources. OSG has integrated an Apache 

suexec [19] derivative, the EGEE glexec module, that enables the pilot to run jobs under the 

identity of the originating user.  

Typical job submission and workflow usage is through user or community portals 

provided by the VOs themselves. These are increasingly sophisticated to hide the 

complexity and increase the automated throughput of the infrastructure for the indiviual 

user.

Scalability and response to overload are two challenges of the current job execution 

infrastructures. One major challenge that has yet to be well addressed is the reporting of 

well described and identified error conditions, and associated tools to allow easy user 

debugging of problems.  

4.3. Data Transport, Storage and Access 

Many of the early adopters using production grids have large file based data 

transport and application level high data I/O needs. The data transport, access, and 

storage implementations must take account of these needs. Implementation of file 

transport that follow the Globus GridFTP protocol for the raw transport of the data is 

ubiquitous. Invariably Globus GridFTP itself is used except where interfaces to storage 

management systems (rather than file systems) dictate individual implementations.  
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Several of the large infrastructures, including EGEE and OSG support the Storage 

Resource Management (SRM) [20] interface to storage resources that enables 

management of space and data transfers to prevent unexpected errors due to running 

out of space, overload of the GridFTP services, and to provide capabilities for pre-

staging, pinning and retention of the data files. While there are several implementations 

of SRM OSG, for example, currently provides reference implementations of two 

storage systems -the LBNL Disk Resource Manager and dCache [21]. In addition, 

because functionalities to support space reservation and sharing are not yet available 

through grid interfaces, OSG defines a set of environmental variables (see Figure 5) 

that a site must implement and a VO can rely on to point them to available space, space 

shared between all nodes on a compute cluster, and for the use of high-performance I/O 

disk caches. These environment variables are used to distinguish between smaller, 

more long-lived storage for applications, and large, higher throughput, more transient 

areas for placement of data.  

4.3.1. Challenges in Data Storage and Access 

The major challenges for data storage and access are to provide implementations of 

managed storage areas that:  

 Are easy to install, configure and support;  

 Support the full range of disk storage resource sizes from several to hundreds of 

TeraBytes;

 Provide guaranteed and opportunistic sharing of large amounts of space between 

and within VOs;  

 Deliver hundred terabyte data sets on-time;

 Provide applications high throughput access to data at a local or remote site.  

Figure 5: OSG Storage Environment Variables
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4.4. Information Services 

4.4.1. Service Status and Discovery 

As mentioned above it must be accepted that information about the state and availability of 

the resources and services on a widely distributed and autonomously managed set of 

components will be incomplete and out of date. Reliance on this information must be 

cognizant of its quality and latency. A range of relatively static information can be used to 

dispatch work to sites, understand whether a configuration can support a particular 

application etc.  

The idea of discovery of services and resources has long been a dream of transparent 

access to a distributed set of resources. While there have been some initial deployments a 

fully dynamic discovery service is not yet a reality. In general information is collected and 

checked against expected results and error conditions raised when the unexpected is noted.  

4.4.2. Monitoring and Accounting 

All production grids include, invariably many different, monitoring infrastructures. The VO, 

site and grid administrators and operations, the users and the management are all interested 

in many knowing the current and historical performance and load on the system. To enable 

discussion fo economics, accounting of the use of the resources is needed. This immediately 

brings us to an interesting question: If a resource is used it is clear whom to charge, but it 

may be that many different components have contributed to the value gained. If a job is 

scheduled through one grid infrastructure and executed through another – who accounts the 

job? Invariably, both do and this does indeed make sense.  

One of the challenges of monitoring and accounting is to reduce the resource load due 

to the monitoring and accounting infrastructures themselves. The diversity and 

independence of the stakeholders in knowing the information, as well as the different views 

of to gather the information, make this a challenge in its own right.  

4.5. Gateways to other Facilities and Grids 

There is a rapid growth in the interest and deployment of shared computational 

infrastructures at the local and regional level. And in addition these is rapid growth in 

research communities’ need to move data and jobs between heterogeneous facilities and 

build integrated community computational systems across high performance computing 

(HPC) facilities and more traditional computing clusters.  

It was previously stated that the world is a “grid-of-grids” and interoperation and 

interfacing between them is part of the architecture and an operational goal. For the OSG 

the scope includes software and support for campus and regional organizations to form their 

own locally shared facilities and distributed infrastructures which gateway to the national 

grid. Three examples participating in OSG today are the Fermilab Facility Grid (FermiGrid) 

[22], the Grid Laboratory of Wisconsin (GLOW)[23] and the Purdue University campus-

wide infrastructure. Each local organization contributes to and manages the gateway 

between the local facility and the OSG. The implementation principles of the gateways for 

the first two differs:

 On FermiGrid each VO interfaces their own resources directly to the OSG and 

then accesses them through their regular remote access mechanisms. FermiGrid interfaces a 

gateway to the OSG, which dispatches jobs from all other OSG VOs automatically across 

the complete set of resources (see Figure 6).  
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 GLOW provides a single interface to the OSG. Local job and data submissions are 

handled through the existing local mechanisms and then automatically “uploaded” to OSG 

resources under control of the GLOW gateway.  

The campus infrastructures provide multiple access mechanisms to the processing 

nodes so that computing cluster appear as local Condor pools as well as being accessible by 

OSG and, in the case of Purdue, TeraGrid.

Also as stated above, the large production grids federate and supporting groups to 

submit jobs across and move data between them. For example, the OSG collects  

information from the resources and publishes them in the format needed by the EGEE. A 

VO “Resource Broker” or job dispatcher can then submit jobs transparently across 

resources on the two grids.  

5. Managing the Production Grid 

Treating a production grid as a data center brings new insight and requirements into 

what is required to manage and operate them. Configuration management, service level 

management, dynamic resource control and so forth together with the life cycles of and 

relationships between the components become important to sustain a robust and 

evolutionary infrastructure. There are some unique challenges that the remoteness and 

autonomy of the components of the infrastructure bring forth.  

Attention must also be paid to the provisioning and lifecycle of the components and 

thought given to what information is needed from all components, how to deal with a 

system where some components are always non-operational at any one time, how to reason 

given the latency in the information available, how to reconcile the accounting by different 

parties accessing information at different layers of the system, and how a uniform 

management can be layered onto a set of disparate entities not under direct control of the 

system itself. Such management includes monitoring as well as managing the state 

transitions of the services (autonomous in the OSG model). Relationships and dependencies 

need to be understood also. These can be described as objectives for the level of service  

Figure 6: Access between Grids (example OSG -> FermiGrid).  
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(Service Level Objectives) which defines the goals for the components attributes in terms of  

up time, defense from overload, replicability etc. Measurement, control and life-cycle 

management of grid service components then become part of an overall management 

infrastructure [24], with a set of defined states and interfaces of its own and into which can 

be plugged new services as they are deployed.  

6. Challenges for the Future 

Today’s production research and science grids are charting new territories in several 

areas: Community driven production support and evolution of large complex systems with 

coordination but no control over the “end-points”; Security and operations across 

autonomously owned and managed facilities which scale from small university department 

clusters to large leadership class high performance computing facilities; Transparent support 

and failover during update of software and services; Robustness against failure, overload 

and unintentional and intentional misuse; Development of a sustainable economic model for 

use and growth of the infrastructure.  

Not just the number of jobs executed and the amount of data transferred and stored 

must measure success. Success has to be measured by the impact on scientific productivity 

and maturity of computation as a cornerstone, together with experiment and simulation, of 

the research portfolio. While many measurements are made and much data is being 

collected to help us determine the impact, we do not yet really understand how to translate 

and analyze this information to quantify value and benefit.  
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